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Mathematical models have been frequently studied in recent decades in order to obtain the deeper properties of real-world problems. In particular, if these problems, such as finance, soliton theory and health problems, as well as problems arising in applied science and so on, affect humans from all over the world, studying such problems is inevitable. In this sense, the first step in understanding such problems is the mathematical forms. Extracted results are generally in the form of numerical solutions, analytical solutions, approximate solutions and periodic properties. With the help of newly developed computational systems, experts have investigated and modeled such problems. Moreover, their graphical simulations also have been presented in the literature.

In response to the call for papers, 33 submissions were received. All submissions were reviewed by at least three experts in the field. Finally, 12 papers were accepted for publication in this special issue, all of which were of high quality and represented the areas covered by this Special Issue well. This corresponds to an acceptance rate of $36 \%$.

This Special Issue is based on fractional differentiation and integration, both with respect to theoretical and numerical aspects including the integer order.

The published papers in this Special Issue were briefly studied as follows.
In [1], the solution of a fractional kinetic equation (FKE), associated with the incomplete I-function (IIF) by using the well-known integral transform (Laplace transform), was investigated. The FKE plays an important role in solving astrophysical problems. The solutions in terms of the IIF were represented. They presented some interesting corollaries by specializing the parameters of the IIF in the form of simpler special functions. The authors also mentioned a few known results that are very useful in solving physical or real-life problems. Finally, some graphical results were presented to demonstrate the influence of the order of the fractional integral operator on the reaction rate.

In [2], the Sumudu decomposition method (SDM), a way to find approximate solutions to two-dimensional fractional partial differential equations, was used. A numerical algorithm for solving a fractional Riccati equation was investigated. The authors formed a combination of the Sumudu transform method and the decomposition method. The fractional derivative was described in the Caputo sense.

According to [3], time scales have been the target of work for many mathematicians for more than a quarter century. They used the fractional maximal integrals to establish integral inequalities on time scales. Moreover, their findings showed that inequality is valid for discrete and continuous conditions.

In [4], obtaining approximate solutions for a fractional order Burgers' equation was been presented in a reproducing kernel Hilbert space (RKHS). Some special reproducing kernel spaces were identified according to the inner products and norms. Then, an iterative approach was constructed by using kernel functions. The convergence of this
approach and its error estimates was given. The numerical algorithm for the method was presented. In addition, the numerical outcomes were shown with tables and graphics for some examples.

In [5], the authors solved economic models based on market equilibrium with a constant proportional Caputo derivative by using the Laplace transform. They proved the accuracy and efficiency of the method. They constructed the relations between the solutions of the problems and bivariate Mittag-Leffler functions.

In [6], the authors applied an integral transform-based technique to solve a fractional order Volterra-type integro-differential equation (FVIDE) involving the generalized Lorenzo-Hartely function and generalized Lauricella confluent hypergeometric function with several complex variables in the kernel. They also investigated and introduced the Elzaki transform of the Hilfer derivative, generalized Lorenzo-Hartely function and generalized Lauricella confluent hypergeometric function. In this article, they established three results that were present in the form of lemmas, which give us new results for the above-mentioned three functions. By using these results, they derived results that were given in the form of theorems.

In [7], a fractional predator-prey model with a harvesting rate was considered. Besides the existence and uniqueness of the solution to the model, the local stability and global stability were examined. A novel discretization depending on the numerical discretization of the Riemann-Liouville integral was introduced, and the corresponding numerical discretization of the predator-prey fractional model was obtained. The net reproduction number R0 was obtained for the prediction and persistence of the disease. The dynamical behavior of the equilibria was examined by using the stability criteria. Furthermore, numerical simulations of the model were performed. Their graphical representations supported the numerical discretizations, emphasized the effectiveness of our theoretical results and monitored the effect of an arbitrary order derivative.

In [8], the application of the $\left(m+1 / G^{\prime}\right)$-expansion method to the $(2+1)$-dimensional hyperbolic nonlinear Schrödinger equation was investigated. With the help of the proposed method, the periodic and singular complex wave solutions to the considered for the model were derived. Various figures such as 3D and 2D surfaces with suitable parameter values were plotted.

In [9], fractional order derivatives for the management and simulation of a fractional order disorderly finance system were investigated. In the developed system, the authors added the critical minimum interest rate parameter in order to develop a new stable financial model. The new emerging paradigm on the demand for innovation, which is the gateway to the knowledge economy, was surveyed. The derivatives were characterized in the Caputo fractional and the Atangana-Baleanu sense. They proved the existence and uniqueness of the solutions with fixed point theorems and an iterative scheme.

In [10], a new reproducing kernel approach was developed to obtain a numerical solution for multi-order fractional nonlinear three-point boundary value problems. This approach was based on a reproducing kernel, which was constructed by shifted Legendre polynomials (L-RKM). In the problem considered, fractional derivatives with respect to $\alpha$ and $\beta$ were defined in the Caputo sense. This method was applied to some examples that had exact solutions. In order to show the robustness of the proposed method, some examples were solved, and the numerical results were given in tabulated forms.

In [11], one of the special cases of an auxiliary method, named the Bernoulli subequation function method, was applied for the nonlinear modified alpha equation. The characteristic properties of these solutions, such as complex and soliton solutions, were extracted. Moreover, the strain conditions of the solutions were also reported in detail. Observing the figures plotted, by considering various values of the parameters of these solutions, the effectiveness of the approximation method used for the governing model was confirmed.

In [12], the authors proved the equivalence of the norm of the restricted centered fractional maximal diamond- $\alpha$ integral operator to the norm of the centered fractional
maximal diamond- $\alpha$ integral operator Mca on the time scales in variable exponent Lebesgue spaces. This study considered problems such as the boundedness and compactness of the integral operators in relation to the time scales.
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#### Abstract

In this article, we apply an integral transform-based technique to solve the fractional order Volterra-type integro-differential equation (FVIDE) involving the generalized Lorenzo-Hartely function and generalized Lauricella confluent hypergeometric function in terms of several complex variables in the kernel. We also investigate and introduce the Elazki transform of Hilfer-derivative, generalized Lorenzo-Hartely function and generalized Lauricella confluent hypergeometric function. In this article, we have established three results that are present in the form of lemmas, which give us new results on the above mentioned three functions, and by using these results we have derived our main results that are given in the form of theorems. Our main results are very general in nature, which gives us some new and known results as a particular case of results established here.


Keywords: Volterra-type fractional integro-differential equation; Hilfer fractional derivative; Lorenzo-Hartely function; generalized Lauricella confluent hypergeometric function; Elazki transform

## 1. Introduction

From last three decade the fractional calculus have experienced significant observation to solve the mathematics, science \& engineering and mathematical physics problems [1-11]. Fractional calculus plays a vital role to derive the solution of various kinds of differential and integral equations of fractional order arising in fractal geometry, propagation of seismic waves and diffusion problems for these we can cite the following works mentioned in [2,4,11-14]. In this connection Boyadjiev et al. [15] studied the non-homogeneous fractional integro-differential equation of Volterra-type (FIDEV) and obtained the solution in closed form in terms of Kummer functions and incomplete gamma function (IGF). Al-shammery et al. [16] studied the unsaturated behavior of the freeelectron lesser (FEL) and developed an analytical and numerical treatment of fractional generalization of the FEL equation. Further, Al-Shammery et al. [17] studied the arbitrary order generalization of the FEL equation and expressed their solution in terms of Kummer confluent hypergeometric functions (KCHF) as well as analyzed the behavior of FEL and it is governed by first-order IDEV. After this Saxena and Kalla [18] further generalized the first-order IDEV, which was an extension of the work done by Al-Shammery et al. [16,17]. In continuation of solution of FIDEV Kilbas et al. [19] consecutively studied and further generalized the work done by Saxena and Kalla [18] and established the solution
in terms of generalized Mittag-Leffler function. Motivated by current work done by several authors on significant generalization of FIDEV with the help of fractional operator, Saxena and Kalla [20] investigated the solution of Cauchy-type generalized FIDEV involving a generalized Lauricella CHF in the kernels. At the same time Srivastava and Saxena [21] further derived the solution of FIDEV by using multivariable CHF in the kernel. Recently, Singh et al. [22] derived the solution of FEL containing Hilfer-Prabhakar derivative operator by using Elzaki transform in terms of Mittag-Leffler type function. Many authors have been work in the solution of fractional differential and integral equations refer to the work mentioned in [16,23-33]. In the literature of fractional differentiations and integrations there are several integral transforms like Laplace, Fourier, Mellin, Sumudu etc. Recently Elzaki introduced a new integral transform whose name is Elzaki transform [34,35], which is a modified form of classical Laplace and Sumudu transform and have some quality features. Elzaki transform has been effectively used to solve the integral equations as well as ordinary and partial differential equations in fractional calculus [36].

Primarily our objective of this paper is to investigate the formulae of Elzaki transform of functions which have been mentioned earlier and these results will be used to solve the generalized fractional integro-differential equations established here.

## 2. Definitions and Preliminaries

In this portion, we study a few important fundamental definitions associated to fractional calculus, Elzaki transform and special function to understand the further results, lemmas and application.

### 2.1. Elzaki Transform

Let $h(t)$ belong to a class $K$, where $K=\left\{h(t): 3 N, \mathrm{p}_{1}, \mathrm{p}_{2}>0\right.$ such that $|h(t)|<N e^{\frac{|t|}{p_{i}}}$ if $\left.t \in(-i)^{j} x[0, \infty)\right\}$.

Elzaki transform $[34,35]$ of function $h(t)$ introduced by Tarig M. Elzaki is defined as

$$
\begin{equation*}
E[\mathrm{~h}(\mathrm{t})]=u \int_{0}^{\infty} e^{-\frac{t}{u}} h(t) d t=\mathrm{T}(u), \mathrm{t}>0, u \in\left(-\mathrm{p}_{1}, \mathrm{p}_{2}\right) \tag{1}
\end{equation*}
$$

Convolution Property
The Elzaki transform of the convolution of $f(t)$ and $g(t)$ is given by

$$
\begin{equation*}
E[(f * g)(t)]=\frac{1}{u} F(u) G(u) \tag{2}
\end{equation*}
$$

where $F(u)$ and $G(u)$ are the Elzaki transform of $f(t)$ and $g(t)$ resp., and

$$
(f * g)(t)=\int_{0}^{t} f(t) g(t-u) d u
$$

### 2.2. Generalized Lorenzo-Hartley Function

Generalized Lorenzo-Hartley [37] is defined as:

$$
\begin{equation*}
G_{v, \mu, \sigma}(a, \omega)=\sum_{J=0}^{\infty} \frac{(\sigma)_{j}(a)^{j} \omega^{(\sigma+j) v-\mu-1}}{\Gamma(j+1) \Gamma(\sigma+j) v-\mu}, \mathfrak{R}(\sigma v-\mu)>0 \tag{3}
\end{equation*}
$$

### 2.3. Hilfer Derivative Operator

The Hilfer derivative [38] of order $\alpha$ is defined as:

$$
\begin{equation*}
D_{a^{+}}^{\beta, \gamma} y(x)=\left(I_{a^{+}}^{\gamma(1-\beta)} \frac{d}{d t} I_{a^{+}}^{(1-\gamma)(1-\beta)} y\right)(x) \tag{4}
\end{equation*}
$$

2.4. Generalized Lauricella Confluent Hypergeometric Function

A special case of generalized Lauricella function in several complex variables, proposed by Srivastava and Daoust [39] (p. 454) in terms of a multiple series express in the following manner:

$$
F \underbrace{0: \overbrace{1 ; \ldots ; 1}^{1: 0 ; \ldots ; 0}}_{n}\left[\begin{array}{c}
-:\left(\beta_{1}: 1\right) ; \ldots ;\left(\beta_{n}: 1\right) ;-  \tag{5}\\
\tau_{1}, \ldots, \tau_{n} \\
\left(\alpha: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right]=\sum_{k_{1, \ldots, k_{n}=0}^{n}}^{\infty} \frac{\left(\beta_{1}\right)_{k_{1}} \ldots\left(\beta_{n}\right)_{k_{n}} \tau_{1} k_{1} \ldots \tau_{n} k_{n}}{\Gamma\left[\alpha+\delta_{1} k_{1}+\ldots+\delta_{n} k_{n}\right]\left(k_{1}\right)!\ldots\left(k_{n}\right)!}
$$

where $\alpha, \delta_{j}, \beta_{j}, \tau_{j} \in \mathbb{C}$ and $j=1, \ldots, n$.
As per convergence condition mentioned by Srivastava and Doust [40] (p. 157) for the generalized Lauricella series in several variables, the series given in (5) converges for $\operatorname{Re}\left(\delta_{j}\right)>0$ for $j=1, \ldots, n$.

## 3. Elzaki Transform of Generalized Lorenzo-Hartley Function, Hilfer Derivative \& Generalized Lauricella Confluent Hypergeometric Function

In this portion, we introduce a formula of Elzaki transform of generalized Lorenzo-Hartely function, Hilfer derivative \& generalized Lauricella confluent hypergeometric function.

Lemma 1. The Elzaki transform of generalized Lorenzo-Hartely function is given by

$$
\begin{equation*}
E\left[G_{v, \mu, \sigma}(a, \omega)\right]=u^{\sigma v-\mu+1}\left[1-\left(a u^{v}\right)\right]^{-\sigma}, \mathfrak{R}(\sigma v-\mu)>0 . \tag{6}
\end{equation*}
$$

Proof. Elzaki transform of generalized Lorenzo-Hartely function defined by (3) is given by

$$
\begin{equation*}
E\left[G_{v, \mu, \sigma}(a, \omega)\right]=E\left[\sum_{J=0}^{\infty} \frac{(\sigma)_{j}(a)^{j} \omega^{(\sigma+j) v-\mu-1}}{\Gamma(j+1) \Gamma(\sigma+j) v-\mu}\right]=\sum_{J=0}^{\infty} \frac{(\sigma)_{j}(a)^{j}}{\Gamma(j+1) \Gamma(\sigma+j) v-\mu} E\left[\omega^{(\sigma+j) v-\mu-1}\right] \tag{7}
\end{equation*}
$$

Now, applying the formula of the Elazki transform in (7), we arrive at

$$
E\left[G_{v, \mu, \sigma}(a, \omega)\right]=\sum_{J=0}^{\infty} \frac{\mathbf{u}^{(\sigma+j) v-\mu+1} \Gamma(\sigma+\mathrm{j})(a)^{j}}{\Gamma(j+1) \Gamma(\sigma)}
$$

After this, we are rearranging the terms to convert the above equation in binomial function form

$$
E\left[G_{v, \mu, \sigma}(a, \omega)\right]=\mathrm{u}^{\sigma v-\mu+1} \sum_{J=0}^{\infty} \frac{\Gamma(\sigma+\mathrm{j})\left(a u^{v}\right)^{j}}{\Gamma(j+1) \Gamma(\sigma)}
$$

Finally, we get the desired result

$$
E\left[G_{v, \mu, \sigma}(a, \omega)\right]=u^{\sigma v-\mu+1}\left[1-\left(a u^{v}\right)\right]^{-\sigma}
$$

Lemma 2. The Elzaki transform of Hilfer derivative of fractional order defined in (4) is given by

$$
\begin{equation*}
E\left[D_{a^{+}}^{\beta, \gamma} y(x)\right](u)=u^{-\beta} E[y(x)](u)-u^{-\gamma(\beta-1)+1}\left(I^{(1-\beta)(1-\gamma)} y\right)(0+) \tag{8}
\end{equation*}
$$

Proof. The Hilfer-derivative is defined as

$$
\begin{equation*}
D_{a^{+}}^{\beta, \gamma} y(x)=\left(I_{a^{+}}^{\gamma(1-\beta)}\left(D_{a^{+}}^{\beta+\gamma-\beta \gamma} y\right)\right)(x) \tag{9}
\end{equation*}
$$

Applying the integral operator $\left(I_{a^{+}}^{\beta}\right)$ on both side (see for instance [14]), we have

$$
I_{a^{+}}^{\beta}\left(D_{a^{+}}^{\beta, \gamma} y\right)(x)=\left(I_{a^{+}}^{\gamma(1-\beta)+\beta}\left(D_{a^{+}}^{\beta+\gamma-\beta \gamma} y\right)\right)(x)
$$

by using the definition of Riemann-Liouville integral operator [4]

$$
\begin{gather*}
\frac{1}{\Gamma(\beta)} \int_{a}^{t}(t-x)^{\beta-1}\left(D_{a^{+}}^{\beta, \gamma} y\right)(x) d x \\
=y(x)-\sum_{k=0}^{n-1} \frac{(x-a)^{k-(n-\beta)(1-\gamma)}}{\Gamma[k-(n-\beta)(1-\gamma)+1]} \lim _{x \rightarrow a} \frac{d^{k}}{d x^{k}}\left(I_{a^{+}}^{(n-\beta)(1-\gamma)} y\right)(x) . \tag{10}
\end{gather*}
$$

Applying Elzaki transform and also using convolution property of Elzaki transform on above equation, we get

$$
\begin{gathered}
\frac{1}{\mathrm{u} \Gamma(\beta)} E\left[\hat{\beta}^{\beta-1}\right] E\left[D_{a^{+}}^{\beta, \gamma} y(x)\right](u)= \\
E[y(x)](u)-\sum_{k=0}^{(n-1)}\left[\left\{\lim _{x \rightarrow a} \frac{d^{k}}{d x^{k}}\left(I_{a^{+}}^{(n-\beta)(1-\gamma)} y\right)(x)\right\} E\left\{\frac{(x-a)^{k-(n-\beta)(1-\gamma)}}{\Gamma[k-(n-\beta)(1-\gamma)+1]}\right\}\right] .
\end{gathered}
$$

Using formula of Elzaki transform, we arrive at

$$
\begin{gather*}
u^{\beta} E\left[D_{a^{+}}^{\beta, \gamma} y(x)\right](u)= \\
E[y(x)](u)-\sum_{k=0}^{n-1}\left[(u-a)^{k-(n-\beta)(1-\gamma)+2}\left\{\lim _{x \rightarrow a} \frac{d^{k}}{d x^{k}}\left(I_{a^{+}}^{(n-\beta)(1-\gamma)} y\right)(x)\right\}\right] . \tag{11}
\end{gather*}
$$

Multiplying by $u^{-\beta}$ both side and taking $a=0$ in Equation (11), we arrive at

$$
\begin{gather*}
E\left[D_{0+}^{\beta, \gamma} y(x)\right](u)= \\
u^{-\beta} E[y(x)](u)-\sum_{k=0}^{n-1}\left[(u)^{k-n+\gamma(n-\beta)+2}\left\{\lim _{x \rightarrow 0} \frac{d^{k}}{d x^{k}}\left(I_{0+}^{(n-\beta)(1-\gamma)} y\right)(x)\right\}\right] \tag{12}
\end{gather*}
$$

where $(n-1)<\beta \leq n$.
For $n=1$, the above equation becomes

$$
E\left[D_{0+}^{\beta, \gamma} y(x)\right](u)=u^{-\beta} E[y(x)](u)-(u)^{-\gamma(\beta-1)+1}\left(I_{0+}^{(1-\beta)(1-\gamma)} y\right)(0+)
$$

This is the Elzaki transform formula of Hilfer-derivative. We use this result to solve fractional integro-differential equation.

Lemma 3. The Elzaki transform of generalized Lauricella confluent hypergeometric function in several complex variables defined in (5) is given by

$$
E^{-1}\left\{u^{\alpha+1} \prod_{j=1}^{n}\left(1-\tau_{j} u^{\delta_{j}}\right)^{-\beta_{j}}\right\}=\omega^{\alpha-1} F_{\substack{0: 1 ; \ldots ; 1  \tag{13}\\
\overbrace{10 ; 0}}}^{\underbrace{n}_{n}}\left[\begin{array}{c}
-:\left(\beta_{1}: 1\right) ; \ldots ;\left(\beta_{n}: 1\right) ;- \\
\tau_{1} \omega^{\delta_{1}}, \ldots, \tau_{n} \omega^{\delta_{n}} \\
\left(\alpha: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right]
$$

where $\alpha, \delta_{j}, \beta_{j}, \tau_{j} \in \mathbb{C}, \mathfrak{R}(u)>0, \max _{1 \leq j \leq n}\left|\tau_{j} u^{\delta_{j}}\right|<1, \min _{1 \leq j \leq n} \Re\left(\delta_{j}\right)>0, \mathfrak{R}(\alpha)>0$.
Proof. The Equation (13) can be easily solve by taking Elzaki transform of the function given in left hand side of (13), we have

$$
\left.\begin{array}{rl} 
& E\{\omega^{\alpha-1} F F_{1: 1 ; \ldots ; 1}^{0: \overbrace{1 ; 0}^{n}}\left[\begin{array}{c}
-:\left(\beta_{1}: 1\right) ; \ldots ;\left(\beta_{n}: 1\right) ;- \\
\tau_{1} \omega^{\delta_{1}}, \ldots, \tau_{n} \omega^{\delta_{n}} \\
\left(\alpha: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right]
\end{array}\right\}
$$

interchanging the order of summations and integration, which is permissible under the conditions stated with Lemma 3, after rearrangement of the terms it is possible to express the above equation in the form

$$
\begin{aligned}
& =u\left(\sum_{k_{1, \ldots, k_{n}=0}^{\infty} \frac{\left(\beta_{1}\right)_{k_{1}} \ldots\left(\beta_{n}\right)_{k_{n}}}{\Gamma\left[\alpha+\delta_{1} k_{1}+\ldots+\delta_{n} k_{n}\right]\left(k_{1}\right)!\ldots\left(k_{n}\right)!}}^{k_{0}}\right) \\
& \times \int_{0}^{\infty} \omega^{\alpha-1} \tau_{1} k_{1} \omega^{\delta_{1} k_{1}} \ldots \tau_{n} k_{n} \omega^{\delta_{n} k_{n}} e^{-\frac{\omega}{u}} d \omega
\end{aligned}
$$

and above equation can be written as

$$
\begin{equation*}
=\left(\sum_{k_{1, \ldots}, \ldots, k_{n}=0}^{\infty} \frac{\left(\beta_{1}\right)_{k_{1}} \ldots\left(\beta_{n}\right)_{k_{n}}}{\Gamma\left[\alpha+\delta_{1} k_{1}+\ldots+\delta_{n} k_{n}\right]\left(k_{1}\right)!\ldots\left(k_{n}\right)!}\right) E\left\{\tau_{1} k_{1} \ldots \tau_{n} k_{n} \omega^{\alpha+\delta_{1} k_{1}+\ldots+\delta_{n} k_{n}-1}\right\} . \tag{14}
\end{equation*}
$$

Now, using the formula of the Elazki transform in (14), we have

$$
\begin{gathered}
E\left\{\begin{array}{c}
\omega^{\alpha-1} F F_{\overbrace{1}^{0: \ldots ; 1}}^{\overbrace{1 ; 0}^{n} \ldots ; 0}
\end{array}\left[\begin{array}{c}
-:\left(\beta_{1}: 1\right) ; \ldots ;\left(\beta_{n}: 1\right) ;- \\
\tau_{1} \omega^{\delta_{1}}, \ldots, \tau_{n} \omega^{\delta_{n}} \\
\left(\alpha: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right]\right\}= \\
\sum_{k_{1, \ldots, k_{n}=0}^{\infty} u^{\alpha+1}} \frac{\left(\beta_{1}\right)_{k_{1}}\left(\tau_{1} u^{\delta_{1}}\right)^{k_{1}}}{\left(k_{1}\right)!} \ldots \frac{\left(\beta_{n}\right)_{n}\left(\tau_{n} u^{\delta_{n}}\right)^{k_{n}}}{\left(k_{n}\right)!}
\end{gathered}
$$

We express the above result in the form of product of binomial functions as

It can be written as

$$
E\{\omega^{\alpha-1} F \overbrace{1: \underbrace{0: 1 ; \ldots ; 1}_{n}}^{n}\left[\begin{array}{c}
-:\left(\beta_{1}: 1\right) ; \ldots ;\left(\beta_{n}: 1\right) ;- \\
\tau_{1} \omega^{\delta_{1}}, \ldots, \tau_{n} \omega^{\delta_{n}} \\
\left(\alpha: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right]\}=u^{\alpha+1} \prod_{j=1}^{n}\left(1-\tau_{j} u^{\delta_{j}}\right)^{-\beta_{j}}
$$

Finally, we arrive at the desired result.

## 4. Solution of Generalized Fractional Integro-Differential Equations

Theorem 1. Let us consider the following generalized fractional integro-differential equation of Volterra-type:

$$
\begin{equation*}
D_{0+}^{\beta, \gamma}[y(x)]=\rho f(x)+\lambda \int_{0}^{x} G_{v, \mu, \sigma}(a, \omega) y(x-\omega) d \omega, \tag{15}
\end{equation*}
$$

where $v, \mu, \sigma, \lambda, \rho \in \mathbb{C}, 0 \leq x \leq 1, \beta \in(0,1), \gamma \in[0,1]$ and $\mathfrak{R}(v)>0, \mathfrak{R}(\mu)>0, \mathfrak{R}(v-\mu)>0$, with the initial condition $\left(I_{0+}^{(1-\beta)(1-\gamma)} y\right)(0+)=C$, and $f(x)$ is assumed to be continuous on every finite closed interval $[0, X](0<X<\infty)$, has its solution given by

$$
\begin{equation*}
y(x)=C \phi(x)+\rho \int_{0}^{x} f(\omega) \xi(x-\omega) d \omega \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(\mathrm{x})=\sum_{m=0}^{\infty} \lambda^{m} G_{v,(\mu-\beta) m+\gamma(\beta-1)-\beta, \sigma m}(a, x) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi(x)=\sum_{m=0}^{\infty} \lambda^{m} G_{v,(\mu-\beta) m-\beta, \sigma m}(a, x) \tag{18}
\end{equation*}
$$

Proof. Applying Elzaki transform on Equation (15) and using (6) and (8), we have

$$
\begin{aligned}
& u^{-\beta} Y(u)-u^{-\gamma(\beta-1)+1}\left(I^{(1-\beta)(1-\gamma)} y\right)(0+) \\
= & \rho F(u)+\lambda \frac{1}{u} Y(u) u^{\sigma v-\mu+1}\left[1-\left(a u^{v}\right)\right]^{-\sigma} .
\end{aligned}
$$

After rearranging the terms, the above equation can be written as

$$
u^{-\beta} \curlyvee(u)\left[1-\frac{\lambda u^{\sigma v-\mu+\beta}}{\left[1-\left(a u^{v}\right)\right]^{\sigma}}\right]=\rho F(u)+C u^{-\gamma(\beta-1)+1}
$$

it can be written as follow

$$
Y(u)=u^{\beta} \rho F(u)\left[1-\frac{\lambda u^{\sigma v-\mu+\beta}}{\left[1-\left(a u^{v}\right)\right]^{\sigma}}\right]^{-1}+C u^{-\gamma(\beta-1)+\beta+1}\left[1-\frac{\lambda u^{\sigma v-\mu+\beta}}{\left[1-\left(a u^{v}\right)\right]^{\sigma}}\right]^{-1}
$$

By virtue of binomial formula, we get

$$
\begin{equation*}
Y(u)=u^{\beta} \rho F(u) \sum_{m=0}^{\infty} \frac{\lambda^{m} u^{(\sigma v-\mu+\beta) m}}{\left[1-\left(a u^{v}\right)\right]^{\sigma m}}+C u^{-\gamma(\beta-1)+\beta+1} \sum_{m=0}^{\infty} \frac{\lambda^{m} u^{(\sigma v-\mu+\beta) m}}{\left[1-\left(a u^{v}\right)\right]^{\sigma m}} . \tag{19}
\end{equation*}
$$

Now, inverting the Elzaki transform, we have

$$
\begin{aligned}
& y(x)=\rho E^{-1}\left[\sum_{m=0}^{\infty} \lambda^{m} u^{(\sigma v-\mu+\beta) m+\beta}\left[1-\left(a u^{v}\right)\right]^{-\sigma m} F(u)\right] \\
& +C E^{-1}\left[\sum_{m=0}^{\infty} \lambda^{m} u^{(\sigma v-\mu+\beta) m-\gamma(\beta-1)+\beta+1}\left[1-\left(a u^{v}\right)\right]^{-\sigma m}\right] .
\end{aligned}
$$

Again using binomial result, we arrive at

$$
\begin{aligned}
& y(x)=\rho E^{-1}\left[\sum_{m=0}^{\infty} \lambda^{m}\left\{\sum_{j=0}^{\infty} \frac{(\sigma m)_{j}(a)^{j} u^{(\sigma m+j) v-[(\mu-\beta) m-\beta]+1-1}}{\Gamma(j+1)}\right\} F(u)\right] \\
& \quad+C E^{-1}\left[\sum_{m=0}^{\infty} \lambda^{m}\left\{\sum_{j=0}^{\infty} \frac{(\sigma m)_{j}(a)^{j} u^{(\sigma m+j) v-[(\mu-\beta) m+\gamma(\beta-1)-\beta]+1}}{\Gamma(j+1)}\right\}\right] .
\end{aligned}
$$

This leads us to the following equation

$$
\begin{align*}
y(x)= & \rho \sum_{m=0}^{\infty} \lambda^{m}\left[\sum_{j=0}^{\infty} \frac{(\sigma m)_{j}(a)^{j}}{\Gamma(j+1)} E^{-1}\left\{\frac{1}{u} E\left(\frac{x^{(\sigma m+j) v-[(\mu-\beta) m-\beta]-1}}{\Gamma(\sigma m+j) v-[(\mu-\beta) m-\beta]}\right) E\{f(x)\}\right\}\right]  \tag{20}\\
& +C \sum_{m=0}^{\infty} \lambda^{m}\left[\sum_{j=0}^{\infty} \frac{(\sigma m)_{j}(a)^{j}}{\Gamma(j+1)} \frac{x^{(\sigma m+j) v-[(\mu-\beta) m+\gamma(\beta-1)-\beta]-1}}{\Gamma(\sigma m+j) v-[(\mu-\beta) m+\gamma(\beta-1)-\beta]}\right] .
\end{align*}
$$

Now, we applying the convolution property of the Elzaki transform in (20) and using (3), we find that

$$
\begin{gathered}
y(x)=\rho \sum_{m=0}^{\infty} \lambda^{m}\left[\sum_{j=0}^{\infty} \frac{(\sigma m)_{j}(a)^{j}}{\Gamma(j+1)}\left\{\int_{0}^{x} f(\omega) \frac{(x-\omega)^{(\sigma m+j) v-[(\mu-\beta) m-\beta]-1}}{\Gamma(\sigma m+j) v-[(\mu-\beta) m-\beta]} d \omega\right\}\right] \\
+C \sum_{m=0}^{\infty} \lambda^{m} G_{v,(\mu-\beta) m+\gamma(\beta-1)-\beta, \sigma m}(a, x),
\end{gathered}
$$

or

$$
\begin{gathered}
y(x)=C \sum_{m=0}^{\infty} \lambda^{m} G_{v,(\mu-\beta) m+\gamma(\beta-1)-\beta, \sigma m}(a, x) \\
+\rho \sum_{m=0}^{\infty} \lambda^{m}\left[\int_{0}^{x} f(\omega) \sum_{j=0}^{\infty} \frac{(\sigma m)_{j}(a)^{j}}{\Gamma(j+1)} \frac{(x-\omega)^{(\sigma m+j) v-[(\mu-\beta) m-\beta]-1}}{\Gamma(\sigma m+j) v-[(\mu-\beta) m-\beta]} d \omega\right] .
\end{gathered}
$$

Finally, we arrive at the solution given by (15)

$$
\begin{gathered}
y(x)=C \sum_{m=0}^{\infty} \lambda^{m} G_{v,(\mu-\beta) m+\gamma(\beta-1)-\beta, \sigma m}(a, x) \\
+\rho\left[\int_{0}^{x} f(\omega) \sum_{m=0}^{\infty} \lambda^{m} G_{v,(\mu-\beta) m-\beta, \sigma m}(a, x-\omega) d \omega\right]
\end{gathered}
$$

We can also display the above result in this way

$$
\begin{equation*}
y(x)=C \phi(\mathrm{x})+\rho \int_{0}^{x} f(\omega) \xi(x-\omega) d \omega \tag{21}
\end{equation*}
$$

Here $\phi(\mathrm{x})$ and $\xi(x-\omega)$ are given by Equations (17) and (18).

Theorem 2. Let us consider the following generalized fractional integro-differential equation of Volterra-type:

$$
D_{0+}^{\beta, \gamma}[y(x)]=\rho f(x)+\lambda \int_{0}^{x} \omega^{\alpha-1} y(x-\omega) F F_{1: \underbrace{0: \ldots ; 0}_{n} \overbrace{1 ; \ldots ; 1}^{n}}^{n}\left[\begin{array}{c}
-:\left(\beta_{1}: 1\right) ; \ldots ;\left(\beta_{n}: 1\right) ;-  \tag{22}\\
\tau_{1} \omega^{\delta_{1}}, \ldots, \tau_{n} \omega^{\delta_{n}} \\
\left(\alpha: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right] d \omega,
$$

where $\lambda, \alpha, \rho, \beta_{j}, \delta_{j}, \tau_{j} \in \mathbb{C} ; 0 \leq x \leq 1 ; \max _{1 \leq j \leq n}\left|\tau_{j} \omega^{\delta_{j}}\right|<\infty ; \Re(\alpha)>0 ; \beta \in(0,1), \gamma \in[0,1]$; $\min _{1 \leq j \leq n} \Re\left(\delta_{j}\right)>0(j=1, \ldots, n)$, with the initial condition $\left(I_{0+}^{(1-\beta)(1-\gamma)} y\right)(0+)=C$, and $f(x)$ is assumed to be continuous on every finite closed interval $[0, X](0<X<\infty)$, has its solution given by

$$
\begin{equation*}
y(x)=\rho \int_{0}^{x} f(\omega) \varphi(x-\omega) d \omega+C \psi(x) \tag{23}
\end{equation*}
$$

where

$$
\varphi(x)=x^{\beta-1} \sum_{r=0}^{\infty} \lambda^{r} x^{(\alpha+\beta) r} F^{0: 1 ; \ldots ; 1} \overbrace{n}^{\overbrace{1} ; \ldots ; 0}\left[\begin{array}{c}
-:\left(\beta_{1} r: 1\right) ; \ldots ;\left(\beta_{n} r: 1\right) ;-  \tag{24}\\
\tau_{1} x^{\delta_{1}}, \ldots, \tau_{n} x^{\delta_{n}} \\
\left(\beta+(\alpha+\beta) r: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right]
$$

and

$$
\begin{align*}
& \psi(x) \\
& =x^{\beta-\gamma(\beta-1)-1} \sum_{r=0}^{\infty} \lambda^{r} x^{(\alpha+\beta) r} F_{1: \underbrace{0: 1 ; \ldots ; 1}_{n} \overbrace{1 ; 0}^{n}}^{\overbrace{n}^{n}}\left[\begin{array}{c}
-:\left(\beta_{1} r: 1\right) ; \ldots ;\left(\beta_{n} r: 1\right) ;- \\
\tau_{1} x^{\delta_{1}}, \ldots, \tau_{n} x^{\delta_{n}} \\
\left((\alpha+\beta) r+\beta-\gamma(\beta-1): \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right] . \tag{25}
\end{align*}
$$

Proof. Applying the Elzaki transform on Equation (22), we have

Now, using (8) \& (13) in (26), we found that

$$
\begin{equation*}
u^{-\beta} Y(u)\left[1-\lambda u^{\alpha+\beta}\left\{\prod_{j=1}^{n}\left(1-\tau_{j} u^{\delta_{j}}\right)^{-\beta_{j}}\right\}\right]=\rho F(u)+u^{-\gamma(\beta-1)+1} . C \tag{27}
\end{equation*}
$$

where $Y(u)$ and $F(u)$ represent, respectively the Elzaki transform of the function $y(x)$ and $f(x)$.
Solving Equation (27), we find that

$$
\begin{align*}
& Y(u)=\rho u^{\beta} F(u)\left[1-\lambda u^{\alpha+\beta}\left\{\prod_{j=1}^{n}\left(1-\tau_{j} u^{\delta_{j}}\right)^{-\beta_{j}}\right\}\right]^{-1}  \tag{28}\\
& +u^{\beta-\gamma(\beta-1)+1} \cdot C\left[1-\lambda u^{\alpha+\beta}\left\{\prod_{j=1}^{n}\left(1-\tau_{j} u^{\delta_{j}}\right)^{-\beta_{j}}\right\}\right]^{-1}
\end{align*}
$$

where we have tacitly assumed that

$$
\begin{equation*}
\left|\lambda u^{\alpha+\beta}\left\{\prod_{j=1}^{n}\left(1-\tau_{j} u^{\delta_{j}}\right)^{-\beta_{j}}\right\}\right|<1 \tag{29}
\end{equation*}
$$

by virtue of binomial formula, we obtain

$$
\begin{align*}
& Y(u)=\rho F(u) \sum_{r=0}^{\infty} \lambda^{r} u^{\beta+(\alpha+\beta) r}\left\{\prod_{j=1}^{n}\left(1-\tau_{j} u^{\delta_{j}}\right)^{-\beta_{j} r}\right\}  \tag{30}\\
& +C \sum_{r=0}^{\infty} \lambda^{r} u^{(\alpha+\beta) r+\beta-\gamma(\beta-1)+1}\left\{\prod_{j=1}^{n}\left(1-\tau_{j} u^{\delta_{j}}\right)^{-\beta_{j} r}\right\}
\end{align*}
$$

Now, inverting the Elzaki transform and using the formula defined in (13) once again, we find from (30) that

$$
\begin{align*}
& \rho E^{-1}[\sum_{r=0}^{\infty} \lambda^{r} E\{f(x) * x^{\beta+(\alpha+\beta) r-1} F_{\underbrace{0: 1 ; \ldots ; 1}_{n}}^{\overbrace{1}^{0 ; \ldots ; 0}}\left[\begin{array}{c}
y(x)= \\
-:\left(\beta_{1} r: 1\right) ; \ldots ;\left(\beta_{n} r: 1\right) ;- \\
\tau_{1} x^{\delta_{1}}, \ldots, \tau_{n} x^{\delta_{n}} \\
\left(\beta+(\alpha+\beta) r: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right])] \tag{31}
\end{align*}
$$

Using the convolution property of Elazki transform in the above equation, we have

$$
\begin{align*}
& \rho E^{-1}[\sum_{r=0}^{\infty} \lambda^{r} E\{\int_{0}^{x} f(\omega)(x-\omega)^{\beta+(\alpha+\beta) r-1} F_{\substack{0: 1 ; \ldots ; 1 \\
1: \underbrace{}_{n} \ldots ; 0}}^{\overbrace{n}^{y(x)=}}\left[\begin{array}{c}
-:\left(\beta_{1} r: 1\right) ; \ldots ;\left(\beta_{n} r: 1\right) ;- \\
\tau_{1}(x-\omega)^{\delta_{1}}, \ldots, \tau_{n}(x-\omega)^{\delta_{n}} \\
\left(\beta+(\alpha+\beta) r: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right] d \omega\}]  \tag{32}\\
& +C \sum_{r=0}^{\infty} \lambda^{r} x^{(\alpha+\beta) r+\beta-\gamma(\beta-1)-1} F_{\underbrace{0: \ldots ; 0}_{1: 0} \overbrace{n}^{0 ; \ldots ; 1}}^{n}\left[\begin{array}{c}
-:\left(\beta_{1} r: 1\right) ; \ldots ;\left(\beta_{n} r: 1\right) ;- \\
\tau_{1} x^{\delta_{1}, \ldots, \tau_{n} x^{\delta_{n}}} \\
(\alpha+\beta) r+\beta-\gamma(\beta-1):\left(\delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}\right] .
\end{align*}
$$

Finally, after little simplification, we find that

$$
\left.\left.\begin{array}{l}
\rho[\{\int_{0}^{x} \sum_{r=0}^{\infty} \lambda^{r} f(\omega)(x-\omega)^{\beta+(\alpha+\beta) r-1} \overbrace{F_{1}^{0: 1 ; \ldots ; 1} \begin{array}{l}
1: 0 ; \ldots ; 0
\end{array}}^{\begin{array}{c}
y(x)= \\
n
\end{array}} \begin{array}{c}
-:\left(\beta_{1} r: 1\right) ; \ldots ;\left(\beta_{n} r: 1\right) ;- \\
\tau_{1}(x-\omega)^{\delta_{1}}, \ldots, \tau_{n}(x-\omega)^{\delta_{n}} \\
\left(\beta+(\alpha+\beta) r: \delta_{1}, \ldots, \delta_{n}\right):-:-
\end{array}] d \omega\} \tag{33}
\end{array}\right]\right] .
$$

We see that the above expression can be demonstrated in the form (23). Therefore this completes the proof of Theorem 2.

## 5. Conclusions

In this work, we have applied efficient and interesting transform (Elzaki transform) to obtain the close form solution of generalized fractional integro-differential equation of Volterra-type involving the generalized Lorenzo-Hartely function and generalized Lauricella series function in terms of function itself. We also derived novel results such as Elzaki transform of Hilfer-derivative, generalized Lorenzo-Hartely function as well as generalized Lauricella confluent hypergeometric function. If we assign particular value to the parameters involve in (16) and (23), then our results established here are particular cases of various results derived by numbers of authors. We can use this transform to solve numerous problems, such as problems occurring in mathematics can be solve without utilizing a novel frequency domain, ODE, Non-homogenous equations, fractional integral and differential equations, one of the important aspect of this transform is that it can change the system of equations (differential \& Integral) into algebraic equations.
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#### Abstract

In this article, a new reproducing kernel approach is developed for obtaining a numerical solution of multi-order fractional nonlinear three-point boundary value problems. This approach is based on a reproducing kernel, which is constructed by shifted Legendre polynomials (L-RKM). In the considered problem, fractional derivatives with respect to $\alpha$ and $\beta$ are defined in the Caputo sense. This method has been applied to some examples that have exact solutions. In order to show the robustness of the proposed method, some examples are solved and numerical results are given in tabulated forms.
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## 1. Introduction

In this paper, a new iterative reproducing kernel approach will be constructed for obtaining the numerical solution of a multi-order fractional nonlinear three-point boundary value problem as follows:

$$
\begin{gather*}
a_{2}(\xi)^{c} D^{\alpha} z(\xi)+a_{1}(\xi)^{c} D^{\beta} z(\xi)+a_{0}(\xi) z(\xi)=g\left(\xi, z(\xi), z^{\prime}(\xi)\right)  \tag{1}\\
0 \leq \xi \leq 1,1<\alpha \leq 2,0<\beta \leq 1
\end{gather*}
$$

with the following boundary conditions,

$$
\begin{equation*}
z(0)=\gamma_{0}, z(\theta)=\gamma_{1}, z(1)=\gamma_{2}, \quad 0<\theta<1 \tag{2}
\end{equation*}
$$

Here, $a_{0}(\cdot), a_{1}(\cdot), a_{2}(\cdot) \in C^{2}(0,1)$ and $g\left(\cdot, z(\cdot), z^{\prime}(\cdot)\right) \in L_{\rho}^{2}[0,1]$ are sufficiently smooth functions, $\rho$ is a weighted function and it will be taken as $\rho=1$ for Legendre polynomials. Fractional derivatives are also taken in the Caputo sense. Without loss of generality, we pay regards to $z(0)=0, z(\theta)=0$ and $z(1)=0$. Because $z(0)=\gamma_{0}, z(\theta)=\gamma_{1}$ and $z(1)=\gamma_{2}$, boundary conditions can be easily reduced to $z(0)=0$, $z(\theta)=0$ and $z(1)=0$.

Nonlinear fractional multi-point boundary value problems appear in a different area of applied mathematics and physics ([1-7] and references therein). Many important phenomena have been concerned in engineering and applied science, such as dynamical systems, fluid mechanics, control theory, oil industries, and heat conduction, and can be well-turned by fractional differential equations [8-10]. Some applications, qualitative behaviors of solutions and numerical methods to find approximate solutions have been investigated for differential equations with fractional order in [11-14].

More specfically, it is not easy to directly get exact solutions to most differential equations with fractional order. Hence, numerical techniques are largely utilized. Actually, in recent times, many efficient and convenient methods have been developed, such as the finite difference method [15], finite element method [16], homotopy perturbation method [17], Haar wavelet methods [18], collocation methods [19], homotopy analysis method [20], differential transform method [21], variational iteration method [22], reproducing kernel space method [23,24] and so on [25-32].

In 1908, Zaremba firstly introduced the reproducing kernel concept [33]. His researches regarded boundary value problems, which include the Dirichlet condition. The reproducing kernel method (RKM) produces a solution in convergent series form for many differential, partial and integro-differential equations. For more information, we refer to [34,35]. Recently, the RKM has been applied for a different type of problem. For example, fractional order nonlocal boundary value problems [36], Riccati differential equations [37], forced Duffing equations with a nonlocal boundary conditions [38], Burgers' equation with a fractional order Caputo derivative [39], time-fractional Kawahara equation [40], fractional order Boussinesq equation [41], nonlinear fractional Volterra integro-differential equations [42].

The Legendre reproducing kernel method is proposed for the fractional two-point boundary value problem of Bratu type equations [43]. The main motivation of this paper is to extend the Legendre reproducing kernel approach for solving multi-order fractional nonlinear three-point boundary value problems with a Caputo derivative.

The remainder part of the paper is prepared as follows: some fundamental definitions of fractional calculus and the theory of reproducing kernel with Legendre basis functions are given in Section 2. The structure of the solution with a Legendre reproducing kernel is demonstrated in Section 3. In order to show the effectiveness of the proposed method, some numerical findings are reported in Section 4. Finally, the last section contains some conclusions.

## 2. Preliminaries

In this section, several significant concepts, definitions, theorems, and properties that will be used in this research are provided.

Definition $1([8,12,13])$. Let $z(\xi) \in C[0,1]$ and $\xi \in[0,1]$. Then, the $\alpha$ order Riemann-Liouville fractional integral operator is given as:

$$
J^{\alpha} z(\xi)=\frac{1}{\Gamma(\alpha)} \int_{0}^{\xi}(\xi-s)^{\alpha-1} z(s) d s
$$

here $\Gamma($.$) is a Gamma function, \alpha \geq 0$ and $\xi>0$.
Definition $2([8,12,13])$. Let $z(\xi) \in A C[0,1]$ and $\xi \in[0,1]$. Then, the $\alpha$ order Caputo differential operator is given as:

$$
{ }^{c} D^{\alpha} z(\xi)=\frac{1}{\Gamma(a-\alpha)} \int_{0}^{\tilde{\xi}} \frac{z^{(a)}(s)}{(\xi-s)^{\alpha+1-a}} d s, a-1<\alpha \leq a, a \in \mathbb{N} \text { and } \xi>0
$$

Definition $3([26,43])$. In order to a construct polynomial type reproducing kernel, the first kind of shifted Legendre polynomials are defined over the interval $[0,1]$. For obtaining these polynomials, the following iterative formula can be given:

$$
\begin{aligned}
P_{0}(\xi) & =1 \\
P_{1}(\xi) & =2 \xi-1 \\
& \vdots \\
(n+1) P_{n+1}(\xi) & =(2 n+1)(2 \xi-1) P_{n}(\xi)-n P_{n-1}(\xi), n=1,2, \ldots
\end{aligned}
$$

The orthogonality requirement is

$$
\left\langle P_{n}, P_{m}\right\rangle=\int_{0}^{1} \rho_{[0,1]}(\xi) P_{n}(\xi) P_{m}(\xi) d \xi= \begin{cases}0, & n \neq m  \tag{3}\\ 1, & n=m=0 \\ \frac{1}{2 n+1}, & n=m \neq 0\end{cases}
$$

here, the weighted function is taken as,

$$
\begin{equation*}
\rho_{[0,1]}(\tilde{\xi})=1 . \tag{4}
\end{equation*}
$$

Legendre basis functions can be established so that this basis function system satisfies the homogeneous boundary conditions as:

$$
\begin{equation*}
z(0)=0 \text { and } z(1)=0 \tag{5}
\end{equation*}
$$

Equation (5) has an advantageous feature for solving boundary value problems. Therefore, these basis functions for $j \geq 2$ can be defined as;

$$
\phi_{j}(\xi)= \begin{cases}P_{j}(\xi)-P_{0}(\xi), & j \text { is even },  \tag{6}\\ P_{j}(\tilde{\xi})-P_{1}(\tilde{\xi}), & j \text { is odd } .\end{cases}
$$

such that this system satisfies the conditions

$$
\begin{equation*}
\phi_{j}(0)=\phi_{j}(1)=0 \tag{7}
\end{equation*}
$$

It is worth noting that the basis functions given in Equation (6) are a complete system. For more information about orthogonal polynomials, please see [44-46].

Definition 4. Let $\Psi \neq \varnothing$, and $\mathbb{H}$ with its inner product $\langle\cdot, \cdot\rangle_{\mathbb{H}}$ be a Hilbert space of real-valued functions on $\Psi$. Then, the reproducing kernel of $\mathbb{H}$ is $R: \Psi \times \Psi \rightarrow \mathbb{R}$ iff

1. $R(\cdot, \xi) \in \mathbb{H}, \forall \xi \in \Psi$
2. $\langle\phi(\cdot), R(\cdot, \xi)\rangle_{\mathbb{H}}=\phi(\xi), \forall \phi \in \mathbb{H}, \forall \xi \in \Psi$.

The last condition is known as a reproducing property. Especially, for any $x, \xi \in \Psi$,

$$
R(x, \xi)=\langle R(\cdot, x), R(\cdot, \xi)\rangle_{\mathbb{H}} .
$$

If a Hilbert space satisfies the above two conditions then it is called a reproducing kernel Hilbert space. The uniqueness of the reproducing kernel with respect to the inner product can be shown by the use of the Riesz representation theorem [47].

Theorem 1. Let $\left\{e_{j}\right\}_{j=1}^{n}$ be an orthonormal basis of $n$-dimensional Hilbert space $\mathbb{H}$, then

$$
\begin{equation*}
R(x, \xi)=R_{x}(\xi)=\sum_{j=1}^{n} \bar{e}_{j}(x) e_{j}(\xi) \tag{8}
\end{equation*}
$$

is a reproducing kernel of $\mathbb{H}[34,35]$.

Definition 5. Let $\Omega_{\rho}^{m}[0,1]$ polynomials space be the pre-Hilbert space over $[0,1]$ with real coefficients and its degree $\leq m$ and inner product as:

$$
\begin{equation*}
\langle z, v\rangle_{\Omega_{\rho}^{m}}=\int_{0}^{1} \rho_{[0,1]}(\xi) z(\xi) v(\xi) d \xi, \quad \forall z, v \in \Omega_{\rho}^{m}[0,1], \tag{9}
\end{equation*}
$$

with $\rho_{[0,1]}$ described by Equation (4), and the norm

$$
\begin{equation*}
\|z\|_{\Omega_{\rho}^{m}}=\sqrt{\langle z, z\rangle}_{\Omega_{\rho}^{m}}, \forall z \in \Omega_{\rho}^{m}[0,1] . \tag{10}
\end{equation*}
$$

With the aid of definiton of $L^{2}$ Hilbert space, $L_{\rho}^{2}[0,1]=\left\{\left.g\left|\int_{0}^{1} \rho_{[0,1]}(\xi)\right| g(\xi)\right|^{2} d \xi<\infty\right\}$ for any fixed $m$, $\Omega_{\rho}^{m}[0,1]$ is a subspace of $L_{\rho}^{2}[0,1]$ and $\forall z, v \in \Omega_{\rho}^{m}[0,1],\langle z, v\rangle_{\Omega_{\rho}^{m}}=\langle z, v\rangle_{L_{\rho}^{2}}$.

Theorem 2 ([43]). $\Omega_{\rho}^{m}[0,1]$ Hilbert space is a reproducing kernel space.
Definition 6. Let

$$
{ }^{0} \Omega_{\rho}^{m}[0,1]=\left\{z \mid z \in \Omega_{\rho}^{m}[0,1], z(0)=z(1)=0\right\} .
$$

One can easily demonstrate that ${ }^{0} \Omega_{\rho}^{m}[0,1]$ is a reproducing kernel space using Equation (6). From Theorem 1, the kernel function $R_{x}^{m}(\xi)$ of ${ }^{0} \Omega_{\rho}^{m}[0,1]$ can be written as

$$
\begin{equation*}
R_{x}^{m}(\xi)=\sum_{j=2}^{m} h_{j}(\xi) h_{j}(x) \tag{11}
\end{equation*}
$$

here, $h_{j}(\xi)$ is complete system, which is easily obtained from the basis functions in Equation (6) with the help of the Gram-Schmidt orthonormalization process. Equation (11) is very useful for implementation. In other words, $R_{x}^{m}(\xi)$ and $\Omega_{\rho}^{m}[0,1]$ can be readily updated and re-calculated by increasing $m$.

## 3. Main Results

In this section, some important results related to the reproducing kernel method with shifted Legendre polynomials are presented. In the first subsection, the generation of reproducing kernel that satisfies three-point boundary value problems is presented. In the second subsection, the representation of a solution is given in ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$. Then, we will construct an iterative process for a nonlinear problem in the third subsection.

### 3.1. Generation of Reproducing Kernel for Three-Point Boundary Value Problems

In this subsection, we shall generate a reproducing kernel Hilbert space ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ in which every functions satisfies $z(0)=0, z(\theta)=0$ and $z(1)=0$ for $\theta \in(0,1)$. Namely, ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ is defined as ${ }^{\theta} \Omega_{\rho}^{m}[0,1]=\left\{z \mid z \in \Omega_{\rho}^{m}[0,1], z(0)=z(\theta)=z(1)=0\right\}$.

Obviously, ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ reproducing kernel space is a closed subspace of ${ }^{0} \Omega_{\rho}^{m}[0,1]$. The reproducing kernel of ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ can be given with the following theorem.

Theorem 3. The reproducing kernel of ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ is ${ }^{\theta} R_{x}^{m}(\xi)$ :

$$
\begin{equation*}
{ }^{\theta} R_{x}^{m}(\xi)=R_{x}^{m}(\xi)-\frac{R_{x}^{m}(\theta) R_{\theta}^{m}(\xi)}{R_{\theta}^{m}(\theta)} \tag{12}
\end{equation*}
$$

Proof. Frankly, not all elements of ${ }^{0} \Omega_{\rho}^{m}[0,1]$ vanish at $\theta$. This shows that $R_{\theta}^{m}(\theta) \neq 0$. Hence, it can be easily seen that ${ }^{\theta} R_{x}^{m}(\theta)={ }^{\theta} R_{\theta}^{m}(\xi)=0$ and therefore ${ }^{\theta} R_{x}^{m}(\xi) \in{ }^{\theta} \Omega_{\rho}^{m}[0,1]$. For $\forall z(x) \in{ }^{\theta} \Omega_{\rho}^{m}[0,1]$, clearly, $z(\theta)=0$, it follows that

$$
\left\langle z(x),{ }^{\theta} R_{x}^{m}(\xi)\right\rangle_{\theta} \Omega_{\rho}^{m}[0,1]\left[z(x), R_{x}^{m}(\xi)\right\rangle_{\theta} \Omega_{\rho}^{m}[0,1]-\frac{R_{x}^{m}(\alpha) z(\theta)}{R_{\theta}^{m}(\theta)}=z(\xi)
$$

Namely, ${ }^{\theta} R_{x}^{m}(\xi)$ is a reproducing kernel of ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$. This completes the proof.

### 3.2. Representation of Solution in ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ Hilbert Space

In this subsection, the reproducing kernel method with Legendre polynomials is established for obtaining a numerical solution of a three-point boundary value problem. For Equations (1) and (2), the approximate solution shall be constructed in ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$. Firstly, we will define the linear operator $L$ as follows,

$$
L:{ }^{\theta} \Omega_{\rho}^{m}[0,1] \rightarrow L_{\rho}^{2}[0,1]
$$

such that

$$
L z(\xi):=a_{2}(\xi)^{c} D^{\alpha} z(\xi)+a_{1}(\xi)^{c} D^{\beta} z(\xi)+a_{0}(\xi) z(\xi)
$$

Therefore, Equations (1) and (2) can be stated as follows

$$
\left\{\begin{array}{l}
L z=g\left(\xi, z(\xi), z^{\prime}(\xi)\right)  \tag{13}\\
z(0)=z(\theta)=z(1)=0
\end{array}\right.
$$

It can easily be shown that the linear operator $L$ is bounded. We will obtain the representation solution of Equation (13) in the ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ space. Let ${ }^{\theta} R_{x}^{m}(\xi)$ be the polynomial form of the reproducing kernel in ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ space.

Theorem 4 ([43]). Let $\left\{\xi_{j}\right\}_{j=0}^{m-2}$ be any $(m-1)$ distinct points in open interval $(0,1)$ for Equations (1) and (2), then $\psi_{j}^{m}(\xi)=L^{*}{ }^{\theta} R_{\xi_{j}}^{m}(\xi)=\left.L_{x}{ }^{\theta} R_{x}^{m}(\xi)\right|_{x=\xi_{j}}$ for $m \geq 2$.

Theorem 5 ([43]). Let $\left\{\xi_{j}\right\}_{j=0}^{m-2}$ be any $(m-1)$ distinct points in open interval $(0,1)$ for $m \geq 2$, then $\left\{\psi_{j}^{m}\right\}_{j=0}^{m-2}$ is complete in ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$.

Theorem 5 indicates that in the Legendre reproducing kernel approach, using finite distinct points is enough. However, in the traditional reproducing kernel method needs a dense sequence on the interval. So, this new approach varies from the traditional method in [27,36-39,42].

The orthonormal system $\left\{\bar{\psi}_{j}^{m}\right\}_{j=0}^{m-2}$ of ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ can be derived with the help of the Gram-Schmidt orthogonalization process using $\left\{\psi_{j}^{m}\right\}_{j=0}^{m-2}$,

$$
\begin{equation*}
\bar{\psi}_{j}^{m}(\xi)=\sum_{k=0}^{j} \beta_{j k}^{m} \psi_{k}^{m}(\xi) \tag{14}
\end{equation*}
$$

here, $\beta_{j k}^{m}$ shows the coefficients of orthogonalization.
Theorem 6. Suppose that $z_{m}$ is the exact solution of Equations (1) and (2) and $\left\{\xi_{j}\right\}_{j=0}^{m-2}$ shows any $(m-1)$ distinct points in open interval $(0,1)$ for $m \geq 2$; in that case, the approximate solution $z_{m}(\xi)$ can be expressed as

$$
\begin{equation*}
z_{m}(\xi)=\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m} g\left(\xi_{k}, z_{m}\left(\xi_{k}\right), z_{m}^{\prime}\left(\xi_{k}\right)\right) \bar{\psi}_{j}^{m}(\xi) \tag{15}
\end{equation*}
$$

Proof. Since $z_{m} \in{ }^{\theta} \Omega_{\rho}^{m}[0,1]$, from Theorem 5 , the following equality can be written

$$
z_{m}(\tilde{\xi})=\sum_{i=0}^{m-2}\left\langle z_{m}(\tilde{\xi}), \bar{\psi}_{j}^{m}(\tilde{\xi})\right\rangle_{{ }_{\theta} \Omega_{\rho}^{m}} \bar{\psi}_{j}^{m}(\tilde{\xi})
$$

On the other part, using Theorem 4 and Equation (14), we obtain $z_{m}(\xi)$, which is the precise solution of Equation (10) in ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ as,

$$
\begin{aligned}
z_{m}(\xi) & =\sum_{j=0}^{m-2}\left\langle z_{m}(\xi), \bar{\psi}_{j}^{m}(\xi)\right\rangle_{\theta_{\Omega_{\rho}}^{m}} \bar{\psi}_{j}^{m}(\xi)=\sum_{j=0}^{m-2}\left\langle z_{m}(\xi), \sum_{k=0}^{j} \beta_{j k}^{m} \psi_{k}^{m}(\xi)\right\rangle_{\theta_{\rho}}^{m} \bar{\psi}_{j}^{m}(\xi) \\
& =\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m}\left\langle z_{m}(\xi), \psi_{k}^{m}(\xi)\right\rangle_{\theta_{\rho}}^{m} \bar{\psi}_{j}^{m}(\xi)=\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m}\left\langle z_{m}(\xi), L^{* \theta} R_{\tilde{\zeta}_{k}}^{m}(\xi)\right\rangle_{\theta_{\Omega}}{ }_{\rho}^{m} \bar{\psi}_{j}^{m}(\xi) \\
& =\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m}\left\langle L z_{m}(\xi)^{\theta},_{\tilde{\xi}_{k}}^{m}(\xi)\right\rangle_{L_{\rho}^{2}} \bar{\psi}_{j}^{m}(\xi)=\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m}\left\langle g\left(\xi, z_{m}(\xi), z_{m}^{\prime}(\xi)\right),^{\theta} R_{\tilde{\zeta}_{k}}^{m}(\xi)\right\rangle_{L_{\rho}^{2}} \bar{\psi}_{j}^{m}(\xi) \\
& =\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m} g\left(\xi_{k}, z_{m}\left(\xi_{k}\right), z_{m}^{\prime}(\xi)\right) \bar{\psi}_{j}^{m}(\xi) .
\end{aligned}
$$

The proof is completed.
Theorem 7. If $z_{m} \in{ }^{\theta} \Omega_{\rho}^{m}[0,1]$, then $\left|z_{m}^{(s)}(\xi)\right| \leq F\left\|z_{m}\right\|_{\theta_{\theta}^{m}}$ for $s=0, \ldots, m-1$ and $m \geq 2$, where $F$ is a constant.

Proof. We have $z_{m}^{(s)}(\xi)=\left\langle z_{m}(\cdot), \partial_{\tilde{\xi}}^{s}{ }^{\theta} R_{\xi}^{m}(\cdot)\right\rangle_{\theta^{\theta} \Omega_{\rho}^{m}}$ for any $\xi, x \in[0,1], s=0, \ldots, m-1$. From the expression of ${ }^{\theta} R_{\xi}^{m}(x)$, it pursues that $\left\|\partial_{\tilde{\zeta}}^{s}{ }^{\theta} R_{\xi}^{m}(x)\right\|_{\theta_{\Omega_{\rho}^{m}}} \leq F_{s}, s=0, \ldots, m-1$.

So,

$$
\begin{aligned}
\left|z_{m}^{(s)}(\tilde{\xi})\right| & =\left|\left\langle z_{m}(\cdot), \partial_{\tilde{\zeta}}^{s}{ }^{\theta} R_{\xi}^{m}(\cdot)\right\rangle_{{ }_{\theta} \Omega_{\rho}^{m}}\right| \\
& \leq\left\|z_{m}\right\|_{\theta_{\rho} \Omega_{\rho}^{m}[0,1]}\left\|\partial_{\tilde{\zeta}}^{s} R_{\xi}^{m}\right\|_{{ }_{\theta} \Omega_{\rho}^{m}} \\
& \leq F_{s}\left\|z_{m}\right\|_{\theta} \Omega_{\rho}^{m}, s=0, \ldots, m-1 .
\end{aligned}
$$

Therefore, $\left\|z_{m}^{(s)}\right\| \leq \max \left\{F_{0}, \ldots, F_{m-1}\right\}\left\|z_{m}\right\|_{\Theta_{\rho}^{m}}, s=0, \ldots, m-1$.
Theorem 8. The approximate solution $z_{m}$ and its derivatives $z_{m}^{(s)}$, respectively, uniformly converge to the exact solution $z$ and its derivatives $z^{(s)}(s=0, \ldots, m-1)$.

Proof. By using Theorem 7 for any $\xi \in[0,1]$ we get

$$
\begin{aligned}
\left|z_{m}^{(s)}(\xi)-z^{(s)}(\xi)\right| & =\left|\left\langle z_{m}(\cdot)-z(\cdot), \partial_{\xi}^{s}{ }^{\theta} R_{\xi}^{m}(\cdot)\right\rangle\right|_{\Theta_{\rho} \Omega_{\rho}^{m}} \\
& \leq\left\|\partial_{\tilde{\xi}}^{s} R_{\xi}^{m}\right\|^{\theta} \Omega_{\rho}^{m}
\end{aligned}\left\|z_{m}-z\right\|_{\theta_{\rho}^{m}} .
$$

where $F_{0}, \ldots, F_{m-1}$ are positive constants. Therefore, if $z_{m} \rightarrow z$ in the norm of ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$ as $m \rightarrow \infty, z_{m}$ and its derivatives $z_{m}^{\prime}, \ldots, z_{m}^{(m-1)}$, respectively, uniformly converge to $z$ and its derivatives $z^{\prime}, \ldots, z^{(m-1)}$. This completes the proof.

If the considered problem is linear, a numerical solution can be obtained directly from (15). However, for a nonlinear problem, the following iterative procedure can be constructed.

### 3.3. Construction of Iterative Procedure

In this subsection, we will use the following iterative sequence to overcome the nonlinearity of the problem, $y_{m, n}(\xi)$, inserting,

$$
\left\{\begin{array}{l}
L y_{m, n}(\xi)=g\left(\xi, z_{m, n-1}(\xi), z_{m, n-1}^{\prime}(\xi)\right)  \tag{16}\\
z_{m, n}(\xi)=P_{m-1} y_{m, n}(\xi)
\end{array}\right.
$$

here, an orthogonal projection operator is defined as $P_{m-1}:{ }^{\theta} \Omega_{\rho}^{m}[0,1] \rightarrow \operatorname{span}\left\{\bar{\psi}_{0}^{m}, \bar{\psi}_{1}^{m}, \ldots, \bar{\psi}_{m-2}^{m}\right\}$ and $y_{m, n}(\xi) \in{ }^{\theta} \Omega_{\rho}^{m}[0,1]$ shows the $n$-th iterative numerical solution of (16). Then, the following important theorem will be given for the iterative procedure.

Theorem 9. If $\left\{\xi_{j}\right\}_{j=0}^{m-2}$ are distinct points in open interval $(0,1)$ for $m \geq 2$, then

$$
\begin{equation*}
y_{m, n}(\xi)=\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m} g\left(\xi_{k}, z_{m, n-1}\left(\xi_{k}\right), z_{m, n-1}^{\prime}\left(\xi_{k}\right)\right) \bar{\psi}_{j}^{m}(\xi) \tag{17}
\end{equation*}
$$

Proof. Since $y_{m, n}(\xi) \in{ }^{\theta} \Omega_{\rho}^{m}[0,1],\left\{\bar{\psi}_{j}^{m}(\xi)\right\}_{j=0}^{m-2}$ is the complete orthonormal system in ${ }^{\theta} \Omega_{\rho}^{m}[0,1]$,

$$
\begin{aligned}
& y_{m, n}(\xi)=\sum_{j=0}^{m-2}\left\langle y_{m, n}(\xi), \bar{\psi}_{j}^{m}(\xi)\right\rangle_{\theta_{\Omega_{p}^{m}}^{m}} \bar{\psi}_{j}^{m}(\xi) \\
& =\sum_{j=0}^{m-2}\left\langle y_{m, n}(\xi), \sum_{k=0}^{j} \beta_{j k}^{m} \psi_{k}^{m}(\xi)\right\rangle_{\theta \Omega_{p}^{m}} \bar{\psi}_{j}^{m}(\xi) \\
& =\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m}\left\langle y_{m, n}(\xi), \psi_{k}^{m}(\xi)\right\rangle_{\theta_{\Omega_{\rho}^{m}}} \bar{\psi}_{j}^{m}(\xi) \\
& =\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m}\left\langle y_{m, n}(\xi), L^{* \theta} R_{\xi_{k}}^{m}(\xi)\right\rangle_{\theta_{\rho}^{m}} \bar{\psi}_{j}^{m}(\xi) \\
& =\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m}\left\langle L y_{m, n}(\xi),{ }^{\theta} R_{\tilde{\zeta}_{k}}^{m}(\tilde{\xi})\right\rangle_{L_{\rho}^{2}} \bar{\psi}_{j}^{m}(\xi) \\
& =\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m}\left\langle g\left(\xi, z_{m, n-1}(\xi), z_{m, n-1}^{\prime}(\xi)\right),{ }^{\theta} R_{\tilde{\zeta}_{k}}^{m}(\xi)\right\rangle_{L_{\rho}^{2}} \bar{\psi}_{j}^{m}(\xi) \\
& =\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m} g\left(\xi_{k}, z_{m, n-1}\left(\xi_{k}\right), z_{m, n-1}^{\prime}\left(\xi_{k}\right)\right) \bar{\psi}_{j}^{m}(\tilde{\xi}) \text {. }
\end{aligned}
$$

This completes the proof.
Taking $z_{m, 0}(\xi)=0$ and define the iterative sequence

$$
\begin{equation*}
z_{m, n}(\xi)=P_{m-1} y_{m, n}(\xi)=\sum_{j=0}^{m-2} \sum_{k=0}^{j} \beta_{j k}^{m} g\left(\xi_{k}, z_{m, n-1}\left(\xi_{k}\right), z_{m, n-1}^{\prime}\left(\xi_{k}\right)\right) \bar{\psi}_{j}^{m}(\xi), n=1,2, \ldots \tag{18}
\end{equation*}
$$

Remark 1. For obtaining homogeneous boundary conditions in Equation (2), if the $z(\xi)=v(\xi)+a \tilde{\xi}^{2}+b \xi+c$ transformation is done, then coefficients can be found as $a=\left(\gamma_{2}-\gamma_{0}\right) /\left(1-\gamma_{1}\right), b=\theta\left(\gamma_{0}-\gamma_{2}\right) /\left(1-\gamma_{1}\right)$, $c=\gamma_{0}$. Here, $v(\xi)$ is a new unknown variable, and $v(0)=v(\theta)=v(1)=0$ homogeneous boundary conditions are also satisfied.

## 4. Numerical Applications

In this section, some nonlinear three-point boundary value problems are considered to exemplify the accuracy and efficiency of the proposed approach. Numerical results, which are achieved by L-RKM, are shown with tables.

Example 1. We consider the following multi-order fractional nonlinear three-point boundary value problem with a Caputo derivative:

$$
\begin{gather*}
{ }^{c} D^{\alpha} z(\xi)+(\xi+1){ }^{c} D^{\beta} z(\xi)+\xi z(\xi)-z^{2}(\xi)=f(\xi), \quad 1<\alpha \leq 2 . \quad 0<\beta \leq 1 .  \tag{19}\\
z(0)=z\left(\frac{1}{2}\right)=z(1)=0 . \tag{20}
\end{gather*}
$$

here, $f(\xi)$ is a known function such that the exact solution of this problem is $z(\xi)=\xi\left(\xi-\frac{1}{2}\right)(\xi-1)$.

By using the proposed approach for Equations (19) and (20), and choosing nodal points as $\xi_{j}=\frac{j+0.3}{m}, j=$ $0,1,2, \ldots, m-2$, the approximate solution $z_{m, n}(\xi)$ is computed by Equation (18). For Equations (19) and (20), a comparison of absolute errors for different $\alpha, \beta$ values are demonstrated in Tables 1 and 2 and a comparison of the exact solution and numerical solution for $\alpha=1.75$ and $\beta=0.75$ is given in Table 3 .

Table 1. Comparison of absolute error of Example 1 for various $\alpha, \beta(m=3, n=3)$.

| $x$ | $\alpha=\mathbf{2 , \beta = 1}$ | $\alpha=\mathbf{1 . 9 , \beta = 0 . 9}$ | $\alpha=\mathbf{1 . 8}, \beta=0.8$ | $\alpha=\mathbf{1 . 7 , \beta = 0 . 7}$ | $\alpha=\mathbf{1 . 6 , \beta = 0 . 6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0.1 | $3.25 \times 10^{-11}$ | $6.08 \times 10^{-11}$ | $3.70 \times 10^{-12}$ | $4.45 \times 10^{-10}$ | $3.14 \times 10^{-9}$ |
| 0.2 | $5.45 \times 10^{-11}$ | $8.75 \times 10^{-11}$ | $4.93 \times 10^{-12}$ | $8.70 \times 10^{-10}$ | $5.51 \times 10^{-9}$ |
| 0.3 | $6.97 \times 10^{-11}$ | $9.00 \times 10^{-11}$ | $4.34 \times 10^{-12}$ | $1.32 \times 10^{-9}$ | $7.36 \times 10^{-9}$ |
| 0.4 | $8.17 \times 10^{-11}$ | $7.81 \times 10^{-11}$ | $2.55 \times 10^{-12}$ | $1.85 \times 10^{-9}$ | $8.96 \times 10^{-9}$ |
| 0.5 | 0 | 0 | 0 | 0 | 0 |
| 0.6 | $1.10 \times 10^{-10}$ | $5.14 \times 10^{-11}$ | $2.03 \times 10^{-12}$ | $3.36 \times 10^{-9}$ | $1.24 \times 10^{-8}$ |
| 0.7 | $1.34 \times 10^{-10}$ | $5.65 \times 10^{-11}$ | $3.56 \times 10^{-12}$ | $4.44 \times 10^{-9}$ | $1.49 \times 10^{-8}$ |
| 0.8 | $1.70 \times 10^{-10}$ | $8.70 \times 10^{-11}$ | $3.73 \times 10^{-12}$ | $5.80 \times 10^{-9}$ | $1.81 \times 10^{-8}$ |
| 0.9 | $2.21 \times 10^{-10}$ | $1.53 \times 10^{-11}$ | $1.89 \times 10^{-12}$ | $7.49 \times 10^{-9}$ | $2.25 \times 10^{-8}$ |
| 1 | 0 | 0 | 0 | 0 | 0 |

Table 2. Comparison of absolute error of Example 1 for various $\alpha, \beta(m=3, n=5)$.

| $x$ | $\alpha=\mathbf{2 , \beta = 1}$ | $\alpha=\mathbf{1 . 9 ,} \boldsymbol{\beta = 0 . 9}$ | $\alpha=\mathbf{1 . 8 , \beta} \boldsymbol{\beta}=\mathbf{0 . 8}$ | $\alpha=\mathbf{1 . 7 , \beta = 0 . 7}$ | $\alpha=\mathbf{1 . 6 , \beta = 0 . 6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0.1 | $3.78 \times 10^{-17}$ | $1.33 \times 10^{-16}$ | $2.49 \times 10^{-19}$ | $4.86 \times 10^{-15}$ | $7.48 \times 10^{-14}$ |
| 0.2 | $5.27 \times 10^{-17}$ | $1.94 \times 10^{-16}$ | $3.36 \times 10^{-19}$ | $1.13 \times 10^{-14}$ | $1.36 \times 10^{-13}$ |
| 0.3 | $5.10 \times 10^{-17}$ | $2.03 \times 10^{-16}$ | $3.80 \times 10^{-19}$ | $1.99 \times 10^{-14}$ | $1.91 \times 10^{-13}$ |
| 0.4 | $3.91 \times 10^{-17}$ | $1.81 \times 10^{-16}$ | $5.20 \times 10^{-19}$ | $3.09 \times 10^{-14}$ | $2.43 \times 10^{-13}$ |
| 0.5 | 0 | 0 | 0 | 0 | 0 |
| 0.6 | $1.05 \times 10^{-17}$ | $1.36 \times 10^{-16}$ | $1.56 \times 10^{-18}$ | $6.18 \times 10^{-14}$ | $3.60 \times 10^{-13}$ |
| 0.7 | $6.65 \times 10^{-18}$ | $1.57 \times 10^{-16}$ | $2.74 \times 10^{-18}$ | $8.25 \times 10^{-14}$ | $4.36 \times 10^{-13}$ |
| 0.8 | $1.81 \times 10^{-17}$ | $2.34 \times 10^{-16}$ | $4.50 \times 10^{-18}$ | $1.07 \times 10^{-14}$ | $5.30 \times 10^{-13}$ |
| 0.9 | $5.14 \times 10^{-17}$ | $3.91 \times 10^{-16}$ | $7.02 \times 10^{-18}$ | $1.36 \times 10^{-14}$ | $6.48 \times 10^{-13}$ |
| 1 | 0 | 0 | 0 | 0 | 0 |

Table 3. Numerical results of Example 1 for $m=5, n=9$ values ( $\alpha=1.75, \beta=0.75$ ).

| $x$ | Exact Sol. | Approximate Sol. | Absolute Error |
| :---: | :---: | :---: | :---: |
| 0.0 | 0.000000000000000000000 | 0.000000000000000000000 | 0 |
| 0.1 | 0.036000000000000000000 | 0.036000000000000000018 | $1.80 \times 10^{-20}$ |
| 0.2 | 0.048000000000000000000 | 0.048000000000000000044 | $4.40 \times 10^{-20}$ |
| 0.3 | 0.042000000000000000000 | 0.042000000000000000061 | $6.10 \times 10^{-20}$ |
| 0.4 | 0.024000000000000000000 | 0.024000000000000000071 | $7.10 \times 10^{-20}$ |
| 0.5 | 0.000000000000000000000 | 0.000000000000000000000 | 0 |
| 0.6 | -0.024000000000000000000 | -0.023999999999999999899 | $1.01 \times 10^{-19}$ |
| 0.7 | -0.042000000000000000000 | -0.041999999999999999819 | $1.81 \times 10^{-19}$ |
| 0.8 | -0.048000000000000000000 | -0.047999999999999999694 | $3.06 \times 10^{-19}$ |
| 0.9 | -0.036000000000000000000 | -0.035999999999999999491 | $5.09 \times 10^{-19}$ |
| 1 | 0.000000000000000000000 | 0.000000000000000000000 | 0 |

Example 2. We take care of the following multi-order fractional nonlinear three-point boundary value problem with a Caputo derivative

$$
\begin{gather*}
\tilde{\xi}^{2}{ }^{c} D^{\alpha} z(\xi)+\left(\xi^{2}-1\right)^{c} D^{\beta} z(\xi)+\xi^{3} z(\xi)-z(\xi) z^{\prime}(\xi)-z^{3}(\xi)=f(\xi), \quad 1<\alpha \leq 2 . \quad 0<\beta \leq 1  \tag{21}\\
z(0)=z\left(\frac{3}{5}\right)=z(1)=0 . \tag{22}
\end{gather*}
$$

Here, $f(\xi)$ is a known function such that the exact solution of this problem is $z(\xi)=\xi\left(\xi-\frac{3}{5}\right)(\xi-1)$.
By using the proposed approach for Equations (21) and (22), and choosing the nodal points as $\xi_{j}=\frac{j+0.3}{m}, j=$ $0,1,2, \ldots, m-2$, the approximate solution $z_{m, n}(\xi)$ is computed by Equation (18). For (21) and (22), a comparison of absolute errors for different $\alpha, \beta$ values are demonstrated in Tables 4 and 5 and a comparison of the exact solution and numerical solution for $\alpha=1.75$ and $\beta=0.75$ is given in Table 6 .

Table 4. Comparison of absolute error of Example 2 for various $\alpha, \beta(m=3, n=8)$.

| $x$ | $\alpha=\mathbf{2 , \beta = 1}$ | $\alpha=\mathbf{1 . 9}, \beta=\mathbf{0 . 9}$ | $\alpha=\mathbf{1 . 8}, \beta=0.8$ | $\alpha=\mathbf{1 . 7 , \beta = 0 . 7}$ | $\alpha=\mathbf{1 . 6 , \beta = 0 . 6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0.1 | $5.00 \times 10^{-11}$ | $4.11 \times 10^{-15}$ | $2.78 \times 10^{-13}$ | $6.10 \times 10^{-12}$ | $1.40 \times 10^{-12}$ |
| 0.2 | $8.39 \times 10^{-11}$ | $3.45 \times 10^{-15}$ | $1.87 \times 10^{-13}$ | $1.17 \times 10^{-11}$ | $2.42 \times 10^{-11}$ |
| 0.3 | $1.06 \times 10^{-10}$ | $1.24 \times 10^{-15}$ | $1.87 \times 10^{-13}$ | $1.45 \times 10^{-11}$ | $7.08 \times 10^{-11}$ |
| 0.4 | $1.23 \times 10^{-10}$ | $9.21 \times 10^{-15}$ | $7.60 \times 10^{-13}$ | $1.20 \times 10^{-11}$ | $1.32 \times 10^{-10}$ |
| 0.5 | $1.39 \times 10^{-10}$ | $1.97 \times 10^{-14}$ | $1.44 \times 10^{-12}$ | $1.75 \times 10^{-12}$ | $2.02 \times 10^{-10}$ |
| 0.6 | 0 | 0 | 0 | 0 | 0 |
| 0.7 | $1.88 \times 10^{-10}$ | $4.52 \times 10^{-14}$ | $2.81 \times 10^{-12}$ | $5.17 \times 10^{-11}$ | $3.45 \times 10^{-10}$ |
| 0.8 | $2.31 \times 10^{-10}$ | $5.88 \times 10^{-14}$ | $3.32 \times 10^{-12}$ | $9.98 \times 10^{-11}$ | $4.05 \times 10^{-10}$ |
| 0.9 | $2.93 \times 10^{-10}$ | $7.18 \times 10^{-14}$ | $3.60 \times 10^{-12}$ | $1.65 \times 10^{-10}$ | $4.49 \times 10^{-10}$ |
| 1 | 0 | 0 | 0 | 0 | 0 |

Table 5. Comparison of absolute error of Example 2 for various $\alpha, \beta(m=3, n=10)$.

| $x$ | $\alpha=2, \beta=\mathbf{1}$ | $\alpha=1.9, \beta=0.9$ | $\alpha=1.8, \beta=0.8$ | $\alpha=1.7, \beta=0.7$ | $\alpha=\mathbf{1} .6, \beta=0.6$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0.1 | $3.49 \times 10^{-13}$ | $1.93 \times 10^{-18}$ | $4.48 \times 10^{-16}$ | $2.68 \times 10^{-14}$ | $4.75 \times 10^{-15}$ |
| 0.2 | $5.87 \times 10^{-13}$ | $8.32 \times 10^{-19}$ | $2.99 \times 10^{-16}$ | $5.58 \times 10^{-14}$ | $7.68 \times 10^{-14}$ |
| 0.3 | $7.47 \times 10^{-13}$ | $2.90 \times 10^{-18}$ | $3.06 \times 10^{-16}$ | $7.18 \times 10^{-14}$ | $2.25 \times 10^{-13}$ |
| 0.4 | $8.65 \times 10^{-13}$ | $8.81 \times 10^{-18}$ | $1.23 \times 10^{-15}$ | $6.00 \times 10^{-14}$ | $4.21 \times 10^{-13}$ |
| 0.5 | $9.76 \times 10^{-13}$ | $1.65 \times 10^{-17}$ | $2.34 \times 10^{-15}$ | $5.54 \times 10^{-15}$ | $6.45 \times 10^{-13}$ |
| 0.6 | 0 | 0 | 0 | 0 | 0 |
| 0.7 | $1.31 \times 10^{-12}$ | $3.55 \times 10^{-17}$ | $4.55 \times 10^{-15}$ | $2.91 \times 10^{-13}$ | $1.09 \times 10^{-12}$ |
| 0.8 | $1.61 \times 10^{-12}$ | $4.60 \times 10^{-17}$ | $5.37 \times 10^{-15}$ | $5.64 \times 10^{-13}$ | $1.29 \times 10^{-12}$ |
| 0.9 | $2.05 \times 10^{-12}$ | $5.65 \times 10^{-17}$ | $5.83 \times 10^{-15}$ | $9.39 \times 10^{-13}$ | $1.43 \times 10^{-12}$ |
| 1 | 0 | 0 | 0 | 0 | 0 |

Table 6. Numerical results of Example 2 for $m=5, n=9$ values ( $\alpha=1.75, \beta=0.75$ ).

| $x$ | Exact Sol. | Approximate Sol. | Absolute Error |
| :---: | :---: | :---: | :---: |
| 0.0 | 0.000000000000000000000 | 0.000000000000000000000 | 0 |
| 0.1 | 0.045000000000000000000 | 0.045000000000480782793 | $4.80 \times 10^{-13}$ |
| 0.2 | 0.064000000000000000000 | 0.064000000000580045412 | $5.80 \times 10^{-13}$ |
| 0.3 | 0.063000000000000000000 | 0.063000000000488602930 | $4.88 \times 10^{-13}$ |
| 0.4 | 0.048000000000000000000 | 0.048000000000398645450 | $3.98 \times 10^{-13}$ |
| 0.5 | 0.025000000000000000000 | 0.025000000000468872800 | $4.68 \times 10^{-13}$ |
| 0.6 | 0.000000000000000000000 | 0.000000000000000000000 | 0 |
| 0.7 | -0.021000000000000000000 | -0.020999999998651962040 | $1.34 \times 10^{-12}$ |
| 0.8 | -0.032000000000000000000 | -0.031999999998006864020 | $1.99 \times 10^{-12}$ |
| 0.9 | -0.027000000000000000000 | -0.026999999997598991320 | $2.40 \times 10^{-12}$ |
| 1 | 0.000000000000000000000 | 0.000000000000000000000 | 0 |

## 5. Conclusions

In this research, a novel numerical approach called L-RKM has been proposed and successfully implemented to find the approximate solution of a multi-order fractional nonlinear three-point boundary value problem with a Caputo derivative. For nonlinear problems, a new iterative process is proposed. Numerical findings show that the present approach is efficient and convenient for solving three-point boundary value problems with fractional order.
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#### Abstract

This manuscript focuses on the application of the $\left(m+1 / G^{\prime}\right)$-expansion method to the $(2+1)$-dimensional hyperbolic nonlinear Schrödinger equation. With the help of projected method, the periodic and singular complex wave solutions to the considered model are derived. Various figures such as 3D and 2D surfaces with the selecting the suitable of parameter values are plotted.
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## 1. Introduction

Most of the properties of nature and science explained by using nonlinear partial differential equations (NPDEs) are closely associated with the basic properties of applied sciences. Recently, NPDEs have been used to investigate properties of many real-world problems arising in fluid mechanics, population ecology, shallow-water wave propagation, plasma physics, solid-state physics, heat, quantum mechanics, optical fibers and biology. Moreover, their mathematical structures have also been presented to literature. Therefore, many effective methods such as $\left(m+G^{\prime} / G\right)$-expansion method [1,2], (1/G')-expansion method [3-5], rational sine-cosine function method [6], F-expansion method [7], Clarkson-Kruskal (CK) direct method [8], ( $\left.G^{\prime} / G\right)$-expansion method [9], Bäcklund transformation method [10], modified $\exp (-\Omega(\xi))$-expansion function [11], the Painlevé analysis [12], ( $\left.G^{\prime} / G, 1 / G\right)$-expansion method [13], modified Laplace decomposition method [14], Hirota bilinear method [15,16], homotopy analysis method [17], modified Kudryashov method [18], etc. [19-47] have been presented to the literature for observing of deeper properties of these models. In this sense, many detailed explanations of some methods with the regards of physical and mathematical properties have been presented by R. Conte and his team [48,49].

In this work, we consider the ( $2+1$ )-dimensional hyperbolic nonlinear Schrödinger equation (HNSE) [19]:

$$
\begin{equation*}
i h_{y}(x, y, t)+\frac{1}{2}\left[h_{x x}(x, y, t)-h_{t t}(x, y, t)\right]+|h(x, y, t)|^{2} h(x, y, t)=0 \tag{1}
\end{equation*}
$$

where $h(x, y, t)$ is used to describe the complex field, $x, y$ and $t$ denote spatial and temporal variables, respectively. Nonlinear Schrödinger equations are mathematical models that correspond to basic physical phenomena that define the dynamics of optical strength propagation in single-mode optical fibers [43-46]. Many scientists have observed various properties of this model. Analytical properties to the Equation (1) have been obtained in [20], exact solutions Equation (1) using extended sinh-Gordon equation expansion method [21], via Adomian decomposition method [22], with the help of the first
integral method [23] and many other properties such as instabilities of Schrödinger equation in [24] and also group-invariant solutions and conservation laws in [36].

In second section, we present the general properties of the $\left(m+1 / G^{\prime}\right)$-expansion method. This method is an extended version of the classic $\left(1 / G^{\prime}\right)$-expansion method. Specifically, when $m=0$, solutions produced in $\left(1 / G^{\prime}\right)$-expansion method can be obtained. In third section, we apply the $\left(m+1 / G^{\prime}\right)$-expansion method to the governing model to find many new periodic and singular complex wave solutions. In fourth section, we discuss some important properties of new findings. In fifth section, we introduce a conclusion about the findings and figures.

## 2. General Properties of $\left(m+1 / G^{\prime}\right)$-Expansion Method

Consider the general form of NPDEs as:

$$
\begin{equation*}
P\left(u, u_{x}, u_{y}, u_{z}, u_{t}, u_{x y z t}, \cdots\right)=0 \tag{2}
\end{equation*}
$$

and using wave transformation given as:

$$
\begin{equation*}
\phi(x, y, t)=U(\xi), \xi=c_{1} x+c_{2} y+c_{3} z+c_{4} t \tag{3}
\end{equation*}
$$

where $c_{i} \neq 0, \quad(i=1,2,3,4)$. Using Equation (3) into Equation (2) yields a nonlinear ODE as following:

$$
\begin{equation*}
N\left(U, U^{\prime}, U^{\prime \prime}, U^{2}, \cdots\right)=0 \tag{4}
\end{equation*}
$$

The solution of Equation (4) may assumed in the following form according to projected method:

$$
\begin{equation*}
U(\xi)=\sum_{i=-n}^{n} a_{i}(m+F)^{i}=m a_{0}+a_{1}(m+F)+a_{2}(m+F)^{2}+\ldots+a_{n}(m+F)^{n} \tag{5}
\end{equation*}
$$

where $a_{i},(i=0,1, \cdots, n)$ are constants, $m$ is nonzero and real constant. With the balancing principle, we find the value of $n$. Moreover, $F$ is defined as following:

$$
\begin{equation*}
F=\frac{1}{G^{\prime}(\xi)^{\prime}} \tag{6}
\end{equation*}
$$

and $G^{\prime}=G^{\prime}(\xi)$ provides the following second order linear ordinary differential equation:

$$
\begin{equation*}
G^{\prime \prime}+(\lambda+2 m \mu) G^{\prime}+\mu=0, \tag{7}
\end{equation*}
$$

where $\lambda$ and $\mu$ are real constants and non zero to be determined later. Putting the Equation (5) into Equation (4) and using Equation (6), then collect all terms with the same order of the $(m+F)^{n}$, we obtain a system of algebraic equations for $c_{i} \neq 0,(i=1,2,3,4), a_{i},(i=0,1, \cdots, n), \mu$ and $\lambda$. Finally, when we solve the system to find the value of $c_{i} \neq 0,(i=1,2,3,4)$ and $a_{i}(i=0,1, \cdots, n)$, and inserting them into Equation (5), we can extract the periodic and singular complex wave solutions to the Equation (2).

## 3. Application of Projected Method

In this section, we apply the considered method to the Equation (1). Applying the following wave transformation defined as:

$$
\begin{equation*}
h(x, y, t)=\mathrm{e}^{\mathrm{i} \phi(x, y, t)} U(\xi), \xi=x-t \rho+y \tau, \phi(x, y, t)=a x+b y+d t+\theta_{0} \tag{8}
\end{equation*}
$$

where $a, b, d, \rho, \tau, \theta_{0}$ are real constants with not zero. $\rho$ is velocity, $\tau$ is the slope of the connector between the two stable states of the solution, $a$ is the frequency, $d$ is the phase, $b$ is wavenumber, $\theta_{0}$ is the center of phase. Considering Equation (8) into Equation (1), we have follows:

$$
\begin{gather*}
\left(-a^{2}-2 b+d^{2}\right) U+2 U^{3}-\left(-1+\rho^{2}\right) U^{\prime \prime}=0  \tag{9}\\
2 \mathrm{i}(a+d \rho+\tau) U^{\prime}=0 \tag{10}
\end{gather*}
$$

From imaginary part, we get the following strain condition as:

$$
\begin{equation*}
a=-\rho-\tau \tag{11}
\end{equation*}
$$

Balancing in Equation (9), we get $n=1$. Taking this into Equation (5), we get the following solution form

$$
\begin{equation*}
U(\xi)=+a_{-1}(m+F)^{-1}+m a_{0}+a_{1}(m+F)^{1} \tag{12}
\end{equation*}
$$

Substituting Equation (12) into Equation (9), we get the following system of equations:

$$
\begin{align*}
\left(m+\frac{1}{G^{\prime}}\right)^{0}: & 2 m^{2} \lambda^{2} a_{-1}-2 m^{2} \lambda^{2} \rho^{2} a_{-1}+4 m^{3} \lambda \mu a_{-1}-4 m^{3} \lambda \rho^{2} \mu a_{-1}+2 m^{4} \mu^{2} a_{-1} \\
& -2 m^{4} \rho^{2} \mu^{2} a_{-1}+2 a_{-1}^{3}=0, \\
\left(m+\frac{1}{G^{\prime}}\right)^{1}: & -3 m \lambda^{2} a_{-1}+3 m \lambda^{2} \rho^{2} a_{-1}-3 m^{2} \lambda \mu a_{-1}+3 m^{2} \lambda \rho^{2} \mu a_{-1}+6 a_{-1}^{2} a_{0}=0, \\
\left(m+\frac{1}{G^{\prime}}\right)^{2}: & -2 b a_{-1}+d^{2} a_{-1}+\lambda^{2} a_{-1}-\lambda^{2} \rho^{2} a_{-1}-2 m \lambda \mu a_{-1}+2 m \lambda \rho^{2} \mu a_{-1}-2 m^{2} \mu^{2} a_{-1} \\
& +2 m^{2} \rho^{2} \mu^{2} a_{-1}-(-d \rho-\tau)^{2} a_{-1}+6 a_{-1} a_{0}^{2}+6 a_{-1}^{2} a_{1}=0, \\
\left(m+\frac{1}{G^{\prime}}\right)^{3}: & \lambda \mu a_{-1}-\lambda \rho^{2} \mu a_{-1}-2 b a_{0}+d^{2} a_{0}-(-d \rho-\tau)^{2} a_{0}+2 a_{0}^{3}-m \lambda^{2} a_{1}+m \lambda^{2} \rho^{2} a_{1}  \tag{13}\\
& -m^{2} \lambda \mu a_{1}+m^{2} \lambda \rho^{2} \mu a_{1}+12 a_{-1} a_{0} a_{1}=0, \\
\left(m+\frac{1}{G^{\prime}}\right)^{4}: & -2 b a_{1}+d^{2} a_{1}+\lambda^{2} a_{1}-\lambda^{2} \rho^{2} a_{1}-2 m \lambda \mu a_{1}+2 m \lambda \rho^{2} \mu a_{1}-2 m^{2} \mu^{2} a_{1} \\
& +2 m^{2} \rho^{2} \mu^{2} a_{1}-(-d \rho-\tau)^{2} a_{1}+6 a_{0}^{2} a_{1}+6 a_{-1} a_{1}^{2}=0, \\
\left(m+\frac{1}{G^{\prime}}\right)^{5}: & 3 \lambda \mu a_{1}-3 \lambda \rho^{2} \mu a_{1}+6 a_{0} a_{1}^{2}=0, \\
\left(m+\frac{1}{G^{\prime}}\right)^{6}: & 2 \mu^{2} a_{1}-2 \rho^{2} \mu^{2} a_{1}+2 a_{1}^{3}=0 .
\end{align*}
$$

Solving this system, we can find the following cases of the solutions to the Equation (1).
Case 1. Selecting the following coefficients

$$
\begin{gather*}
a_{-1}=0, a_{1}=\sqrt{-1+\rho^{2}} \mu, b=\frac{1}{4}\left(\left(1-\rho^{2}\right)\left(2 d^{2}-(\lambda+2 m \mu)^{2}\right)-4 d \rho \tau-2 \tau^{2}\right),  \tag{14}\\
a_{0}=\frac{1}{2} \lambda \sqrt{\rho^{2}-1},
\end{gather*}
$$

we have the following singular complex wave solution to the Equation (1):

$$
\begin{equation*}
h_{1}=\frac{1}{2} \mathrm{e}^{\mathrm{i}\left(d t-x(d \rho+\mu 1)+\frac{1}{4} y\left(\kappa-4 \rho \tau-2 \tau^{2}\right)+\theta_{0}\right)} \sqrt{\rho^{2}-1}\left(\lambda+2 \mu\left(m+\frac{\lambda+2 m \mu}{-\mu+\omega \tau \mathrm{e}^{-w(x-t \rho+y \tau)}}\right)\right) \tag{15}
\end{equation*}
$$

where $w=\lambda+2 m \mu, \quad \kappa=\left(1-\rho^{2}\right)\left(2 d^{2}-w^{2}\right)$.
Case 2. When we consider another coefficient to the Equation (1) given as:

$$
\begin{gather*}
a_{-1}=-m \sqrt{-1+\rho^{2}}(\lambda+m \mu), a_{0}=\frac{1}{2} \lambda \sqrt{-1+\rho^{2}}, a_{1}=0 \\
b=\frac{1}{4}\left(-\left(-1+\rho^{2}\right)\left(2 d^{2}-(\lambda+2 m \mu)^{2}\right)-4 d \rho \tau-2 \tau^{2}\right) \tag{16}
\end{gather*}
$$

it gives another singular complex wave solution to the governing model as:

$$
\begin{equation*}
h_{2}=\frac{\sqrt{\rho^{2}-1}}{2}\left(\lambda-\frac{2 m \gamma}{m+\frac{\gamma}{-\mu+\omega e^{-(\lambda+2 m \mu)(x-t \rho+y \tau)} \gamma}}\right) e^{i\left(d t-x(\rho+\tau)+\frac{1}{4} y\left(v-4 d \rho \tau-2 \tau^{2}\right)+\theta_{0}\right)}, \tag{17}
\end{equation*}
$$

in which $\gamma=\lambda+2 m \mu, v=\left(1-\rho^{2}\right)\left(2 d^{2}-\gamma^{2}\right)$.
Case 3. Choosing as:

$$
\begin{gather*}
a_{-1}=\frac{(-1-\mathrm{i} \sqrt{2}) m}{2 \sqrt{d^{2}+\lambda^{2}}} \sqrt{-2 b \lambda^{2}+\frac{\lambda^{2} \tau\left(d^{2} \tau-\lambda^{2} \tau-2 d \sqrt{-2 b\left(d^{2}+\lambda^{2}\right)+\left(d^{2}+\lambda^{2}\right)^{2}-\lambda^{2} \tau^{2}}\right)}{d^{2}+\lambda^{2}}}, \\
a_{0}=\frac{1}{2 \sqrt{d^{2}+\lambda^{2}}} \sqrt{-2 b \lambda^{2}+\frac{\lambda^{2} \tau\left(d^{2} \tau-\lambda^{2} \tau-2 d \sqrt{-2 b\left(d^{2}+\lambda^{2}\right)+\left(d^{2}+\lambda^{2}\right)^{2}-\lambda^{2} \tau^{2}}\right)}{d^{2}+\lambda^{2}}},  \tag{18}\\
a_{1}=0, \rho=\frac{-d \tau+\sqrt{-2 b\left(d^{2}+\lambda^{2}\right)+\left(d^{2}+\lambda^{2}\right)^{2}-\lambda^{2} \tau^{2}}}{d^{2}+\lambda^{2}}, \mu=\frac{\mathrm{i}(i+\sqrt{2}) \lambda}{2 m},
\end{gather*}
$$

we extract the following periodic complex wave solution to the Equation (1):

$$
\begin{equation*}
h_{3}=\frac{\left(2 i+\sqrt{2}-4 i \omega e^{-i \sqrt{2} \lambda\left(x+y \tau+\frac{t(d \tau-\sqrt{\beta})}{d^{2}+\lambda^{2}}\right)} m\right) e^{i\left(d t+b y-x \tau+\frac{d x(d \tau-\sqrt{\beta})}{d^{2}+\lambda^{2}}+\theta_{0}\right)}}{2\left(-i+\sqrt{2}+2 \sqrt{2} \varpi e^{-i \sqrt{2} \lambda\left(x+y \tau+\frac{t(d \tau-\sqrt{\beta})}{\left.d^{2}+\lambda^{2}\right)}\right.} m\right) \sqrt{d^{2}+\lambda^{2}}} \sqrt{-2 b \lambda^{2}+\frac{\lambda^{2} \tau\left(d^{2} \tau-\lambda^{2} \tau-2 d \sqrt{\beta}\right)}{d^{2}+\lambda^{2}}}, \tag{19}
\end{equation*}
$$

where $\beta=d^{4}+2 d^{2} \lambda^{2}+\lambda^{4}-2 b\left(d^{2}+\lambda^{2}\right)-\lambda^{2} \tau^{2}>0$, with strain condition.
Case 4. If it is taken as following form:

$$
\begin{gather*}
a_{-1}=0, a_{0}=-\frac{\sqrt{\frac{\lambda^{2}\left((d-\lambda)(d+\lambda) \tau^{2}-2 b\left(d^{2}+\lambda^{2}\right)+2 d \tau \sqrt{\left.\left(d^{2}+\lambda^{2}\right)^{2}-2 b\left(d^{2}+\lambda^{2}\right)-\lambda^{2} \tau^{2}\right)}\right.}{d^{2}+\lambda^{2}}}}{2 \sqrt{d^{2}+\lambda^{2}}} \\
a_{1}=\frac{(1-\mathrm{i} \sqrt{2}) \sqrt{\frac{\lambda^{2}\left(-2 b\left(d^{2}+\lambda^{2}\right)+(d-\lambda)(d+\lambda) \tau^{2}+2 d \tau \sqrt{\left.-2 b\left(d^{2}+\lambda^{2}\right)+\left(d^{2}+\lambda^{2}\right)^{2}-\lambda^{2} \tau^{2}\right)}\right.}{d^{2}+\lambda^{2}}}}{2 m \sqrt{d^{2}+\lambda^{2}}}  \tag{20}\\
\rho=-\frac{d \tau+\sqrt{-2 b\left(d^{2}+\lambda^{2}\right)+\left(d^{2}+\lambda^{2}\right)^{2}-\lambda^{2} \tau^{2}}}{d^{2}+\lambda^{2}}, \mu=\frac{i(i+\sqrt{2}) \lambda}{2 m}
\end{gather*}
$$

produces following new complex traveling wave solution given as

$$
\begin{equation*}
h_{4}=-\frac{e^{i\left(d t+b y-x \tau+\frac{d x(d \tau+\sqrt{\beta})}{d^{2}+\lambda^{2}}+\theta_{0}\right)}\left(\sqrt{2}-2 i-4 i \omega e^{-i \sqrt{2} \lambda\left(x+y \tau+\frac{t(d \tau+\sqrt{\beta})}{d^{2}+\lambda^{2}}\right)} m\right) \sqrt{-2 b \lambda^{2}+\frac{\lambda^{2} \tau\left(d^{2} \tau-\lambda^{2} \tau+2 d \sqrt{\beta}\right)}{d^{2}+\lambda^{2}}}}{2\left(i+\sqrt{2}-2 \sqrt{2} \omega e^{-i \sqrt{2} \lambda\left(x+y \tau+\frac{t(d \tau+\sqrt{\beta})}{d^{2}+\lambda^{2}}\right)} m\right) \sqrt{d^{2}+\lambda^{2}}} \tag{21}
\end{equation*}
$$

where $-2 b \lambda^{2}+\frac{\lambda^{2} \tau\left(d^{2} \tau-\lambda^{2} \tau+2 d \sqrt{\beta}\right)}{d^{2}+\lambda^{2}}>0$, with strain condition.

## 4. Results and Discussions

First, it may be observed that Figures 1 and 2 are singular complex wave solutions to the governing model, Figures 3 and 4 are periodic complex wave solutions for the Equation (1).Unlike many analytical methods, we offer different solutions from the ( $1 / G^{\prime}$ )-expansion method [25-28] which produces hyperbolic type traveling wave solution. What is interesting here is the idea that at the beginning, if $m=0$, the solutions produced by the $\left(1 / G^{\prime}\right)$-expansion method are obtained. However, if $m=0$ is taken in Equation (20), $\mu$ is undefined. Therefore, we offered different solutions from the solution produced by the classic $\left(1 / G^{\prime}\right)$-expansion method. Such solutions include singular points. Solutions containing single points are important for the shock wave structure. Moreover, the solutions that
provide the equation due to the structure of the Schrödinger equation are of the complex wave solution. These solutions are in hyperbolic form and are different from the solutions produced in other analytical solutions. Appropriate values are given so that the structure of the functions created by the parameters is not disrupted. The special values given to these constants have rendered to draw the shape of the wave at any given moment.


Figure 1. Three-dimensional and 2D graphs of Equation (15) for $t=2, \theta_{0}=1, \lambda=0.3, m=2, \mu=0.5$, $d=2, \rho=2, \tau=1, b=1, \omega=1$ values and $y=2$ for 2 D .


Figure 2. Three-dimensional and 2D graphs for values $t=2, \theta_{0}=1, \lambda=3, m=2, \mu=0.5, d=$ $0.4, \rho=2, \tau=1, \omega=1$ of Equation (17) and $y=2$ for 2D.


Figure 3. Three-dimensional and 2D graphs for values $t=2, \theta_{0}=1, \lambda=3, m=2, d=1, \tau=1, b=-1$, $\omega=1$ of Equation (19) and $y=2$ for 2D.


Figure 4. Three-dimensional and 2D graphs for values $t=2, \theta_{0}=1, \lambda=3, m=2, \mu=0.5, d=1$, $\rho=1, \tau=1, b=-1, \omega=1$ of Equation (21) and $y=2$ for $2 D$.

## 5. Conclusions

In this article, entirely new singular and periodic wave solutions to the governing model were successfully extracted via projected method. Strain conditions are also reported in this paper for validating the results. It may be also observed that these results satisfied the governing models. Figures of these solutions were plotted in 3D and 2D with the help of computational programs.

Comparing these results with the results obtained exp function solutions in [19], it may be seen that these results are entirely different solutions to the governing model. In this sense, these solutions may be also used to explain the nonlinear wave properties in defined intervals. Although it is quite difficult to obtain the solutions of NPDEs, the constructions of these solutions are facilitated with the help of some developed and modified methods. It can be also used that this method can be recommended in investigations of many other mathematical models with high nonlinearity. Considering these figures drawn in this paper and using symbolic calculation, the $\left(m+1 / G^{\prime}\right)$-expansion method was to be an effective, powerful and reliable mathematical tool for governing models.
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#### Abstract

In this paper, we investigate the solution of fractional kinetic equation (FKE) associated with the incomplete I-function (IIF) by using the well-known integral transform (Laplace transform). The FKE plays a great role in solving astrophysical problems. The solutions are represented in terms of IIF. Next, we present some interesting corollaries by specializing the parameters of IIF in the form of simpler special functions and also mention a few known results, which are very useful in solving physical or real-life problems. Finally, some graphical results are presented to demonstrate the influence of the order of the fractional integral operator on the reaction rate.
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## 1. Introduction

Arbitrary-order calculus (AOC) is a useful mathematical device that enables the study of arbitrary-order integrals and derivatives [1-4]. Its origin dates back to the 1695 letter from Leibniz to L'Hôpital. The noble developments in the field of fractional-order calculus (FOC) in relevant conceptual research and in solving real-time problems have been extensively studied comparatively recently. The pioneering contributions in fractional calculus were given by legendary mathematicians viz. Euler, Fourier, Abel, Liouville, or Riemann. For explicit knowledge of arbitrary-order derivatives and integrals, one can refer to [5] and the references therein. The intellect of fractional derivative equations (FDEs) along with their implications have had a significant impact on various science and engineering systems. In particular, the kinetic equations (KEs) characterize the relationship between concentrations of the materials and time. KE is applied in gas theory, plasma physics, aerodynamics, etc. The solution of KE gives the distribution function of the dynamical states of a single particle, which often depends on the coordinates, time, and velocity. The expansions and generic nature of arbitrary-order kinetic equations associated with the fractional-order operators was well established in [6-9]. Since the last few decades, fractional kinetic equations in several shapes and configurations have been widely and productively employed in describing various significant problems of physics and astrophysics (see the recent papers [10-17]).

The FDE describing the rates at which the reaction, destruction, and production change was determined by Haubold and Mathai [6], which is presented in the following equation:

$$
\begin{equation*}
\frac{d \Theta}{d \mathrm{w}}=-d\left(\Theta_{\mathrm{w}}\right)+\mathrm{p}\left(\Theta_{\mathrm{w}}\right), \tag{1}
\end{equation*}
$$

where $\Theta=\Theta(w)$ gives the reaction rate, $d=d(\Theta)$ gives the destruction rate, $p=p(\Theta)$ is the production rate, and $\Theta_{w}$ represents the function defined by $\Theta_{w}\left(w^{*}\right)=\Theta\left(w-w^{*}\right), w^{*}>0$.

Now, if the spatial fluctuation and the inhomogeneities in the quantity $\Theta(w)$ are ignored, then (1) is converted into:

$$
\begin{equation*}
\frac{d \Theta_{i}}{d \mathrm{w}}=-\mathrm{c}_{\mathrm{i}} \Theta_{i}(\mathrm{w}) \tag{2}
\end{equation*}
$$

subject to the initial condition that $\Theta_{i}(w=0)=\Theta_{0}$ is the number density of species iat initial time $(w=0), c_{i}>0$.

Equation (2) can be written after integrating:

$$
\begin{equation*}
\Theta(\mathrm{w})-\Theta_{0}=-\mathrm{c}_{0} D_{\mathrm{w}}^{-1} \Theta(\mathrm{w}), \tag{3}
\end{equation*}
$$

where $D_{\mathrm{w}}^{-1}$ is known as the integral operator.
Haubold and Mathai [6] gave the extension of Equation (3) (known as the fractional kinetic equation (FKE)) as follows:

$$
\begin{equation*}
\Theta(\mathrm{w})-\Theta_{0}=-\mathrm{c}^{\beta}{ }_{0} D_{\mathrm{w}}^{-\beta} \Theta(\mathrm{w}), \tag{4}
\end{equation*}
$$

where $D_{\mathrm{w}}^{-\beta}$ denotes the familiar Riemann-Liouville fractional integral operator.
The solution of FKE (4) is given below:

$$
\begin{equation*}
\Theta(\mathrm{w})=\Theta_{0} \sum_{\kappa=0}^{\infty} \frac{(-1)^{\kappa}}{\Gamma(\beta \kappa+1)}(\mathrm{cw})^{\beta \kappa} \tag{5}
\end{equation*}
$$

From the perspective of the effectiveness and great significance of the KE in many physics and astrophysical problems, we established a solution of FKE involving the IIF.

The very familiar gamma function $\Gamma(s)$ is defined as follows:

$$
\Gamma(\Im)=\left\{\begin{array}{lc}
\int_{0}^{\infty} e^{-u} u^{\Im-1} d u, & (\Re(\Im)>0)  \tag{6}\\
\frac{\Gamma(\Im+\mathfrak{K})}{(\Im)_{\mathfrak{\kappa}}}, & \left(\Im \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} ; \mathfrak{K} \in \mathbb{N}_{0}\right),
\end{array}\right.
$$

where $(\Im)_{\mathfrak{K}}$ denotes the Pochhammer symbol defined (for $\Im \in \mathbb{C}$ and $\mathfrak{K} \in \mathbb{N}_{0}$ ) by:

$$
(\Im)_{\mathfrak{K}}=\frac{\Gamma(\Im+\mathfrak{K})}{\Gamma(\Im)}= \begin{cases}1, & (\mathfrak{K}=0 ; \Im \in \mathbb{C} \backslash\{0\})  \tag{7}\\ \Im(\Im+1) \cdots(\Im+s-1), & (\mathfrak{K}=s \in \mathbb{N} ; \Im \in \mathbb{C})\end{cases}
$$

provided that the gamma quotient exists.
The incomplete gamma functions (IGFs) $\gamma(\Im, x)$ and $\Gamma(\Im, x)$ are presented in the following manner:

$$
\begin{equation*}
\gamma(\Im, x)=\int_{0}^{x} u^{\Im-1} e^{-u} d u, \quad(\Re(\Im)>0 ; x \geqq 0) \tag{8}
\end{equation*}
$$

and:

$$
\begin{equation*}
\Gamma(\Im, x)=\int_{x}^{\infty} u^{\Im-1} e^{-u} d u, \quad(x \geqq 0 ; \Re(\Im)>0 \text { when } x=0) \tag{9}
\end{equation*}
$$

respectively, which satisfy the subsequent decomposition formula:

$$
\begin{equation*}
\gamma(\Im, x)+\Gamma(\Im, x)=\Gamma(\Im), \quad(\Re(\Im)>0) \tag{10}
\end{equation*}
$$

The gamma function $\Gamma(\Im)$ and IGFs $\gamma(\Im, x)$ and $\Gamma(\Im, x)$, which is defined in (6), (8), and (9), respectively, play the main role in the field of communication theory, probability theory, groundwater pumping modeling, quantum physics, mathematical physics, statistics, solid state physics, engineering, and science (see, for example, [18,19]; see also the recent papers [20-28]).

Recently, Bansal and Kumar ([29], p. 1248, Equations (1.6)-(1.9)) defined the incomplete I-functions ${ }^{(\Gamma)} I_{p_{i}, \eta_{i}, r}^{m, n}(z)$ and ${ }^{(\gamma)} I_{p_{i}, \eta_{i}, r}^{m, n}(z)$ associated with the IGFs $\gamma(\Im, x)$ and $\Gamma(\Im, x)$ as follows:

$$
\left.\left.\begin{array}{rl}
{ }^{(\Gamma)} I_{p_{\ell, \eta \ell}, r}^{m, n}(z) & ={ }^{(\Gamma)} I_{p_{\ell}, q_{\ell}, r}^{m, r}
\end{array}\right] z \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, x\right),\left(e_{j}, E_{j}\right)_{2, n}\left(e_{j \ell}, E_{j \ell}\right)_{n+1, p_{\ell}}  \tag{11}\\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j \ell}, F_{j \ell}\right)_{m+1, q_{\ell}}
\end{array}\right.\right], ~\left(\frac{1}{2 \pi i} \int_{\mathfrak{L}} \mathbb{K}(\xi, x) z^{-\xi} d \xi,\right.
$$

for all $z \neq 0$; here, $i=\sqrt{-1}$ and:

$$
\begin{equation*}
\mathbb{K}(\xi, x)=\frac{\Gamma\left(1-e_{1}-E_{1} \xi, x\right) \prod_{j=1}^{m} \Gamma\left(f_{j}+F_{j} \xi\right) \prod_{j=2}^{n} \Gamma\left(1-e_{j}-E_{j} \xi\right)}{\sum_{\ell=1}^{r}\left[\prod_{j=m+1}^{q_{\ell}} \Gamma\left(1-f_{j \ell}-F_{j \ell} \xi\right) \prod_{j=n+1}^{p_{\ell}} \Gamma\left(e_{j \ell}+E_{j \ell} \xi\right)\right]} \tag{12}
\end{equation*}
$$

and:

$$
\begin{align*}
(\gamma) I_{p_{\ell, q_{\ell}, r}}^{m, n}(z) & ={ }^{(\gamma)} I_{p_{\ell, q_{\ell}, r}}^{m, n}\left[z \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, x\right),\left(e_{j}, E_{j}\right)_{2, n}\left(e_{j \ell}, E_{j \ell}\right)_{n+1, p_{\ell}} \\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j \ell}, F_{j \ell}\right)_{m+1, q_{\ell}}
\end{array}\right.\right]  \tag{13}\\
& =\frac{1}{2 \pi i} \int_{\mathfrak{L}} \mathbb{L}(\xi, x) z^{-\xi} d \xi
\end{align*}
$$

for all $z \neq 0$; here, $i=\sqrt{-1}$ and:

$$
\begin{equation*}
\mathbb{L}(\xi, x)=\frac{\gamma\left(1-e_{1}-E_{1} \xi, x\right) \prod_{j=1}^{m} \Gamma\left(f_{j}+F_{j} \xi\right) \prod_{j=2}^{n} \Gamma\left(1-e_{j}-E_{j} \xi\right)}{\sum_{\ell=1}^{r}\left[\prod_{j=m+1}^{q_{\ell}} \Gamma\left(1-f_{j \ell}-F_{j \ell} \xi\right) \prod_{j=n+1}^{p_{\ell}} \Gamma\left(e_{j \ell}+E_{j \ell} \xi\right)\right]} \tag{14}
\end{equation*}
$$

The incomplete $I$-functions ${ }^{(\Gamma)} I_{p_{\ell, q_{\ell}, r}}^{m, n}(z)$ and ${ }^{(\gamma)} I_{p_{\ell, ~}, q_{l}, r}^{m, n}(z)$ in (11) and (13) exist for all $x \geq 0$ under the set of conditions as mentioned below.

The contour $\mathfrak{L}$ in the complex $\xi$-plane extends from $\gamma-i \infty$ to $\gamma+i \infty, \gamma \in \mathbb{R}$, and poles of the gamma functions $\Gamma\left(1-e_{j}-E_{j} \xi\right), j=\overline{1, n}$ do not exactly match with the poles of the gamma functions $\Gamma\left(f_{j}+F_{j} \xi\right), j=\overline{1, m}$. The parameters $m, n, p_{\ell}, q_{\ell}$ are non-negative integers satisfying $0 \leq n \leq p_{\ell}$ $0 \leq m \leq q_{\ell}$ for $i=\overline{1, r}$. The parameters $E_{j}, F_{j}, E_{j \ell}, F_{j \ell}$ are positive numbers, and $e_{j}, f_{j}, e_{j \ell}, f_{j \ell}$ are complex. All poles of $\mathbb{K}(\xi, x)$ and $\mathbb{L}(\xi, x)$ are supposed to be simple, and the empty product is treated as unity.

$$
\begin{align*}
\mathfrak{H}_{i}>0, \quad|\arg (z)|<\frac{\pi}{2} \mathfrak{H}_{i}, \quad i=\overline{1, r}  \tag{15}\\
\mathfrak{H}_{i} \geq 0, \quad|\arg (z)|<\frac{\pi}{2} \mathfrak{H}_{i} \quad \text { and } \quad \mathfrak{R}\left(\zeta_{i}\right)+1<0, \tag{16}
\end{align*}
$$

where:

$$
\begin{gather*}
\mathfrak{H}_{i}=\sum_{j=2}^{n} E_{j}+\sum_{j=2}^{m} F_{j}-\sum_{j=n+1}^{p_{i}} E_{j i}-\sum_{j=m+1}^{q_{i}} F_{j i}  \tag{17}\\
\zeta_{i}=\sum_{j=2}^{m} f_{j}-\sum_{j=2}^{n} e_{j}+\sum_{j=m+1}^{q_{i}} E_{j i}-\sum_{j=n+1}^{p_{i}} F_{j i}+\frac{1}{2}\left(p_{i}-q_{i}\right), \quad i=\overline{1, r} . \tag{18}
\end{gather*}
$$

The incomplete I-functions ${ }^{(\Gamma)} I_{p_{\ell, ~}, q_{\ell}, r}^{m, r}(z)$ and ${ }^{(\gamma)} I_{p_{\ell,}, \ell_{l} r}^{m, n}(z)$ presented in (11) and (13) reduce to the many well-known special functions as follows:

1. On setting $x=0$, (11) and (13) reduce to the $I$-function proposed by Saxena [30]:

$$
{ }_{(\Gamma)}^{(\Gamma)} I_{p_{\ell, q_{\ell}, r}^{m, n}}\left[z \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, 0\right),\left(e_{j}, E_{j}\right)_{2, n}\left(e_{j \ell}, E_{j \ell}\right)_{n+1, p_{\ell}}  \tag{19}\\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j \ell}, F_{j \ell}\right)_{m+1, q_{\ell}}
\end{array}\right.\right]=I_{p_{\ell, q_{\ell, ~}}^{m, n}}\left[z \left\lvert\, \begin{array}{c}
\left(e_{j}, E_{j}\right)_{1, n}\left(e_{j \ell,}, E_{j \ell}\right)_{n+1, p_{\ell}} \\
\left(f_{j}, F_{j}\right)_{1, m,}\left(f_{j \ell}, F_{j \ell}\right)_{m+1, q_{\ell}}
\end{array}\right.\right] .
$$

2. Again, setting $r=1$ in (11) and (13), then it reduces to the IHFs introduced by Srivastava [31] (see also [32]):

$$
{ }^{(\Gamma)} I_{p_{\ell, q, 1}, 1}^{m, n}\left[z \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, x\right),\left(e_{j}, E_{j}\right)_{2, n}\left(e_{j \ell}, E_{j \ell}\right)_{n+1, p_{\ell}}  \tag{20}\\
\left(f_{j}, F_{j}\right)_{1, m}\left(f_{j \ell}, F_{j \ell}\right)_{m+1, q_{\ell}}
\end{array}\right.\right]=\Gamma_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, x\right),\left(e_{j}, E_{j}\right)_{2, p} \\
\left(f_{j}, F_{j}\right)_{1, q}
\end{array}\right.\right],
$$

and:

$$
{ }^{(\gamma)} I_{p_{\ell, q \ell, 1}}^{m, n}\left[z\left[\begin{array}{c}
\left(e_{1}, E_{1}, x\right),\left(e_{j}, E_{j}\right)_{2, n}\left(e_{j \ell}, E_{j \ell}\right)_{n+1, p_{\ell}}  \tag{21}\\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j \ell}, F_{j \ell}\right)_{m+1, q_{\ell}}
\end{array}\right]=\gamma_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, x\right),\left(e_{j}, E_{j}\right)_{2, p} \\
\left(f_{j}, F_{j}\right)_{1, q}
\end{array}\right.\right] .\right.
$$

A complete description of IHFs can be found in the article [31].
3. Further, taking $m=1, n=p_{\ell}, q_{\ell}$ is replaced by $q_{\ell}+1$, and taking the suitable parameter, then the functions (20) and (21) reduce to the incomplete Fox-Wright $\Psi$-functions $p_{p} \Psi_{q}^{(\Gamma)}$ and ${ }_{p} \Psi_{q}^{(\gamma)}$, which were defined by Srivastava et al. [31].

$$
\Gamma_{p, q+1}^{1, p}\left[-z \left\lvert\, \begin{array}{c}
\left(1-e_{1}, E_{1}, x\right),\left(1-e_{j}, E_{j}\right)_{2, p}  \tag{22}\\
(0,1),\left(1-f_{j}, F_{j}\right)_{1, q}
\end{array}\right.\right]={ }_{p} \Psi_{q}^{(\Gamma)}\left[\begin{array}{c}
\left(e_{1}, E_{1}, x\right),\left(e_{j}, E_{j}\right)_{2, p} \\
\left(f_{j}, F_{j}\right)_{1, q} ;
\end{array}\right]
$$

and:

$$
\gamma_{p, q+1}^{1, p}\left[-z \left\lvert\, \begin{array}{c}
\left(1-e_{1}, E_{1}, x\right),\left(1-e_{j}, E_{j}\right)_{2, p}  \tag{23}\\
(0,1),\left(1-f_{j}, F_{j}\right)_{1, q}
\end{array}\right.\right]={ }_{p} \Psi_{q}^{(\gamma)}\left[\begin{array}{c}
\left(e_{1}, E_{1}, x\right),\left(e_{j}, E_{j}\right)_{2, p} \\
\left(f_{j}, F_{j}\right)_{1, q} ;
\end{array}\right] .
$$

4. Next, we take $x=0$ and $r=1$ in (11). The incomplete $I$-function reduces to the familiar Fox's $H$-function, which is defined and expressed in the following manner (see, for example, [33], p. 10):

$$
{ }^{\text {(Г) }} I_{p_{\ell, q_{\ell}, 1}}^{m, n}\left[z \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, 0\right),\left(e_{j}, E_{j}\right)_{2, n}\left(e_{j \ell}, E_{j \ell}\right)_{n+1, p_{\ell}}  \tag{24}\\
\left(f_{j}, F_{j}\right)_{1, m},\left(f_{j \ell}, F_{j \ell}\right)_{m+1, q_{\ell}}
\end{array}\right.\right]=H_{p, \eta}^{m, n}\left[\begin{array}{c}
\left(e_{1}, E_{1}\right), \cdots,\left(e_{p}, E_{p}\right) \\
\left(f_{1}, F_{1}\right), \cdots,\left(f_{q}, F_{q}\right)
\end{array}\right] .
$$

Numerous special functions can be obtained from the incomplete $I$-functions for which some interesting functions are used in Section 3.

## 2. Arbitrary-Order Kinetic Equation

This part deals with the solution of FKE associated with the incomplete $I$-functions (11) and (13).
Theorem 1. If $x>0, \alpha>0, \beta>0, c>0, \wp>0, E_{\imath}>0(\imath=1, \cdots, p)$, and $F_{l}>0(\imath=1, \cdots, q)$, then the following arbitrary-order kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1(\Gamma)} I_{p_{\ell}, q_{\ell}, r}^{m, n}\left[-\gamma^{\beta} w^{\beta} \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, x\right),\left(e_{l}, E_{l}\right)_{2, n},\left(e_{\ell}, E_{\imath}\right)_{n+1, p_{\ell}}  \tag{25}\\
\left(f_{l}, F_{l}\right)_{1, m},\left(f_{l}, F_{l \ell}\right)_{m+1, q_{\ell}}
\end{array}\right.\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w),
$$

has a solution of the form:

Proof. Taking the Laplace transform [34] on both sides of FKE (25), we obtain:

$$
\bar{\Theta}(\mathfrak{p})-\Theta_{0} \frac{1}{2 \pi i} \int_{\mathfrak{L}} \mathbb{K}(\xi, x)\left(-\gamma^{\beta}\right)^{-\xi} \frac{\Gamma(\alpha-\beta \xi)}{\mathfrak{p}^{\alpha-\beta \xi}} d \xi=-c^{\beta} \mathfrak{p}^{-\beta} \bar{\Theta}(\mathfrak{p})
$$

where $\mathbb{K}(\xi, x)$ is given in (12).
Upon simplifying the above equation, we get:

$$
\begin{aligned}
\bar{\Theta}(\mathfrak{p}) & =\frac{\Theta_{0}}{\left(1+c^{\beta} \mathfrak{p}^{-\beta}\right)} \frac{1}{2 \pi i} \int_{\mathfrak{L}} \mathbb{K}(\xi, x)\left(-\gamma^{\beta}\right)^{-\xi} \frac{\Gamma(\alpha-\beta \xi)}{\mathfrak{p}^{\alpha-\beta \xi}} d \xi \\
& =\Theta_{0} \sum_{\kappa=0}^{\infty}(-1)^{\kappa}\left(c^{\beta} \mathfrak{p}^{-\beta}\right)^{\kappa} \frac{1}{2 \pi i} \int_{\mathfrak{L}} \mathbb{K}(\xi, x)\left(-\wp^{\beta}\right)^{-\xi} \frac{\Gamma(\alpha-\beta \xi)}{\mathfrak{p}^{\alpha-\beta \xi}} d \xi
\end{aligned}
$$

Finally, taking the inverse Laplace transform on both sides of the trailing equation, we get the desired result (26).

Theorem 2. If $x>0, \alpha>0, \beta>0, c>0, \wp>0, E_{l}>0(\imath=1, \cdots, p)$, and $F_{l}>0(\imath=1, \cdots, q)$, then the following arbitrary-order kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1(\gamma)} I_{p_{\ell, \ell_{\ell}, r}}^{m, n}\left[-\gamma^{\beta} w^{\beta} \left\lvert\, \begin{array}{c|c}
\left(e_{1}, E_{1}, x\right),\left(e_{l}, E_{l}\right)_{2, n},\left(e_{l \ell}, E_{l \ell}\right)_{n+1, p_{\ell}}  \tag{27}\\
\left(f_{l}, F_{l}\right)_{1, m},\left(f_{l \ell}, F_{l \ell}\right)_{m+1, q_{\ell}}
\end{array}\right.\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w)
$$

has a solution of the form:

Proof. The proof of Theorem 2 is given in a similar way as that of Theorem 1.

## 3. Special Cases and Remarks

In this part, we record certain interesting corollaries of the main results (Theorems 1 and 2):

Corollary 1. If $\alpha>0, \beta>0, c>0, \wp>0, E_{l}>0(\imath=1, \cdots, p)$, and $F_{l}>0(\imath=1, \cdots, q)$, then the following arbitrary-order kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1} I_{p_{\ell, q_{l}, r}^{m}}^{m, n}\left[-\gamma^{\beta} w^{\beta} \left\lvert\, \begin{array}{c}
\left(e_{l}, E_{l}\right)_{1, n}\left(e_{\imath}, E_{\imath}\right)_{n+1, p_{\ell}}  \tag{29}\\
\left(f_{l}, F_{l}\right)_{1, m},\left(f_{\imath \ell}, F_{l \ell}\right)_{m+1, q_{\ell}}
\end{array}\right.\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w),
$$

has a solution of the form:

Proof. Taking $x=0$ in the result (25), we get the desired result.
Corollary 2. If $x>0, \alpha>0, \beta>0, c>0, \wp>0, E_{l}>0(\imath=1, \cdots, p)$, and $F_{l}>0(\imath=1, \cdots, q)$, then the following arbitrary-order kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1} \Gamma_{p, q}^{m, n}\left[-\wp^{\beta} w^{\beta} \left\lvert\, \begin{array}{c|c}
\left(e_{1}, E_{1}, x\right),\left(e_{l}, E_{l}\right)_{2, p}  \tag{31}\\
\left(f_{l}, F_{l}\right)_{1, q}
\end{array}\right.\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w)
$$

has a solution of the form:

$$
\Theta(w)=\Theta_{0} w^{\alpha-1} \sum_{\kappa=0}^{\infty}\left(-c^{\beta} w^{\beta}\right)^{\kappa} \Gamma_{p+1, q+1}^{m, n+1}\left[-\gamma^{\beta} w^{\beta} \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, x\right),(1-\alpha, \beta),\left(e_{l}, E_{l}\right)_{2, p}  \tag{32}\\
\left(f_{l}, F_{l}\right)_{1, q}(1-\alpha-\beta \kappa, \beta)
\end{array}\right.\right] .
$$

Proof. Again, setting $r=1$ in Theorem 1, we achieve the desired result (32).
Corollary 3. If $x>0, \alpha>0, \beta>0, c>0, \wp>0, E_{l}>0(\imath=1, \cdots, p)$, and $F_{l}>0(\imath=1, \cdots, q)$, then the following arbitrary-order kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1} \gamma_{p, q}^{m, n}\left[-\gamma^{\beta} w^{\beta} \left\lvert\, \begin{array}{c|c}
\left(e_{1}, E_{1}, x\right),\left(e_{1}, E_{l}\right)_{2, p}  \tag{33}\\
\left(f_{l}, F_{l}\right)_{1, q}
\end{array}\right.\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w)
$$

has a solution of the form:

Proof. Setting $r=1$ in Theorem 2, we arrive at the desired result (34).
Corollary 4. If $x>0, \alpha>0, \beta>0, c>0, \wp>0, E_{l}>0(\imath=1, \cdots, p)$, and $F_{l}>0(\imath=1, \cdots, q)$, then the following arbitrary-order kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1}{ }_{p} \Psi_{q}^{(\Gamma)}\left[\begin{array}{c|c}
\gamma^{\beta} w^{\beta} & \left(e_{1}, E_{1}, x\right),\left(e_{l}, E_{l}\right)_{2, p}  \tag{35}\\
\left(f_{l}, F_{l}\right)_{1, q}
\end{array}\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w)
$$

has a solution of the form:

$$
\Theta(w)=\Theta_{0} w^{\alpha-1} \sum_{\kappa=0}^{\infty}\left(-c^{\beta} w^{\beta}\right)^{\kappa}{ }_{p+1} \Psi_{q+1}^{(\Gamma)}\left[\gamma_{\gamma^{\beta} w^{\beta}} \left\lvert\, \begin{array}{c}
\left(e_{1}, E_{1}, x\right),(1-\alpha, \beta),\left(e_{l}, E_{l}\right)_{2, p}  \tag{36}\\
\left(f_{l}, F_{l}\right)_{1, q}(1-\alpha-\beta \kappa, \beta)
\end{array}\right.\right] .
$$

Proof. Taking the suitable parameter in Equation (31), we get the desired result.
Corollary 5. If $x>0, \alpha>0, \beta>0, c>0, \wp>0, E_{l}>0(\imath=1, \cdots, p)$, and $F_{l}>0(\imath=1, \cdots, q)$, then the following arbitrary-order kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1}{ }_{p} \Psi_{q}^{(\gamma)}\left[\begin{array}{c|c}
\gamma^{\beta} w^{\beta} \mid & \left(e_{1}, E_{1}, x\right),\left(e_{l}, E_{l}\right)_{2, p}  \tag{37}\\
\left(f_{l}, F_{l}\right)_{1, q}
\end{array}\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w)
$$

has a solution of the form:

$$
\Theta(w)=\Theta_{0} w^{\alpha-1} \sum_{\kappa=0}^{\infty}\left(-c^{\beta} w^{\beta}\right)^{\kappa}{ }_{p+1} \psi_{q+1}^{(\gamma)}\left[\gamma^{\beta} w^{\beta} \left\lvert\, \begin{array}{c|c}
\left(e_{1}, E_{1}, x\right),(1-\alpha, \beta),\left(e_{l}, E_{l}\right)_{2, p}  \tag{38}\\
\left(f_{l}, F_{l}\right)_{1, q}(1-\alpha-\beta \kappa, \beta)
\end{array}\right.\right]
$$

Proof. Taking the suitable parameter in Equation (33), we get the desired result.
Corollary 6. If $\alpha>0, \beta>0, c>0, \wp>0, E_{\imath}>0(\imath=1, \cdots, p)$, and $F_{l}>0(\imath=1, \cdots, q)$, then the following arbitrary-order kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1} H_{p, q}^{m, n}\left[-\wp^{\beta} w^{\beta} \left\lvert\, \begin{array}{c}
\left(e_{l}, E_{\imath}\right)_{1, p}  \tag{39}\\
\left(f_{l}, F_{l}\right)_{1, q}
\end{array}\right.\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w),
$$

has a solution of the form:

$$
\Theta(w)=\Theta_{0} w^{\alpha-1} \sum_{\kappa=0}^{\infty}\left(-c^{\beta} w^{\beta}\right)^{\kappa} H_{p+1, q+1}^{m, n+1}\left[-\gamma^{\beta} w^{\beta} \left\lvert\, \begin{array}{c}
(1-\alpha, \beta),\left(e_{1}, E_{l}\right)_{1, p}  \tag{40}\\
\left(f_{l}, F_{l}\right)_{1, q},(1-\alpha-\beta \kappa, \beta)
\end{array}\right.\right] .
$$

Proof. Again, taking $x=0$ in (31), we achieve the required result.
Corollary 7. If $\alpha>0, \beta>0, c>0, \wp>0, E_{l}>0(\imath=1, \cdots, p)$, and $F_{l}>0(\imath=1, \cdots, q)$, then the following fractional kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1}{ }_{p} \Psi_{q}\left[{ }_{\gamma^{\beta} w^{\beta}} \left\lvert\, \begin{array}{c}
\left(e_{l}, E_{l}\right)_{1, p}  \tag{41}\\
\left(f_{l}, F_{l}\right)_{1, q}
\end{array}\right.\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w)
$$

has a solution of the form:

$$
\Theta(w)=\Theta_{0} w^{\alpha-1} \sum_{\kappa=0}^{\infty}\left(-c^{\beta} w^{\beta}\right)^{\kappa}{ }_{p+1} \Psi_{q+1}\left[\begin{array}{l|l}
\gamma^{\beta} w^{\beta} & \left.\begin{array}{c}
(1-\alpha, \beta),\left(e_{l}, E_{l}\right)_{1, p} \\
\left(f_{l}, F_{l}\right)_{1, q},(1-\alpha-\beta \kappa, \beta)
\end{array}\right] . . .4 . \tag{42}
\end{array}\right]
$$

Proof. Again, taking $x=0$ in (35) and (37), we arrive at the required result.

Corollary 8. If $x>0, \alpha>0, \beta>0, c>0, \wp>0$, then the following arbitrary-order kinetic equation:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1}{ }_{p} \Gamma_{q}\left[{ }_{\wp} \beta w^{\beta} \left\lvert\, \begin{array}{c}
\left(e_{1}, x\right), e_{2}, \cdots, e_{p}  \tag{43}\\
f_{1}, \cdots, f_{q}
\end{array}\right.\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w)
$$

has a solution of the form:

$$
\Theta(w)=\Theta_{0} w^{\alpha-1} \sum_{\kappa=0}^{\infty}\left(-c^{\beta} w^{\beta}\right)^{\kappa} \Gamma_{p+1, q+2}^{1, p+1}\left[\begin{array}{l|l}
\gamma^{\beta} w^{\beta} & \left.\begin{array}{l}
\left(1-e_{1}, 1, x\right),(\alpha, \beta),\left(1-e_{1}, 1\right)_{2, p} \\
(0,1),\left(1-f_{\imath}, 1\right)_{1, q},(\alpha+\beta \kappa, \beta)
\end{array}\right] . . . ~ . ~ . ~ \tag{44}
\end{array}\right]
$$

Proof. Again, setting $E_{l}=F_{k}=1(\imath=1, \cdots, p ; k=1, \cdots, q)$ in Equation (31), we arrive at the desired result (44).

Corollary 9. If $x>0, \alpha>0, \beta>0, c>0, \wp>0$, then the following arbitrary-order kinetic expression:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1}{ }_{p} \gamma_{q}\left[\begin{array}{c|c}
\wp^{\beta} w^{\beta} & \left.\begin{array}{c}
\left(e_{1}, x\right), e_{2}, \cdots, e_{p} \\
f_{1}, \cdots, f_{q}
\end{array}\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w), ~ \tag{45}
\end{array}\right]
$$

has a solution of the form:

$$
\Theta(w)=\Theta_{0} w^{\alpha-1} \sum_{\kappa=0}^{\infty}\left(-c^{\beta} w^{\beta}\right)^{\kappa} \gamma_{p+1, q+2}^{1, p+1}\left[\begin{array}{l|l}
\gamma^{\beta} w^{\beta} & \left.\begin{array}{c}
\left(1-e_{1}, 1, x\right),(\alpha, \beta),\left(1-e_{1}, 1\right)_{2, p} \\
(0,1),\left(1-f_{l}, 1\right)_{1, q},(\alpha+\beta \kappa, \beta)
\end{array}\right] . . . ~ . ~ . ~ \tag{46}
\end{array}\right]
$$

Proof. Again, setting $E_{l}=F_{k}=1(\imath=1, \cdots, p ; k=1, \cdots, q)$ in Equation (33), we arrive at the desired result (46).

Corollary 10. If $\alpha>0, \beta>0, c>0, \wp>0$, then the following arbitrary-order kinetic expression:

$$
\Theta(w)-\Theta_{0} w^{\alpha-1}{ }_{p} F_{q}\left[\wp_{\wp} \beta w^{\beta} \left\lvert\, \begin{array}{c}
e_{1}, \cdots, e_{p}  \tag{47}\\
f_{1}, \cdots, f_{q}
\end{array}\right.\right]=-c^{\beta}{ }_{0} D_{w}^{-\beta} \Theta(w),
$$

has a solution of the form:

$$
\Theta(w)=\Theta_{0} w^{\alpha-1} \sum_{\kappa=0}^{\infty}\left(-c^{\beta} w^{\beta}\right)^{\kappa} H_{p+1, q+2}^{1, p+1}\left[\wp^{\beta} w^{\beta} \left\lvert\, \begin{array}{l}
\left(1-e_{1}, 1\right),(\alpha, \beta),\left(1-e_{1}, 1\right)_{2, p}  \tag{48}\\
(0,1),\left(1-f_{2}, 1\right)_{1, q}(\alpha+\beta \kappa, \beta)
\end{array}\right.\right] .
$$

Proof. Again, setting $x=0$ in Equation (43), we arrive at the desired result (48).
Remark 1. If Fox's $H$-function reduces to generalized $M$-series ${ }_{p}{ }_{p}^{\alpha, \beta} M_{q}\left(a_{1}, \cdots, a_{p} ; b_{1}, \cdots, b_{q} ; z\right)$ in Equation (39), then the result is that recorded by Chaurasia and Kumar ([35], p. 777, Equation (14)).

Remark 2. If the Fox-Wright function ${ }_{p} \Psi_{q}(z)$ reduces to the Mittag-Leffler function $E_{\alpha, \beta}(z)$ in Equation (41), then the result is that recorded by Saxena et al. ([15], Equation (21)).

Remark 3. If the incomplete H-function reduces to the Bessel function of the first kind $J_{v}(z)$ in (31), then the result is that recorded by Habenom et al. [12].

## 4. Numerical Results and Discussion

In this section, we simulate the numerical results for FKE (25) at different values of various parameters presented in the form of Figures 1 and 2 by using Maple. We can see from Figures 1 and 2 that the value of $\Theta$ decreases with time $w$. It is also noticed from Figures 1 and 2 that as the value of $\beta$ increases, the corresponding value of $\Theta$ initially enhances, but after some time, it depicts the opposite nature.


Figure 1. Plots of solution $\Theta$ for the fractional kinetic equation (FKE) (25) when $\Theta_{0}=5, \wp=0$, and $\mathrm{c}=0.5$.


Figure 2. Plots of solution $\Theta$ for FKE (25) when $\Theta_{0}=10, \wp=0$, and $c=1$.

## 5. Conclusions

In this work, we introduced generalized FKEs of the FKE associated with the incomplete $I$-functions and found their solutions in terms of incomplete $I$-functions. The novelty and importance of the present work were that we suggested a novel computable extension of FKEs in terms of incomplete $I$-functions and presented some numerical results in graphical form, which were very useful to study reaction rate. The FKEs could be employed to determine the particle reaction rate and interpret the statistical mechanics pertaining to the particle distribution function. We also derived some special cases by assigning particular values to the parameters of incomplete $I$-functions and also provided some known and important results. The outcomes of the present study are very useful in astrophysics and space science.
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#### Abstract

In this study, we examine adapting and using the Sumudu decomposition method (SDM) as a way to find approximate solutions to two-dimensional fractional partial differential equations and propose a numerical algorithm for solving fractional Riccati equation. This method is a combination of the Sumudu transform method and decomposition method. The fractional derivative is described in the Caputo sense. The results obtained show that the approach is easy to implement and accurate when applied to various fractional differential equations.
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## 1. Introduction

Fractional calculus has been utilized as an excellent instrument to discover the hidden aspects of various material and physical processes that deal with derivatives and integrals of arbitrary orders [1-4]. The theory of fractional differential equations translates the reality of nature excellently in a useful and systematic manner [5]. Fractional differential equations are viewed as option models to nonlinear differential equations. Varieties of them play important roles and tools, not only in mathematics, but also in physics, dynamical systems, control systems and engineering, to create the mathematical modeling of many physical phenomena. Furthermore, they are employed in social science such as food supplement, climate and economics [6]. The mathematical physics governing by nonlinear partial deferential dynamical equations have applications in physical science. The analytical solutions for these dynamical equations play an important role in many phenomena in optics; fluid mechanics; plasma physics and hydrodynamics [7-10]. In recent years, many authors have investigated partial differential equations of fractional order by various techniques such as homotopy analysis technique [11,12], variational iteration method [13-15], homotopy perturbation method [16], homotopy perturbation transform method [17], Laplace variational iteration method [18-20], reduce differential transform method [21], Laplace decomposition method [22] and other methods [23-27].

There are numerous integral transforms such as the Laplace, Sumudu, Fourier, Mellin and Elzaki to solve PDEs. Of these, the Laplace transformation and Sumudu transformation are the most widely used. The Sumudu transformation method is one of the most important transform methods introduced in the early 1990 [28]. It is a powerful tool for solving many kinds of PDEs in various fields of science and engineering. In addition, various methods are combined with the Sumudu transformation method such as the homotopy perturbation transform method [29] which is a combination of the homotopy perturbation method and the Sumudu transformation method. Another example is the homotopy
analysis Sumudu transform method [30], which is a combination of the Sumudu transform method and the homotopy analysis method.

Fractional operators are non-local operators; thus, they are used successfully for describing the phenomena with memory effect. We stress on the fact than by replacing the classical derivative with respect with time by a given fractional operator we change the nature of the partial differential equation from local to a nonlocal one. In this way we can describe better processes with faster of lower velocities, depending on the value of alpha, which in the classical class we cannot do. The domain of the utilized fractional operator and the type, namely local or nonlocal, are other key factors in modeling with high accuracy some real-world phenomena which cannot be described properly by using the classical calculus models. Successful examples of changing the differential operator into the fractional ones can be fined in modeling accurately the fluid mechanics models as well as the mathematical biology models, including the top-level epidemiological models. This article considers the efficiency of fractional Sumudu decomposition method (FSDM) to solve two-dimensional differential equations. The FSDM is a graceful coupling of two powerful techniques, namely ADM and Sumudu transform algorithms and gives more refined convergent series solution.

## 2. Preliminaries

Some fractional calculus definitions and notation needed $[2,16,29]$ in the course of this work are discussed in this section.

Definition 1. A real function $\varphi(\mu), \mu>0$, is said to be in the space $C_{\vartheta}, \vartheta \in R$ if there exists a real number $q,(q>\vartheta)$, such that $\varphi(\mu)=\mu^{q} \varphi_{1}(\mu)$, where $\varphi_{1}(\mu) \in C[0, \infty)$, and it is said to be in the space $C_{\vartheta}^{m}$ if $\varphi^{(m)} \in C_{\vartheta}, m \in N$.

Definition 2. The Riemann Liouville fractional integral operator of order $\varepsilon \geq 0$, of a function $\varphi(\mu) \in C_{\vartheta}, \vartheta \geq-1$ is defined as

$$
I^{\varepsilon} \varphi(\mu)= \begin{cases}\frac{1}{\Gamma(\varepsilon)} \int_{0}^{\mu}(\mu-\tau)^{\varepsilon-1} \varphi(\tau) d \tau, & \varepsilon>0, \mu>0  \tag{2.1}\\ I^{0} \varphi(\mu)=\varphi(\mu), & \varepsilon=0\end{cases}
$$

where $\Gamma(\cdot)$ is the well-known Gamma function.
Properties of the operator $I \alpha$, which we will use here, are as follows:
For $\varphi \in C_{\vartheta}, \vartheta \geq-1, \varepsilon, \epsilon \geq 0$,

1. $I^{\varepsilon} I^{\epsilon} \varphi(\mu)=I^{\varepsilon+\epsilon} \varphi(\mu)$.
2. $I^{\varepsilon} I^{\epsilon} \varphi(\mu)=I^{\epsilon} I^{\varepsilon} \varphi(\mu)$
3. $\quad I^{\varepsilon} \mu^{m}=\frac{\Gamma(m+1)}{\Gamma(\varepsilon+m+1)} \mu^{\varepsilon+m}$.

Definition 3. The fractional derivative of $\varphi(\mu)$ in the Caputo sense is defined as

$$
\begin{equation*}
D^{\varepsilon} \varphi(\mu)=I^{m-\varepsilon} D^{m} \varphi(\mu)=\frac{1}{\Gamma(m-\varepsilon)} \int_{0}^{\mu}(\mu-\tau)^{m-\varepsilon-1} \varphi^{(m)}(\tau) d \tau \tag{2.2}
\end{equation*}
$$

for $m-1<\varepsilon \leq m, m \in N, \mu>0, \varphi \in C_{-1}^{m}$.
The following are the basic properties of the operator $D^{\varepsilon}$ :

1. $D^{\varepsilon} D^{\epsilon} \varphi(\mu)=D^{\varepsilon+\epsilon} \varphi(\mu)$.
2. $D^{\varepsilon} \mu^{m}=\frac{\Gamma(1+m)}{\Gamma(1+m-\varepsilon)} \mu^{m-\varepsilon}$.
3. $D^{\varepsilon} I^{\varepsilon} \varphi(\mu)=\varphi(\mu)$.
4. $\quad I^{\varepsilon} D^{\varepsilon} \varphi(\mu)=\varphi(\mu)-\sum_{k=0}^{m-1} \varphi^{(k)}(0) \frac{\mu^{k}}{k!}$.

Definition 4. The Mittag-Leffler function $E_{\delta}$ with $\varepsilon>0$ is defined as

$$
\begin{equation*}
E_{\varepsilon}(z)=\sum_{m=0}^{\infty} \frac{z^{\varepsilon}}{\Gamma(m \varepsilon+1)} \tag{2.3}
\end{equation*}
$$

Definition 5. The Sumudu transform is defined over the set of function

$$
A=\left\{\varphi(\tau) / \exists M, \omega_{1}, \omega_{2}>0,|\varphi(\tau)|<M e^{|\tau| / \omega_{j}}, \text { if } \tau \in(-1)^{j} \times[0, \infty)\right\}
$$

by the following formula [30,31]:

$$
\begin{equation*}
S[\varphi(\tau)]=\int_{0}^{\infty} e^{-\tau} \varphi(\omega \tau) d \tau, \omega \in\left(-\omega_{1}, \omega_{2}\right) \tag{2.4}
\end{equation*}
$$

Definition 6. The Sumudu transform of the Caputo fractional derivative is defined as [30,31]:

$$
\begin{equation*}
\boldsymbol{S}\left[D_{\tau}^{m \varepsilon} \varphi(\mu, \gamma, \tau)\right]=\omega^{-m \varepsilon} \boldsymbol{S}\left[\varphi(\mu, \gamma, \tau]-\sum_{k=0}^{m-1} \omega^{(-m \varepsilon+k)} \varphi^{(k)}(\mu, \gamma, 0), m-1<m \varepsilon<m\right. \tag{2.5}
\end{equation*}
$$

## 3. Fractional Sumudu Decomposition Method (FSDM)

Let us consider a general fractional nonlinear partial differential equation of the form:

$$
\begin{equation*}
D_{\tau}^{\varepsilon} \varphi(\mu, \gamma, \tau)+L[\varphi(\mu, \gamma, \tau)]+N[\varphi(\mu, \gamma, \tau)]=g(\mu, \gamma, \tau) \tag{3.1}
\end{equation*}
$$

with $n-1<\varepsilon \leq n$ and subject to the initial condition

$$
\begin{equation*}
\frac{\partial^{s}}{\partial \tau^{s}} \varphi(\mu, \gamma, 0)=\varphi^{(s)}(\mu, \gamma, 0)=\varphi_{s}(\mu, \gamma), s=0,1, \ldots, n-1 \tag{3.2}
\end{equation*}
$$

where $\varphi(\mu, \gamma, \tau)$ is an unknown function, $D_{\tau}^{\varepsilon} \varphi(\mu, \gamma, \tau)$ is the Caputo fractional derivative of the function $\varphi(\mu, \gamma, \tau), L$ is the linear differential operator, N represents the general nonlinear differential operator and $g(\mu, \gamma, \tau)$ is the source term.

Taking the ST on both sides of (3.1), we have

$$
\begin{equation*}
\boldsymbol{S}\left[D_{\tau}^{\varepsilon} \varphi(\mu, \gamma, \tau)\right]+\boldsymbol{S}[L[\varphi(\mu, \gamma, \tau)]]+\boldsymbol{S}[N[\varphi(\mu, \gamma, \tau)]]=\boldsymbol{S}[g(\mu, \gamma, \tau)] \tag{3.3}
\end{equation*}
$$

Using the property of the ST, we obtain

$$
\begin{equation*}
\boldsymbol{S}[\varphi(\mu, \gamma, \tau)]=\sum_{k=0}^{n-1} \omega^{\varepsilon} \varphi_{k}(\mu, \gamma)+\omega^{\varepsilon} \boldsymbol{S}[g(\mu, \gamma, \tau)]-\omega^{\varepsilon} \boldsymbol{S}[L[\varphi(\mu, \gamma, \tau)]+N[\varphi(\mu, \gamma, \tau)]] \tag{3.4}
\end{equation*}
$$

Operating with the ST on both sides of (3.4) gives

$$
\begin{align*}
\varphi(\mu, \gamma, \tau)= & S^{-1}\left(\sum_{k=0}^{n-1} \omega^{\varepsilon} \varphi_{k}(\mu, \gamma)\right)+S^{-1}\left(\omega^{\varepsilon} S[g(\mu, \gamma, \tau)]\right)  \tag{3.5}\\
& -S^{-1}\left(\omega^{\varepsilon} S[L[\varphi(\mu, \gamma, \tau)]+N[\varphi(\mu, \gamma, \tau)]]\right)
\end{align*}
$$

Now, we represent solution as an infinite series given below

$$
\begin{equation*}
\varphi(\mu, \gamma, \tau)=\sum_{m=0}^{\infty} \varphi_{m}(\mu, \gamma, \tau) \tag{3.6}
\end{equation*}
$$

and the nonlinear term can be decomposed as

$$
\begin{equation*}
N[\varphi(\mu, \gamma, \tau)]=\sum_{m=0}^{\infty} A_{m}\left(\varphi_{0}, \varphi_{1}, \ldots, \varphi_{m}\right) \tag{3.7}
\end{equation*}
$$

where

$$
A_{m}\left(\varphi_{0}, \varphi_{1}, \ldots, \varphi_{m}\right)=\frac{1}{m!} \frac{\partial^{m}}{\partial \lambda^{m}}\left[N\left(\sum_{i=0}^{\infty} \lambda^{i} \varphi_{i}\right)\right]_{\lambda=0}
$$

Substituting (3.6) and (3.7) in (3.5), we get

$$
\begin{align*}
\sum_{m=0}^{\infty} \varphi_{m}(\mu, \gamma, \tau)= & S^{-1}\left(\sum_{k=0}^{n-1} \omega^{\varepsilon} \varphi_{k}(\mu, \gamma)\right)+S^{-1}\left(\omega^{\varepsilon} S[g(\mu, \gamma, \tau)]\right)  \tag{3.8}\\
& -S^{-1}\left(\omega^{\varepsilon} S\left[L\left[\sum_{m=0}^{\infty} \varphi_{m}(\mu, \gamma, \tau)\right]+\sum_{m=0}^{\infty} A_{m}\right]\right)
\end{align*}
$$

On comparing both sides of the Equation (3.8), we get

$$
\begin{gather*}
\varphi_{0}(\mu, \gamma, \tau)=\boldsymbol{S}^{-1}\left(\sum_{k=0}^{n-1} \omega^{\varepsilon} \varphi_{k}(\mu, \gamma)\right)+\boldsymbol{S}^{-1}\left(\omega^{\varepsilon} \boldsymbol{S}[g(\mu, \gamma, \tau)]\right) \\
\varphi_{1}(\mu, \gamma, \tau)=-\boldsymbol{S}^{-1}\left(\omega^{\varepsilon} \boldsymbol{S}\left[L\left[\varphi_{0}(\mu, \gamma, \tau)\right]+A_{0}\right]\right) \\
\varphi_{2}(\mu, \gamma, \tau)=-\boldsymbol{S}^{-1}\left(\omega^{\varepsilon} \boldsymbol{S}\left[L\left[\varphi_{1}(\mu, \gamma, \tau)\right]+A_{1}\right]\right),  \tag{3.9}\\
\vdots \\
\varphi_{m}(\mu, \gamma, \tau)=-\boldsymbol{S}^{-1}\left(\omega^{\varepsilon} \boldsymbol{S}\left[L\left[\varphi_{m-1}(\mu, \gamma, \tau)\right]+A_{m-1}\right]\right), m \geq 1
\end{gather*}
$$

Finally, we approximate the analytical solution $\varphi(\mu, \gamma, \tau)$ by truncated series:

$$
\begin{equation*}
\varphi(\mu, \gamma, \tau)=\sum_{m=0}^{\infty} \varphi_{n}(\mu, \gamma, \tau) \tag{3.10}
\end{equation*}
$$

## 4. Applications

In this section, we will implement the fractional Sumudu decomposition method for solving two dimensional fractional partial differential equations.

Example 1. First, we consider the two-dimensional fractional partial differential equations of the form:

$$
\begin{equation*}
D_{\tau}^{\varepsilon} \varphi(\mu, \gamma, \tau)=2\left(\frac{\partial^{2} \varphi(\mu, \gamma, \tau)}{\partial \mu^{2}}+\frac{\partial^{2} \varphi(\mu, \gamma, \tau)}{\partial \gamma^{2}}\right) \tag{4.1}
\end{equation*}
$$

with $1<\varepsilon \leq 2$, subject to initial condition

$$
\begin{equation*}
\varphi(\mu, \gamma, 0)=\sin (\mu) \sin (\gamma) \tag{4.2}
\end{equation*}
$$

From (3.9) and (4.1), the successive approximations are

$$
\begin{gather*}
\varphi_{0}(\mu, \gamma, \tau)=\varphi(\mu, \gamma, 0) \\
\varphi_{m}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} S\left[2\left(\frac{\partial^{2} \varphi_{m-1}(\mu, \gamma, \tau)}{\partial \mu^{2}}+\frac{\partial^{2} \varphi_{m-1}(\mu, \gamma, \tau)}{\partial \gamma^{2}}\right)\right]\right) \tag{4.3}
\end{gather*}
$$

Then, we have

$$
\begin{gathered}
\varphi_{0}(\mu, \gamma, \tau)=\sin (\mu) \sin (\gamma), \\
\varphi_{1}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} S\left[2\left(\frac{\partial^{2} \varphi_{0}(\mu, \gamma, \tau)}{\partial \mu^{2}}+\frac{\partial^{2} \varphi_{0}(\mu, \gamma, \tau)}{\partial \gamma^{2}}\right)\right]\right) \\
=S^{-1}\left(\omega^{\delta} \boldsymbol{S}[-4 \sin (\mu) \sin (\gamma)]\right) \\
=-4 \sin (\mu) \sin (\gamma) \boldsymbol{S}^{-1}\left(\omega^{\varepsilon}\right) \\
=\frac{-4 \tau^{\varepsilon}}{\Gamma(\varepsilon+1)} \sin (\mu) \sin (\gamma) . \\
\varphi_{2}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} \boldsymbol{S}\left[2\left(\frac{\partial^{2} \varphi_{1}(\mu, \gamma, \tau)}{\partial \mu^{2}}+\frac{\partial^{2} \varphi_{1}(\mu, \gamma, \tau)}{\partial \gamma^{2}}\right)\right]\right) \\
=S^{-1}\left(\omega^{\delta} S\left[\frac{16 \tau^{\varepsilon}}{\Gamma(\varepsilon+1)} \sin (\mu) \sin (\gamma)\right]\right) \\
=16 \sin (\mu) \sin (\gamma) \boldsymbol{S}^{-1}\left(\omega^{2 \varepsilon}\right) \\
=\frac{16 \tau^{2 \varepsilon}}{\Gamma(2 \varepsilon+1)} \sin (\mu) \sin (\gamma) . \\
\varphi_{3}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} S\left[2\left(\frac{\partial^{2} \varphi_{2}(\mu, \gamma, \tau)}{\partial \mu^{2}}+\frac{\partial^{2} \varphi_{2}(\mu, \gamma, \tau)}{\partial \gamma^{2}}\right)\right]\right) \\
=S^{-1}\left(\omega^{\delta} \boldsymbol{S}\left[-\frac{64 \tau^{2 \varepsilon}}{\Gamma(2 \varepsilon+1)} \sin (\mu) \sin (\gamma)\right]\right) \\
=-64 \sin (\mu) \sin (\gamma) S^{-1}\left(\omega^{3 \varepsilon}\right) \\
=\frac{-64 \tau^{3 \varepsilon}}{\Gamma(3 \varepsilon+1)} \sin (\mu) \sin (\gamma) . \\
\vdots
\end{gathered}
$$

Hence, the solution of (4.1) is given by:

$$
\begin{gather*}
\varphi(\mu, \gamma, \tau)=\sum_{m=0}^{\infty} \varphi_{n}(\mu, \gamma, \tau) \\
=\sum_{m=0}^{\infty} \frac{(-4)^{m} \tau^{m \varepsilon}}{\Gamma(m \varepsilon+1)} \sin (\mu) \sin (\gamma)=\sin (\mu) \sin (\gamma)\left(1-\frac{4 \tau^{\varepsilon}}{\Gamma(\varepsilon+1)}+\frac{4^{2} \tau^{2 \varepsilon}}{\Gamma(2 \varepsilon+1)}-\frac{4^{3} \tau^{3 \varepsilon}}{\Gamma(3 \varepsilon+1)}+\cdots\right)  \tag{4.4}\\
=\sin (\mu) \sin (\gamma) E_{\varepsilon}\left(-4 \tau^{\varepsilon}\right)
\end{gather*}
$$

If we put $\varepsilon \rightarrow 2$ in Equation (4.4), we get the exact solution:

$$
\begin{gathered}
\varphi(\mu, \gamma, \tau)=\sum_{m=0}^{\infty} \frac{(-1)^{m}(2 \tau)^{2 m}}{\Gamma(2 m+1)} \sin (\mu) \sin (\gamma) \\
=\sin (\mu) \sin (\gamma) \cos (2 \tau)
\end{gathered}
$$

Example 2. we consider the fractional generalized biologic population model of the form:

$$
\begin{equation*}
D_{\tau}^{\varepsilon} \varphi(\mu, \gamma, \tau)=\left(\frac{\partial^{2} \varphi^{2}(\mu, \gamma, \tau)}{\partial \mu^{2}}+\frac{\partial^{2} \varphi^{2}(\mu, \gamma, \tau)}{\partial \gamma^{2}}\right)+\varphi(\mu, \gamma, \tau)-r \varphi^{2}(\mu, \gamma, \tau) \tag{4.5}
\end{equation*}
$$

with $0<\varepsilon \leq 1$, subject to initial condition

$$
\begin{equation*}
\varphi(\mu, \gamma, 0)=e^{\frac{1}{2} \sqrt{\frac{\gamma}{2}}(\mu+\gamma)} \tag{4.6}
\end{equation*}
$$

From (3.9) and (4.6), the successive approximations are

$$
\begin{gather*}
\varphi_{0}(\mu, \gamma, \tau)=\varphi(\mu, \gamma, 0) \\
\varphi_{m}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} S\left[\left(\frac{\partial^{2} A_{m-1}}{\partial \mu^{2}}+\frac{\partial^{2} A_{m-1}}{\partial \gamma^{2}}\right)+\varphi_{m-1}(\mu, \gamma, \tau)-r A_{m-1}\right]\right) \tag{4.7}
\end{gather*}
$$

where

$$
\begin{gathered}
A_{0}=\varphi_{0}^{2} \\
A_{1}=2 \varphi_{0} \varphi_{1} \\
A_{2}=2 \varphi_{0} \varphi_{2}+\varphi_{1}^{2} \\
A_{3}=2 \varphi_{0} \varphi_{3}+2 \varphi_{1} \varphi_{2}
\end{gathered}
$$

Then, we have

$$
\begin{aligned}
& \varphi_{0}(\mu, \gamma, \tau)=e^{\frac{1}{2} \sqrt{\frac{\tau}{2}}(\mu+\gamma)}, \\
& \varphi_{1}(\mu, \gamma, \tau)=\boldsymbol{S}^{-1}\left(\omega^{\delta} \boldsymbol{S}\left[\left(\frac{\partial^{2} A_{0}}{\partial \mu^{2}}+\frac{\partial^{2} A_{0}}{\partial \gamma^{2}}\right)+\varphi_{0}(\mu, \gamma, \tau)-r A_{0}\right]\right) \\
& =S^{-1}\left(\omega^{\delta} S\left[e^{\frac{1}{2} \sqrt{\frac{\tau}{2}}(\mu+\gamma)}\right]\right) \\
& =e^{\frac{1}{2} \sqrt{\frac{T}{2}}(\mu+\gamma)} \boldsymbol{S}^{-1}\left(\omega^{\varepsilon}\right) \\
& =\frac{\tau^{\varepsilon}}{\Gamma(\varepsilon+1)} e^{\frac{1}{2} \sqrt{\frac{T}{2}}(\mu+\gamma)} . \\
& \varphi_{2}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} S\left[\left(\frac{\partial^{2} A_{1}}{\partial \mu^{2}}+\frac{\partial^{2} A_{1}}{\partial \gamma^{2}}\right)+\varphi_{1}(\mu, \gamma, \tau)-r A_{1}\right]\right) \\
& =\boldsymbol{S}^{-1}\left(\omega^{\delta} \boldsymbol{S}\left[\frac{\tau^{\varepsilon}}{\Gamma(\varepsilon+1)} e^{\frac{1}{2}} \sqrt{\frac{\gamma}{2}}(\mu+\gamma)\right]\right) \\
& =e^{\frac{1}{2} \sqrt{\frac{r}{2}}(\mu+\gamma)} S^{-1}\left(\omega^{2 \varepsilon}\right) \\
& =\frac{\tau^{2 \varepsilon}}{\Gamma(2 \varepsilon+1)} e^{\frac{1}{2}} \sqrt{\frac{T}{2}}(\mu+\gamma) . \\
& \varphi_{3}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} \boldsymbol{S}\left[\left(\frac{\partial^{2} A_{2}}{\partial \mu^{2}}+\frac{\partial^{2} A_{2}}{\partial \gamma^{2}}\right)+\varphi_{2}(\mu, \gamma, \tau)-r A_{2}\right]\right) \\
& =\boldsymbol{S}^{-1}\left(\omega^{\delta} \boldsymbol{S}\left[\frac{\tau^{2 \varepsilon}}{\Gamma(2 \varepsilon+1)} e^{\frac{1}{2}} \sqrt{\frac{\Gamma}{2}}(\mu+\gamma)\right]\right) \\
& =e^{\frac{1}{2} \sqrt{\frac{\Gamma}{2}}(\mu+\gamma)} \boldsymbol{S}^{-1}\left(\omega^{3 \varepsilon}\right) \\
& =\frac{\tau^{3 \varepsilon}}{\Gamma(3 \varepsilon+1)} e^{\frac{1}{2}} \sqrt{\frac{T}{2}}(\mu+\gamma) . \\
& \varphi_{m}(\mu, \gamma, \tau)=\frac{\tau^{m \varepsilon}}{\Gamma(m \varepsilon+1)} e^{\frac{1}{2} \sqrt{\frac{\Gamma}{2}}(\mu+\gamma)} .
\end{aligned}
$$

Hence, the fractional series form of (4.5) is given by

$$
\begin{gather*}
\varphi(\mu, \gamma, \tau)=\sum_{m=0}^{\infty} \frac{\tau^{m \varepsilon}}{\Gamma(m \varepsilon+1)} e^{\frac{1}{2}} \sqrt{\frac{\tau}{2}}(\mu+\gamma) \\
=e^{\frac{1}{2} \sqrt{\frac{\Gamma}{2}}(\mu+\gamma)}\left(1+\frac{\tau^{\varepsilon}}{\Gamma(\varepsilon+1)}+\frac{\tau^{2 \varepsilon}}{\Gamma(2 \varepsilon+1)}+\frac{\tau^{3 \varepsilon}}{\Gamma(3 \varepsilon+1)}+\cdots\right)  \tag{4.8}\\
=e^{\frac{1}{2} \sqrt{\frac{T}{2}}(\mu+\gamma)} E_{\varepsilon}\left(\tau^{\varepsilon}\right)
\end{gather*}
$$

If we put $\varepsilon \rightarrow 1$ in Equation (4.8), we get the exact solution

$$
\begin{aligned}
\varphi(\mu, \gamma, \tau) & =\sum_{m=0}^{\infty} \frac{\tau^{m}}{\Gamma(m+1)} e^{\frac{1}{2} \sqrt{\frac{\Gamma}{2}}(\mu+\gamma)} \\
& =e^{\frac{1}{2} \sqrt{\frac{T}{2}}(\mu+\gamma)+t}
\end{aligned}
$$

Example 3. Consider the nonlinear time-fractional differential equation of the form:

$$
\begin{equation*}
D_{\tau}^{\varepsilon} \varphi(\mu, \gamma, \tau)=\left(\frac{\partial^{2} \varphi^{2}(\mu, \gamma, \tau)}{\partial \mu^{2}}+\frac{\partial^{2} \varphi^{2}(\mu, \gamma, \tau)}{\partial \gamma^{2}}\right)+\varphi(\mu, \gamma, \tau) \tag{4.9}
\end{equation*}
$$

with $0<\varepsilon \leq 1$, subject to initial condition

$$
\begin{equation*}
\varphi(\mu, \gamma, 0)=\sqrt{\sin (\mu) \sinh (\gamma)} \tag{4.10}
\end{equation*}
$$

From (3.9) and (4.10), the successive approximations are:

$$
\begin{gather*}
\varphi_{0}(\mu, \gamma, \tau)=\varphi(\mu, \gamma, 0), \\
\varphi_{m}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} S\left[\left(\frac{\partial^{2} A_{m-1}}{\partial \mu^{2}}+\frac{\partial^{2} A_{m-1}}{\partial \gamma^{2}}\right)+\varphi_{m-1}(\mu, \gamma, \tau)\right]\right), \tag{4.11}
\end{gather*}
$$

Then, we have

$$
\begin{gathered}
\varphi_{0}(\mu, \gamma, \tau)=\sqrt{\sin (\mu) \sinh (\gamma)}, \\
\varphi_{1}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} S\left[\left(\frac{\partial^{2} A_{0}}{\partial \mu^{2}}+\frac{\partial^{2} A_{0}}{\partial \gamma^{2}}\right)+\varphi_{0}(\mu, \gamma, \tau)\right]\right) \\
=S^{-1}\left(\omega^{\delta} S[\sqrt{\sin (\mu) \sinh (\gamma)}]\right) \\
=\sqrt{\sin (\mu) \sinh (\gamma)} S^{-1}\left(\omega^{\varepsilon}\right) \\
=\frac{\tau^{\varepsilon}}{\Gamma(\varepsilon+1)} \sqrt{\sin (\mu) \sinh (\gamma) .} \\
\varphi_{2}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} \boldsymbol{S}\left[\left(\frac{\partial^{2} A_{1}}{\partial \mu^{2}}+\frac{\partial^{2} A_{1}}{\partial \gamma^{2}}\right)+\varphi_{1}(\mu, \gamma, \tau)\right]\right) \\
=S^{-1}\left(\omega^{\delta} \boldsymbol{S}\left[\frac{\tau^{\varepsilon}}{\Gamma(\varepsilon+1)} \sqrt{\sin (\mu) \sinh (\gamma)}\right]\right) \\
=\sqrt{\sin (\mu) \sinh (\gamma)} S^{-1}\left(\omega^{2 \varepsilon}\right) \\
=\frac{\tau^{2 \varepsilon}}{\Gamma(2 \varepsilon+1)} \sqrt{\sin (\mu) \sinh (\gamma)} . \\
\varphi_{3}(\mu, \gamma, \tau)=S^{-1}\left(\omega^{\delta} S\left[\left(\frac{\partial^{2} A_{2}}{\partial \mu^{2}}+\frac{\partial^{2} A_{2}}{\partial \gamma^{2}}\right)+\varphi_{2}(\mu, \gamma, \tau)\right]\right) \\
=S^{-1}\left(\omega^{\delta} S\left[\frac{\tau^{2 \varepsilon}}{\Gamma(2 \varepsilon+1)} \sqrt{\sin (\mu) \sinh (\gamma)}\right]\right) \\
\left.=\sqrt{\sin (\mu) \sinh (\gamma) S^{-1}\left(\omega^{3 \varepsilon}\right)}\right] \\
=\frac{\tau^{3 \varepsilon}}{\Gamma(3 \varepsilon+1)} \sqrt{\sin (\mu) \sinh (\gamma)} . \\
\vdots \\
\varphi_{m}(\mu, \gamma, \tau)=\frac{\tau^{m \varepsilon}}{\Gamma(m \varepsilon+1)} \sqrt{\sin (\mu) \sinh (\gamma)} .
\end{gathered}
$$

Hence, the fractional series form of (4.5) is given by

$$
\begin{gather*}
\varphi(\mu, \gamma, \tau)=\sum_{m=0}^{\infty} \frac{\tau^{m \varepsilon}}{\Gamma(m \varepsilon+1)} \sqrt{\sin (\mu) \sinh (\gamma)} \\
=\sqrt{\sin (\mu) \sinh (\gamma)}\left(1+\frac{\tau^{\varepsilon}}{\Gamma(\varepsilon+1)}+\frac{\tau^{\varepsilon}}{\Gamma(2 \varepsilon+1)}+\frac{\tau^{3^{\varepsilon}}}{\Gamma(3 \varepsilon+1)}+\cdots\right)  \tag{4.12}\\
=\sqrt{\sin (\mu) \sinh (\gamma)} E_{\varepsilon}\left(\tau^{\varepsilon}\right) .
\end{gather*}
$$

If we put $\varepsilon \rightarrow 1$ in Equation (4.12), we get the exact solution

$$
\begin{aligned}
\varphi(\mu, \gamma, \tau) & =\sum_{m=0}^{\infty} \frac{\tau^{m}}{\Gamma(m+1)} \sqrt{\sin (\mu) \sinh (\gamma)} \\
& =\sqrt{\sin (\mu) \sinh (\gamma)} e^{t}
\end{aligned}
$$

## 5. Conclusions

The coupling of the Adomian decomposition method (ADM) and the Sumudu transform method in the sense of Caputo fractional derivatives proved very effective for solving two-dimensional fractional partial differential equations. The proposed algorithm provides a solution in a series form that converges rapidly to an exact solution if it exists. From the obtained results, it is clear that the FSDM yields very accurate solutions using only a few iterates. As a result, the conclusion that comes
through this work is that FSDM can be applied to other fractional partial differential equations of higher order, due to the efficiency and flexibility in the application as can be seen in the proposed examples.
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#### Abstract

The main objective of this paper is to construct and test fractional order derivatives for the management and simulation of a fractional order disorderly finance system. In the developed system, we add the critical minimum interest rate $d$ parameter in order to develop a new stable financial model. The new emerging paradigm increases the demand for innovation, which is the gateway to the knowledge economy. The derivatives are characterized in the Caputo fractional order derivative and Atangana-Baleanu derivative. We prove the existence and uniqueness of the solutions with fixed point theorem and an iterative scheme. The interest rate begins to rise according to initial conditions as investment demand and price exponent begin to fall, which shows the financial system's actual macroeconomic behavior. Specifically component of its application to the large scale and smaller scale forms, just as the utilization of specific strategies and instruments such fractal stochastic procedures and expectation.
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## 1. Introduction

Different parts of the financial sector are investigated through mathematical models, this article is helpful in discussing advantages and drawbacks of mathematical models in the financial associations. Different solutions for improving mathematical models and obstructions in the application zone is also discussed. Mathematical modeling is the technique in which sensible and similar numerical expressions from vertical frameworks are made which is used in translating different issues including drawing systematic ideas. These systematic ideas are used in formulating strategy by choosing information and understanding problem [1]. Mathematical models help in different fields of science such as sociology and engineering. Mathematics have an important place in the field of finance. In the field of finance, account related theory on assessment of exercises on the money related administrators [2]. Different parts of financial market types and different scientific and numerical systems are drawn by using mathematical models [3].

Different types of genuine certified systems are derived through the device of fractional calculus [4]. We establish some writing with the help of the research work and construct the hypothesis of fractional calculus and exhibiting several utilizations. The recently presented Caputo Fabrizio fractional derivative is used to examine the partial model of an adjusted Kawahara condition by Kumar et al. [5]. The Atangana-Baleanu partial administrator is used to formulate fragmentary
augmentation of a regularized long wave condition [6]. Arrangement of the fragmentary control issues including a Mittag-Leffler non-specific piece is proposed by Baleanu et al. [7]. In another work, the development of fractional analysis has been given in [8]. Fractional calculus is used by the scientist named Jajarmi for separating a hyperchaotic financial system [9]. The fractional calculus operatives including different functions have been derived effectively for mathematical modeling of various complex issues in changed areas of science and engineering, for example, liquid elements, plasma material science, astronomy, picture handling, stochastic dynamical framework, and controlled atomic combination [1,10-12]. Recently, Caputo and Fabrizio [13] derived another fractional derivative for some engineering and thermo dynamical systems, and this new derivation is better than the old style of Caputo derivative. Another fractional derivative for observing the possibility of Fisher's response dispersion condition is derived by Atangana [14]. In this article [15], by using these two approaches, we have defined a new contraction in one of the most extended abstract spaces known. In [16], we have demonstrated a novel approximate-analytical solution method, which is called the Laplace homotopy analysis method (LHAM) using the Caputo-Fabrizio fractional derivative operator. We investigated in [17] existence and uniqueness conditions of solutions of a nonlinear differential equation containing the Caputo-Fabrizio operator in Banach spaces. A solution method is coupled with a kind of integral transformation, namely the Elzaki transform, and apply it to two different nonlinear regularized long wave equations in [18]. In [19], time-fractional partial differential equations (FPDEs) involving singular and non-singular kernel are considered. For more details, see [20-22].

In this paper, we need to use fractional parameters using the Caputo and $A B C$ derivatives method with fractional derivatives to build the model of complex nonlinear differential equations. Complex financial system models of complex actions provide a new perspective as a result of patterns and actual behavior of the financial system's internal structure.

## 2. Preliminaries

The fractional derivative of Liouville Caputo $[13,23]$ is presented as

$$
\begin{equation*}
{ }_{t_{0}}^{C} D_{t}^{\kappa}\{g(t)\}=\frac{1}{\Gamma(1-\kappa)} \int_{t_{0}}^{t} \frac{d}{d t} g(\psi)(t-\psi)^{-\kappa} d \psi \tag{1}
\end{equation*}
$$

where $\Gamma$ (.) refers to the function of Gamma. Laplace transform of the above derivative is obtained as $[23,24]$ :

$$
\begin{equation*}
\mathcal{L}\left\{{ }_{0}^{C} D_{t}^{\kappa}\{g(t)\}\right\}(s)=S^{\kappa} G(S)-\sum_{k=0}^{m-1} S^{\kappa-k-1} g^{(k)}(0) \tag{2}
\end{equation*}
$$

Recently, Atangana and Baleanu proposed a fractional derivative with the Mittag-Leffler function as the kernel of differentiation. This kernel is non-singular and nonlocal and preserves the benefits of the above Liouville-Caputo derivative. The Atangana-Baleanu derivative has been defined as [25]:

$$
\begin{equation*}
{ }_{t_{0}}^{A B C} D_{t}^{\kappa}\{g(t)\}=\frac{Z(\kappa)}{1-\kappa} \int_{t_{0}}^{t} \frac{d}{d t} g(\psi) E_{\kappa}\left[-\kappa \frac{(t-\psi)^{\kappa}}{1-\kappa}\right] d \psi, n-1<\kappa(t) \leq n \tag{3}
\end{equation*}
$$

where $\kappa \in \Re, Z(\kappa)$ refers to the $Z(0)=Z(1)=1$ and $E \kappa($.$) refers to the equation Mittag-Leffler.$ Equation (3) Laplace is defined as follows:
$\mathcal{L}\left\{{ }_{0}^{A B C} D_{t}^{\kappa}\{g(t)\}\right\}(s)=\frac{Z(\kappa)}{1-\kappa} \mathcal{L}\left[\int_{\kappa}^{t} \frac{d}{d t} g(\psi) E_{\kappa}\left[-\kappa \frac{(t-\psi)^{\kappa}}{1-\kappa}\right] d \psi\right](s)=\frac{Z(\kappa)}{1-\kappa} \frac{s^{\kappa} \mathcal{L}[g(t)](s)-s^{\kappa-1} g(0)}{s^{\kappa}+\frac{\kappa}{1-\kappa}}$

The fractional integral associated with the Atangana-Baleanu derivative with non-local kernel is defined as

$$
\begin{equation*}
{ }_{t_{0}}^{A B} D_{t}^{\kappa}\{g(t)\}=\frac{1-\kappa}{Z(\kappa)} g(t)+\frac{\kappa}{Z(\kappa) \Gamma(\kappa)} \int_{t_{0}}^{t} g(\psi)(t-\psi)^{\kappa-1} d \psi \tag{5}
\end{equation*}
$$

When $\kappa$ is equivalent to zero, the initial function will be retrieved. $\kappa=1$ will be retrieved from the classical ordinary integral.

## 3. Liouville-Caputo Sense

The strategy is an experimental system dependent on the blend of homotopy analysis technique and Laplace's transformation with polynomial homotopy [23,26]. The primary steps of this strategy are characterized as follows:

Step 1. We should take a look at the following condition:

$$
\begin{equation*}
D_{t}^{\kappa}\{g(h, t)\}+\Xi[h] g(h, t)+\wedge[h] g(h, t)=\eta(h, t), \quad t>0, \quad h \in \Re, \quad 0<\kappa \leq 1 \tag{6}
\end{equation*}
$$

where $\Xi[h]$ is a bounded linear operator in $h$. While the nonlinear operator $\wedge[h]$ in $h$ is Lipschitz continuous and satisfying $|\wedge(g)-\wedge(\phi)| \leq \theta|g-\phi|$, where $\theta>0$ and $\eta(h, t)$ is a continuous function. The boundary and initial conditions can be treated in a similar way.
Step 2. Applying the methodology proposed in [23,27], we get the following $m$-th order deformation equation:

$$
\begin{array}{r}
g_{m}(h, t)=\left(X_{m}+\hbar\right) g_{m-1}-\hbar\left(1-X_{m}\right) \sum_{i=0}^{j-1} t^{i} g^{(i-1)}(0) \\
+\hbar \mathcal{L}^{-1}\left(\frac{1}{s^{\kappa}} \mathcal{L}\left(\Xi_{m-1}[h] g_{m-1}(h)+\sum_{k=0}^{m-1} P_{k}\left(g_{0}, g_{1}, \ldots ., g_{m}\right)-\Psi(h, t)\right)\right) \tag{7}
\end{array}
$$

where the Laplace transform is implemented in Caputo sense (1) and $P_{k}$ is the homotopy polynomial described by Odibat in [28].

Step 3. Regarding homotopy polynomials, the nonlinear term $\wedge[h] g(h, t)$ is extended as

$$
\begin{equation*}
\wedge[g(h, t)]=\wedge\left(\sum_{k=0}^{m-1} g_{m}(h, t)\right)=\sum_{m=0}^{\infty} P_{m} g^{m} \tag{8}
\end{equation*}
$$

Step 4. Expanding the nonlinear term in (6) as a progression of polynomials for homotopy, we can compute the diverse $g_{m}(h, t)$ for $m>1$ and Equation solutions (5) can be written as

$$
\begin{equation*}
g(h, t)=\sum_{\infty}^{m=0} g_{m}(h, t) \tag{9}
\end{equation*}
$$

The classical form of the model first studied in [29] and we modify the model by adding d as critical minimum interest rate. By using this methodology, a Liouville-Caputo fractional order derivative was utilized to solve the using time-fractional funding model:

$$
\begin{gather*}
{ }_{0}^{C} D_{t}^{\kappa} x(t)=z(t)+x(t) y(t)-a x(t),  \tag{10}\\
{ }_{0}^{C} D_{t}^{\kappa} y(t)=1-b y(t)-x(t) x(t),  \tag{11}\\
{ }_{0}^{C} D_{t}^{\kappa} z(t)=d-x(t)-c z(t), \tag{12}
\end{gather*}
$$

where $x, y$, and $z$ are the state variables representing interest rate, investment demand, and price index, respectively, and we add the critical minimum interest rate $d$ parameter in [30]. The parameter $a$ is for savings, $b$ is to cost per investment and $c$ is the elasticity of market demand, although the parameters are non-negative constants i.e., $a=3, b=0.1$ and $c=1$.

From the above model (10)-(12), we use the parameter $d$ to modify the model, where $d$ represents critical minimum interest rate with initial conditions $x(0)=n_{1}=0.1, y(0)=n_{2}=4, z(0)=n_{3}=0.5$.
Solution. We also implemented the Laplace transform (2) to the system's first formula on (10):

$$
\begin{equation*}
s^{\kappa} \bar{x}(s)-s^{\kappa-1} x(0)=\mathcal{L}\{z(t)+x(t) y(t)-a x(t)\} \tag{13}
\end{equation*}
$$

The initial conditions are taken and the above equation is simplified

$$
\begin{equation*}
\bar{x}(s)=\frac{x(0)}{s}+\mathcal{L}\{z(t)+x(t) y(t)-a x(t)\} \tag{14}
\end{equation*}
$$

With inverse Laplace transform to Equation (14), getting

$$
\begin{equation*}
x(t)=n_{1}+\mathcal{L}^{-1}\left[\frac{1}{s^{\kappa}} \mathcal{L}\{z(t)+x(t) y(t)-a x(t)\}\right] \tag{15}
\end{equation*}
$$

For the other equations shown in Equations (11) and (12), we get

$$
\begin{gather*}
y(t)=n_{2}+\frac{t^{\kappa}}{\Gamma(\kappa+1)}-\mathcal{L}^{-1} \frac{1}{s^{\kappa}} \mathcal{L}\{b y(t)+x(t) x(t)\},  \tag{16}\\
z(t)=n_{3}+\frac{d t^{\kappa}}{\Gamma(\kappa+1)}-\mathcal{L}^{-1} \frac{1}{s^{\kappa}} \mathcal{L}\{x(t)+c z(t)\},  \tag{17}\\
{[\mathfrak{j}(\mathfrak{t} ; \mathfrak{p})]=\mathcal{L}\left[\phi_{j}(t ; p)\right], j=1,2,3} \tag{18}
\end{gather*}
$$

with feature $(\mathfrak{e})=0$ where e is constant. Let's describe the following system as:

$$
\begin{gather*}
N\left[\phi_{1}(t ; p)\right]=\mathcal{L}\left[\phi_{1}(t ; p)\right]-n_{1}+\frac{1}{s^{\kappa}} \mathcal{L}\left\{\phi_{3}+\phi_{1} \phi_{2}-a \phi_{1}\right\}  \tag{19}\\
N\left[\phi_{2}(t ; p)\right]=\mathcal{L}\left[\phi_{2}(t ; p)\right]-n_{2}-\frac{1}{s^{\kappa}} \mathcal{L}\left\{b \phi_{2}+\phi_{1} \phi_{1}\right\}  \tag{20}\\
N\left[\phi_{3}(t ; p)\right]=\mathcal{L}\left[\phi_{3}(t ; p)\right]-n_{3}-\frac{1}{s^{\kappa}} \mathcal{L}\left\{\phi_{1}+c \phi_{3}\right\} \tag{21}
\end{gather*}
$$

The equation of so-called zero-order deformation is given by

$$
\begin{equation*}
(1-p)\left[\mathfrak{j}(\mathfrak{t} ; \mathfrak{p})-\mathfrak{u}_{\mathfrak{o}}(\mathfrak{t})\right]=p \hbar\left[\phi_{j}(t ; p)\right], j=1,2,3 \tag{22}
\end{equation*}
$$

when $p=0$ and $p=1$, we have

$$
\begin{equation*}
\phi_{j}(t ; 0)=u_{0}(t), \phi_{j}(t ; 1)=u(t), j=1,2,3 \tag{23}
\end{equation*}
$$

The deformation equations of the mth-order are given

$$
\begin{equation*}
\mathcal{L}\left\{x_{m}(t)-P_{m} x_{m-1}(t)\right\}=\hbar S_{m}\left(x_{m-1}, t\right) \tag{24}
\end{equation*}
$$

$$
\begin{align*}
& \mathcal{L}\left\{y_{m}(t)-P_{m} y_{m-1}(t)\right\}=\hbar S_{m}\left(y_{m-1}, t\right)  \tag{25}\\
& \mathcal{L}\left\{z_{m}(t)-P_{m} z_{m-1}(t)\right\}=\hbar S_{m}\left(z_{m-1}, t\right) \tag{26}
\end{align*}
$$

Transforming the inverse Laplace into Equations (24)-(26). We've got this

$$
\begin{align*}
& x_{m}(t)=P_{m} x_{m-1}(t)+\hbar S_{m}\left(x_{m-1}, t\right)  \tag{27}\\
& y_{m}(t)=P_{m} y_{m-1}(t)+\hbar S_{m}\left(y_{m-1}, t\right)  \tag{28}\\
& z_{m}(t)=P_{m} z_{m-1}(t)+\hbar S_{m}\left(z_{m-1}, t\right) \tag{29}
\end{align*}
$$

where

$$
\begin{gather*}
S_{m}\left(x_{m-1}, t\right)=\mathcal{L}\left[x_{m-1}(t)\right]-\left(1-P_{m}\right)\left(n_{1}+\frac{1}{s^{\kappa}} \mathcal{L}\left\{z_{m-1}+H_{m}-a . x_{m-1}\right\}\right)  \tag{30}\\
S_{m}\left(y_{m-1}, t\right)=\mathcal{L}\left[y_{m-1}(t)\right]-\left(1-P_{m}\right)\left(n_{2}+\frac{t^{\kappa}}{\Gamma(\kappa+1)}-\frac{1}{s^{\kappa}} \mathcal{L}\left\{b \cdot y_{m-1}+K_{m}\right\}\right)  \tag{31}\\
S_{m}\left(z_{m-1}, t\right)=\mathcal{L}\left[z_{m-1}(t)\right]-\left(1-P_{m}\right)\left(n_{3}+\frac{d t^{\kappa}}{\Gamma(\kappa+1)}-\frac{1}{s^{\kappa}} \mathcal{L}\left\{x_{m-1}+c . z_{m-1}\right\}\right) \tag{32}
\end{gather*}
$$

The mth-order deformation equation solution (24)-(26) is presented as:

$$
\begin{gather*}
x_{m}(t)=\left(P_{m}+\hbar\right) x_{m-1}-\hbar\left(1-P_{m}\right)\left(n_{1}\right)+\hbar \mathcal{L}^{-1}\left\{\frac{1}{s^{\kappa}} \mathcal{L}\left\{z_{m-1}+H_{m}-a . x_{m-1}\right\}\right\}  \tag{33}\\
y_{m}(t)=\left(P_{m}+\hbar\right) y_{m-1}-\hbar\left(1-P_{m}\right)\left(n_{2}+\frac{t^{\kappa}}{\Gamma(\kappa+1)}\right)-\hbar \mathcal{L}^{-1}\left\{\frac{1}{s^{\kappa}} \mathcal{L}\left\{b \cdot y_{m-1}+K_{m}\right\}\right\}  \tag{34}\\
z_{m}(t)=\left(P_{m}+\hbar\right) z_{m-1}-\hbar\left(1-P_{m}\right)\left(n_{3}+\frac{d t^{\kappa}}{\Gamma(\kappa+1)}\right)-\hbar \mathcal{L}^{-1}\left\{\frac{1}{s^{\kappa}} \mathcal{L}\left\{x_{m-1}+c . z_{m-1}\right\}\right\} \tag{35}
\end{gather*}
$$

where

$$
\begin{align*}
H_{m} & =\frac{1}{\Gamma m+1}\left[\frac{d^{m}}{d p^{m}} N\left[\left(p \phi_{1}(t ; p)\right)\left(p \phi_{2}(t ; p)\right)\right]\right]_{p=0^{\prime}}  \tag{36}\\
K_{m} & =\frac{1}{\Gamma m+1}\left[\frac{d^{m}}{d p^{m}} N\left[\left(p \phi_{1}(t ; p)\right)\left(p \phi_{1}(t ; p)\right)\right]\right]_{p=0^{\prime}} \tag{37}
\end{align*}
$$

Finally, the solutions of the Equations (10)-(12) are

$$
\begin{align*}
& x(t)=x_{0}(t)+x_{1}(t)+x_{2}(t)+\ldots \ldots .=\sum_{m=0}^{\infty} x_{m}(t)  \tag{38}\\
& y(t)=y_{0}(t)+y_{1}(t)+y_{2}(t)+\ldots \ldots .=\sum_{m=0}^{\infty} y_{m}(t) \tag{39}
\end{align*}
$$

$$
\begin{equation*}
z(t)=z_{0}(t)+z_{1}(t)+z_{2}(t)+\ldots \ldots . .=\sum_{m=0}^{\infty} z_{m}(t) \tag{40}
\end{equation*}
$$

Through combining the Laplace transform (2) and its inverse, another model (10)-(12) solution can be obtained. The iterative scheme is given through

$$
\begin{gather*}
x_{n}(t)=n_{1}+\mathcal{L}^{-1}\left\{\frac{1}{s^{\kappa}} \mathcal{L}\left\{z_{n-1}(t)+x_{n-1}(t) \cdot y_{n-1}(t)-a \cdot x_{n-1}(t)\right\}(s)\right\}(t)  \tag{41}\\
y_{n}(t)=n_{2}+\mathcal{L}^{-1}\left\{\frac{1}{s^{\kappa}} \mathcal{L}\left\{1-b \cdot y_{n-1}(t)-x_{n-1}(t) \cdot x_{n-1}(t)\right\}(s)\right\}(t)  \tag{42}\\
z_{n}(t)=n_{3}+\mathcal{L}^{-1}\left\{\frac{1}{s^{\kappa}} \mathcal{L}\left\{d-x_{n-1}(t)-c \cdot z_{n-1}(t)\right\}(s)\right\}(t) \tag{43}
\end{gather*}
$$

where $n_{1}, n_{2}$, and $n_{3}$ are the initial conditions. If $n$ tends to infinity, it is assumed that the solution is a limit

$$
x(t)=\lim _{n \rightarrow \infty} x_{n}(t), y(t)=\lim _{n \rightarrow \infty} y_{n}(t), z(t)=\lim _{n \rightarrow \infty} z_{n}(t)
$$

Theorem 1. Equations recursive forms (41)-(43) are stable.
Proof. We are going to assume the following. There are five positive constants D, E, and F can be found such that for all $0 \leq t \leq T \leq \infty$,

$$
\begin{equation*}
\|x(t)\|<D ;\|y(t)\|<E ;\|z(t)\|<F \tag{44}
\end{equation*}
$$

Now, we consider a subset of $L_{2}((e, f)(0, T))$ defined as follows:

$$
\begin{equation*}
\Xi=\left\{\beta:(e, f)(0, T) \rightarrow \Xi, \frac{1}{\Gamma(\kappa)} \int(t-\beta)^{(\kappa-1)} v(\beta) u(\beta) d \beta<\infty\right\} \tag{45}
\end{equation*}
$$

We have

$$
\begin{align*}
& \vartheta(x, y, z)=z(t)+x(t) y(t)-a x(t) \\
&=1-b y(t)+x(t) x(t)  \tag{46}\\
&=d-x(t)-c z(t)
\end{align*}
$$

Then,

$$
\begin{array}{r}
=<\vartheta(x, y, z)-\vartheta\left(x_{1}, y_{1}, z_{1}\right),\left(x-x_{1}, y-y_{1}, z-z_{1}\right)> \\
<\left(z(t)-z_{1}(t)\right)+\left(x(t)-x_{1}(t)\right)\left(y(t)-y_{1}(t)\right)-a\left(x(t)-x_{1}(t)\right),\left(x(t)-x_{1}(t)\right)>  \tag{47}\\
<1-b\left(y(t)-y_{1}(t)\right)+\left(x(t)-x_{1}(t)\right)\left(x(t)-x_{1}(t)\right),\left(y(t)-y_{1}(t)\right)> \\
<d-\left(x(t)-x_{1}(t)\right)-c\left(z(t)-z_{1}(t)\right),\left(z(t)-z_{1}(t)\right)>,
\end{array}
$$

where

$$
\begin{equation*}
x(t) \neq x_{1}(t) ; y(t) \neq y_{1}(t) ; z(t) \neq z_{1}(t) \tag{48}
\end{equation*}
$$

## We obtain

$$
\begin{align*}
& <\vartheta(x, y, z)-\vartheta\left(x_{1}, y_{1}, z_{1}\right),\left(x-x_{1}, y-y_{1}, z-z_{1}\right)> \\
< & \left\{\frac{\left\|z(t)-z_{1}(t)\right\|}{\left\|x(t)-x_{1}(t)\right\|}+\left\|y(t)-y_{1}(t)\right\|-a\right\}\left\|x(t)-x_{1}(t)\right\|^{2},  \tag{49}\\
< & \left\{\frac{1}{\left\|y(t)-y_{1}(t)\right\|}-b-\frac{\left\|x(t)-x_{1}(t)\right\|^{2}}{\left\|y(t)-y_{1}(t)\right\|}\right\}\left\|y(t)-y_{1}(t)\right\|^{2}, \\
< & \left\{\frac{d}{\left\|z(t)-z_{1}(t)\right\|}+\frac{\left\|x(t)-x_{1}(t)\right\|}{\left\|z(t)-z_{1}(t)\right\|}-c\right\}\left\|z(t)-z_{1}(t)\right\|^{2},
\end{align*}
$$

where

$$
\begin{align*}
&<\vartheta(x, y, z)-\vartheta\left(x_{1}, y_{1}, z_{1}\right),(x-\left.x_{1}, y-y_{1}, z-z_{1}\right)> \\
&<A\left\|x(t)-x_{1}(t)\right\|^{2} \\
&<B\left\|y(t)-y_{1}(t)\right\|^{2}  \tag{50}\\
&<C\left\|z(t)-z_{1}(t)\right\|^{2}
\end{align*}
$$

with

$$
\begin{align*}
A & =\frac{\left\|z(t)-z_{1}(t)\right\|}{\left\|x(t)-x_{1}(t)\right\|}+\left\|y(t)-y_{1}(t)\right\|-a \\
B & =\frac{1}{\left\|y(t)-y_{1}(t)\right\|}-b-\frac{\left\|x(t)-x_{1}(t)\right\|^{2}}{\left\|y(t)-y_{1}(t)\right\|}  \tag{51}\\
C & =\frac{d}{\left\|z(t)-z_{1}(t)\right\|}+\frac{\left\|x(t)-x_{1}(t)\right\|}{\left\|z(t)-z_{1}(t)\right\|}-c
\end{align*}
$$

Additionally, if we find a non-null vector $\left(x_{1}, y_{1}, z_{1}\right)$ using a certain routine as above, we get

$$
\begin{align*}
& <A\left\|x(t)-x_{1}(t)\right\|\|x(t)\| \\
& <B\left\|y(t)-y_{1}(t)\right\|\|y(t)\|  \tag{52}\\
& <C\left\|z(t)-z_{1}(t)\right\|\|z(t)\|
\end{align*}
$$

We conclude from the results of Equations (50) and (52) that the iterative method used is stable. Then, we obtain the same in [31]:

$$
\begin{gather*}
x(t)=\sum_{u=0}^{n-1} \delta_{1}^{u} \frac{t^{u}}{u!}+\frac{1}{\Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1}[z(\psi)+x(\psi) y(\psi)-a x(\psi)] d u  \tag{53}\\
y(t)=\sum_{u=0}^{n-1} \delta_{2}^{u} \frac{t^{u}}{u!}+\frac{1}{\Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1}[1-b y(\psi)+x(\psi) x(\psi)] d u  \tag{54}\\
z(t)=\sum_{u=0}^{n-1} \delta_{3}^{u} \frac{t^{u}}{u!}+\frac{1}{\Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1}[d-x(\psi)-c z(\psi)] d u \tag{55}
\end{gather*}
$$

## 4. Atangana-Baleanu-Caputo Sense

Considering the system with an ABC fractional order derivative according to the methodology mentioned in [23,26]:

$$
\begin{align*}
& { }_{0}^{A B C} D_{t}^{\kappa} x(t)=z+x y-a x  \tag{56}\\
& { }_{0}^{A B C} D_{t}^{\kappa} y(t)=1-b y-x x  \tag{57}\\
& { }_{0}^{A B C} D_{t}^{\kappa} z(t)=d-x-c z \tag{58}
\end{align*}
$$

with initial conditions $x(0)=n_{1} \geq 0, y(0)=n_{2} \geq 0, z(0)=n_{3} \geq 0$
Solution: We apply the Laplace transformation (4) to Equation (56), we have

$$
\frac{R(\kappa)}{1-\kappa} \frac{s^{\kappa} \tilde{x}(s)-s^{\kappa-1} x(0)}{s^{\kappa}+\frac{\kappa}{1-\kappa}}=\mathcal{L}\{z(t)+x(t) y(t)-a x(t)\}
$$

Simplifying the above equation with taking initial conditions

$$
\begin{equation*}
\tilde{x}(s)=\frac{x(0)}{s}+\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\{z(t)+x(t) y(t)+a x(t)\} \tag{59}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
x(t)=n_{1}+\mathcal{L}^{-1}\left\{\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\{z(t)+x(t) y(t)+a x(t)\}\right\} \tag{60}
\end{equation*}
$$

Similarly to Equations (57) and (58), we have

$$
\begin{gather*}
y(t)=n_{2}+\frac{(1-\kappa)}{R(\kappa) s}+\frac{\kappa}{R(\kappa) s(\kappa)}-\mathcal{L}^{-1}\left\{\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\{b y(t)+x(t) x(t)\}\right\}  \tag{61}\\
z(t)=n_{3}+\frac{(1-\kappa)}{R(\kappa) s}+\frac{\kappa}{R(\kappa) s(\kappa)}-\mathcal{L}^{-1}\left\{\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\{x(t)+c z(t)\}\right\} \tag{62}
\end{gather*}
$$

Here, we select a operator that is of linear type as

$$
\begin{equation*}
[\mathfrak{j}(\mathfrak{t} ; \mathfrak{p})]=\mathcal{L}\left[\phi_{j}(t ; p)\right], j=1,2,3 . \tag{63}
\end{equation*}
$$

Next, we describe the model below:

$$
\begin{gather*}
N\left[\phi_{1}(t ; p)\right]=\mathcal{L}\left[\phi_{1}(t ; p)\right]-n_{1}-\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\left\{\phi_{3}-\phi_{1} \phi_{2}+a \phi_{1}\right\}  \tag{64}\\
N\left[\phi_{2}(t ; p)\right]=\mathcal{L}\left[\phi_{2}(t ; p)\right]-n_{2}-\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\left\{b \phi_{2}+\phi_{1}^{2}\right\}  \tag{65}\\
N\left[\phi_{3}(t ; p)\right]=\mathcal{L}\left[\phi_{3}(t ; p)\right]-n_{3}-\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \frac{1}{s^{\kappa}} \mathcal{L}\left\{\phi_{1}+c \phi_{3}\right\} \tag{66}
\end{gather*}
$$

This is the so-called zeroth-order deformation is presented by:

$$
\begin{equation*}
(1-p)\left[\mathfrak{j}(\mathfrak{t} ; \mathfrak{p})-\mathfrak{u}_{\mathfrak{o}}(\mathfrak{t})\right]=p \hbar N\left[\phi_{j}(t ; p)\right], j=1,2,3 \tag{67}
\end{equation*}
$$

$$
\begin{equation*}
\phi_{j}(t ; 0)=u_{0}(t), \phi_{j}(t ; 1)=u(t), j=1,2,3 \tag{68}
\end{equation*}
$$

The equations of the mth-order deformation are presented by

$$
\begin{align*}
& \mathcal{L}\left\{x_{m}(t)-P_{m} x_{m-1}(t)\right\}=\hbar S_{m}\left(x_{m-1}, t\right)  \tag{69}\\
& \mathcal{L}\left\{y_{m}(t)-P_{m} y_{m-1}(t)\right\}=\hbar S_{m}\left(y_{m-1}, t\right)  \tag{70}\\
& \mathcal{L}\left\{z_{m}(t)-P_{m} z_{m-1}(t)\right\}=\hbar S_{m}\left(z_{m-1}, t\right) \tag{71}
\end{align*}
$$

Use the inverse Laplace to transform the Equations (69)-(71), and we obtain

$$
\begin{align*}
& x_{m}(t)=P_{m} x_{m-1}(t)+\hbar S_{m}\left(x_{m-1}, t\right)  \tag{72}\\
& y_{m}(t)=P_{m} y_{m-1}(t)+\hbar S_{m}\left(y_{m-1}, t\right)  \tag{73}\\
& z_{m}(t)=P_{m} z_{m-1}(t)+\hbar S_{m}\left(z_{m-1}, t\right) \tag{74}
\end{align*}
$$

where

$$
\begin{align*}
& S_{m}\left(x_{m-1}^{\rightarrow}, t\right)=\mathcal{L}\left[x_{m-1}(t)\right]-\left(1-P_{m}\right) n_{1}+\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\left\{z_{m-1}+H_{m-1}-a x_{m-1}\right\}  \tag{75}\\
& S_{m}\left(y_{m-1}, t\right)=\mathcal{L}\left[y_{m-1}(t)\right]-\left(1-P_{m}\right)\left(n_{2}+\frac{(1-\kappa)}{R(\kappa)}+\frac{\kappa \epsilon^{\kappa}}{\Gamma(\kappa+1)}\right)-\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\left\{b y_{m-1}+K_{m-1}\right\}  \tag{76}\\
& S_{m}\left(z_{m-1}, t\right)=\mathcal{L}\left[z_{m-1}(t)\right]-\left(1-P_{m}\right)\left(n_{3}+\frac{d(1-\kappa)}{R(\kappa)}+\frac{d \kappa \kappa^{\kappa}}{\Gamma(\kappa+1)}\right)-\frac{(1-\kappa) \kappa^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\left\{x_{m-1}+c z_{m-1}\right\} \tag{77}
\end{align*}
$$

The mth-order deformation of the system is specified as

$$
\begin{gather*}
x_{m}(t)=\left(P_{m}+\hbar\right) x_{m-1}-\hbar\left(1-P_{m}\right) n_{1}+\hbar \mathcal{L}^{-1}\left\{\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\left[z_{m-1}+H_{m}-a x_{m-1}\right]\right\}  \tag{78}\\
y_{m}(t)=\left(P_{m}+\hbar\right) y_{m-1}-\hbar\left(1-P_{m}\right)\left(n_{2}+\frac{(1-\kappa)}{R(\kappa)}+\frac{t^{\kappa}}{R(\kappa) \Gamma \kappa+1}\right)- \\
\hbar \mathcal{L}^{-1}\left\{\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\left[b y_{m-1}+K_{m}\right]\right\}  \tag{79}\\
z_{m}(t)=\left(P_{m}+\hbar\right) z_{m-1}-\hbar\left(1-P_{m}\right)\left(n_{3}+\frac{d(1-\kappa)}{R(\kappa)}+\frac{d \kappa t^{\kappa}}{\Gamma \kappa+1}\right) \\
-\hbar \mathcal{L}^{-1}\left\{\frac{(1-\kappa) s^{\kappa}+\kappa}{R(\kappa) s^{\kappa}} \mathcal{L}\left[x_{m-1}+c z_{m-1}\right]\right\} \tag{80}
\end{gather*}
$$

where

$$
\begin{equation*}
H_{m}=\frac{1}{\Gamma(m+1)}\left[\frac{d^{m}}{d p^{m}} N\left[\left(p \phi_{1}(t ; p)\right)\left(p \phi_{2}(t ; p)\right)\right]\right]_{p=0^{\prime}} \tag{81}
\end{equation*}
$$

$$
\begin{equation*}
K_{m}=\frac{1}{\Gamma(m+1)}\left[\frac{d^{m}}{d p^{m}} N\left[\left(p \phi_{1}(t ; p)\right)\left(p \phi_{1}(t ; p)\right)\right]\right]_{p=0^{\prime}} \tag{82}
\end{equation*}
$$

Finally, the solutions of Equations (56)-(58) are given as

$$
\begin{equation*}
x(t)=\sum_{m=0}^{\infty} x_{m}(t), y(t)=\sum_{m=0}^{\infty} y_{m}(t), z(t)=\sum_{m=0}^{\infty} z_{m}(t) \tag{83}
\end{equation*}
$$

Models (56)-(58) solution can be obtained with Equation (4). Systems (56)-(58) are similar to the Volterra form in the Atangana-Baleanu sense. With the iterative scheme, we get

$$
\begin{gather*}
x_{n+1}(t)=\frac{1-\kappa}{R(\kappa)}\left\{z_{n}(t)+x_{n}(t) y_{n}(t)-a x_{n}(t)\right\}+ \\
\frac{\kappa}{R(\kappa) \Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1}\left\{z_{n}(\psi)+x_{n}(\psi) y_{n}(\psi)-a x_{n}(\psi)\right\} d \psi  \tag{84}\\
y_{n+1}(t)=\frac{1-\kappa}{R(\kappa)}\left\{1-b y_{n}(t)-x_{n}(t) x_{n}(t)\right\}+ \\
\frac{\kappa}{R(\kappa) \Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1}\left\{1-b y_{n}(\psi)-x_{n}(\psi) x_{n}(\psi)\right\} d \psi  \tag{85}\\
z_{n+1}(t)=\frac{1-\kappa}{R(\kappa)}\left\{d-x_{n}(t)-c z_{n}(t)\right\}+ \\
\frac{\kappa}{R(\kappa) \Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1}\left\{d-x_{n}(\psi)-c z_{n}(\psi)\right\} d \psi \tag{86}
\end{gather*}
$$

Theorem 2. We prove the existence and uniqueness of the solution using a Picard-Lindelof approach.
Proof. The following operator is considered:

$$
\begin{array}{r}
\Xi_{1}(t, \varsigma)=z(t)+x(t) y(t)-a x(t) \\
\Xi_{2}(t, \varsigma)=1-b y(t)-x(t) x(t)  \tag{87}\\
\Xi_{3}(t, \varsigma)=d-x(t)-c z(t)
\end{array}
$$

Let

$$
\begin{align*}
& \Omega_{1}=\sup \left\|\gamma_{\epsilon, k_{1}} \Xi_{1}(t, \varsigma)\right\| ;  \tag{88}\\
& \Omega_{2}=\sup \left\|\gamma_{\epsilon, k_{2}} \Xi_{2}(t, \varsigma)\right\| ;  \tag{89}\\
& \Omega_{3}=\sup \left\|\gamma_{\epsilon, k_{3}} \Xi_{3}(t, \varsigma)\right\| ; \tag{90}
\end{align*}
$$

where

$$
\begin{align*}
& \gamma_{\epsilon, k_{1}}=|t-a, t+a| \times\left[\vartheta-k_{1}, \vartheta+k_{1}\right]=\epsilon_{1} \times k_{1}  \tag{91}\\
& \gamma_{\epsilon, k_{2}}=|t-a, t+a| \times\left[\vartheta-k_{2}, \vartheta+k_{2}\right]=\epsilon_{1} \times k_{2}  \tag{92}\\
& \gamma_{\epsilon, k_{3}}=|t-a, t+a| \times\left[\vartheta-k_{3}, \vartheta+k_{3}\right]=\epsilon_{1} \times k_{3} \tag{93}
\end{align*}
$$

Considering the Picards operator, we have

$$
\begin{equation*}
\vartheta: \gamma\left(\epsilon_{1}, k_{1}, k_{2}, k_{3}\right) \rightarrow \gamma\left(\epsilon_{1}, k_{1}, k_{2}, k_{3}\right) \tag{94}
\end{equation*}
$$

defined as follows:

$$
\begin{equation*}
\vartheta \Omega(t)=\Omega_{0}(t)_{\Delta}(t, \Omega(t)) \frac{1-\kappa}{R(\kappa)}+\frac{\kappa}{R(\kappa) \Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1} \Delta(\psi, \Omega(\psi)) d \psi \tag{95}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega(t)=\{G(t), X(t), I(t)\}=\left\{g_{1}, g_{2}, g_{3}\right\}, \text { and } \Delta(t, \Omega(t))=\left\{\Xi_{1}(t, \vartheta(t)), \Xi_{2}(t, \vartheta(t)), \Xi_{1}(t, \vartheta(t))\right\} . \tag{96}
\end{equation*}
$$

Now, we presume that all solutions are bound in a certain amount of time

$$
\begin{array}{r}
\|\Omega(t)\|_{\infty} \leq \max \left\{k_{1}, k_{2}, k_{3}\right\} \\
\left\|\Omega(t)-\Omega_{0}(t)\right\|=\| \Delta(t, \Omega(t)) \frac{1-\kappa}{R(\kappa)}+\frac{\kappa}{R(\kappa) \Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1} \Delta(\psi, \Omega(\psi) d \psi \| \\
\leq \frac{1-\kappa}{R(\kappa)}\|\Delta(t, \Omega(t))\|+\frac{\kappa}{R(\kappa) \Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1} \| \Delta(\psi, \Omega(\psi) \| d \psi \\
\leq \frac{1-\kappa}{R(\kappa)} X=\max \left\{k_{1}, k_{2}, k_{3}\right\}+\frac{\kappa}{R(\kappa)} \xi \vartheta^{\kappa} \leq \vartheta \xi \leq k=\max \left\{k_{1}, k_{2}, k_{3}\right\} \tag{99}
\end{array}
$$

Here, we request that $\vartheta<\frac{k}{\xi}$ Then, we obtain

$$
\begin{array}{r}
\left\|\vartheta \Omega_{1}-\vartheta \Omega_{2}\right\|_{\infty}=\sup \|_{t \epsilon \varepsilon}\left|\Omega_{1}-\Omega_{2}\right|, \\
\left\|\vartheta \Omega_{1}-\vartheta \Omega_{2}\right\|=\|\left\{\Delta\left(t, \Omega_{1}(t)\right)-\Delta\left(t, \Omega_{2}(t)\right)\right\} \frac{1-\kappa}{R(\kappa)} \\
+\frac{\kappa}{R(\kappa) \Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1}\left\{\Delta\left(\psi, \Omega_{1}(t)\right)-\Delta\left(\psi, \Omega_{2}(t)\right)\right\} d \psi \|, \tag{102}
\end{array}
$$

$$
\begin{equation*}
\leq \frac{1-\kappa}{R(\kappa)}\left\|\Delta\left(\psi, \Omega_{1}(t)\right)-\Delta\left(\psi, \Omega_{2}(t)\right)\right\|+\frac{\kappa}{R(\kappa) \Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1}\left\{\Delta\left(\psi, \Omega_{1}(t)\right)-\| \Delta\left(\psi, \Omega_{2}(t)\right)\right\} \| d \psi \tag{103}
\end{equation*}
$$

$$
\begin{equation*}
\left.\left.\leq \frac{1-\kappa}{R(\kappa)} \omega\left\|\Omega_{1}(t)-\Omega_{2}(t)\right\|+\frac{\kappa \omega}{R(\kappa) \Gamma(\kappa)} \int_{0}^{t}(t-\psi)^{\kappa-1} \| \Omega_{1}(t)-\Omega_{2}(t)\right)\right) \| d \psi \tag{104}
\end{equation*}
$$

$$
\begin{equation*}
\leq\left\{\frac{1-\kappa}{R(\kappa)} \omega+\frac{\kappa \omega \vartheta^{\kappa}}{R(\kappa) \Gamma(\kappa)}\right\}\left\|\Omega_{1}(t)-\Omega_{2}(t)\right\| d \psi \tag{105}
\end{equation*}
$$

$$
\begin{equation*}
\leq \vartheta \omega\left\|\Omega_{1}(t)-\Omega_{2}(t)\right\| \tag{106}
\end{equation*}
$$

with $\omega$ less than 1. Since $\Omega$ is a contraction, we obtain $\theta \omega<1$, so the specified $\vartheta$ operator is also a contraction. The Atangana-Baleanu fractional integral numerical approximation [27] using the Adams-Moulton rule is given by

$$
\begin{equation*}
\psi_{t}^{\kappa}\left[g\left(t_{n+1}\right)\right]=\frac{1-\kappa}{R(\kappa)} \frac{g\left(t_{n+1}-g\left(t_{n}\right)\right)}{2}+\frac{\kappa}{\Gamma(\kappa)} \sum_{k=0}^{\infty}\left[\frac{g\left(t_{k+1}-g\left(t_{k}\right)\right)}{2}\right] b_{k}^{\kappa} \tag{107}
\end{equation*}
$$

where $b_{k}^{\kappa}=(k+1)^{1-\kappa}-(k)^{1-\kappa}$. Hence, it shows that existence and uniqueness of the solution for the dynamical finance system. We have the following generalized solution with the iterative method:

$$
\begin{gather*}
x_{(n+1)}(t)-x_{(n)}(t)=x_{0}^{n}(t)+\left\{\frac { 1 - \kappa } { R ( \kappa ) } \left[\left(\frac{z_{(n+1)}(t)-z_{(n)}(t)}{2}\right)+\left(\frac{x_{(n+1)}(t)-x_{(n)}(t)}{2}\right)\right.\right. \\
\left.\left.\left(\frac{y_{(n+1)}(t)-y_{(n)}(t)}{2}\right)-a\left(\frac{x_{(n+1)}(t)-x_{(n)}(t)}{2}\right)\right]\right\}+\frac{\kappa}{R(\kappa)} \sum_{k=0}^{\infty}(k+1)^{d} 1-\kappa\left[\left(\frac{z_{(k+1)}(t)-z_{(k)}(t)}{2}\right)\right. \\
\left.+\left(\frac{x_{(k+1)}(t)-x_{(k)}(t)}{2}\right)\left(\frac{y_{(k+1)}(t)-y_{(k)}(t)}{2}\right)-a\left(\frac{x_{(k+1)}(t)-x_{(k)}(t)}{2}\right)\right] \\
y_{(n+1)}(t)-y_{(n)}(t)=y_{0}^{n}(t)+\left\{\frac { 1 - \kappa } { R ( \kappa ) } \left[1-b\left(\frac{y_{(n+1)}(t)-y_{(n)}(t)}{2}\right)-\left(\frac{x_{(n+1)}(t)-x_{(n)}(t)}{2}\right)\right.\right. \\
\left.\left.\left(\frac{x_{(n+1)}(t)-x_{(n)}(t)}{2}\right)\right]\right\}+\frac{\kappa}{R(\kappa)} \sum_{k=0}^{\infty}(k+1)^{1-\kappa}\left[1-b\left(\frac{y_{(k+1)}(t)-y_{(k)}(t)}{2}\right)-\left(\frac{x_{(k+1)}(t)-x_{(k)}(t)}{2}\right)\right. \\
\left.\left(\frac{x_{(k+1)}(t)-x_{(k)}(t)}{2}\right)\right] \\
z_{(n+1)}(t)-z_{(n)}(t)=z_{0}^{n}(t)+\left\{\frac{1-\kappa}{R(\kappa)}\left[d-\left(\frac{x_{(n+1)}(t)-x_{(n)}(t)}{2}\right)-c\left(\frac{z_{(n+1)}(t)-z_{(n)}(t)}{2}\right)\right]\right\}+  \tag{108}\\
\frac{\kappa}{R(\kappa)} \sum_{k=0}^{\infty}(k+1)^{1-\kappa\left[d-\left(\frac{x_{(k+1)}(t)-x_{(k)}(t)}{2}\right)-c\left(\frac{z_{(k+1)}(t)-z_{(k)}(t)}{2}\right)\right]}
\end{gather*}
$$

## 5. Numerical Results and Discussion

The ABC derivative has been used to present the theoretical solution of the fractional-order model consisting of a nonlinear system of the fractional differential equation. In this model, we represent $x(t), y(t)$ and $z(t)$ are interest rate, investment demand, and price exponent with initial conditions $x(0)=0.1, y(0)=4$ and $z(0)=0.5$, while the parameter $a$ is for savings, b is to cost per investment, and c is the commercial markets demand elasticity with $a=3, b=0.1$, and $c=1$ are given in [30,32]. By utilizing Caputo and ABC fractional derivative, the numerical results of interest rate, investment demand, and price exponent for various fractional estimations of $\eta$ are acquired. Figures $1-3$ refer to the graphical solution of the finance system with the Caputo derivative of the finance system. Within this figure, we noticed that interest rate, investment demand, and the price exponent have more degree of freedom as contrasted with ordinary derivatives. From Figures 4-6, we use ABC fractional-order derivative of the financial system, we effectively have seen that interest rate, investment demand, and price exponent rates are the better estimations compared with ordinary derivatives. Figures 7-10 present the comparison of Caputo derivative and $A B C$ derivative for the finance system. It should be observed that the behavior of the finance system is almost the same but $A B C$ derivative presents more convenient and comfortable behavior in a system for closed-loop design. Caputo and ABC fractional derivatives are increasing or decreasing in the relationship between these variables. From Figures 1-10, remarkable responses are obtained from the developed model for compartments by taking non-integer fractional parameter values. Numerical results show that the system keeps the $\eta$ chaotic motion. The interest rate begins to rise according to initial conditions as investment demand and price exponent begin to fall, which shows the financial system's actual macroeconomic behavior. It is observed here that a complex chaotic fractional system provides more appropriate and reliable results compared to time integer parameters for non-integer time-fractional parameters. In this system, we add parameter $d$ to develop the new financial stable model which is the critical minimum interest rate. In order to observe the impact of factors on the mechanics of the fractional-order model, different numerical ways can be observed in Figures 11-13. These simulations reveal a change in the value of a critical minimum interest rate of the model. We see that decreasing the critical minimum interest rate decreases the price of the exponent and the investment demand becomes high. Due to increasing the investment demand, our economy will become stronger.


Figure 1. $x(t)$ interest rate with Caputo fractional derivative.


Figure 2. $y(t)$ investment demand with Caputo fractional derivative.


Figure 3. $z(t)$ price exponent with Caputo fractional derivative.


Figure 4. $x(t)$ interest rate with ABC derivative.


Figure 5. $y(t)$ investment demand with ABC derivative.


Figure 6. $z(t)$ price exponent with ABC derivative.


Figure 7. $x(t)$ interest rate with Caputo and ABC derivative.


Figure 8. $y(t)$ investment demand with Caputo and ABC derivative.


Figure 9. $z(t)$ price exponent with Caputo and ABC derivative.


Figure 10. $z(t)$ price exponent with Caputo and $A B C$ derivative.


Figure 11. Impact of critical minimum interest rate with $x(t)$.


Figure 12. Impact of critical minimum interest rate with $y(t)$.


Figure 13. Impact of critical minimum interest rate with $z(t)$.

## 6. Conclusions

This paper uses a dynamic chaotic fractional order model with an ABC derivative to conduct the economic system. The basis of this fractional model consists of exponentially decreasing non-singular kernels that appear in the derivation of the ABC. The financial model is presented with theoretical and numerical investigation. This demonstrates the regulation of the economic system's critical minimum interest rate. In order to control the economic system, we are discussing a fractional order financing model. The modified model with ABC derivative shows a good financial system control agreement. The model offers the effect of evaluating numerical results on a critical minimum interest rate. Graphical representation shows the impact on the amount of critical minimum interest rate for variables with time. We can observe $\kappa=1$ revealing more absorbing characteristics by numerical simulation using ABC non-integer order derivative. For interest rate, investment demand and price exponent, the concept of this research provides important results. Therefore, we conclude that the $A B C$ derivative is useful to control and maintain the finance system to overcome the risk factors. The interest rate begins to rise according to initial conditions as investment demand and price exponent begin to fall, which shows the actual macroeconomic behavior of the financial system. It is observed here that the complex chaotic fractional system provides more appropriate and reliable results as compared to time integer parameters for non-integer time-fractional parameters.
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#### Abstract

Integral equations and inequalities have an important place in time scales and harmonic analysis. The norm of integral operators is one of the important study topics in harmonic analysis. Using the norms in different variable exponent spaces, the boundedness or compactness of the integral operators are examined. However, the norm of integral operators on time scales has been a matter of curiosity to us. In this study, we prove the equivalence of the norm of the restricted centered fractional maximal diamond- $\alpha$ integral operator $\mathrm{M}_{\mathrm{a}, \mathrm{c}}^{\mathrm{c}}$ to the norm of the centered fractional maximal diamond- $\alpha$ integral operator $\mathrm{M}_{\mathrm{a}}^{c}$ on time scales with variable exponent Lebesgue spaces. This study will lead to the study of problems such as the boundedness and compactness of integral operators on time scales.


Keywords: time scales; variable exponent; fractional integral; maximal operator

## 1. Introduction

The founder of the time scale theory is Stefan Hilger [1]. At the time, this theory caught the attention of many mathematicians who have demonstrated various aspects of integral inequalities, dynamic equations and integral operators on time scales [2-13]. For example, Li [4] demonstrated non-linear integral inequalities in two independent variables on time scales. Anastassiou [5] demonstrated some properties of fractional calculus on time scales. Uçar et al. [9] demonstrated fractional integral inequalities on time scales.

Dynamic equations and integral inequalities have many applications in different areas of science. Some areas are electrical engineering, fluid dynamics, quantum mechanics, physical problems, wave equations, heat transfer and economics [14-24]. Tisdell and Zaidi [15] demonstrated basic qualitative and quantitative results for solutions to non-linear dynamic equations on time scales with an application to economic modelling. Seadawy et al. [18] demonstrated non-linear wave solutions of the Kudryashov-Sinelshchikov dynamical equation in mixtures of liquid-gas bubbles under the consideration of heat transfer and viscosity. Akin [25] demonstrated fractional integral type inequalities on time scales. Higgins [26] demonstrated asymptotic behavior of second-order nonlinear dynamic equations on time scales. Ozturk and Higgins [27] demonstrated limit behaviors of non-oscillatory solutions of three-dimensional time scale systems.

The variable exponent, Lebesgue space $\mathrm{L}^{p(.)}$, is one of the cornerstones of harmonic analysis. Mathematicians working in this field have comprehensively analyzed the operators and inequalities in the variable exponent, Lebesgue space $\mathrm{L}^{\mathrm{p} .)}$ [28-37]. Akin and Dusunceli [38] demonstrated a new approach for weighted Hardy's operator in "variable exponent Lebesgue spaces" (VELS). This work also has been stimulated by problems of elasticity, fluid dynamics, electrorheological liquids and calculus of variations.

In variable exponential spaces, problems such as the boundedness and compactness of integral operators, take an important place. The concept of norms has the most important place in solving these problems. If we can obtain the norms of integral operators by the method we apply, then we can see the boundedness and compactness of these
operators. However, there are almost no studies on the problems of time scales. Our main purpose in this study is to examine the equivalence of the norms of fractional integral operators. Thanks to these results, we will be able to establish the constraint and compactness conditions of integral operators on time scales.

The organization of this article is as follows. In Section 2, we give necessary definitions, lemmas and theorems. In Section 3, we prove the equivalence of the norm variable exponent $L^{p(.)}$ of the restricted centered fractional maximal diamond- $\alpha$ integral $M_{a, \delta}^{c}$ to the norm variable exponent $L^{p(.)}$ of the centered fractional maximal diamond- $\alpha$ integral $M_{a}^{c}$ for all $0<\delta<\infty$ and $1 \leq \mathrm{p}(\mathrm{x})<\infty$ on time scales. In Section 4, we give the conclusion.

## 2. Materials and Methods

In this section, we provide necessary concepts and statements related to time scale and variable exponent Lebesgue space. The reader can refer to the monographs [1-43] for details.

Definition 1. [39] Let $\Omega \subset \mathbb{R}^{n}$ be an open set. The fractional maximal operator $M_{a} f$ is defined as follows

$$
\begin{equation*}
M_{a} f(t)=\sup _{B \ni t} \frac{1}{|B|^{1-\frac{a}{n}}} \int_{B \cap \Omega}|f(y)| d y, \tag{1}
\end{equation*}
$$

for $0<a<n$. In the limiting case $a=0$, the fractional maximal operator reduces to the Hardy-Littlewood maximal operator.

Let $L^{p(.)}(\Omega)$ denote the space of the measurable and integrable functions on $\Omega$, such that for $\lambda>0$, with norm

$$
\|f\|_{p(.), \Omega}=\inf \left\{\lambda>0: \int_{\Omega}\left(\frac{|f(t)|}{\lambda}\right)^{p(t)} d t \leq 1\right\}
$$

where $p():. \Omega \rightarrow[1, \infty)$ is a measurable function (for details, see $[25,40]$ ). These spaces are also the variable exponent Lebesgue spaces $L^{p(.)}$.

Now let us define some properties of the centered fractional maximal operator which will help us prove our results. We know that the centered fractional maximal operator is defined by

$$
\begin{equation*}
M_{a}^{c} f(t)=\sup _{r>0} \frac{1}{|B(t, r)|^{1-\frac{a}{n}}} \int_{B(t, r) \cap \Omega}|f(\tau)| d \tau, \tag{2}
\end{equation*}
$$

and the uncentered fractional maximal operator is defined by

$$
\begin{equation*}
M_{a} f(t)=\sup _{B \ni t} \frac{1}{|B|^{1-\frac{a}{n}}} \int_{B \cap \Omega}|f(\tau)| d \tau \tag{3}
\end{equation*}
$$

for $0<a<n$ and $t \in \mathbb{R}^{n}$, where the supremum is again taken over all balls $B$, which contain $t$ (for details, see $[25,29,37]$ ). We well know that the fractional maximal operator plays an important role in harmonic analysis. The restricted operators have important properties (for details, see [28,41]).

$$
\begin{equation*}
M_{a}^{c} f(t) \leq M_{a} f(t) \leq 2^{m} M_{a}^{c} f(t), \quad \forall t \in \mathbb{R}^{m} \tag{4}
\end{equation*}
$$

Let us define the restricted centered fractional maximal operator and the restricted uncentered fractional maximal operator, respectively,

$$
\begin{equation*}
M_{a, \delta}^{c} f(t)=\sup _{\delta>r>0} \frac{1}{|B(t, r)|^{1-\frac{a}{n}}} \int_{B(t, r) \cap \Omega}|f(\tau)| d \tau \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{a, \delta} f(t)=\sup _{\delta>r>0,|x-t|<r} \frac{1}{|B|^{1-\frac{a}{n}}} \int_{B(x, r) \cap \Omega}|f(\tau)| d \tau \tag{6}
\end{equation*}
$$

for $t \in \mathbb{R}^{m}, 0<a<n$ and $\delta \in \mathbb{R}_{+}$(for details, see [28,29,41]). It is clear that using (5) and (6), we can write the following inequalities

$$
M_{a, \delta}^{c} f(t) \leq M_{a, \theta}^{c} f(t) \leq M_{a}^{c} f(t)
$$

and

$$
M_{a, \delta} f(t) \leq M_{a, \theta} f(t) \leq M_{a} f(t)
$$

for $\delta \leq \theta, \forall t \in \mathbb{R}^{m}$. As a result, again if we use (5)-(6) and $\delta \leq \theta$, then we can write the following inequalities and

$$
\begin{gathered}
\left\|M_{a, \delta} f(t)\right\|_{L^{p(.)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(.)}\left(\mathbb{R}^{m}\right)} \leq\left\|M_{a, \theta} f(t)\right\|_{L^{p(.)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(.)}\left(\mathbb{R}^{m}\right)} \\
\leq\left\|M_{a} f(t)\right\|_{L^{p(.)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(.)}\left(\mathbb{R}^{m}\right)}
\end{gathered}
$$

for $1<p(.) \leq \infty, t \in \mathbb{R}^{m}$ and some real positive numbers $\delta, \theta$. We have seen here that the norm of the restricted operator is less than the norm of the unrestricted operator. The normed inequalities obtained above will help us prove our results.

To prove our main results, we first provide some definitions and lemmas which will be used as follows.

Definition 2. [29] If $f$ is a measurable function on $\mathbb{R}^{m}$, then distribution function $d_{f}$ on $[0,+\infty]$ is defined by

$$
\begin{equation*}
d_{f}(\beta)=\left|\left\{x \in \mathbb{R}^{m}:|f(x)|>\beta\right\}\right|, \tag{7}
\end{equation*}
$$

where $\left|\left\{x \in \mathbb{R}^{m}:|f(x)|>\beta\right\}\right|$ is the Lebesgue measurable of the measurable of $\left\{x \in \mathbb{R}^{m}:|f(x)|>\beta\right\}$.
Lemma 1. [30] If $f \in L^{p}\left(\mathbb{R}^{m}\right)$ with $0<p<\infty$, then we have

$$
\begin{equation*}
\|f\|_{L^{p}\left(\mathbb{R}^{m}\right)}^{p}=p \int_{0}^{\infty} \beta^{p-1} d_{f}(\beta) d \beta . \tag{8}
\end{equation*}
$$

Lemma 2. [31] Let $\pi$ be a positive measure on $\mathcal{M}$ such that $\mathcal{M}$ is a $\sigma$-algebra. If $B_{1} \subset B_{2} \subset$ $B_{3}, \ldots, B_{m} \in \mathcal{M}$, and $B=\cup_{m=1}^{\infty} B_{m}$, then $\lim _{m \rightarrow \infty} \pi\left(B_{m}\right)=\pi(B)$.

Using Lemma 2, we can formulate the following conclusions.
Lemma 3. (Lemma 2.3, [29]) If operators $M_{a}^{c}$ and $M_{a, \delta}^{c}$ are defined as in (2) and (5), then the equality

$$
\begin{equation*}
d_{M_{a}^{c} f}(\beta)=\lim _{\delta \rightarrow \infty} d_{M_{a, \delta}^{c} f}^{c}(\beta), \tag{9}
\end{equation*}
$$

holds $\forall f \in L^{p}\left(\mathbb{R}^{m}\right)$ and $\beta>0$.
Lemma 4. (Lemma 2.4, [29]) If operators $M_{a}$ and $M_{a, \delta}$ are defined as in (3) and (6), then the equality

$$
\begin{equation*}
d_{M_{a} f}(\beta)=\lim _{\delta \rightarrow \infty} d_{M_{a, \delta} f}(\beta) \tag{10}
\end{equation*}
$$

holds $\forall f \in L^{p}\left(\mathbb{R}^{m}\right)$ and $\beta>0$.

Lemma 5. [29] For $p>1$ and $0<\epsilon$, there exists a function $h \in C_{-} c^{\infty}$ (Rm) such that

$$
\begin{equation*}
\left\|M_{a}^{c}\right\|_{L^{p}\left(\mathbb{R}^{m}\right) \rightarrow L^{p}\left(\mathbb{R}^{m}\right)}-\epsilon \leq \frac{\left\|M_{a}^{c} h\right\|_{L^{p}\left(\mathbb{R}^{m}\right)}}{\|h\|_{L^{p}\left(\mathbb{R}^{m}\right)}} \tag{11}
\end{equation*}
$$

where $\left\|M_{a}^{c}\right\|_{L^{p}\left(\mathbb{R}^{m}\right) \rightarrow L^{p}\left(\mathbb{R}^{m}\right)}=\sup _{\|h\|_{L^{p}\left(\mathbb{R}^{m}\right)} \neq 0} \frac{\left\|M_{a}^{c} h\right\|_{L^{p}}}{\left.\| h \mathbb{R}_{\mathbb{R}^{p}}\right)}$.
Let us give information about the time scales that will help us in our work.
A time scale $\mathbb{T}$ is a nonempty closed subset of $\mathbb{R}$ (for details, see [19,20]). Let $[a, b]$ be an arbitrary closed interval on time scale $\mathbb{T}$. The time scale interval $[a, b]_{\mathbb{T}}$ is denoted by $[a, b] \cap \mathbb{T}$ (see p. 7 [42]).

Definition 3. [19] The mappings $\sigma, \rho: \mathbb{T} \rightarrow \mathbb{T}$ are defined by $\sigma(t)=\inf \{s \in T: s>t\}$, $\rho(t)=\sup \{s \in \mathbb{T}: s>t\}$ for $t \in \mathbb{T}$. Respectively, $\sigma(t)$ is forward jump operator and $\rho(t)$ is backward jump operator.

If $\sigma(\mathrm{t})>\mathrm{t}$, then t is right-scattered and if $\sigma(\mathrm{t})=\mathrm{t}$, then t is called right-dense. If $\rho(\mathrm{t})<\mathrm{t}$, then t is left-scattered and if $\rho(\mathrm{t})=\mathrm{t}$, then t is called left-dense.

Definition 4. [19] Let two mappings $\mu, \vartheta: \mathbb{T} \rightarrow \mathbb{R}^{+}$, such that $\mu(t)=\sigma(t)-t, \vartheta(t)=t-\rho(t)$. Here, the mappings $\mu(t)$ and $\vartheta(t)$ are called graininess mappings.

If $\mathbb{T}$ has a left-scattered maximum $m$, then $\mathbb{T}^{k}=\mathbb{T}-\{m\}$. Otherwise $\mathbb{T}^{k}=\mathbb{T}$.
$\mathbb{T}^{k}$ is defined as follows (for details, see [19,20,42])

$$
\mathbb{T}^{k}=\left\{\begin{array}{c}
\mathbb{T} \backslash(\rho \sup \mathbb{T}, \sup \mathbb{T}], \quad \text { if } \quad \sup \mathbb{T}<\infty \\
\mathbb{T}, \quad \text { if } \quad \sup \mathbb{T}=\infty,
\end{array}\right.
$$

by the same way

$$
\mathbb{T}_{k}=\left\{\begin{array}{cc}
\mathbb{T} \backslash[\inf \mathbb{T}, \sigma(\inf \mathbb{T})], \quad|\inf \mathbb{T}|<\infty, \\
\mathbb{T}, & \inf \mathbb{T}=-\infty .
\end{array}\right.
$$

Assume that $h: \mathbb{T} \rightarrow \mathbb{R}$ is a function.
(i) If $h$ is $\Delta$-differentiable at point $t\left(t \in \mathbb{T}^{k}(t \neq \min \mathbb{T})\right)$, then $h$ is continuous at point $t$.
(ii) If $h$ is left continuous at point $t$ and $t$ is right-scattered, then $h$ is $\Delta$-differentiable at point $t$,

$$
h^{\Delta}(t)=\frac{h^{\sigma}(t)-h(t)}{\mu(t)}
$$

Let $t$ be right-dense.
(iii) If $h$ is $\Delta$-differentiable at point $t$ and $\lim _{s \rightarrow t} \frac{h(t)-h(s)}{t-s}$, then

$$
h^{\Delta}(t)=\lim _{s \rightarrow t} \frac{h(t)-h(s)}{t-s}
$$

(iv) If $h$ is $\Delta$-differentiable at point $t$, then $h^{\sigma}(t)=h(t)+\mu(t) h^{\Delta}(t)$.

Remark 1. (For details, see page 3 in [42]) If $\mathbb{T}=\mathbb{R}$, then $h^{\Delta}(t)=h^{\prime}(t)$, and if $\mathbb{T}=\mathbb{Z}$, then $h^{\Delta}(t)$ reduces to $\Delta h(t)$.

Definition 5. [20] If $H: \mathbb{T} \rightarrow \mathbb{R}$ is defined as $\Delta$-antiderivative of $h: \mathbb{T} \rightarrow \mathbb{R}$, then $H^{\Delta}=h(t)$ holds for $\forall t \in \mathbb{T}$ and we define the $\Delta$-integral of $h$ by

$$
\int_{s}^{t} h(\tau) \Delta \tau=H(t)-H(s)
$$

for $s, t \in \mathbb{T}$.
We now give similar definitions for the nabla operator.
Definition 6. [20] Where $h: \mathbb{T}_{k} \rightarrow \mathbb{R}$ is called $\nabla$-differentiable at $t \in \mathbb{T}_{k}$. If $\varepsilon>0$, then there exists a neighborhood $V$ of $t$ such that

$$
\left|h(\rho(t))-h(s)-h^{\nabla}(t)(\rho(t)-s)\right| \leq \varepsilon|\rho(t)-s|,
$$

for $\forall s \in V$.
Definition 7. [20] Where $H: \mathbb{T} \rightarrow \mathbb{R}$ is called a $\nabla$-antiderivative of $h: \mathbb{T} \rightarrow \mathbb{R}$, then we define

$$
\int_{s}^{t} h(\tau) \nabla \tau=H(t)-H(s)
$$

for $s, t \in \mathbb{T}$. Let $f(t)$ be differentiable on $\mathbb{T}$ for $\alpha, t \in \mathbb{T}$. Then, we define $f^{\triangleleft_{\alpha}}(t)$ by

$$
f^{\diamond_{\alpha}}(t)=\alpha f^{\Delta}(t)+(1-\alpha) f^{\nabla}(t)
$$

for $0 \leq \alpha \leq 1$.
Proposition 1. [20] If we have $f, h: \mathbb{T} \rightarrow \mathbb{R}, \diamond_{\alpha}$-differentiable for $\alpha, t \in \mathbb{T}$, then
(i) $\quad f+h: \mathbb{T} \rightarrow \mathbb{R}$ is $\diamond_{\alpha}$-differentiable for $t \in \mathbb{T}$ with $(f+h)^{\diamond_{\alpha}}(t)=f^{\diamond_{\alpha}}(t)+h^{\diamond_{\alpha}}(t)$.
(ii) Let $k \in \mathbb{R}, k f: \mathbb{T} \rightarrow \mathbb{R}$ is $\diamond_{\alpha}$-differentiable for $\alpha, t \in \mathbb{T}$ with $(k f)^{\diamond_{\alpha}}(t)=k f \diamond^{\diamond_{\alpha}}(t)$.
(iii) $\quad f, h: \mathbb{T} \rightarrow \mathbb{R}$ is $\diamond_{\alpha}$-differentiable for $\alpha, t \in \mathbb{T}$ with

$$
(f h)^{\diamond_{\alpha}}(t)=f^{\diamond_{\alpha}}(t) h(t)+\alpha f^{\sigma}(t) h^{\Delta}(t)+(1-\alpha) f^{\rho}(t) h^{\nabla}(t) .
$$

Definition 8. [20] If $f: \mathbb{T} \rightarrow \mathbb{R}$ is integrable and $\alpha, b, t \in \mathbb{T}$, then

$$
\int_{b}^{t} f(\delta) \diamond_{\alpha} \delta=\alpha \int_{b}^{t} f(\delta) \Delta \delta+(1-\alpha) \int_{b}^{t} f(\delta) \nabla \delta
$$

for $0 \leq \alpha \leq 1$.
Definition 9. [12,25] If $f \in C_{r d}(\mathbb{T}, \mathbb{R})$ and $t \in \mathbb{T}^{k}$, then

$$
\int_{t}^{\sigma(t)} f(\tau) \diamond_{\alpha} \tau=\mu(t) f(t)
$$

Here, we can define the fractional maximal diamond- $\alpha$ integral

$$
M_{a} f(t)=\sup _{B \ni t} \frac{1}{|B|^{\frac{m-a}{m}}} \int_{a}^{t} f(x) \diamond_{\alpha} x
$$

where $f \in L_{1}([a, t] \cap \mathbb{T})$ and $M_{a} f \in L([a, t] \cap \mathbb{T})$.
Now, we can define the restricted centered fractional maximal diamond- $\alpha$ integral operator and the restricted uncentered fractional maximal diamond- $\alpha$ integral operator,

$$
M_{a, \delta}^{c} f(t)=\sup _{\delta>r>0} \frac{1}{|B(t, r)|^{1-\frac{a}{m}}} \int_{B(t, r) \cap \Omega}|f(\tau)| \diamond_{\alpha} \tau
$$

and

$$
M_{a, \delta} f(t)=\sup _{\delta>r>0,|x-t|<r} \frac{1}{|B|^{1-\frac{a}{m}}} \int_{B(x, r) \cap \Omega}|f(\tau)| \diamond_{\alpha} \tau
$$

for $t \in \mathbb{R}^{m}$ and $\delta \in \mathbb{R}_{+}$(for details, see [28]).
Definition 10. [35] Let $p: \Phi \rightarrow[1, \infty)$ be a measurable function for $\Phi \subset \mathbb{R}^{m}$ and $L^{p(.)}$ be the space of all measurable functions on open set $\Phi$, such that

$$
\int_{\Phi}\left(\frac{|f(t)|}{\lambda}\right)^{p(t)} d t \leq \infty
$$

for some $\lambda>0$. The norm in $L^{p(x)}$ is the generalization of the norm in $L^{p}$ ( $p$ is constant). The Luxemburg norm in $L^{p(x)}$ is defined as follows:

$$
\|f\|_{L^{p(.)}}=\inf \left\{\lambda>0: \int_{\Phi}\left(\frac{|f(t)|}{\lambda}\right)^{p(t)} d t \leq 1\right\}
$$

Theorem 1. (See [Theorem 2, in [21]) If $h$ is $\Delta$-integrable on $[a, b]$, then $|h|$ is $\Delta$-integrable on $[a, b]$ and we have

$$
\left|\int_{a}^{b} h(\tau) \Delta \tau\right| \leq \int_{a}^{b}|h(\tau)| \Delta \tau .
$$

Theorem 2. [40] Let $M_{a, \delta} f$ be defined by (6), and let $\delta>0$. Then

$$
\left\|M_{a, \delta} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}=\left\|M_{a} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}
$$

holds for $1 \leq p(x)<\infty$.
Proof. From the definition of the operator $M_{a, \delta} f$ in (6), we obtain

$$
\begin{gather*}
M_{a, \delta} f(\delta x)=\sup _{\delta>r>0,|t-\delta x|<r} \frac{1}{|B|^{1-\frac{a}{m}}} \int_{B(t, r)}|f(y)| \Delta y \\
=\sup _{\delta>r>0,|t-x|<\frac{r}{\delta}} \frac{1}{v_{m} r^{1-\frac{a}{m}}} \int_{|t|<r}|f(\delta t-y)| \Delta y \\
=\sup _{\delta>r>0,|t-x|<\frac{r}{\delta}} \frac{\delta^{1-\frac{a}{m}}}{v_{m} r^{1-\frac{a}{m}}} \int_{|t|<\frac{r}{\delta}}|f(\delta(t-y))| \Delta y  \tag{12}\\
=\sup _{1>\frac{r}{\delta}>0,|t-x|<\frac{r}{\delta} \frac{r}{\delta}} \frac{1}{v_{m}\left(\frac{r}{\delta}\right)^{1-\frac{a}{m}}} \int_{|t|<\frac{r}{\delta}}\left|\left(\tau_{\delta} f\right)(t-y)\right| \Delta y \\
=\sup _{1>r>0,|t-x|<r} \frac{1}{v_{m} r^{1-\frac{a}{m}}} \int_{|t|<r}\left|\left(\tau_{\delta} f\right)(x-y)\right| \Delta y \\
=M_{a, 1}\left(\tau_{\delta} f\right)(x),
\end{gather*}
$$

where $v_{m}$ is the volume of the unit ball in $R^{m}$ and the dilation operator $\tau_{\delta}$ is defined as follows:

$$
\left(\tau_{\delta} f\right)(x)=f(\delta x)
$$

for $\delta>0$ and $x \in R^{m}$. It follows from (12) that

$$
\frac{\left\|M_{a, \delta} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}{\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}=\frac{\left\|M_{a, \delta} f(\delta)\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}{\|f(\delta)\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}=\frac{\left\|M_{a, 1}\left(\tau_{\delta} f\right)\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}{\left\|\tau_{\delta} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}
$$

Taking the supremum over all $f \in L^{p(x)}\left(\mathbb{R}^{m}\right)$ with $\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)} \neq 0$ for the two sides of the above equation, we have

$$
\begin{equation*}
\left\|M_{a, \delta} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}=\left\|M_{a, 1} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)^{\prime}} \tag{13}
\end{equation*}
$$

for all $\delta>0$ and $1 \leq p(x)<\infty$.
Next, we will prove that

$$
\left\|M_{a, \delta} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}=\left\|M_{a} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}
$$

We will use Equation (13) for proof. If $f \in L^{p(x)}\left(\mathbb{R}^{m}\right)$, then we have $M f \in L^{p(x)}\left(\mathbb{R}^{m}\right)$. From Lemma 1, Lemma 4 and Equation (13), we obtain

$$
\begin{align*}
& \left\|M_{a}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)}=\int_{0}^{\infty} \mu^{p(x)-1} d_{M_{a} f}(\mu) \Delta \mu \\
& \quad=\int_{0}^{\infty} \mu^{p(x)-1} \lim _{\delta \rightarrow \infty} d_{M_{a, \delta}}(\mu) \Delta \mu \\
& \quad=\lim _{\delta \rightarrow \infty} \int_{0}^{\infty} \mu^{p(x)-1} d_{M_{a, \delta} f}(\mu) \Delta \mu  \tag{14}\\
& \quad=\lim _{\delta \rightarrow \infty}\left\|M_{a, \delta}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)} \\
& \leq \lim _{\delta \rightarrow \infty}\left\|M_{a, \delta}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)}\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)} \\
& =\left\|M_{a, 1}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)}\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)}
\end{align*}
$$

Now, taking advantage of inequality (14), we get the following inequality

$$
\begin{equation*}
\left\|M_{a}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)} \geq\left\|M_{a, 1}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)} . \tag{15}
\end{equation*}
$$

Hence, we obtain from (14) that

$$
\left\|M_{a}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)}=\left\|M_{a, 1}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}^{p(x)} .
$$

## 3. Main Results

In this section we give statements and proofs of our results.
Theorem 3. Suppose that $M_{a, \delta}^{c} f(x)$ is defined by (5). Then

$$
\left\|M_{a, \delta}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}=\left\|M_{a}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}
$$

holds for $\delta>0$ and $1 \leq p(x)<\infty$.

Proof. For $0<\delta<\infty$, we first prove

$$
\left\|M_{a, \delta}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}=\left\|M_{a, 1}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)} .
$$

If we use the definition of the operator $M_{a, \delta}^{c}$ in (5), then we have

$$
\begin{equation*}
M_{a, \delta}^{c} f(x)=\sup _{\delta>r>0} \frac{1}{|B(x, r)|^{1-\frac{a}{m}}} \int_{B(x, r) \cap \Omega}|f(y)| \diamond_{\alpha} y=\sup _{\delta>r>0} \frac{1}{v_{m} r^{1-\frac{a}{m}}} \int_{|y| \leq r}|f(x-y)| \diamond_{\alpha} y \tag{16}
\end{equation*}
$$

for $0<\delta<\infty$ and $x \in \mathbb{R}^{m}$, where $v_{m}$ is the volume of the unit ball in $\mathbb{R}^{m}$. Hence, we have

$$
\begin{gather*}
M_{a, \delta}^{c} f(\delta x)=\sup _{\delta>r>0} \frac{1}{v_{m} r^{1-\frac{d}{m}}} \int_{|y| \leq r}|f(\delta x-y)| \diamond_{\alpha} y \\
=\sup _{\delta>r>0} \frac{\delta^{m}}{v_{m} r^{1-\frac{I}{m}}} \int_{|y| \leq \frac{r}{\delta}}|f(\delta x-\delta y)| \diamond_{\alpha} y \\
=\sup _{1>\frac{r}{\delta}>0} \frac{1}{v_{m}\left(\frac{r}{\delta}\right)^{1-\frac{\pi}{m}}} \int_{|y| \leq \frac{r}{\delta}}|f(\delta x-\delta y)| \diamond_{\alpha} y  \tag{17}\\
=\sup _{1>r>0} \frac{1}{v_{m} r^{1-\frac{a}{m}}} \int_{|y| \leq r}|f(\delta x-\delta y)| \diamond_{\alpha} y \\
=M_{a, 1}^{c} f(\delta x),
\end{gather*}
$$

for $0<\delta<\infty$ and $x \in \mathbb{R}^{m}$. If we use (17), then we have

$$
\begin{equation*}
\frac{\left\|M_{a, \delta}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}{\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}=\frac{\left\|M_{a, \delta}^{c} f(\delta x)\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}{\|f(\delta x)\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}=\frac{\left\|M_{a, 1}^{c} f(\delta x)\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}{\|f(\delta x)\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}} \tag{18}
\end{equation*}
$$

If supremum is taken over all the $f \in L^{p(x)}\left(\mathbb{R}^{m}\right)$ for the two sides of (18), we have

$$
\begin{equation*}
\left\|M_{a, \delta}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}=\left\|M_{a, 1}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)} \tag{19}
\end{equation*}
$$

Next, we will use Equation (19) to prove

$$
\left\|M_{a, \delta}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}=\left\|M_{a}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)^{\prime}}
$$

for $\forall \delta>0$ and $1 \leq p(x)<\infty$. We just need to prove

$$
\left\|M_{a, \delta}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)} \geq\left\|M_{a}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}
$$

If we use Lemma 5 , for $\epsilon>0$, then there exists a function $f \in C_{c}^{\infty}\left(\mathbb{R}^{m}\right)$, such that

$$
\begin{equation*}
\frac{\left\|M_{a}^{c} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}{\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}=\left\|M_{a}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}-\epsilon \tag{20}
\end{equation*}
$$

Since $f \in C_{c}^{\infty}\left(\mathbb{R}^{m}\right)$ implies $f \in L^{p(x)}\left(\mathbb{R}^{m}\right)$, we have $M_{a}^{c} f \in L^{p(x)}\left(\mathbb{R}^{m}\right)$. If $\mathbb{R}$ is a real integer, then we have

$$
\begin{equation*}
\left\|\left(M_{a}^{c} f\right) \chi_{(|\cdot| \geq \mathbb{R})}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)} \leq \epsilon\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)} . \tag{21}
\end{equation*}
$$

Now we set $\delta_{0}=\mathbb{Z}_{+}+\mathbb{R}\left(\mathbb{Z}_{+}\right.$is a positive integer and $\mathbb{R}$ is a real integer). Then it can be written from the definition of $M_{a, \delta}^{c}$ that

$$
\begin{equation*}
M_{a}^{c} f(x)=M_{a, \delta_{0}}^{c} f(x), \tag{22}
\end{equation*}
$$

holds for $|x|<\mathbb{R}$. Hence, from (20)-(22), we obtain

$$
\begin{gather*}
\left\|M_{a, \delta_{0}}^{c} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)} \geq\left\|\left(M_{a, \delta_{0}}^{c} f\right) \chi_{(|x|<R)}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)} \\
=\left\|\left(M_{a}^{c} f\right) \chi_{(|x|<R)}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}  \tag{23}\\
\geq\left\|M_{a}^{c} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}-\left\|\left(M_{a}^{c} f\right) \chi_{(|x| \geq R)}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)} \\
\geq\left\|M_{a}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}-2 \epsilon\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)} .
\end{gather*}
$$

Obviously, (23) implies that

$$
\begin{equation*}
\frac{\left\|M_{a, \delta_{0}}^{c} f\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)}}{\|f\|_{L^{p(x)}\left(\mathbb{R}^{m}\right)} \geq\left\|M_{a}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}-2 \epsilon . . . .} \tag{24}
\end{equation*}
$$

Here, the inequality (24) yields

$$
\begin{equation*}
\left\|M_{a, \delta_{0}}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)} \geq\left\|M_{a}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}-2 \epsilon \tag{25}
\end{equation*}
$$

From (19) and (25), we have

$$
\left\|M_{a, \delta}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)}=\left\|M_{a}^{c}\right\|_{L^{p(x)}\left(\mathbb{R}^{m}\right) \rightarrow L^{p(x)}\left(\mathbb{R}^{m}\right)^{\prime}}
$$

for $\forall \delta>0$ and $1 \leq p(x)<\infty$. Thus, proof of Theorem 3 is complete.
Now, let us prove the weak $(1,1)$ boundedness for the restricted centered diamond- $\alpha$ fractional maximal operator.

Theorem 4. If $M_{a, \delta}^{c}$ is defined by (5) and $1 \leq p(x)<\infty$, then

$$
\left\|M_{a, \delta}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)}=\left\|M_{a}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)}
$$

holds for all $\delta>0$.
Proof. Let $M_{a, \delta}^{c}$ be defined by (5) for $0<\delta<\infty$. First, we prove that

$$
\left\|M_{a, \delta}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)}=\left\|M_{a, 1}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)} .
$$

From the identity (17), we get

$$
\begin{equation*}
M_{a, \delta}^{c} f(\delta x)=M_{a, 1}^{c}\left(\tau_{\delta} f\right)(x) \tag{26}
\end{equation*}
$$

For any $0<\delta$, we obtain from (26) that

$$
\begin{equation*}
\left|\left\{x: M_{a, 1}^{c}\left(\tau_{\delta} f\right)>\mu\right\}\right|=\left|\left\{x: M_{a, \delta}^{c} f(\delta x)>\mu\right\}\right|=\left|\left\{\frac{x}{y}: M_{a, \delta}^{c} f(x)>\mu\right\}\right|=\delta^{-m}\left|\left\{\frac{x}{y}: M_{a, \delta}^{c} f(x)>\mu\right\}\right| \tag{27}
\end{equation*}
$$

Thus (27) implies that

$$
\begin{equation*}
\sup _{\mu>0} \mu\left|\left\{x: M_{a, 1}^{c}\left(\tau_{\delta} f\right)>\mu\right\}\right|=\delta^{-m} \sup _{\mu>0} \mu\left|\left\{\frac{x}{y}: M_{a, \delta}^{c} f(x)>\mu\right\}\right| . \tag{28}
\end{equation*}
$$

If $\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)} \neq 0$, then it follows from (28) that

$$
\begin{gather*}
\frac{\delta^{-m} \sup _{\mu>0} \mu\left|\left\{x: M_{a, \delta}^{c} f(x)>\mu\right\}\right|}{\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)}}=\frac{\sup _{\mu>0} \mu\left|\left\{x: M_{a, 1}^{c}\left(\tau_{\delta} f\right)(x)>\mu\right\}\right|}{\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)}} \\
=\frac{\delta^{-m} \sup _{\mu>0} \mu\left|\left\{x: M_{a, \delta}^{c} f(x)>\mu\right\}\right|}{\left\|\tau_{\delta} f\right\|_{L^{1}\left(\mathbb{R}^{m}\right)}} . \tag{29}
\end{gather*}
$$

Now taking the supremum over all $f \in L^{1}\left(\mathbb{R}^{m}\right)$ with $\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)} \neq 0$ for the two sides of (29), we obtain

$$
\begin{equation*}
\left\|M_{a, \delta}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)}=\left\|M_{a, 1}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)} . \tag{30}
\end{equation*}
$$

Next, we will use (30) to prove that

$$
\left\|M_{a, \delta}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)}=\left\|M_{a}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)}
$$

holds for $0<\delta$. Now, let us prove the correctness of the following equation.

$$
\begin{equation*}
\sup _{\mu>0} \mu d_{M_{a}^{c} f}(\mu)=\limsup _{\delta \rightarrow \infty} \mu d_{M_{a, \delta}^{c} f}(\mu), \tag{31}
\end{equation*}
$$

holds for any $f \in L^{1}\left(\mathbb{R}^{m}\right)$ with $\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)} \neq 0$. Clearly, the right side of (31) is not bigger than the left side, so it is enough to show opposite inequality. From Lemma 3, we have

$$
\sup _{\mu>0} \mu d_{M_{a}^{c} f}(\mu)=\sup _{\mu>0} \mu\left(\lim _{\delta \rightarrow \infty} d_{M_{a, \delta}^{c} f}(\mu)\right) .
$$

Let $A=\sup _{\mu>0} \mu d_{M_{a}^{c} f}(\mu)$. For $0<\epsilon$, there must be a $\mu_{0} \in \mathbb{R}^{+}$such that

$$
A \geq \mu_{0} d_{M_{a}^{c} f}\left(\mu_{0}\right) \geq A-\epsilon
$$

We conclude that

$$
A-\epsilon \leq \mu_{0} d_{M_{a}^{c} f}\left(\mu_{0}\right)=\lim _{\delta \rightarrow \infty} d_{M_{a, \delta}^{c} f}(\mu) \leq \sup _{\mu>0} \mu\left(\lim _{\delta \rightarrow \infty} d_{M_{a, \delta}^{c} f}(\mu)\right) .
$$

This is equivalent to $A \leq \sup _{\mu>0} \mu\left(\lim _{\delta \rightarrow \infty} d_{M_{a, \delta}^{c} f}(\mu)\right)$.
Herewith, (31) holds. If we use Equation (31), we obtain that

$$
\begin{align*}
& \left\|M_{a}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)}=\sup _{\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)} \neq 0} \frac{\sup _{\mu>0} \mu d_{M_{a}^{c} f}(\mu)}{\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)}} \\
& \quad=\sup _{\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)} \neq 0} \frac{\lim _{\delta \rightarrow \infty} \sup _{\mu>0} d_{M_{a, \delta}^{c} f} f(\mu)}{\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)}}  \tag{32}\\
& =\lim _{\delta \rightarrow \infty} \sup _{\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)} \neq 0}^{\sup ^{\mu>0} \mu d_{M_{a, \delta}^{c} f}(\mu)}\|f\|_{L^{1}\left(\mathbb{R}^{m}\right)} \\
& =\lim _{\delta \rightarrow \infty}\left\|M_{a, \delta}^{c}\right\|_{L^{1}\left(\mathbb{R}^{m}\right) \rightarrow L^{1, \infty}\left(\mathbb{R}^{m}\right)} .
\end{align*}
$$

Thus, we get the result we want to achieve.
Remark 2. Let $M_{a}$ be the uncentered fractional maximal operator defined by (3). Define the iterated fractional maximal operator denoted by $M_{a}^{i+1}$ as follows:

$$
\begin{equation*}
M_{a}^{i+1} g(y)=M_{a}\left(M_{a}^{i} g\right)(y) \tag{33}
\end{equation*}
$$

for $i=1,2,3, \ldots$ and $y \in \mathbb{R}^{m}$. Set $\left(M_{a}^{1} g\right)(y)=\left(M_{a} g\right)(y)$.
Lemma 6. Assume that a sequence $\left\{d_{k}\right\}_{k=1}^{\infty}$ satisfies the following two conditions simultaneously: (a) $d_{1}=s \in(0.1)$,
(b) for any $i \geq 1, d_{i+1}=(1-s) d_{i}+s$.

Then $\left\{d_{k}\right\}_{k=1}^{\infty}$ is strictly monotone increasing and we have

$$
\lim _{i \rightarrow \infty} d_{i}=1
$$

Proof. By the mathematical induction and the two conditions (a) and (b), we can easily obtain $0<d_{i}<1$ for each $i \in \mathbb{N}$. Furthermore, the condition (b) implies

$$
d_{i+1}-d_{i}=(1-s) d_{i}+s-d_{i}=s\left(1-d_{i}\right)>0
$$

This shows that $\left\{d_{k}\right\}_{k=1}^{\infty}$ is strictly monotone increasing. Since $\left\{d_{k}\right\}_{k=1}^{\infty}$ is monotone increasing and has the upper bound, the limit of $\left\{d_{k}\right\}_{k=1}^{\infty}$ exists, and we can easily get

$$
\lim _{i \rightarrow \infty} d_{i}=1
$$

By Lemma 6, we have the following corollary.
Corollary 1. For any $g \in L^{\infty}\left(\mathbb{R}^{m}\right)$, the equation

$$
\lim _{i \rightarrow \infty} M_{a}^{i} g(y)=\|g\|_{\infty}
$$

holds for $i=1,2,3, \ldots$ and $y \in \mathbb{R}^{m}$.

## 4. Conclusions

For more than a quarter century, the concept of time scales has taken an important place in the literature. Mathematicians and scientists working in other disciplines have demonstrated many applications of dynamic equations and integral inequalities; for example, transformations, inverse conversions, extensions, wave equations, heat transfer, optics, fluid dynamics, quantum calculus, economy, etc. The boundedness and compactness of the integral operators we know from harmonic analysis occupy an important place in the literature. Norms in variable exponential spaces are used to solve these problems. Previously, studies on the concept of the equivalence of norms in variable exponential spaces were conducted. In this way, we obtain the boundedness and compactness of integral operators that we do not have any information about. For more detailed information, we refer the reader to references.

In this study, we wanted to relate the norms of integral operators with time scales. In this article, we showed the equivalence of the norm variable exponent $L^{p(x)}$ of the restricted centered fractional maximal diamond- $\alpha$ integral $M_{a, \delta}^{c}$ with norm variable exponent $L^{p(x)}$ of centered fractional maximal diamond- $\alpha$ integral $M_{a}^{c}$ for all $0<\delta<\infty$ and $1 \leq p(x)<\infty$ on time scales. Hereby, we will be able to establish the boundedness and compactness conditions of fractional integral operators. In the future, we plan to carry these studies to variable exponent grand Lebesgue spaces, which is more general.
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#### Abstract

In this work, a fractional predator-prey model with the harvesting rate is considered. Besides the existence and uniqueness of the solution to the model, local stability and global stability are experienced. A novel discretization depending on the numerical discretization of the Riemann-Liouville integral was introduced and the corresponding numerical discretization of the predator-prey fractional model was obtained. The net reproduction number $\mathcal{R}_{0}$ was obtained for the prediction and persistence of the disease. The dynamical behavior of the equilibria was examined by using the stability criteria. Furthermore, numerical simulations of the model were performed and their graphical representations are shown to support the numerical discretizations, to visualize the effectiveness of our theoretical results and to monitor the effect of arbitrary order derivative. In our investigations, the fractional operator is understood in the Caputo sense.
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## 1. Introduction

Fractional calculus (FC) is a common field trying to understand the real-world phenomena that are modeled with non-integer-order derivatives and it is a field wherein the differentiation and the integrations are done with non-integer order derivatives as well. A fractional derivative, one can understand, is a type of derivative in which the order is non-integer-based but satisfies certain conditions: when the order of the derivative is zero we have the primary function, and when the order is one we converge to the first order integer order derivative [1]. The advantages of the fractional derivatives are the memory impact and the illustrative physical properties that are conserved. Using these types of operators, more effective and up-to-date studies have been revealing over time. In this context, fractional calculus theory and its illustrative applications are attracting attention all over the world day by day. New fractional operators that have different features have been defined and have been used extensively to model real-life problems. The emergence of the new operators in the literature can be considered as a result of the reproduction of new problems that model different types of real-life events. Fractional derivative operators that address the kind of nonlinear differential equations can be stated as non-local. There exist nowadays, many types of fractional derivatives with and without singular kernels. The fractional derivative begins with Leibniz's question in 1695. The list of the existing fractional derivatives is very long. With singular kernels, we have the Caputo-derivative [2], the Riemann-Liouville derivative [2] and the Katugampola derivative [3].

Without singular kernels, we have two types: the fractional derivative with an exponential kernel known as the Caputo-Fabrizio fractional derivative (CF) [4] and the fractional derivative with a Mittag-Leffler kernel known as the Atangana-Baleanu fractional derivative (ABC) [5]. Due to the memory effect, the non-integer models integrate all previous information from the past that makes it easier for them to predict and translate the epidemic models more accurately. Because of effective properties, fractional order calculus has found wide applications to model dynamics processes in many well-known fields, such as biology [6-11], physics [12-16], finance and economics [17,18], science and engineering [19,20], mechanics and mathematical modeling [21,22]. We enumerate numerous fractional operators in the literature [23-27]. Moreover, some numerical and approximate solution methods and their illustrative applications have been stated in [28-50].

Regarding modeling the predator-prey model (P-PM) with a fractional-order derivative, the numerical discretizations and the simulations are the subjects of research in this present paper. The P-PM has been considered in the context of the Caputo fractional derivative $[1,51,52]$. There exist many investigations related to the predator-prey models. In [53], Li et al. have proposed the stability analysis of the P-PM with harvesting. They have also provided graphical representations to support their results. In [54], the authors presented the predator-prey model under a reserved area. The authors have provided a new predator-prey model, proposed the equilibrium points, and investigated their stability analysis. In [55], Seo et al. have presented the P-PM with a Holling type functional response. In [56], Suryando et al. have proposed investigations related to the fractional P-PM with the functional response and harvesting. The authors have proposed as well the stability analysis of the equilibrium points of their proposed model. In [57], Tang presented a scientific report on predator-prey dynamics. In [58], Elettreby et al. have presented the stability analysis and the numerical simulations of the P-PM with a fractional order derivative and with a two prey, one predator system. In [59], Liu et al. have proposed the numerical solutions of a fractional P-PM and many others [60-67].

In this paper, we consider the predator-prey model with the Caputo fractional derivative and with the harvesting rate. The main objective of this paper is to propose a new numerical scheme base on the numerical scheme of the Riemann-Liouville integral to construct numerical discretizations of the fractional predator-prey model with the harvesting rate. The graphics of the solutions of the fractional equations will be proposed to support the numerical discretizations. We are mainly motivated by the fact in the literature, many investigations related to the predator-prey models investigate stability analysis. Here, after stability analysis, we propose a new numerical scheme. This issue will permit us to analyze the impact of the harvesting rate on the processes carefully.

The paper is divided as follows: In Section 2, we recall the fractional tools for our investigations. We deal with the Caputo derivative and Riemann-Liouville integral in our investigations throughout the paper. We also recall some properties related to the fractional derivatives. In Section 3, we present the predator-prey model in the context of the Caputo derivative. We focus on the qualitative properties of the solution in Section 4. In Section 5, we investigate the both local and global stability analyses of the equilibrium points of the predator-prey model. In Section 6, the novel numerical discretization of the fractional P-PM is proposed. In Section 7, we support the numerical discretizations by graphical representations. Final remarks are assigned in Section 8.

## 2. Some Preliminaries

In this section, we give the fundamental definitions that can be used throughout the paper. These definitions generally explain the fractional derivative in the power kernel sense.

Definition 1 ([1]). The Riemann-Liouville ( $R-L$ ) representation of fractional integral operator of order $\gamma>0$ of a function $\varphi:(0, \infty) \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
{ }_{0}^{R L} D_{t}^{-\gamma} \varphi(t)={ }_{0}^{R L} I_{t}^{\gamma} \varphi(t)=\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1} \varphi(\tau) d \tau, t>0, \tag{1}
\end{equation*}
$$

$$
{ }_{0}^{R L} I_{t}^{0} \psi(\tau)=\psi(\tau)
$$

where $\gamma>0$ and $\Gamma$ (.) is the Gamma function.
Definition 2 ([1]). The $R$-L representation of fractional operator of order $\gamma>0$ of a function $\varphi:(0, \infty) \rightarrow \mathbb{R}$ is given by

$$
{ }_{0}^{R L} D_{t}^{\gamma} \varphi(t)=\left\{\begin{array}{cl}
\frac{1}{\Gamma(n-\gamma)}\left(\frac{d}{d t}\right)^{n} \int_{0}^{t} \frac{\varphi(\tau)}{(t-\tau) \gamma-n+1} d \tau, & 0 \leq n-1<\gamma<n, n=[\gamma]  \tag{2}\\
\left(\frac{d}{d t}\right)^{n} \varphi(t), & \gamma=n \in \mathbb{N}
\end{array}\right.
$$

Definition 3 ([1]). The Caputo fractional operator of order $\gamma>0$ of a function $\varphi:(0, \infty) \rightarrow \mathbb{R}$ is given by

$$
{ }_{0}^{C} D_{t}^{\gamma} \varphi(t)=\left\{\begin{array}{cc}
\frac{1}{\Gamma(n-\gamma)} \int_{0}^{t} \frac{(d / d \tau)^{n} \varphi(\tau)}{(t-\tau)^{\gamma-n+1}} d \tau, & 0 \leq n-1<\gamma<n, n=[\gamma], n \in \mathbb{N}  \tag{3}\\
\left(\frac{d}{d t}\right)^{n} \varphi(t) & \gamma=n, n \in \mathbb{N}
\end{array}\right.
$$

where the operator ${ }_{0}^{C} D_{t}^{\gamma}$ satisfies:
${ }_{0}^{C} D_{t}^{\gamma R L} I_{t}^{\gamma} \varphi(t)=\varphi(t)$ and ${ }_{0}^{R L} I_{t}^{\gamma}{ }_{0} D_{t}^{\gamma} \varphi(t)=\varphi(t)-\sum_{v=0}^{n-1} \frac{\varphi^{(v)}(u)}{v!}(t-u)^{v}, t>u$.
Definition 4 ([1]). The Laplace of the Caputo fractional operator of a function $\varphi(t)$ of order $\gamma>0$ is presented with

$$
\begin{equation*}
\mathcal{L}\left[{ }_{0}^{C} D_{t}^{\gamma} \varphi(t)\right]=s^{\gamma} \varphi(s)-\sum_{v=0}^{n-1} \varphi^{(v)}(0) s^{\gamma-v-1} . \tag{4}
\end{equation*}
$$

We introduce two lemmas which will be used to establish local stability and global stability, respectively. The first lemma is called the Matignon criterion and the second one is the Lyapunov characterization for global stability.

Lemma 1 ([68]). The fractional differential equation ${ }_{0}^{C} D_{t}^{\gamma} x=P x$, with $P \in \mathbb{R}^{n \times n}, x\left(t_{0}\right)=x_{0}, 0<\gamma<1$ and $x \in \mathbb{R}^{n}$, is local asymptotically stable if only if

$$
\begin{equation*}
|\arg (\operatorname{spc}(P))|>\frac{\gamma \pi}{2} \tag{5}
\end{equation*}
$$

where $\operatorname{spc}(P)$ is considered as the spectrum of the matrix $P$.
Lemma 2 ([69]). We assume the vectors $w \in \mathbb{R}^{n}$ which are differentiables. Under the assumption $t \geq t_{0}$, we have the following condition

$$
\begin{equation*}
{ }_{0}^{C} D_{t}^{\gamma}\left[w-w^{*}-w^{*} \ln \left(\frac{w}{w^{*}}\right)\right] \leq\left[1-\frac{w}{w^{*}}\right]{ }_{0}^{C} D_{t}^{\gamma} w, \text { with } w^{*} \in \mathbb{R}_{+}^{n} \tag{6}
\end{equation*}
$$

## 3. Fractional Predator-Prey Model with Caputo Derivative

In this paper, we present the predator-prey model in the context of the fractional operator. Note that the fractional-order derivatives are more accurate at modeling biological processes since these types of operators consider the memory impact which gives more realistic results in real-life models. It is the deterministic property of the dynamical system. The following dynamics represent the fractional equation proposed in this section [53,70,71]

$$
\begin{align*}
& { }_{0}^{C} D_{t}^{\gamma} x=r x\left(1-\frac{x}{k}\right)-a x y  \tag{7}\\
& { }_{0}^{C} D_{t}^{\gamma} y=a c x y-d y-\mathcal{H}(y) \tag{8}
\end{align*}
$$

where ${ }_{0}^{C} D_{t}^{\gamma}$ represents the Caputo fractional derivative which is given in Definition 3. We consider the initial conditions defined by

$$
\begin{equation*}
x(0)=x_{0}, \quad y(0)=y_{0}, \tag{9}
\end{equation*}
$$

where $x$ denotes the prey species; $y$ represents the predator species; the prey increases logistically with the growth rate denoted by $r$ and the carrying capacity $k$; $a$ represents the rate of predation; $c$ denotes the efficiency of predation; $d$ is the mortality rate of the predator species; and $\mathcal{H}(y)$ represents the harvesting function.

Now, we consider the model of Equations (7) and (8). Firstly, we describe harvesting function $\mathcal{H}(y)$ of the predators in our model, Equations (7) and (8), which has the following form

$$
\mathcal{H}(y)= \begin{cases}m y, & 0 \leq y \leq y_{0}  \tag{10}\\ h, & y_{0}<y\end{cases}
$$

Using the model in Equations (7) and (8) as our baseline model, we suppose that harvesting takes place, but only the predator population is under harvesting, and introduce harvesting function $\mathcal{H}(y)$ of the predator to prey-predator model in Equations (7) and (8) for discussing its dynamical features. We assume that the harvesting rate is proportional to the predator population size until it reaches a threshold value due to limited facilities of harvesting or resource protection. Let us show the harvesting threshold value as $h=m y_{0}$; thus Equations (7) and (8) can be written as the following equations for $0 \leq y \leq y_{0}$

$$
\begin{align*}
& { }_{0}^{C} D_{t}^{\gamma} x=r x\left(1-\frac{x}{k}\right)-a x y \\
& { }_{0}^{C} D_{t}^{\gamma} y=a c x y-d y-m y \tag{11}
\end{align*}
$$

When $y_{0}<y$, then the system in Equations (7) and (8) turns to the following

$$
\begin{align*}
& { }_{0}^{C} D_{t}^{\gamma} x=r x\left(1-\frac{x}{k}\right)-a x y \\
& { }_{0}^{C} D_{t}^{\gamma} y=a c x y-d y-h . \tag{12}
\end{align*}
$$

## Positivity and Boundedness

In this subsection, the positivity and boundedness of the solution for the proposed model (Equations (7) and (8)) are given. Let $\mathbb{R}_{+}^{2}=\left\{\chi(t) \in \mathbb{R}^{2}: \chi(t) \geq 0\right\}$ and $\chi(t)=[x(t), y(t)]^{T}$.

Theorem 1. The solution of the proposed fractional-order model (Equations (7) and (8)) along initial conditions (9) is bounded in $\mathbb{R}_{+}^{2}$. Moreover, the density of the population remains in a nonnegative region.

Proof. Let the function $W(t)=x+\frac{1}{c} y$ and $\lambda$ be a positive constant. Applying the Caputo derivative, we have the following relationship

$$
\begin{align*}
{ }_{0}^{c} D_{t}^{\gamma} W+\lambda W & =-\frac{r x^{2}}{k}+r x-\frac{d y}{c}-\frac{\mathcal{H}(y)}{c}+\lambda x+\frac{\lambda}{c} y \\
& =-\frac{r x^{2}}{k}+(r+\lambda) x+\left(\frac{\lambda}{c}-\frac{d}{c}\right) y-\frac{\mathcal{H}(y)}{c} \\
& =-\frac{r}{k}\left(x^{2}-\frac{k(r+\lambda)}{r} x\right)+\left(\frac{\lambda}{c}-\frac{d}{c}\right) y-\frac{\mathcal{H}(y)}{c}  \tag{13}\\
& \leq-\frac{r}{k}\left(x-\frac{k(r+\lambda)}{2 r}\right)^{2}+\frac{k(r+\lambda)^{2}}{4 r}
\end{align*}
$$

where $\lambda<d+m$. From the property in [72] and using comparison principle, since $t$ converges to infinity, we have the following relationship

$$
\begin{equation*}
W(t) \leq W(0) \mathbb{E}_{\gamma}\left(-\lambda t^{\gamma}\right)+\frac{k(r+\lambda)^{2}}{4 r} t^{\gamma} \mathbb{E}_{\gamma, \gamma+1}\left(-\lambda t^{\gamma}\right) \leq \frac{k(r+\lambda)^{2}}{4 r} \tag{14}
\end{equation*}
$$

where $\mathbb{E}_{\gamma, \beta}($.$) is the Mittag-Leffer function of two parameters. Finally, the following set in the domain$ $\mathbb{R}_{+}^{2}$ is positively invariant

$$
\mathcal{A}=\left\{(x(t), y(t)) \in \mathbb{R}_{+}^{2} \mid x(t) \geq 0, y(t) \geq 0, x+\frac{1}{c} y \leq \frac{k(r+\lambda)^{2}}{4 r}\right\}
$$

We have replaced the classical derivative by the Caputo derivative in the study. It is important to justify the replacement and to prove the physical meanings of the new model. Another point is also to show that the solution to the new model exists and is unique. All these points will be discussed in the next sections.

## 4. Qualitative Properties of the P-PM

In this Part, we give the qualitative properties of the solutions of the predator-prey model which is given in the system (7) and (8). Firstly we start by taking the Riemann-Liouville integral which is given in Definition 1 of both sides the mentioned system and we get

$$
\begin{align*}
& x(t)-x(0)={ }_{0}^{R L} I_{t}^{\gamma}\left(r x\left(1-\frac{x}{k}\right)-a x y\right), \\
& y(t)-y(0)={ }_{0}^{R L} I_{t}^{\gamma}(a c x y-d y-\mathcal{H}(y)), \tag{15}
\end{align*}
$$

which gives the following Volterra-type integral equations:

$$
\begin{align*}
x(t)-x(0) & =\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left(r x(\tau)\left(1-\frac{x(\tau)}{k}\right)-a x(\tau) y(\tau)\right) d \tau \\
y(t)-y(0) & =\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}(a c x(\tau) y(\tau)-d y(\tau)-\mathcal{H}(y)) d \tau \tag{16}
\end{align*}
$$

Let us define the following kernels as

$$
\begin{align*}
\varphi(t, x, y) & =r x(t)\left(1-\frac{x(t)}{k}\right)-a x(t) y(t) \\
\phi(t, x, y) & =\operatorname{acx}(t) y(t)-d y(t)-\mathcal{H}(y) \tag{17}
\end{align*}
$$

Then the following theorem arises:
Theorem 2. The kernels $\varphi$ and $\phi$ satisfy the Lipschitz assumptions and contractions if the following inequality is verified:

$$
\begin{equation*}
0 \leq z_{1}, z_{2}<1 \tag{18}
\end{equation*}
$$

where $\|x\| \leq q,\|y\| \leq l, z_{1}=r+a l+2 q r / k, q, l \geq 0$ and $z_{2}=a c q+d$, or $z_{2}=a c q+d+m$, for the constant harvesting rate or depending on the predator population, respectively.

Proof. Let $x_{1}$ and $x_{2}$ be two functions for the kernel $\varphi$; and $y_{1}$ and $y_{2}$ be two functions for the kernel $\phi$. Then we have

$$
\begin{align*}
\left\|\varphi\left(t, x_{1}, y\right)-\varphi\left(t, x_{2}, y\right)\right\| & =\left\|r x_{1}\left(1-\frac{x_{1}}{k}\right)-a x_{1} y-r x_{2}\left(1-\frac{x_{2}}{k}\right)+a x_{2} y\right\| \\
& \leq\left(r+a l+\frac{2 q r}{k}\right)\left\|x_{1}-x_{2}\right\| \\
& \leq z_{1}\left\|x_{1}-x_{2}\right\| \tag{19}
\end{align*}
$$

and

$$
\begin{align*}
\left\|\varphi\left(t, x, y_{1}\right)-\varphi\left(t, x, y_{2}\right)\right\| & =\left\|a c x y_{1}-d y_{1}-h-a c x y_{2}+d y_{2}+h\right\| \\
& \leq(a c q+d)\left\|y_{1}-y_{2}\right\| \\
& \leq z_{2}\left\|y_{1}-y_{2}\right\| \tag{20}
\end{align*}
$$

or

$$
\begin{align*}
\left\|\varphi\left(t, x, y_{1}\right)-\varphi\left(t, x, y_{2}\right)\right\| & =\left\|a c x y_{1}-d y_{1}-m y_{1}-a c x y_{2}+d y_{2}+m y_{2}\right\| \\
& \leq(a c q+d+m)\left\|y_{1}-y_{2}\right\| \\
& \leq z_{2}\left\|y_{1}-y_{2}\right\| \tag{21}
\end{align*}
$$

where $\|\cdot\|$ is the Euclidean norm, $\|x\| \leq q,\|y\| \leq l, z_{1}=r+a l+2 q r / k$ and $z_{2}=a c q+d$, or $z_{2}=a c q+d+m$, for the constant harvesting rate or depending on the predator population, respectively. Therefore, the Lipschitz conditions are satisfied for kernels $\varphi$ and $\phi$, and if $0 \leq z_{1}, z_{2}<1$, then $z_{1}$ and $z_{2}$ are also contractions for $\varphi$ and $\phi$, respectively. This proofs the theorem.

By considering the kernels $\varphi$ and $\phi$, we can rewrite the system which is given in Equation (16) as follows:

$$
\begin{align*}
x(t) & =x(0)+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1} \varphi(\tau, x, y) d \tau \\
y(t) & =y(0)+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1} \phi(\tau, x, y) d \tau \tag{22}
\end{align*}
$$

We can proceed with the following recursive formula

$$
\begin{align*}
& x_{n}(t)=x(0)+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1} \varphi\left(\tau, x_{n-1}, y\right) d \tau \\
& y_{n}(t)=y(0)+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1} \phi\left(\tau, x, y_{n-1}\right) d \tau \tag{23}
\end{align*}
$$

where $x_{0}(t)=x(0)$ and $y_{0}(t)=y(0)$. Then we can write

$$
\begin{align*}
& \Psi_{n}(t)=x_{n}(t)-x_{n-1}(t)=\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left[\varphi\left(\tau, x_{n-1}, y\right)-\varphi\left(\tau, x_{n-2}, y\right)\right] d \tau \\
& \Phi_{n}(t)=y_{n}(t)-y_{n-1}(t)=\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left[\phi\left(\tau, x, y_{n-1}\right)-\phi\left(\tau, x, y_{n-2}\right)\right] d \tau \tag{24}
\end{align*}
$$

where $x_{n}(t)=\sum_{j=1}^{n} \Psi_{n}(t)$ and $y_{n}(t)=\sum_{j=1}^{n} \Phi_{n}(t)$. By taking the norm of both sides of Equation (24), we have

$$
\begin{align*}
\left\|\Psi_{n}(t)\right\| & =\left\|x_{n}(t)-x_{n-1}(t)\right\| \leq \frac{1}{\Gamma(\gamma)}\left\|\int_{0}^{t}(t-\tau)^{\gamma-1}\left[\varphi\left(\tau, x_{n-1}, y\right)-\varphi\left(\tau, x_{n-2}, y\right)\right] d \tau\right\| \\
\left\|\Phi_{n}(t)\right\| & =\left\|y_{n}(t)-y_{n-1}(t)\right\| \leq \frac{1}{\Gamma(\gamma)}\left\|\int_{0}^{t}(t-\tau)^{\gamma-1}\left[\phi\left(\tau, x, y_{n-1}\right)-\phi\left(\tau, x, y_{n-2}\right)\right] d \tau\right\| \tag{25}
\end{align*}
$$

Since the kernels satisfy the Lipschitz condition (see Theorem 2), we get

$$
\begin{align*}
\left\|x_{n}(t)-x_{n-1}(t)\right\| & \leq \frac{z_{1}}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left\|x_{n-1}-x_{n-2}\right\| d \tau \\
\left\|y_{n}(t)-y_{n-1}(t)\right\| & \leq \frac{z_{2}}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left\|y_{n-1}-y_{n-2}\right\| d \tau \tag{26}
\end{align*}
$$

Then we achieve from the last inequality

$$
\begin{align*}
\left\|\Psi_{n}(t)\right\| & \leq \frac{z_{1}}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left\|\Psi_{n-1}(\tau)\right\| d \tau \\
\left\|\Phi_{n}(t)\right\| & \leq \frac{z_{2}}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left\|\Phi_{n-1}(\tau)\right\| d \tau \tag{27}
\end{align*}
$$

These results give us the following theorem:
Theorem 3. The predator-prey model defined by the fractional operator with the power kernel has a solution under the condition that we are able to find $t_{\max }$ holding:

$$
\begin{equation*}
\frac{z_{i} t_{\max }^{\gamma}}{\Gamma(\gamma+1)}<1, \quad i=1,2 \tag{28}
\end{equation*}
$$

Proof. Considering the functions $x(t)$ and $y(t)$ are bounded and their kernels $\varphi$ and $\phi$ hold the Lipschitz condition, we can give the following by taking Equation (27) into account,

$$
\begin{align*}
& \left\|\Psi_{n}(t)\right\| \leq\left\|x_{0}(t)\right\|\left\{\frac{z_{1} t_{\max }^{\gamma}}{\Gamma(\gamma+1)}\right\}^{n} \\
& \left\|\Phi_{n}(t)\right\| \leq\left\|y_{0}(t)\right\|\left\{\frac{z_{2} t_{\max }^{\gamma}}{\Gamma(\gamma+1)}\right\}^{n} \tag{29}
\end{align*}
$$

Now we show that the functions in Equation (29) are the solutions of the given predator-prey model. We suppose

$$
\begin{align*}
& x(t)-x(0)=x_{n}(t)-p_{n}(t) \\
& y(t)-y(0)=y_{n}(t)-q_{n}(t) \tag{30}
\end{align*}
$$

where $p_{n}$ and $q_{n}$ are remaining terms. Then we will demonstrate that the terms which are given in Equation (30) hold that $\left\|p_{\infty}(t)\right\| \rightarrow 0$ and $\left\|q_{\infty}(t)\right\| \rightarrow 0$. Since we have

$$
\begin{align*}
\left\|p_{n}(t)\right\| & \leq\left\|\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left[\varphi(\tau, x, y)-\varphi\left(\tau, x_{n-1}, y\right)\right] d \tau\right\| \\
& \leq \frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left\|\varphi(\tau, x, y)-\varphi\left(\tau, x_{n-1}, y\right)\right\| d \tau  \tag{31}\\
& \leq \frac{t^{\gamma} z_{1}}{\Gamma(\gamma+1)}\left\|x-x_{n-1}\right\|
\end{align*}
$$

and

$$
\begin{align*}
\left\|q_{n}(t)\right\| & \leq\left\|\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left[\phi(\tau, x, y)-\phi\left(\tau, x, y_{n-1}\right)\right] d \tau\right\| \\
& \leq \frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left\|\phi(\tau, x, y)-\phi\left(\tau, x, y_{n-1}\right)\right\| d \tau  \tag{32}\\
& \leq \frac{t^{\gamma} z_{2}}{\Gamma(\gamma+1)}\left\|y-y_{n-1}\right\|,
\end{align*}
$$

repeating this process recursively, we get

$$
\left\|p_{n}(t)\right\| \leq\left\{\frac{t^{\gamma}}{\Gamma(\gamma+1)}\right\}^{n+1} z_{1}^{n} N
$$

and

$$
\left\|q_{n}(t)\right\| \leq\left\{\frac{t^{\gamma}}{\Gamma(\gamma+1)}\right\}^{n+1} z_{2}^{n} N
$$

Considering these last two inequalities at $t_{\max }$ point, we have

$$
\left\|p_{n}(t)\right\| \leq\left\{\frac{t_{\max }^{\gamma}}{\Gamma(\gamma+1)}\right\}^{n+1} z_{1}^{n} N,
$$

and

$$
\left\|q_{n}(t)\right\| \leq\left\{\frac{t_{\max }^{\gamma}}{\Gamma(\gamma+1)}\right\}^{n+1} z_{2}^{n} N .
$$

For the last step, after applying the limit to both sides of the last inequalities as $n \rightarrow \infty$, and by taking into account the results of Theorem 2 , we get $\left\|p_{\infty}(t)\right\| \rightarrow 0$ and $\left\|q_{\infty}(t)\right\| \rightarrow 0$.

Theorem 4. The predator-prey model defined by the fractional operator with the power kernel in Equations (7) and (8) has a unique solution.

Proof. Let say there exists another solution of the system, namely, $x_{1}(t)$ and $y_{1}(t)$. Then we can write

$$
\begin{align*}
x(t)-x_{1}(t) & =\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left[\varphi(\tau, x, y)-\varphi\left(\tau, x_{1}, y\right)\right] d \tau \\
y(t)-y_{1}(t) & =\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left[\phi(\tau, x, y)-\phi\left(\tau, x, y_{1}\right)\right] d \tau \tag{33}
\end{align*}
$$

If we apply the norm to both sides of Equation (33), we obtain

$$
\begin{align*}
\left\|x(t)-x_{1}(t)\right\| & \leq \frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left\|\varphi(\tau, x, y)-\varphi\left(\tau, x_{1}, y\right)\right\| d \tau \\
\left\|y(t)-y_{1}(t)\right\| & \leq \frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-\tau)^{\gamma-1}\left\|\phi(\tau, x, y)-\phi\left(\tau, x, y_{1}\right)\right\| d \tau \tag{34}
\end{align*}
$$

Since the Lipschitz condition is satisfied by the kernels $\varphi$ and $\phi$, we can write

$$
\begin{align*}
\left\|x(t)-x_{1}(t)\right\| & \leq \frac{z_{1} t^{\gamma}}{\Gamma(\gamma+1)}\left\|x(t)-x_{1}(t)\right\| \\
\left\|y(t)-y_{1}(t)\right\| & \leq \frac{z_{2} t^{\gamma}}{\Gamma(\gamma+1)}\left\|y(t)-y_{1}(t)\right\| \tag{35}
\end{align*}
$$

which gives

$$
\begin{align*}
\left\|x(t)-x_{1}(t)\right\|\left(1-\frac{z_{1} t^{\gamma}}{\Gamma(\gamma+1)}\right) & \leq 0 \\
\left\|y(t)-y_{1}(t)\right\|\left(1-\frac{z_{2} t^{\gamma}}{\Gamma(\gamma+1)}\right) & \leq 0 \tag{36}
\end{align*}
$$

Hence, we have $\left\|x(t)-x_{1}(t)\right\|=0$ and $\left\|y(t)-y_{1}(t)\right\|=0$ which gives $x(t)=x_{1}(t)$ and $y(t)=y_{1}(t)$. This concludes that the model has a unique solution and proofs the theorem.

## 5. Stability Analysis of the Predator-Prey Model

In this section, we determine the equilibrium points and study their stability. The local stability of the equilibrium points will be examined by using the Jacobian matrix, and the global asymptotic stability will be studied by constructing a Lyapunov function.

### 5.1. Existence of Equilibria

In this subsection, we examine the existence of all nonnegative equilibria and present our results of the existence of positive equilibria as follows. The equilibrium points of the $\mathrm{P}-\mathrm{PM}$ described by Equations (7) and (8) are obtained by solving the equations represented by

$$
\begin{equation*}
{ }_{0}^{C} D_{t}^{\gamma} x=0, \quad{ }_{0}^{C} D_{t}^{\gamma} y=0 \tag{37}
\end{equation*}
$$

Before going further, we proceed with the net reproduction number for the predator population as the expected number of predator individuals producing as the predator population is introduced into a stable prey population [53]. Thus we adopt the following procedure. Fractional differential Equations (7) and (8) can be written in the form

$$
\begin{equation*}
{ }_{0}^{c} D_{t}^{\gamma} \xi=\mathcal{F}(\xi)-\mathcal{V}(\xi) \tag{38}
\end{equation*}
$$

where $\xi=(y, x)$ and the matrix $\mathcal{F}$ and $\mathcal{V}$ are described as follows

$$
\begin{equation*}
\mathcal{F}=\binom{a c x y}{0}, \quad \mathcal{V}=\binom{d y+m y}{-r x\left(1-\frac{x}{k}\right)+a x y} \tag{39}
\end{equation*}
$$

The Jacobian matrixes of the functions $\mathcal{F}$ and $\mathcal{V}$ at the predator-free point $(k, 0)$ gives the following matrixes $F$ and $V$. We have the following

$$
F=\left(\begin{array}{cc}
a c k & 0  \tag{40}\\
0 & 0
\end{array}\right), \quad V^{-1}=\left(\begin{array}{cc}
1 /(d+m) & 0 \\
0 & 1 / r
\end{array}\right)
$$

Finally, the reproduction number is obtained by determining the spectral radius of the matrix $F V^{-1}$ :

$$
\begin{equation*}
\mathcal{R}_{0}=\frac{a c k}{d+m} \tag{41}
\end{equation*}
$$

The reproduction number is significant in the classification of the biological models. This number, in general, tells us the number of species that can be infected by a single infected person. For the control of the biological model, notably, its usage in the stability analysis is essential. As we will notice, for the rest of the paper, the stability analysis of the extinction point, the predator-free equilibrium and the non-trivial equilibrium will be focused according to the reproduction number $\mathcal{R}_{0}$. Many other interpretations of the net reproduction number exist as well.

Now we proceed with the system in Equation (11) which considers the linear predator harvesting strategy to present its equilibria. The resolution of Equation (11) gives three different equilibrium
points, which are the extinction point $(0,0)$, the predator-free equilibrium $(k, 0)$ and the non-trivial predator-prey equilibrium point $\left(\frac{d+m}{a c}, \frac{r}{a}\left(1-\frac{d+m}{a k c}\right)\right)$; it is straightforward to reach to the first two equilibria. In the subregion $\mathcal{A}$ with the linear predator harvest strategy, i.e., when $0 \leq y \leq y_{0}$, a positive equilibrium, satisfies the following system

$$
\begin{array}{r}
r x^{*}\left(1-\frac{x^{*}}{k}\right)-a x^{*} y^{*}=0 \\
a c x^{*} y^{*}-d y^{*}-m y^{*}=0 \tag{42}
\end{array}
$$

which follows $x^{*}=\frac{d+m}{a c}=\frac{k}{\mathcal{R}_{0}}$ and $y^{*}=\frac{r}{a}\left(1-\frac{1}{\mathcal{R}_{0}}\right)>0$, if $\mathcal{R}_{0}>1$. Meanwhile, we get from $y^{*}=\frac{r}{a}\left(1-\frac{1}{\mathcal{R}_{0}}\right) \leq y_{0}$, thus $\frac{1}{\mathcal{R}_{0}} \geq \frac{r-a y_{0}}{r}$ which means that there exists a positive coexistence equilibrium in the region when $0 \leq y \leq y_{0}$ if $\frac{r-a y_{0}}{r} \leq 0$, or $\frac{r-a y_{0}}{r}>0$ and $\mathcal{R}_{0} \leq \frac{1}{1-\frac{a y_{0}}{r}}=\frac{r}{r-a y_{0}}$.

### 5.2. Stability of Equilibria

For the investigation related to the stability of the equilibrium points, we give the form of the Jacobian matrix; that is,

$$
J=\left(\begin{array}{cc}
r\left(1-\frac{2 x}{k}\right)-a y & -a x  \tag{43}\\
a c y & a c x-d-m
\end{array}\right) .
$$

For the extinction point $(0,0)$, we fix $x=0$ and $y=0$, substituting them into the Equation (43), andwe obtain the Jacobian matrix computed at the $(0,0)$ given by the following matrix

$$
J_{(0,0)}=\left(\begin{array}{cc}
r & 0  \tag{44}\\
0 & -d-m
\end{array}\right)
$$

The eigenvalues of the Jacobian matrix are given by $\lambda_{1}=r$ and $\lambda_{2}=-d-m$. In the context of fractional order derivative, we evaluate $\arg \left(\lambda_{1}\right)=0<\gamma \pi / 2$ and $\arg \left(\lambda_{2}\right)=\pi>\gamma \pi / 2$, for all $\gamma \in(0,1)$. Therefore, the condition described in Lemma 1 is not satisfied; that is, the extinction point $(0,0)$ is unstable.

The local stability of the predator-free equilibrium is described in the following procedure. The Jacobian matrix defined in Equation (43) evaluated at the point $(k, 0)$ is determined by the matrix

$$
J_{(k, 0)}=\left(\begin{array}{cc}
-r & -a k  \tag{45}\\
0 & a c k-d-m
\end{array}\right)
$$

Thus, the eigenvalues of the Jacobian matrix are given by $\lambda_{1}=-r$ and $\lambda_{2}=a c k-d-m=$ $(d+m)\left[\mathcal{R}_{0}-1\right]$. Now, in the context of fractional order derivative, we evaluate $\arg \left(\lambda_{1}\right)=\pi>\gamma \pi / 2$ and $\arg \left(\lambda_{2}\right)=\pi>\gamma \pi / 2$, for all $\gamma \in(0,1)$, and when the reproduction number satisfies the condition $\mathcal{R}_{0}<1$. Thus, the predator-free equilibrium is locally asymptotically stable if the condition $\mathcal{R}_{0}<1$ is held. We also notice when $\mathcal{R}_{0}>1$, then $\arg \left(\lambda_{2}\right)=0>\gamma \pi / 2$, which in turn is impossible. Thus, the predator free-equilibrium should be unstable for all fractional time order satisfying the condition $\gamma \in(0,1)$.

Theorem 5. The coexistence equilibrium $E^{*}\left(x^{*}, y^{*}\right)$ of the proposed fractional predator-prey model is locally asymptotically stable if $\mathcal{R}_{0}>1$; otherwise, it is unstable.

Proof. To study the stability criterion of coexistence equilibrium, the Jacobian matrix which has been calculated in Equation (43) is considered in the equilibrium point $E^{*}\left(x^{*}, y^{*}\right)$. Thus, it follows

$$
J_{\left(x^{*}, y^{*}\right)}=\left(\begin{array}{cc}
\frac{-r(d+m)}{a k c} & \frac{-(d+m)}{c}  \tag{46}\\
c r\left(1-\frac{d+m}{a c k}\right) & 0
\end{array}\right)
$$

We can evaluate the eigenvalues by solving the following corresponding characteristic equation

$$
\begin{equation*}
\left|J_{\left(x^{*}, y^{*}\right)}-\kappa I\right|=0 \tag{47}
\end{equation*}
$$

which gives the equation of the form

$$
\begin{equation*}
\kappa^{2}+\kappa \frac{r(d+m)}{a c k}+r(d+m)\left(1-\frac{d+m}{a c k}\right)=0 \tag{48}
\end{equation*}
$$

and we then get from the last equation the roots as $\kappa_{1,2}=\frac{-\frac{r}{R_{0}} \mp \sqrt{\frac{r^{2}}{\mathcal{R}_{0}^{2}}-4 r(d+m)\left(1-\frac{1}{\mathcal{R}_{0}}\right)}}{2}$. This means that all two eigenvalues have negative real parts as long as $\mathcal{R}_{0}>1$. Therefore, we conclude from this fact that the coexistence equilibrium $E^{*}\left(x^{*}, y^{*}\right)$ is locally asymptotically stable if $\mathcal{R}_{0}>1$. Moreover, if $\mathcal{R}_{0}<1$, one of the eigenvalues is positive which means that the coexistence equilibrium is unstable.

Now, we prove that the coexistence equilibrium point is globally asymptotically stable. For that proof we take into account the Lyapunov direct technique. To arrive at our end, we propose the following Lyapunov function

$$
\begin{equation*}
V(x, y)=c\left[x-x^{*}-x^{*} \ln \left(\frac{x}{x^{*}}\right)\right]+y-y^{*}-y^{*} \ln \left(\frac{y}{y^{*}}\right) . \tag{49}
\end{equation*}
$$

Using Lemma 2, the fractional derivative along the trajectories of the Lyapunov function yields that

$$
\begin{align*}
{ }_{0}^{c} D_{t}^{\gamma} V & \leq c\left[1-\frac{x^{*}}{x}\right]{ }_{0}^{c} D_{t}^{\gamma} x+\left[1-\frac{y^{*}}{y}\right]{ }_{0}^{c} D_{t}^{\gamma} y \\
& \leq c\left[1-\frac{x^{*}}{x}\right]\left[r x\left(1-\frac{x}{k}\right)-a x y\right]+\left[1-\frac{y^{*}}{y}\right][a c x y-d y-m y] \\
& \leq c r x-\frac{c r x^{2}}{k}-c r x^{*}+\frac{c r x x^{*}}{k}-a c x y^{*}+(d+m) y^{*} . \tag{50}
\end{align*}
$$

Using the fact that $x^{*}=\frac{d+m}{a c}$ and $y^{*}=\frac{r}{a}\left(1-\frac{d+m}{a k c}\right)$, Equation (50) can be written in the following form:

$$
\begin{equation*}
{ }_{0}^{C} D_{t}^{\gamma} V \leq-\frac{c r}{k}\left[x-\frac{d+m}{a c}\right]^{2} \leq 0 \tag{51}
\end{equation*}
$$

which implies that the non-trivial equilibrium point $\left(\frac{d+m}{a c}, \frac{r}{a}\left(1-\frac{d+m}{a k c}\right)\right)$ is globally asymptotically stable.

## 6. Numerical Scheme of the Predator-Prey Model

This section addresses the numerical discretizations of the fractional predator-prey equations represented by Equations (7) and (8). The algorithm adopted in this section begins with the solutions of the fractional differential equation of Equations (7) and (8) in terms of the R-L integral. We mainly use
the implicit discretization method to construct the scheme. The solutions of the fractional predator-prey model described by Equations (7) and (8) are represented as follows:

$$
\begin{align*}
& x(t)=x(0)+I^{\gamma} \Psi(t, x)  \tag{52}\\
& y(t)=y(0)+I^{\gamma} \Phi(t, y) \tag{53}
\end{align*}
$$

At the point $t_{n}$, the solutions represented by Equations (52) and (53) can be discretized as the following form

$$
\begin{align*}
x\left(t_{n}\right) & =x(0)+I^{\gamma} \Psi\left(t_{n}, x\right)  \tag{54}\\
y\left(t_{n}\right) & =y(0)+I^{\gamma} \Phi\left(t_{n}, y\right) \tag{55}
\end{align*}
$$

We set the step-size as $z$ and the grid step as $t_{n}=n z$. Thus the Riemann-Liouville integral can be discretized in an implicit sense to the following form.

$$
\begin{align*}
I^{\gamma} \Psi\left(t_{n}, x\right) & =z^{\gamma}\left[\bar{a}_{n}^{(\gamma)} \Psi(0)+\sum_{i=1}^{n} \bar{a}_{n-i}^{(\gamma)} \Psi\left(t_{i}, x_{i}\right)\right]  \tag{56}\\
I^{\gamma} \Phi\left(t_{n}, y\right) & =z^{\gamma}\left[\bar{a}_{n}^{(\gamma)} \Phi(0)+\sum_{i=1}^{n} \bar{a}_{n-i}^{(\gamma)} \Phi\left(t_{i}, x_{i}\right)\right], \tag{57}
\end{align*}
$$

where the parameters are represented by the expressions enumerated as follows

$$
\begin{equation*}
\bar{a}_{n}^{(\gamma)}=\frac{(n-1)^{\gamma}-n^{\gamma}(n-\gamma-1)}{\Gamma(2+\gamma)} \tag{58}
\end{equation*}
$$

and for $n=1,2, \ldots$, we set the following parameters in other cases as the following form:

$$
\begin{equation*}
a_{0}^{(\gamma)}=\frac{1}{\Gamma(2+\gamma)} \text { and } a_{n}^{(\gamma)}=\frac{(n-1)^{\gamma+1}-2 n^{\gamma+1}+(n+1)^{\gamma+1}}{\Gamma(2+\gamma)} . \tag{59}
\end{equation*}
$$

Substituting Equations (56) and (57) into Equations (54) and (55), respectively, the final numerical discretization of the P-PM in the context of the Caputo derivative is presented by the following form [73].

$$
\begin{align*}
x\left(t_{n}\right) & =x(0)+z^{\gamma}\left[\bar{a}_{n}^{(\gamma)} \Psi(0)+\sum_{i=1}^{n} \bar{a}_{n-i}^{(\gamma)} \Psi\left(t_{i}, x_{i}\right)\right],  \tag{60}\\
y\left(t_{n}\right) & =y(0)+z^{\gamma}\left[\bar{a}_{n}^{(\gamma)} \Phi(0)+\sum_{i=1}^{n} \bar{a}_{n-i}^{(\gamma)} \Phi\left(t_{i}, x_{i}\right)\right], \tag{61}
\end{align*}
$$

where the following relationships describe the numerical discretizations of the intermediary functions $\Psi$ and $\Phi$.

$$
\begin{align*}
\Psi\left(t_{i}, x_{i}\right) & =r x_{i}\left(1-\frac{x_{i}}{k}\right)-a x_{i} y_{i}  \tag{62}\\
\Phi\left(t_{i}, y_{i}\right) & =a c x_{i} y_{i}-d y_{i}-\mathcal{H}\left(y_{i}\right) \tag{63}
\end{align*}
$$

We set $x\left(t_{n}\right)$ and $y\left(t_{n}\right)$, the numerical approximations of the fractional predator-prey model, and $x_{n}$ and $y_{n}$, their associated exact solutions. Note that our numerical discretization follow the following errors terms:

$$
\begin{align*}
\left|x\left(t_{n}\right)-x_{n}\right| & =\mathcal{O}\left(z^{\min \{\gamma+1,2\}}\right)  \tag{64}\\
\left|y\left(t_{n}\right)-y_{n}\right| & =\mathcal{O}\left(z^{\min \{\gamma+1,2\}}\right) \tag{65}
\end{align*}
$$

which converge to zero as the step-size $z$ converge to zero too. In the next section, we give the graphical representations to support our implicit numerical discretization for the fractional predator-prey model constructed with the Caputo derivative.

## 7. Numerical Simulation of the Implicit Scheme

We illustrate the numerical discretizations of the predator-prey model described in the previous section. For the graphical representations, we consider different contexts by considering the different values of the parameters of the model. We, firstly, analyze the solution according to the fixed harvesting rate (case 1). In first cases, we fix the following assumptions [53]: the growth rate $r=0.03$ and the carrying capacity $k=0.25$, the rate of predation is $a=0.5$, the efficiency of predation is $c=0.4$, $d=0.01$ is death rate of the predator species and $\gamma=0.95$ is the order. In the first subcase, we fix the harvesting rate as $h=0.00033$; in Figure 1, we depict the evolutions of the predator and the prey species in time. We notice the trajectory describes a cycle and converges to the non-trivial equilibrium point.


Figure 1. Phase diagram of fractional P-PM with $\gamma=0.95$.
In Figure 2, we depict the dynamics of the P-PM under no harvesting rate $(h=0)$. We notice the same dynamics as in the presence of harvesting rate; the solutions describe a cycle and converge to a non-trivial equilibrium point.


Figure 2. Dynamical behavior of fractional P-PM under no harvesting rate with $\gamma=0.95$.
We notice when the harvesting rate varies and exceeds $h=0.00035$, in Figure 3, we see the line instead of the cycle. It corresponds that the non-trivial equilibrium point is not stable. Furthermore, the obtained solutions for the predator-prey model are unrealistic, since the species can not be negative; they do not make sense.


Figure 3. Dynamical behavior of fractional P-PM with $\gamma=0.95$.
In conclusion, the harvesting rate has a significant impact on the dynamics of the P-PMs. We note after certain values that the behaviors of the solutions are in contradiction with the real possible phenomena. Thus, it is crucial to control the harvesting rate into the predator-prey models. There exist many methods to control it, such as the maximization principle using the Hamiltonian approach. This problem is not addressed in this paper.

Let us give illustrative results to support our results. We change the values of the parameters, and we suppose the following assumptions [53]: the growth rate $r=0.004$ and the carrying capacity $k=0.25$, the rate of predation $a=0.1$, the efficiency of predation $c=0.4$, the death rate of the predator species $d=0.001$, the harvesting rate $h=0.000005$ and the order is maintained at $\gamma=0.95$.

We notice in Figure 4 that the evolutions of the predator and the prey species have been depicted in time. We see the trajectory describes a cycle and converges to the non-trivial equilibrium point. In conclusion, after variation in the parameters, the solutions respect the cycles; there are not many
changes in the behaviors of the solutions. Our fractional model is, in general, stable but strongly depends on the values of the harvesting rate, because when the harvesting rate value exceeds certain values, the cycle is displayed.


Figure 4. Dynamical behavior of fractional P-PM with $\gamma=0.95$.
To support our numerical scheme, we consider the second case where the harvesting rate is expressed as the linear representation of the predator population, i.e., $h=m y$. We set the following assumptions [53]: the growth rate $r=0.1$ and the carrying capacity $k=0.5, a=0.25$ represents the rate of predation, $c=0.8$ denotes the efficiency of predation, $d=0.01$ is death rate of the predator species, the order $\gamma=0.95$ and $m=0.0003$. In Figure 5, we represent graphically the dynamics of the predator versus prey.


Figure 5. Dynamics of the predator and prey in the model for $\gamma=0.95$.
In Figure 6, we represent graphically the dynamics of the predator in time.


Figure 6. Dynamics of the predator in the model for $\gamma=0.95$.
In Figure 7, we represent graphically the dynamics of the prey in time.


Figure 7. Dynamics of the prey in the model for $\gamma=0.95$.
In the figures of the first case, the order converges to the classical order, i.e., to 1 . We now depict the figures when the order is arbitrary in the interval $(0,1)$ which we consider it as $\gamma=0.85$. In Figure 8, we represent graphically the dynamics of the predator versus the prey.

In Figure 9, we represent graphically the dynamics of the predator in time.
In Figure 10, we represent graphically the dynamics of the prey in time.
We notice by comparing the plots in Figures 6, 7, 9 and 10 that the fractional order derivative has a significant impact on the dynamics of the suggested predator-prey model represented by Equation (11). In general, it has an acceleration effect on the model process. It is remarkable that the model has not been previously considered in terms of fractional derivatives. For this reason, making a comparison of it with those existing in the literature is a bit difficult. A possible comparison can be done with the prey-predator model which was constructed by integer-order derivative in [53]. In terms of comparison we notice that the fractional order derivative generates an acceleration effect
in the dynamics. These mentioned differences can be seen when looking at the comparisons of Figures 6 and 9; Figures 7 and 10.


Figure 8. Dynamics of the predator and prey in the model for $\gamma=0.85$.


Figure 9. Dynamics of the predator in the model for $\gamma=0.85$.


Figure 10. Dynamics of the prey in the model for $\gamma=0.85$.

## 8. Concluding Remarks

In this paper, modeling and analysis of the fractional order P-PM which contains the harvesting rate have been provided. Since the harvesting rate has a significant impact on the dynamics of the predator-prey models, we have demonstrated after certain values, the behaviors of the solutions are in contradiction with the real possible phenomena. Moreover, the basic reproduction number $\mathcal{R}_{0}$ has been computed by the next generation matrix method which performs as a threshold parameter in the disease transmission and determines whether the disease persists or vanishes from the population. The existence and uniqueness of the solutions of the proposed fractional system have been examined. Additionally, the stability conditions of the equilibrium points for the fractional system have been discussed. Meanwhile, the global dynamics of the equilibria have been obtained by the Lyapunov functional approach method. It is well-known that the infection spreads in the population when $\mathcal{R}_{0}>1$. A new numerical algorithm based on the numerical discretization of the Riemann-Liouville integral has been introduced and it has been successfully applied for the corresponding numerical solution of the proposed predator-prey fractional-order model to carry out the numerical simulations for different values of the fractional order $\gamma$. The model introduced in the paper is new in the context of fractional order derivatives; therefore, to analyze the dynamics of the predator and prey, we need to get the solutions to the proposed model. Since it is straightforward that the analytical solution to the proposed model is not possible, an alternative way to deal with this issue is to construct the numerical scheme. This is because we used an effective and accurate numerical scheme including the discretization of the Riemann-Liouville integral, and by using this scheme, we have managed to obtain numerical solutions to the aforementioned problem. Finally, it has been demonstrated that physical processes are better described using the derivative of fractional order which is more accurate and reliable in comparison with the classical order case. Hence, we replace the integer order time derivative with the Caputo type fractional order derivative.
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#### Abstract

In this study, we solved the economic models based on market equilibrium with constant proportional Caputo derivative using the Laplace transform. We proved the accuracy and efficiency of the method. We constructed the relations between the solutions of the problems and bivariate Mittag-Leffler functions.
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## 1. Introduction

Fractional differential equations have taken much interest in the recent years. Ghanbari et al. [1,2] investigated the new application of fractional Atangana-Baleanu derivatives and abundant new analytical and approximate solutions to the generalized Schamel equation. Allahviranloo et al. [3] worked the fuzzy fractional differential equation with Atangana-Baleanu fractional derivative approach. Salari et al. [4] searched existence and multiplicity for some boundary value problems involving Caputo and Atangana-Baleanu fractional derivatives. Akgül et al. [5-7] investigated the solutions of new type fractional differential equations occurring in the electrohydrodynamic flow, analysis and dynamical behavior of fractional-order cancer model with vaccine strategy, and the solutions of fractional order telegraph partial differential equation by Crank-Nicholson finite difference method.

We consider the following economic models:

$$
\begin{equation*}
q_{d}(x)=d_{0}-d_{1} h(x), \quad q_{s}(x)=-s_{0}+s_{1} h(x) \tag{1}
\end{equation*}
$$

where $h$ the price of goods, $d_{0}, s_{0}, d_{1}, s_{1}$ are positive constants. For $q_{d}(x)=q_{s}(x)$, when the demanded quantity and the supplied quantity are equal, the equilibrium price is found as; $h^{*}=\frac{d_{0}+s_{0}}{d_{1}+s_{1}}$. Then, the price is disposed to stay stable. Now, considering [8]:

$$
\begin{equation*}
h^{\prime}(x)=k\left(q_{d}-q_{s}\right) \tag{2}
\end{equation*}
$$

where $k>0$. Then, we get

$$
\begin{equation*}
h^{\prime}(x)+k\left(d_{1}+s_{1}\right) h(x)=k\left(d_{0}+s_{0}\right) \tag{3}
\end{equation*}
$$

When we solved the first order ordinary differential equation, the solution can be found:

$$
\begin{equation*}
h(x)=\frac{d_{0}+s_{0}}{d_{1}+s_{1}}-\left[h(0)+\frac{d_{0}+s_{0}}{d_{1}+s_{1}}\right] \exp \left(-k\left(d_{1}+s_{1}\right) x\right), \tag{4}
\end{equation*}
$$

where $h(0)$ is the price at the time $x=0$ and in here we do not interest to the expectation of agents in market.

In the above equation, we define the $h(0)$ as the expense at the time $x=0$. If we take into consideration the prospects of agents, the request and provision functions containing supplement elements $q_{d}$ and $q_{d}$ alters as:

$$
\begin{equation*}
q_{d}(x)=d_{0}-d_{1} h(x)+d_{2} h^{\prime}(x), \quad q_{s}(x)=-s_{0}+s_{1} h(x)-s_{2} h^{\prime}(x) \tag{5}
\end{equation*}
$$

We equalize $q_{d}(x), q_{s}(x)$ and obtain:

$$
\begin{equation*}
h^{\prime}(x)-\frac{d_{1}+s_{1}}{d_{2}+s_{2}} h(x)=-\frac{d_{0}+s_{0}}{d_{2}+s_{2}} . \tag{6}
\end{equation*}
$$

and when the linear differential Equation (6) is solved, the solution is acquired as:

$$
\begin{equation*}
h(x)=\frac{d_{0}+s_{0}}{d_{1}+s_{1}}-\left[h(0)+\frac{d_{0}+s_{0}}{d_{1}+s_{1}}\right] \exp \left(\frac{d_{1}+s_{1}}{d_{2}+s_{2}} x\right) . \tag{7}
\end{equation*}
$$

We consider the above economic models with constant proportional Caputo derivative that has been presented very recently in [9]. We construct the Laplace transform method (LTM) to solve the economic models. The Laplace transform is one of the best integral transform used by many researchers.

Gupta et al. [10] investigated analytical solutions of convection-diffusion problems by combining Laplace transform method and homotopy perturbation method. Anjum et al. [11] worked Laplace transform making the variational iteration method easier. Convergence of iterative Laplace transform methods for a system of fractional partial differential equations and partial integro-ifferential equations arising in option pricing has been searched by Zhou [12]. Bashir et al. [13] studied solution of non-homogeneous differential equations using Faddeev-Leverrier method together with Laplace transform. Convergence analysis of iterative Laplace transform methods for the coupled partial differential equations from regime-switching option pricing was investigated by Jingtang [14]. Eljaoui et al. [15] researched Aumann fuzzy improper integral and its application to solve fuzzy integro-differential equations by LTM. Zhou et al. [16] have worked fast LTM for free-boundary problems of fractional diffusion equations. The transform method for the ulam stability of linear fractional differential equations with constant coefficient was studied by Yonghong [17]. Fatoorehchi et al. [18] investigated series solution of nonlinear differential equations by a novel extension of the LTM. Jacobs [19] searched high-order compact finite difference and Laplace transform method for the solution of time-fractional heat equations with Dirichlet and Neumann boundary conditions. See these reference for more details [20,21].

Mittag-Leffler functions are very important in the fractional calculus. There are many useful works related to the Mittag-Leffler functions in the literature. Özarslan et al. [22,23] studied on a singular integral equation including a set of multivariate polynomials suggested by Laguerre polynomials and on a certain bivariate Mittag-Leffler function analyzed from a fractional-calculus point of view. For more details [24-29].

Acay et al. [30] found the solutions of these models with three different derivatives which are Caputo, Caputo-Fabrizio and Atangana-Baleanu. They presented the efficiency of the Laplace transform method for these models. For more details see [31-33].

We organize the paper as follows: we give the main definitions and lemmas related to the constant proportional Caputo derivative in Section 2. We present the applications of the economic models by Laplace transform method in Section 3. We give some conclusions remarks in the last section.

## 2. Preliminaries

Definition 1. The Caputo fractional derivative is defined as [34]:

$$
\begin{equation*}
{ }_{a}^{C} D^{\sigma} h(x)=\frac{1}{\Gamma(1-\sigma)} \int_{a}^{x}(x-\tau)^{-\sigma} h^{\prime}(\tau) d \tau \tag{8}
\end{equation*}
$$

where $0<\sigma \leq 1$.
Definition 2. The Riemann-Liouville integral is given as [34];

$$
\begin{equation*}
{ }_{a}^{R L} I^{\sigma} h(x)=\frac{1}{\Gamma(\sigma)} \int_{a}^{x}(x-\tau)^{\sigma-1} h(\tau) d \tau \tag{9}
\end{equation*}
$$

in here $h$ is an integrable function and $\sigma>0$.

From above definitons,

$$
\begin{equation*}
{ }_{a}^{C} D^{\sigma} h(x)={ }_{a}^{R L} I^{1-\sigma} h^{\prime}(x) \tag{10}
\end{equation*}
$$

is written.
Definition 3. The constant proportional Caputo (СРС) derivative is defined by [9]

$$
\begin{equation*}
{ }_{0}^{C P C} D_{x}^{\alpha} h(x)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{x}\left[k_{1}(\alpha) h(\tau)+k_{0}(\alpha) h^{\prime}(\tau)\right](x-\tau)^{-\alpha} d \tau \tag{11}
\end{equation*}
$$

Definition 4. Let $\xi, \eta:[0, \infty) \rightarrow \mathfrak{R}$, then the convolution of $\xi, \eta$ is

$$
\begin{equation*}
(\xi * \eta)=\int_{0}^{x} \xi(x-u) \eta(u) d u \tag{12}
\end{equation*}
$$

and assume that $\xi, \eta:[0, \infty) \rightarrow \mathfrak{R}$, then we write:

$$
\begin{equation*}
L\{(\xi * \eta)(x)\}=L\{\xi(x)\} L\{\eta(x)\} \tag{13}
\end{equation*}
$$

Definition 5. We define $E_{\alpha}(v) b y$ :

$$
\begin{equation*}
E_{\alpha}(v)=\sum_{l=0}^{\infty} \frac{v^{l}}{\Gamma(\alpha l+1)} \quad(v \in \mathbb{C}, \operatorname{Re}(\alpha)>0) \tag{14}
\end{equation*}
$$

The Mittag-Leffler function which has two parameters is given as:

$$
\begin{equation*}
E_{\alpha, \beta}(v)=\sum_{l=0}^{\infty} \frac{v^{l}}{\Gamma(\alpha l+\beta)} \quad(v, \beta \in \mathbb{C}, \operatorname{Re}(\alpha)>0) \tag{15}
\end{equation*}
$$

it is worth, $E_{\alpha, \beta}(v)$ corresponds to the Mittag-Leffler function (14) when $\beta=1$.
Lemma 1. The Laplace transform of constant proportional Caputo (СРС) derivative is found as [9], for Laplace transform of the derivatives see Table 1:

$$
\begin{equation*}
L\left\{{ }_{0}^{C P C} D_{x}^{\alpha} h(x)\right\}=\left[\frac{k_{1}(\alpha)}{s}+k_{0}(\alpha)\right] s^{\alpha} L\{h(x)\}-k_{0}(\alpha) s^{\alpha-1} h(0) . \tag{16}
\end{equation*}
$$

Table 1. Laplace transform of the Caputo (C), constant proportional Caputo (CPC) derivatives and the Riemann-Liouville (RL) integral.

| C, CPC and RL | Convolution | Laplace Transform |
| :--- | :--- | :--- |
| ${ }_{0}^{C} D_{t}^{\alpha} f(t)$ | $\frac{d f(t)}{d t} * \frac{t^{-\alpha}}{\Gamma(1-\alpha)}$ | $(s L\{f(t)\}-f(0)) s^{\alpha-1}$ |
| ${ }_{0}^{R L} L_{t}^{\alpha} f(t)$ | $f(t) * \frac{* \alpha^{\alpha-1}}{\Gamma(\alpha)}$ | $s^{-\alpha} L\{f(t)\}$ |
| ${ }_{0}^{C P C} D_{t}^{\alpha} f(t)$ | $f(t) * \frac{k_{1}(\alpha) t^{-\alpha}}{\Gamma(1-\alpha)}+\frac{d f(t)}{d t} * \frac{k_{0}(\alpha) t^{-\alpha}}{\Gamma(1-\alpha)}$ | $k_{1}(\alpha) s^{\alpha-1} L\{f(t)\}+(s L\{f(t)\}-f(0)) s^{\alpha-1} k_{0}(\alpha)$ |

## 3. Applications of the Economic Model

Let us take into consideration the first model with the constant proportional Caputo derivative as:

$$
\begin{equation*}
{ }_{0}^{C P C} D_{x}^{\alpha} h(x)+k\left(d_{1}+s_{1}\right) h(x)=k\left(d_{0}+s_{0}\right) . \tag{17}
\end{equation*}
$$

Applying the Laplace transform to the equation, we acquire

$$
\begin{equation*}
L\left\{{ }_{0}^{C P C} D_{x}^{\alpha} h(x)\right\}+k\left(d_{1}+s_{1}\right) L\{h(x)\}=L\left\{k\left(d_{0}+s_{0}\right)\right\} . \tag{18}
\end{equation*}
$$

Using the expression Lemma 1, then we obtain:

$$
\begin{equation*}
\left[\frac{k_{1}(\alpha)}{s}+k_{0}(\alpha)\right] s^{\alpha} L\{h(x)\}-k_{0}(\alpha) s^{\alpha-1} h(0)+k\left(d_{1}+s_{1}\right) L\{h(x)\}=\frac{k\left(d_{0}+s_{0}\right)}{s} \tag{19}
\end{equation*}
$$

and

$$
\begin{aligned}
L\{h(x)\}= & \frac{k\left(d_{0}+s_{0}\right)}{k_{1}(\alpha) s^{\alpha}+k_{0}(\alpha) s^{\alpha+1}+k\left(d_{1}+s_{1}\right) s} \\
& +\frac{k_{0}(\alpha) h(0) s^{\alpha}}{k_{1}(\alpha) s^{\alpha}+k_{0}(\alpha) s^{\alpha+1}+k\left(d_{1}+s_{1}\right) s} \\
= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} s^{-1}\left[1-\frac{-k_{1}(\alpha) s^{\alpha-1}-k_{0} \alpha s^{\alpha}}{k\left(d_{0}+s_{0}\right)}\right]^{-1} \\
& +h(0) s^{-1}\left[1-\frac{-k_{1}(\alpha) s^{-1}-k\left(d_{1}+s_{1}\right) s^{-\alpha}}{k_{0}(\alpha)}\right]^{-1} \\
= & \left.\frac{d_{0}+s_{0}}{d_{1}+s_{1}} s^{-1} \sum_{j=0}^{\infty}\left[\frac{-k_{1}(\alpha) s^{\alpha-1}-k_{0}(\alpha) s^{\alpha}}{k\left(d_{0}+s_{0}\right)}\right]^{j}\right]^{2}= \\
& +h(0) s^{-1} \sum_{j=0}^{\infty}\left[\frac{-k_{1}(\alpha) s^{-1}-k\left(d_{1}+s_{1}\right) s^{-\alpha}}{k_{0}(\alpha)}\right]^{j} \\
& \left.+h(0) s^{-1} \sum_{j=0}^{\infty} \frac{1}{d_{1}+s_{1}} s^{-1} \sum_{j=0}^{\infty} \frac{1}{k_{0}(\alpha)^{j}} \sum_{r=0}^{j}\left(d_{0}+s_{0}\right)^{j} \sum_{r=0}^{j}\binom{j}{r}\left[-k_{1}(\alpha)\right)^{-1}\right)^{j-r}\left[-k\left(k_{1}(\alpha) s^{\alpha-1}\right]^{j-r}\left[-k_{0}(\alpha) s^{\alpha}\right]^{r}\right. \\
= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} \sum_{j=0}^{\infty} \sum_{r=0}^{j}(-1)^{j} \frac{k_{1}(\alpha)^{j-r} k_{0}(\alpha)^{r}}{k^{j}\left(d_{0}+s_{0}\right)^{j}}\binom{j}{r} s^{(\alpha-1)(j-r)+\alpha r-1} \\
& +h(0) \sum_{j=0}^{\infty} \sum_{r=0}^{j}(-1)^{j} \frac{k_{1}(\alpha)^{j-r} k^{r}\left(d_{1}+s_{1}\right)^{r}}{k_{0}(\alpha)^{j}}\binom{j}{r}^{j-r-\alpha r-1} .
\end{aligned}
$$

Then, implementing the inverse LTM gives:

$$
\begin{aligned}
h(x)= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} \sum_{j=0}^{\infty} \sum_{r=0}^{j}(-1)^{j} \frac{k_{1}(\alpha)^{j-r} k_{0}(\alpha)^{r}}{k^{j}\left(d_{0}+s_{0}\right)^{j}}\binom{j}{r} \frac{x^{(1-\alpha) j-r}}{\Gamma((1-\alpha) j-r+1)} \\
& +h(0) \sum_{j=0}^{\infty} \sum_{r=0}^{j}(-1)^{j} \frac{k_{1}(\alpha)^{j-r} k^{r}\left(d_{1}+s_{1}\right)^{r}}{k_{0}(\alpha)^{j}}\binom{j}{r} \frac{x^{j+(\alpha-1) r}}{\Gamma(j+(\alpha-1) r+1)},
\end{aligned}
$$

When we take $p=j-r$, we will get:

$$
\begin{aligned}
& h(x)= \frac{d_{0}+s_{0}}{d_{1}+s_{1}} \sum_{r=0}^{\infty} \sum_{p=0}^{\infty} \frac{(r+p)!}{r!p!} \frac{\left(-k_{1}(\alpha)\right)^{p}\left(-k_{0}(\alpha)\right)^{r}}{k^{p+r}\left(d_{0}+s_{0}\right)^{p+r}} \frac{x^{(1-\alpha) p-\alpha r}}{\Gamma((1-\alpha) p-\alpha r+1)} \\
&+h(0) \sum_{r=0}^{\infty} \sum_{p=0}^{\infty} \frac{(r+p)!}{r!p!} \frac{\left(-k_{1}(\alpha)\right)^{p}\left(-k\left(d_{1}+s_{1}\right)\right)^{r}}{k_{0}(\alpha)^{p+r}} \frac{x^{p+\alpha r}}{\Gamma(p+\alpha r+1)}, \\
& h(x)= \frac{d_{0}+s_{0}}{d_{1}+s_{1}} \sum_{r=0}^{\infty} \sum_{p=0}^{\infty} \frac{(r+p)!}{r!p!}\left[\frac{-k_{0}(\alpha)}{k\left(d_{0}+s_{0}\right)} x^{-\alpha}\right]^{r}\left[\frac{-k_{1}(\alpha)}{k\left(d_{0}+s_{0}\right)} x^{1-\alpha}\right]^{p} \frac{1}{\Gamma((1-\alpha) p-\alpha r+1)} \\
& \quad+h(0) \sum_{r=0}^{\infty} \sum_{p=0}^{\infty} \frac{(r+p)!}{r!p!}\left[\frac{-k\left(d_{1}+s_{1}\right)}{k_{0}(\alpha)} x^{\alpha}\right]^{r}\left[\frac{-k_{1}(\alpha)}{k_{0}(\alpha)} x\right]^{p} \frac{1}{\Gamma(p+\alpha r+1)} .
\end{aligned}
$$

We can write geometric series as [35]:

$$
\begin{aligned}
h(x)= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} E_{1-\alpha,-\alpha, 1}^{1}\left(\frac{-k_{1}(\alpha)}{k\left(d_{0}+s_{0}\right)} x^{1-\alpha}, \frac{-k_{0}(\alpha)}{k\left(d_{0}+s_{0}\right)} x^{-\alpha}\right) \\
& +h(0) E_{1, \alpha, 1}^{1}\left(\frac{-k_{1}(\alpha)}{k_{0}(\alpha)} x, \frac{-k\left(d_{1}+s_{1}\right)}{k_{0}(\alpha)} x^{\alpha}\right) .
\end{aligned}
$$

Let us take into consideration the second model with the constant proportional Caputo derivative as:

$$
\begin{equation*}
\underset{0}{C P C} D_{x}^{\alpha} h(x)-\frac{d_{1}+s_{1}}{d_{2}+s_{2}} h(x)=-\frac{d_{0}+s_{0}}{d_{2}+s_{2}} . \tag{20}
\end{equation*}
$$

If we implement the LTM, we will get

$$
\begin{equation*}
L\left\{{ }_{0}^{C P C} D_{x}^{\alpha} h(x)\right\}+k\left(d_{1}+s_{1}\right) L\{h(x)\}=L\left\{k\left(d_{0}+s_{0}\right)\right\} . \tag{21}
\end{equation*}
$$

Using the expression Lemma 1, then we obtain:

$$
\begin{equation*}
\left[\frac{k_{1}(\alpha)}{s}+k_{0}(\alpha)\right] s^{\alpha} L\{h(x)\}-k_{0}(\alpha) s^{\alpha-1} h(0)-\frac{d_{1}+s_{1}}{d_{2}+s_{2}} L\{h(x)\}=-\frac{d_{0}+s_{0}}{d_{2}+s_{2} s}, \tag{22}
\end{equation*}
$$

and

$$
\begin{aligned}
L\{h(x)\}= & -\frac{d_{0}+s_{0}}{d_{2}+s_{2} k_{1}(\alpha) s^{\alpha}+k_{0}(\alpha)\left(d_{2}+s_{2}\right) s^{\alpha+1}-\left(d_{1}+s_{1}\right) s} \\
& +\frac{k_{0}(\alpha) h(0) s^{\alpha}\left(d_{2}+s_{2}\right)}{\left(d_{2}+s_{2}\right) k_{1}(\alpha) s^{\alpha}+k_{0}(\alpha)\left(d_{2}+s_{2}\right) s^{\alpha+1}-\left(d_{1}+s_{1}\right) s} \\
= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} s^{-1}\left[1-\frac{\left(d_{2}+s_{2}\right) s^{\alpha-1}+k_{0} \alpha s^{\alpha}}{\left(d_{1}+s_{1}\right)}\right]^{-1} \\
& +h(0) s^{-1}\left[1-\frac{-k_{1}(\alpha)\left(d_{2}+s_{2}\right) s^{-1}+\left(d_{1}+s_{1}\right) s^{-\alpha}}{k_{0}(\alpha)\left(d_{2}+s_{2}\right)}\right]^{-1} \\
= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} s^{-1} \sum_{j=0}^{\infty}\left[\frac{\left(d_{2}+s_{2}\right) s^{\alpha-1}+k_{0}(\alpha)\left(d_{2}+s_{2}\right) s^{\alpha}}{\left(d_{1}+s_{1}\right)}\right]^{j} \\
& +h(0) s^{-1} \sum_{j=0}^{\infty}\left[\frac{-k_{1}(\alpha)\left(d_{2}+s_{2}\right) s^{-1}+\left(d_{1}+s_{1}\right) s^{-\alpha}}{k_{0}(\alpha)\left(d_{2}+s_{2}\right)}\right]^{j} \\
= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} s^{-1} \sum_{j=0}^{\infty} \frac{1}{\left(d_{1}+s_{1}\right)^{j}} \sum_{r=0}^{j}\binom{j}{r}\left[\left(d_{2}+s_{2}\right) s^{\alpha-1}\right]^{j-r}\left[k_{0}(\alpha)\left(d_{2}+s_{2}\right) s^{\alpha}\right]^{r} \\
& +h(0) s^{-1} \sum_{j=0}^{\infty} \frac{1}{k_{0}(\alpha)^{j}\left(d_{2}+s_{2}\right)^{j} \sum_{r=0}^{j}\binom{j}{r}\left[-k_{1}(\alpha)\left(d_{2}+s_{2}\right) s^{-1}\right]^{j-r}\left[\left(d_{1}+s_{1}\right) s^{-\alpha}\right]^{r}} \\
= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} \sum_{j=0}^{\infty} \sum_{r=0}^{j} \frac{\left(d_{2}+s_{2}\right)^{j-r} k_{0}(\alpha)^{r}\left(d_{2}+s_{2}\right)^{r}}{\left(d_{1}+s_{1}\right)^{j}}\binom{j}{r} s^{(\alpha-1)(j-r)+\alpha r-1} \\
& +h(0) \sum_{j=0}^{\infty} \sum_{r=0}^{j} \frac{\left(-k_{1}(\alpha)\right)^{j-r}\left(d_{2}+s_{2}\right)^{j-r}\left(d_{1}+s_{1}\right)^{r}}{k_{0}(\alpha)^{j}\left(d_{2}+s_{2}\right)^{j}}\binom{j}{r} s^{r-j-\alpha r-1} .
\end{aligned}
$$

Applying the inverse Laplace transform, we have:

$$
\begin{aligned}
h(x)= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} \sum_{j=0}^{\infty} \sum_{r=0}^{j} \frac{\left(d_{2}+s_{2}\right)^{j-r} k_{0}(\alpha)^{r}\left(d_{2}+s_{2}\right)^{r}}{\left(d_{1}+s_{1}\right)^{j}}\binom{j}{r} \frac{x^{(1-\alpha)(j-r)-\alpha r}}{\Gamma((1-\alpha)(j-r)-\alpha r+1)} \\
& +h(0) \sum_{j=0}^{\infty} \sum_{r=0}^{j} \frac{\left(-k_{1}(\alpha)\right)^{j-r}\left(d_{2}+s_{2}\right)^{j-r}\left(d_{1}+s_{1}\right)^{r}}{k_{0}(\alpha)^{j}\left(d_{2}+s_{2}\right)^{j}}\binom{j}{r} \frac{x^{j-r+\alpha r}}{\Gamma((j-r+\alpha r+1)} .
\end{aligned}
$$

When we take $p=j-r$, we will get:

$$
\begin{aligned}
& h(x)= \frac{d_{0}+s_{0}}{d_{1}+s_{1}} \sum_{r=0}^{\infty} \sum_{p=0}^{\infty} \frac{(r+p)!}{r!p!} \frac{\left(\left(d_{2}+s_{2}\right)\right)^{p+m}\left(k_{0}(\alpha)\right)^{r}}{\left(d_{1}+s_{1}\right)^{p+r}} \frac{x^{(1-\alpha) p-\alpha r}}{\Gamma((1-\alpha) p-\alpha r+1)} \\
&+h(0) \sum_{r=0}^{\infty} \sum_{p=0}^{\infty} \frac{(r+p)!}{r!p!} \frac{\left(-k_{1}(\alpha)\right)^{p}\left(\left(d_{1}+s_{1}\right)\right)^{r}}{k_{0}(\alpha)^{p+r}}\left(d_{2}+s_{2}\right)^{r} \frac{x^{p+\alpha r}}{\Gamma(p+\alpha r+1)}, \\
& h(x)= \frac{d_{0}+s_{0}}{d_{1}+s_{1}} \sum_{r=0}^{\infty} \sum_{p=0}^{\infty} \frac{(r+p)!}{r!p!}\left[\frac{\left(d_{2}+s_{2}\right) k_{0}(\alpha)}{\left(d_{1}+s_{1}\right)} x^{-\alpha}\right]^{r}\left[\frac{d_{2}+s_{2}}{d_{1}+s_{1}} x^{1-\alpha}\right]^{p} \frac{1}{\Gamma((1-\alpha) p-\alpha r+1)} \\
& \quad+h(0) \sum_{r=0}^{\infty} \sum_{p=0}^{\infty} \frac{(r+p)!}{r!p!}\left[\frac{\left(d_{1}+s_{1}\right)}{k_{0}(\alpha)\left(d_{2}+s_{2}\right)} x^{\alpha}\right]^{r}\left[\frac{-k_{1}(\alpha)}{k_{0}(\alpha)} x\right]^{p} \frac{1}{\Gamma(p+\alpha r+1)} .
\end{aligned}
$$

We can write geometric series as [35]:

$$
\begin{aligned}
h(x)= & \frac{d_{0}+s_{0}}{d_{1}+s_{1}} E_{1-\alpha,-\alpha, 1}^{1}\left(\frac{d_{2}+s_{2}}{d_{1}+s_{1}} x^{1-\alpha}, \frac{\left(d_{2}+s_{2}\right) k_{0}(\alpha)}{\left(d_{1}+s_{1}\right)} x^{-\alpha}\right) \\
& +h(0) E_{1, \alpha, 1}^{1}\left(\frac{-k_{1}(\alpha)}{k_{0}(\alpha)} x, \frac{\left(d_{1}+s_{1}\right)}{k_{0}(\alpha)\left(d_{2}+s_{2}\right)} x^{\alpha}\right) .
\end{aligned}
$$

## 4. Comparison

In this section, we give the results that were found for the first economic model with Caputo fractional derivative [30], Caputo-Fabrizio derivative in Caputo sense [30], Atangana-Baleanu derivative [30] and constant proportional Caputo derivative.

$$
\begin{aligned}
& h(x)= \frac{\left(d_{0}+s_{0}\right)}{\left(d_{1}+s_{1}\right)}\left[1-E_{\alpha}\left(-k\left(d_{1}+s_{1}\right) x^{\alpha}\right)\right]+h(0) E_{\alpha}\left(-k\left(d_{1}+s_{1}\right) x^{\alpha}\right), \\
& h(x)= \frac{M(\alpha) h(0) \exp \left(\frac{\alpha k\left(d_{1}+s_{1}\right) x}{-M(\alpha)+(\alpha-1) k\left(d_{1}+s_{1}\right)}\right)}{M(\alpha)-(\alpha-1) k\left(d_{1}+s_{1}\right)} \\
&- \frac{M(\alpha)\left(d_{0}+s_{0}\right)\left(-1+\exp \left(\frac{\alpha k\left(d_{1}+s_{1}\right) x}{-M(\alpha)+(\alpha-1) k\left(d_{1}+s_{1}\right)}\right)\right)+(\alpha-1) k\left(d_{1}+s_{1}\right)}{\left(d_{1}+s_{1}\right)\left(-M(\alpha)+(\alpha-1) k\left(d_{1}+s_{1}\right)\right)} \\
& h(x)= \frac{A B(\alpha) h(0)}{A B(\alpha)+(1-\alpha) k\left(d_{1}+s_{1}\right)} E_{\alpha}\left(-\frac{\alpha k\left(d_{1}+s_{1}\right) x^{\alpha}}{A B(\alpha)+(1-\alpha) k\left(d_{1}+s_{1}\right)}\right) \\
&+\frac{(1-\alpha) k\left(d_{0}+s_{0}\right)}{A B(\alpha)+(1-\alpha) k\left(d_{1}+s_{1}\right)} E_{\alpha}\left(-\frac{\alpha k\left(d_{1}+s_{1}\right) x^{\alpha}}{A B(\alpha)+(1-\alpha) k\left(d_{1}+s_{1}\right)}\right) \\
&+\frac{\left(d_{0}+s_{0}\right)}{\left(d_{1}+s_{1}\right)}\left[1-E_{\alpha}\left(-\frac{\alpha k\left(d_{1}+s_{1}\right) x^{\alpha}}{A B(\alpha)+(1-\alpha) k\left(d_{1}+s_{1}\right)}\right)\right] \\
& h(x)= \frac{\left(d_{0}+s_{0}\right)}{\left(d_{1}+s_{1}\right)} E_{1-\alpha,-\alpha, 1}^{1}\left(\frac{-k_{1}(\alpha)}{k\left(d_{0}+s_{0}\right)} x^{1-\alpha}, \frac{-k_{0}(\alpha)}{k\left(d_{0}+s_{0}\right)} x^{-\alpha}\right) \\
&+h(0) E_{1, \alpha, 1}^{1}\left(\frac{-k_{1}(\alpha)}{k_{0}(\alpha)} x, \frac{-k\left(d_{1}+s_{1}\right)}{k_{0}(\alpha)} x^{\alpha}\right) .
\end{aligned}
$$

We give the results that were found for the second economic model with Caputo fractional derivative [30], Caputo-Fabrizio derivative in Caputo sense [30], Atangana-Baleanu derivative [30] and constant proportional Caputo derivative respectively as:

$$
\begin{gathered}
h(x)=-\frac{\left(d_{0}+s_{0}\right)}{\left(d_{1}+s_{1}\right)}\left[1-E_{\alpha}\left(\frac{\left(d_{1}+s_{1}\right)}{\left(d_{2}+s_{2}\right)} x^{\alpha}\right)\right]+h(0) E_{\alpha}\left(\frac{\left(d_{1}+s_{1}\right)}{\left(d_{2}+s_{2}\right)} x^{\alpha}\right), \\
h(x)=\frac{M(\alpha) h(0)\left(d_{2}+s_{2}\right)}{M(\alpha)\left(d_{2}+s_{2}\right)+(\alpha-1) d_{1}+(\alpha-1) s_{1}} \exp \left(\frac{\alpha\left(d_{1}+s_{1}\right) x}{M(\alpha)\left(d_{2}+s_{2}\right)+(\alpha-1) d_{1}+(\alpha-1) s_{1}}\right) \\
+\frac{\left(d_{0}+s_{0}\right)\left((\alpha-1) d_{1}+(\alpha-1) s_{1}-M(\alpha)\left(-1+\exp \left(\frac{\alpha k\left(d_{1}+s_{1}\right) x}{M(\alpha)\left(d_{2}+s_{2}\right)+(\alpha-1) d_{1}+(\alpha-1) s_{1}}\right)\left(d_{2}+s_{2}\right)\right)\right)}{\left(d_{1}+s_{1}\right)\left(M(\alpha)\left(d_{2}+s_{2}\right)+(\alpha-1) d_{1}+(\alpha-1) s_{1}\right.}
\end{gathered}
$$

$$
\begin{array}{r}
h(x)=\frac{A B(\alpha) h(0)\left(d_{2}+s_{2}\right)}{A B(\alpha)\left(d_{2}+s_{2}\right)+(\alpha-1) d_{1}+(\alpha-1) s_{1}} E_{\alpha}\left(\frac{\alpha\left(d_{1}+s_{1}\right) x^{\alpha}}{A B(\alpha)\left(d_{2}+s_{2}\right)+(\alpha-1) d_{1}+(\alpha-1) s_{1}}\right) \\
-\frac{(\alpha-1)\left(d_{0}+s_{0}\right)}{A B(\alpha)\left(d_{2}+s_{2}\right)+(\alpha-1) d_{1}+(\alpha-1) s_{1}} E_{\alpha}\left(\frac{\alpha\left(d_{1}+s_{1}\right) x^{\alpha}}{A B(\alpha)\left(d_{2}+s_{2}\right)+(\alpha-1) d_{1}+(\alpha-1) s_{1}}\right) \\
+\frac{(\alpha-1)\left(d_{0}+s_{0}\right)}{\alpha\left(d_{1}+s_{1}\right)}\left[1-E_{\alpha}\left(\frac{\alpha\left(d_{1}+s_{1}\right) x^{\alpha}}{A B(\alpha)\left(d_{2}+s_{2}\right)+(\alpha-1) d_{1}+(\alpha-1) s_{1}}\right)\right] \\
h(x)= \\
\frac{\left(d_{0}+s_{0}\right)}{\left(d_{1}+s_{1}\right)} E_{1-\alpha,-\alpha, 1}^{1}\left(\frac{\left(d_{2}+s_{2}\right)}{\left(d_{1}+s_{1}\right)} x^{1-\alpha}, \frac{\left(d_{2}+s_{2}\right) k_{0}(\alpha)}{\left(d_{1}+s_{1}\right)} x^{-\alpha}\right) \\
+h(0) E_{1, \alpha, 1}^{1}\left(\frac{-k_{1}(\alpha)}{k_{0}(\alpha)} x, \frac{\left(d_{1}+s_{1}\right)}{k_{0}(\alpha)\left(d_{2}+s_{2}\right)} x^{\alpha}\right) .
\end{array}
$$

## 5. Conclusions

In this study, we gave some details of the Laplace transform. Then, we constructed the economic models and we solved these models by the Laplace transform. We concluded that the Laplace transform is very effective for solving such problems. We presented an application of the economic models by using the newly introduced constant proportional Caputo derivative. The obtained results will be useful for researchers who interest the economic models and the integral transforms.
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#### Abstract

This paper applies one of the special cases of auxiliary method, which is named as the Bernoulli sub-equation function method, to the nonlinear modified alpha equation. The characteristic properties of these solutions, such as complex and soliton solutions, are extracted. Moreover, the strain conditions of solutions are also reported in detail. Observing the figures plotted by considering various values of parameters of these solutions confirms the effectiveness of the approximation method used for the governing model.
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## 1. Introduction

In the last three decades, we have seen an enthralling research topic on the real world problems expressed by using mathematical models. Qi et al. have investigated some important models used to describe the certain waves in physics [1,2]. In this sense, an interesting model for investigating numerically the nonlinear weakly singular models has been presented by Ray et al. [3]. Syam has worked on the Bernoulli sub-equation method [4]. He has also obtained a lot of different interesting results for the governing model. A few years ago, Mendo has studied the series of wave forces connected with Bernoulli structures [5]. He has also produced a different Bernoulli variable algorithm. Rani et al. have studied on a special matrix that could be solved by Bernoulli polynomials [6]. Jeon et al. have investigated the generalized hypergeometric differential [7]. In 2019, Arqub et al. have studied the Riccati and Bernoulli properties to find new and different solutions for the governing model [8]. Ordokhani et al. have observed some important properties the Bernoulli wavelets with their special cases [9]. Yang has proved a new form of high order Bernoulli polynomials in 2008 [10], which obtained many new special cases about the Bernoulli model. In 2016, Dilcher has searched for identities of the Bernoulli polynomial properties in a physical aspect $[11,12]$. Furthermore, they have given more detailed information regarding these special functions. Ordokhani et al. have defined an original rational relation based on the Bernoulli wavelet [13]. Tian et al. have worked on the solution of beam problem by using an ansatz method based on the Bernoulli polinomials [14], and so on [15-27].

More general properties of auxiliary and sub-equation function methods have been comprehensively introduced in the literature [28,29]. Moreover, there are many published methods for solving similar equations using different techniques and methods [30-49].

In the organization of this paper, in Section 2, we give some preliminaries about the method. In Section 3, we discuss the application of projected method to the nonlinear modified alpha equation (MAE) defined as [21]

$$
\begin{equation*}
u_{t}-u_{x x t}+(\alpha+1) u^{2} u_{x}-\alpha u_{x} u_{x x}-u u_{x x x}=0 \tag{1}
\end{equation*}
$$

in which $\alpha$ is real constant and non-zero. Islam et al., have applied the modified simple equation method to Equation (1) for getting some important properties [21]. Wazwaz investigated the physical meaning of Equation (1) in a previous study [22].

Comparison and discussion related to the solutions obtained in this paper are presented in Section 4. After the graphical simulations, a conclusion completes the paper.

## 2. Fundamental Facts of BSEFM

This section presents the general properties of BSEFM [23] based on the four steps defined as follows:

Step 1. We consider the following nonlinear partial differential equation (NLPDE) given as

$$
\begin{equation*}
P\left(u, u_{x}, u_{x t}, u_{x x}, u^{2}, \ldots\right)=0 \tag{2}
\end{equation*}
$$

which is taking into account the travelling wave transformation

$$
\begin{equation*}
u(x, t)=U(\eta), \eta=k x-c t \tag{3}
\end{equation*}
$$

where $k \neq 0, c \neq 0$. Substituting Equation (3) into Equation (2) yields the following ordinary differential equation:

$$
\begin{gather*}
N\left(U, U^{\prime}, U^{\prime \prime}, U^{2}, \ldots\right)=0  \tag{4}\\
\text { where } U=U(\eta), U^{\prime}=\frac{d U}{d \eta}, U^{\prime \prime}=\frac{d^{2} U}{d \eta^{2}}, \ldots
\end{gather*}
$$

Step 2. In this step, we take the following trial solution equation to the Equation (4):

$$
\begin{equation*}
U(\eta)=\sum_{i=0}^{n} a_{i} F^{i}=a_{0}+a_{1} F+a_{2} F^{2}+\ldots+a_{n} F^{n} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{\prime}=b F+d F^{M}, b \neq 0, d \neq 0, M \in R-\{0,1,2\} \tag{6}
\end{equation*}
$$

where $F(\eta)$ is Bernoulli differential polynomial. Substituting Equation (5) along with Equation (6) into Equation (4), it produces an algebraic equation of polynomial $\Omega(F)$ as follows:

$$
\begin{equation*}
\Omega(F)=\rho_{s} F^{s}+\ldots+\rho_{1} F+\rho_{0}=0 \tag{7}
\end{equation*}
$$

We can find more than one solution by obtaining a relation between $M$ and $n$ via the balancing principle and then using this relation.

Step 3. If we take into account that all the coefficients of $\Omega(F)$ are zero:

$$
\rho_{i}=0, i=0, \ldots, s
$$

If we solve this system, we will find and control the values of

$$
\begin{equation*}
a_{0}, a_{1}, a_{2}, \ldots, a_{n} \tag{8}
\end{equation*}
$$

Step 4. Solving Equation (6), we find the following according to $b$ and $d$ :

$$
\begin{gather*}
F(\eta)=\left[\frac{-d}{b}+\frac{\varepsilon}{e^{b(M-1) \eta}}\right]^{\frac{1}{1-M}}, b \neq d,  \tag{9}\\
F(\eta)=\left[\frac{(\varepsilon-1)+(\varepsilon+1) \tanh \left(\frac{b(1-M) \eta}{2}\right)}{1-\tanh \left(\frac{b(1-M) \eta}{2}\right)}\right]^{\frac{1}{1-M}}, b=d, \quad \varepsilon \in R .
\end{gather*}
$$

Using a complete discrimination system for polynomial parameters, we find the solutions to Equation (4), using some computational programs, and organize the exact solutions to Equation (4). In order to better understand the results obtained in this way, we can draw the two and three dimensional surfaces of the solutions by considering the appropriate parameter values.

## 3. Implementation of the BSEFM

This section of the manuscript applies the BSEFM to the MAE to obtain new complex and exponential solutions. Using

$$
u(x, t)=U(\eta), \eta=k x-c t
$$

where $c, k$ are real constants and non-zero, we obtain the nonlinear ordinary equation as follows:

$$
\begin{equation*}
6 c k^{2} U^{\prime \prime}-6 k^{3} U U^{\prime \prime}+3 k^{3}(1-\alpha)\left(U^{\prime}\right)^{2}-6 c U+2 k(\alpha+1) U^{3}=0 \tag{10}
\end{equation*}
$$

With the help of the balance principle, it is obtained a relationship between $n$ and $M$ as follows:

$$
\begin{equation*}
2 M=n+2 \tag{11}
\end{equation*}
$$

This gives some new analytical solutions for the governing model being Equation (1).
Case 1: Considering as $n=4$ and $M=3$ produce the following trial solution for Equation (10):

$$
\begin{gather*}
U=a_{0}+a_{1} F+a_{2} F^{2}+a_{3} F^{3}+a_{4} F^{4}  \tag{12}\\
U^{\prime}=a_{1} b F+a_{1} d F^{3}+2 a_{2} b F^{2}+2 a_{2} d F^{4}+3 a_{3} b F^{3}+3 a_{3} d F^{5}+4 a_{4} b F^{4}+4 a_{4} d F^{6} \tag{13}
\end{gather*}
$$

and

$$
\begin{gather*}
U^{\prime \prime}=a_{1} d^{2} F+4 a_{1} b d F^{3}+3 a_{1} b^{2} F^{5}+4 a_{2} d^{2} F^{2}+12 a_{2} b d F^{4}+8 a_{2} b^{2} F^{6}+9 a_{3} d^{2} F^{3} \\
+24 a_{3} b d F^{5}+15 a_{3} b^{2} F^{7}+16 a_{4} d^{2} F^{4}+40 a_{4} b d F^{6}+24 a_{4} b^{2} F^{8} . \tag{14}
\end{gather*}
$$

where $a_{4} \neq 0, b \neq 0, d \neq 0$. Putting Equations (12)-(14) into Equation (10), it gives a system of algebraic equations of $F$. With the help of powerful computational programs, we get the following coefficients and solutions.

Case 1.1. If it is selected follows:

$$
\begin{align*}
a_{0}= & -\frac{3 d^{2} \alpha+\sqrt{3} \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}}{2 d^{2}(1+\alpha)}, a_{1}=a_{3}=0, \\
k= & -\frac{1}{2} \sqrt{-\frac{d^{2}(2+a)(-1+2 \alpha)+\sqrt{3} \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}}{d^{4}(1+\alpha)(2+\alpha)}} \\
a_{2}= & -\frac{6 b}{d^{3}(1+\alpha)^{2}}\left(d^{2}(2+a)(-1+2 \alpha)+\sqrt{3} \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}\right),  \tag{15}\\
a_{4}= & -\frac{6 b^{2}}{d^{4}(1+\alpha)^{2}}\left(d^{2}(2+a)(-1+2 \alpha)+\sqrt{3} \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}\right), \\
c= & -\frac{1}{4 d^{2}(1+\alpha)} \sqrt{-\frac{d^{2}(2+a)(-1+2 \alpha)+\sqrt{3} \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}}{d^{4}(1+\alpha)(2+\alpha)}} \\
& \times\left(\alpha \sqrt{3} \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}+d^{2}\left(2+\alpha^{2}\right)\right),
\end{align*}
$$

we find the following new singular soliton solution for the governing model being Equation (1):

$$
\begin{equation*}
u_{1}(x, t)=\sigma-\frac{\omega}{d^{4}(1+\alpha)^{2}\left(-\frac{b}{d}+e^{-2 d\left(-\frac{1}{2} x \tau+t \tau \omega\right)} \varepsilon\right)^{2}}-\frac{\omega}{b d^{3}(1+\alpha)^{2}\left(-\frac{b}{d}+e^{-2 d\left(-\frac{1}{2} x \tau+t \tau \omega\right)} \varepsilon\right)^{2}} \tag{16}
\end{equation*}
$$

in which

$$
\begin{gathered}
\tau=\sqrt{-\frac{d^{2}(2+\alpha)(-1+2 \alpha)+\sqrt{3} \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}}{d^{4}(1+\alpha)(2+\alpha)}}, \omega=6 b^{2}\left(d^{2}(2+\alpha)(-1+2 \alpha)+\sqrt{3} \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}\right) \\
\omega=\frac{\left(\sqrt{3} \alpha \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}+d^{2}\left(2+\alpha^{2}\right)\right)}{4 d^{2}(1+\alpha)}, \sigma=-\frac{3 d^{2} \alpha+\sqrt{3} \sqrt{-d^{4}\left(-4+\alpha^{2}\right)}}{2 d^{2}(1+\alpha)},-2<\alpha<-1
\end{gathered}
$$

for validity of Equation (16). Choosing the suitable values of parameters in Equation (16), we plot various figures as follows as being in Figures 1 and 2.


Figure 1. The 3D and contour surfaces of Equation (16) under the values of $d=0.1, \alpha=-1.8, b=0.5, \varepsilon=0.4$.


Figure 2. The 2D graph of Equation (16) under the values of $d=0.1, \alpha=-1.8, b=0.5, \varepsilon=0.4$, $t=0.5,-5<x<5$.

Case 1.2. For $b \neq d$, when they are considered as follows:

$$
\begin{equation*}
a_{0}=a_{1}=a_{3}=0, a_{2}=\frac{-24 b c}{1+\alpha}, a_{4}=\frac{96 b^{2} c^{2}}{2+3 a+\alpha^{2}}, k=\frac{2 c}{2+\alpha}, d=-\frac{2+\alpha}{4 c}, \tag{17}
\end{equation*}
$$

This produces a new singular soliton solution for the governing model as:

$$
\begin{equation*}
u_{2}(x, t)=-\frac{24 b c}{1+a}\left(\frac{4 b c}{2+a}+\varepsilon e^{\frac{2+a}{2 c}\left(-c t+\frac{2 c}{2+a} x\right)}\right)^{-1}+\frac{96 b^{2} c^{2}}{a^{2}+3 a+2}\left(\frac{4 b c}{2+a}+\varepsilon e^{\frac{2+a}{2 c}\left(-c t+\frac{2 c}{2+a} x\right)}\right)^{-2} \tag{18}
\end{equation*}
$$

The strain condition is also given as $\alpha \neq-1, \alpha \neq-2$. We can observe the wave surfaces of Equation (18) as being in Figures 3 and 4.


Figure 3. 3D and contour graphs of Equation (18) for $\alpha=0.2, b=0.3, c=-0.5, \varepsilon=0.4, d=0.1,-15<x<15,-15<t<15$.


Figure 4. 2D graph of Equation (18) for $\alpha=0.2, b=0.3, c=-0.5, \varepsilon=0.4, d=0.1, t=0.6$, $-10<x<10$.

Case 1.3. If we select the following complex coefficient together with $b \neq d$,

$$
\begin{align*}
& a_{4}=4, k=1, a_{0}=i, a_{1}=a_{3}=0, a_{2}=4 \sqrt{-1+3 i}, b=-\frac{1}{10} \sqrt{11-2 i}, c=\frac{-7}{13}+\frac{4 i}{13} \\
& d=-\frac{1}{2} \sqrt{\frac{-1}{5}+\frac{7 i}{5}}, \alpha=\frac{8}{13}-\frac{12 i}{13} \tag{19}
\end{align*}
$$

it produces a complex soliton solution for the governing model as:

$$
\begin{align*}
& u_{3}(x, t)=i+4\left(-\frac{1}{\sqrt{-1+7 i}} \sqrt{\frac{11}{5}-\frac{2 i}{5}}+\varepsilon e^{\sqrt{\frac{-1}{5}+\frac{7 i}{5}}\left(x+\left(\frac{7}{13}-\frac{4 i}{13}\right) t\right)}\right)^{-2} \\
& \quad+4 \sqrt{-1+3 i}\left(-\frac{1}{\sqrt{-1+7 i}} \sqrt{\frac{11}{5}-\frac{2 i}{5}}+\varepsilon e^{\sqrt{\frac{-1}{5}+\frac{7 i}{5}}\left(x+\left(\frac{7}{13}-\frac{4 i}{13}\right) t\right)}\right)^{-1} . \tag{20}
\end{align*}
$$

Wave surfaces of Equation (20) can be observed in Figures 5-7.


Figure 5. The 3D surfaces of Equation (20) under the values of $\varepsilon=0.4,-30<x<30,-30<t<30$.


Figure 6. The contour surfaces of Equation (20) under the values of $\varepsilon=0.4,-30<x<30,-30<t<30$.


Figure 7. The 2D surfaces of Equation (20) under the values of $\varepsilon=0.4, t=0.5,-10<x<10$.

Case 1.4. When choosing the following other complex coefficients and also $b \neq d$,

$$
\begin{align*}
& a_{4}=4, k=1, a_{0}=i, a_{1}=a_{3}=0, a_{2}=-4 \sqrt{-1+3 i}, b=-\frac{1}{10} \sqrt{11-2 i} \\
& d=\frac{1}{2} \sqrt{\frac{-1}{5}+\frac{7 i}{5}}, \alpha=\frac{8}{13}-\frac{12 i}{13}, c=\frac{-7}{13}+\frac{4 i}{13} \tag{21}
\end{align*}
$$

it produces another complex soliton solution to the governing model as:

$$
\begin{align*}
& u_{4}(x, t)=i+4\left(\frac{1}{\sqrt{-1+7 i}} \sqrt{\frac{11}{5}-\frac{2 i}{5}}+\varepsilon e^{-\sqrt{\frac{-1}{5}+\frac{7 i}{5}}\left(x+\left(\frac{7}{13}-\frac{4 i}{13}\right) t\right)}\right)^{-2} \\
& \quad-4 \sqrt{-1+3 i}\left(\frac{1}{\sqrt{-1+7 i}} \sqrt{\frac{11}{5}-\frac{2 i}{5}}+\varepsilon e^{-\sqrt{\frac{-1}{5}+\frac{7 i}{5}}\left(x+\left(\frac{7}{13}-\frac{4 i}{13}\right) t\right)}\right)^{-1} \tag{22}
\end{align*}
$$

Under the suitable choosing of the values of these parameters, we plot various graphs as being Figures 8-10.


Figure 8. The 3D surfaces of Equation (22) under the values of $\varepsilon=0.4,-15<x<15,-15<t<15$.


Figure 9. The contour surfaces of Equation (22) under the values of $\varepsilon=0.4,-15<x<15,-15<t<15$.


Figure 10. The 2D surfaces of Equation (22) under the values of $\varepsilon=0.4, t=0.5,-15<x<15$.
Case 1.5. Choosing the following other complex coefficients by considering $b \neq d$,

$$
\begin{align*}
& a_{4}=-i, k=1, a_{0}=2, a_{1}=0, a_{2}=(-2+2 i) \sqrt{5}, a_{3}=0, b=\frac{1}{10}-\frac{i}{10}, d=\frac{-2}{\sqrt{5}},  \tag{23}\\
& \alpha=\frac{-1}{13}, c=\frac{16}{13},
\end{align*}
$$

gives another complex exponential function solution as:

$$
\begin{equation*}
u_{5}(x, t)=2-i\left(\frac{1-i}{4 \sqrt{5}}+\varepsilon e^{\frac{4}{\sqrt{5}}\left(x-\frac{16}{13} t\right)}\right)^{-2}-(2-2 i) \sqrt{5}\left(\frac{1-i}{4 \sqrt{5}}+\varepsilon e^{\frac{4}{\sqrt{5}}\left(x-\frac{16}{13} t\right)}\right)^{-1} \tag{24}
\end{equation*}
$$

Choosing the suitable values of these parameters, we present several simulations as Figures 11-13.


Figure 11. The 3D simulations of Equation (24) under the values of $\varepsilon=0.4,-30<x<30,-30<t<30$.


Figure 12. The contour graphs of Equation (24) under the values of $\varepsilon=0.4,-30<x<30,-30<t<30$.


Figure 13. The 2D graphs of Equation (24) under the values of $\varepsilon=0.4, t=0.5,-10<x<10$.
Case 1.6. Taking the following other complex coefficients with $b \neq d$,

$$
\begin{align*}
& a_{4}=-i, k=1, a_{0}=2, a_{1}=0, a_{2}=(2-2 i) \sqrt{5}, a_{3}=0, b=-\frac{1}{10}+\frac{i}{10}, d=\frac{-2}{\sqrt{5}},  \tag{25}\\
& \alpha=\frac{-1}{13}, c=\frac{16}{13},
\end{align*}
$$

gives another complex exponential function solution as:

$$
\begin{equation*}
u_{6}(x, t)=2-i\left(\frac{-1+i}{4 \sqrt{5}}+\varepsilon e^{\frac{4}{\sqrt{5}}\left(x-\frac{16}{13} t\right)}\right)^{-2}+(2-2 i) \sqrt{5}\left(\frac{-1+i}{4 \sqrt{5}}+\varepsilon e^{\frac{4}{\sqrt{5}}\left(x-\frac{16}{13} t\right)}\right)^{-1} \tag{26}
\end{equation*}
$$

Various simulations of Equation (26) may be observed in Figures 14-16.


Figure 14. The 3D simulations of Equation (26) under the values of $\varepsilon=0.4,-30<x<30,-30<t<30$.


Figure 15. The contour graphs of Equation (26) under the values of $\varepsilon=0.4,-30<x<30,-30<t<30$.


Figure 16. The 2D graphs of Equation (26) under the values of $\varepsilon=0.4, t=0.5,-5<x<5$.
Case 2. Taking $n=6$ and $M=4$, we can write as follows:

$$
\begin{equation*}
U=a_{0}+a_{1} F+a_{2} F^{2}+a_{3} F^{3}+a_{4} F^{4}+a_{5} F^{5}+a_{6} F^{6}, \tag{27}
\end{equation*}
$$

and

$$
\begin{align*}
& U^{\prime}=a_{1} F^{\prime}+2 a_{2} F F^{\prime}+3 a_{3} F^{2} F^{\prime}+4 a_{4} F^{3} F^{\prime}+5 a_{5} F^{4} F^{\prime}+6 a_{6} F^{5} F^{\prime},  \tag{28}\\
& U^{\prime \prime}=\ldots
\end{align*}
$$

where $a_{6} \neq 0, b \neq 0, d \neq 0$. Putting Equations (27) and (28) into Equation (10) produces some entirely new analytical solutions for the governing model as follows.

Case 2.1: When

$$
\begin{align*}
& d=2, a_{0}=a_{1}=a_{2}=a_{4}=a_{5}=0, a_{3}=(-1+i) \sqrt{3 / 5}, a_{6}=i, b=(1-i) \sqrt{5 / 3},  \tag{29}\\
& k=1 / 6, \alpha=-11 / 6, c=1 / 72
\end{align*}
$$

another new complex soliton solution is extracted as:

$$
\begin{equation*}
u_{7}(x, t)=i\left(\frac{i \sqrt{5}-\sqrt{5}}{2 \sqrt{3}}+\varepsilon e^{-x+\frac{t}{12}}\right)^{-2}+(i-1) \frac{\sqrt{3}}{\sqrt{5}}\left(\frac{i \sqrt{5}-\sqrt{5}}{2 \sqrt{3}}+\varepsilon e^{-x+\frac{t}{12}}\right)^{-1} \tag{30}
\end{equation*}
$$

in which $\varepsilon$ is a real constant with non-zero. Under the suitable chosen of parameters, we can presents various graphs as in Figures 17-19.


Figure 17. The 3D surfaces of Equation (30) under the values of $\varepsilon=5,-7<x<7,-7<t<7$.


Figure 18. The contour surfaces of Equation (30) under the values of $\varepsilon=5,-70<x<70,-70<t<70$.


Figure 19. The 2D surfaces of Equation (30) under the values of $\varepsilon=5, t=0.3,-7<x<7$.

Case 2.2. Considering the following:

$$
\begin{align*}
& d=2, a_{0}=a_{1}=a_{2}=a_{4}=a_{5}=0, a_{3}=(\sqrt{6}(1+\alpha) \sqrt{2+\alpha}) /(i(1+\alpha))^{3 / 2}, a_{6}=i  \tag{31}\\
& k=1 / 6, b=(-\sqrt{2 / 3} \sqrt{i(1+\alpha)}) / \sqrt{2+\alpha}, c=(2+\alpha) / 12
\end{align*}
$$

another new complex mixed dark soliton solution is extracted as:

$$
\begin{equation*}
u_{8}(x, t)=i\left(\frac{1-\operatorname{Tanh}(f(x, t))}{\omega+\varepsilon+(\varepsilon-\omega) \operatorname{Tanh}(f(x, t))}\right)^{2}+\frac{1-\operatorname{Tanh}(f(x, t))}{\omega+\varepsilon+(\varepsilon-\omega) \operatorname{Tanh}(f(x, t))} \tag{32}
\end{equation*}
$$

in which $\varepsilon, \alpha$ are real constants and non-zero and also

$$
\begin{gathered}
\omega=\frac{\sqrt{i(1+\alpha)}}{\sqrt{12+6 \alpha}}, \sigma=\frac{\sqrt{6}(1+\alpha) \sqrt{2+\alpha}}{(i(1+\alpha))^{3 / 2}}, \\
f(x, t)=\frac{2+\alpha}{4} t-\frac{x}{2} .
\end{gathered}
$$

We plot its surfaces in Figures 20-22.


Figure 20. The 3D surfaces of Equation (32) for $\varepsilon=0.4, \alpha=0.1,-15<x<15,-15<t<15$.


Figure 21. The contour surfaces of Equation (32) for $\varepsilon=0.4, \alpha=0.1,-50<x<50,-50<t<50$.


Figure 22. The 2D surfaces of Equation (32) for $\varepsilon=0.4, \alpha=0.1, t=0.5,-15<x<15$.

## 4. Comparison and Discussion

In a previous research [21], Asaduzzman et al., have studied the special cases of Equation (1) by considering $\alpha=2$. In this paper, we have extracted the general solutions of MAE according to $\alpha$ as being in the solutions of Equations (16), (18), and (32). Moreover, we have also investigated other values of $\alpha$ such as complex and rations in the coefficients of Equations (19), (21), (23), (25) and (29). When we compare these solutions with the solutions presented in the previous study [21], it may be observed that they are an entirely new solution for the governing model of MAE.

Moreover, if we consider more values of $n, M$ as $n=8$ and $M=5$, we obtain another new solution for the governing model as:

$$
\begin{equation*}
U=a_{0}+a_{1} F+a_{2} F^{2}+a_{3} F^{3}+a_{4} F^{4}+a_{5} F^{5}+a_{6} F^{6}+a_{7} F^{7}+a_{8} F^{8} \tag{33}
\end{equation*}
$$

in which $a_{8} \neq 0, b \neq 0, d \neq 0$. By getting the necessary derivations of Equation (33) for Equation (10), we report more new complex and rational wave solutions to the MAE, which these solutions produced by BSEFM. In this regard, this projected technique is a powerful tool for obtaining new analytical solutions for the nonlinear partial differential equations.

In the physical sense, if we consider the solution of $u_{8}(x, t)$ being Equation (32), this is a complex mixed dark soliton solution for the governing model. Such reported results in this manuscript have some important properties. To illustrate this, the hyperbolic tangent (dark soliton) arises in the calculation of magnetic moment and rapidity of special relativity [50]. In this regard, it is estimated that this solution may help to better understanding of the meaning of MAE physically.

## 5. Conclusions

In this article, we have successfully applied BSEFM to the MAE. We obtained many entirely new complex and exponential characteristic properties of MAE. We observed that the results obtained with the help of the projected algorithm are new deeper investigations and a generalized version according to $\alpha$. Moreover, we have reported the strain conditions for the validity of solutions. Various wave behaviors in many simulations from Figures 1-22 have been also presented to observe wave distributions of solutions. All figures are clearly commented, which give the idea of effectiveness of the proposed schemes. The method proposed in this paper can be used to seek more travelling wave solutions of such governing models, because the method has some advantages such as easily calculations, writing programme for obtaining coefficients, and many others.
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#### Abstract

In this research, obtaining of approximate solution for fractional-order Burgers' equation will be presented in reproducing kernel Hilbert space (RKHS). Some special reproducing kernel spaces are identified according to inner products and norms. Then an iterative approach is constructed by using kernel functions. The convergence of this approach and its error estimates are given. The numerical algorithm of the method is presented. Furthermore, numerical outcomes are shown with tables and graphics for some examples. These outcomes demonstrate that the proposed method is convenient and effective.
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## 1. Introduction

In this article, produced from a part of PhD thesis number 519846 from the Council of Higher Education, an iterative approach of reproducing kernel method (RKM) is considered for obtaining an approximate solution of the Burgers' equation with fractional order as follows:

$$
\begin{gather*}
{ }^{c} D_{\xi}^{\alpha} u(z, \xi)+c_{1}(z, \xi) u_{z z}(z, \xi)+c_{2}(z, \xi) u(z, \xi)+c_{3}(z, \xi) u_{z}(z, \xi)+c_{4}(z, \xi) u(z, \xi) u_{z}(z, \xi)=f(z, \xi)  \tag{1}\\
0 \leq z \leq 1,0 \leq \xi \leq 1,0<\alpha \leq 1
\end{gather*}
$$

Here, ${ }^{c} D_{\xi}^{\alpha}$ is fractional differential operator in Caputo sense with respect to time variable $\xi$ and also $f(z, \xi), c_{1}(z, \xi), c_{2}(z, \xi), c_{3}(z, \xi), c_{4}(z, \xi)$ are continuous functions. For this model problem, initial-Neumann boundary conditions:

$$
\left\{\begin{array}{l}
u(z, 0)=0  \tag{2a}\\
u_{z}(0, \xi)=u_{z}(1, \xi)=0
\end{array}\right.
$$

and initial-Dirichlet boundary conditions:

$$
\left\{\begin{array}{l}
u(z, 0)=0  \tag{2b}\\
u(0, \xi)=u(1, \xi)=0
\end{array}\right.
$$

will be taken as above.
The Burgers' equation is a simplified version of the Navier-Stokes equation. It was obtained by use of removing the pressure term from the Navier-Stokes equation by Burgers [1] in 1939. In other words, the Burgers' equation can be expressed as a result of combining nonlinear wave motion with linear diffusion. Lately, many scientists have focused on Burgers' equation by using several
methods and different approaches. For instance, existence and uniqueness of local and global solution for Burgers' equation was presented in [2] by Guesmia and Daili. Lombard and Matignon used a diffusive approximation for fractional-order Burgers' equation in [3]. The averaging principle was proposed by Dong et al. for stochastic Burgers' equation in [4]. Nojavan et al. obtained a numerical solution of Burgers' equation by using discretization in reproducing kernel Hilbert space [5]. The Chebyshev wavelet method was developed by Oruc et al. for the numerical solution of time-fractional Burgers' equation [6]. Pei et al. presented the local discontinuous Galerkin method for modified Burgers' equation in [7]. The Petrov-Galerkin method was used by Roshan and Bhamra for modified Burgers' equation in [8]. The collocation method was presented by Ramadan and Danaf for modified Burgers' equation in [9]. Bahadir and Saglam constructed a mixed method for one dimensional Burgers' equation [10]. Dag et al. used the cubic B-splines method [11]. Caldwell et al. proposed a finite element approximation for Burgers' equation [12]. A finite difference method was used by Kutluay et al. for one-dimensional Burgers' equation [13]. An approximate solution obtained by using the reproducing kernel method for Burgers' equation [14]. A hybrid technique for the unsteady flow of a Burgers' fluid is given by Raza et al. [15]. Laplace and finite Hankel transformations were proposed by Safdar et al. for generalized Burgers' fluid with fractional derivative [16]. Time-fractional coupled Burgers' equations were solved with generalized differential transform method by Liu and Hou [17]. Zhang et al proposed an analytical and numerical approach for multi-term time-fractional Burgers' fluid model [18]. The Adomian decomposition method was applied to space-and time-fractional Burgers' equation by Momani [19]. A generalized Taylor series technique was proposed by Ajou et al. for fractional nonlinear KdV-Burgers' equation [20]. Mittal and Arora presented a numerical approach by using cubic B-spline functions for coupled viscous Burgers' equation [21]. Jiwari used a hybrid numerical scheme for Burgers' equation [22]. Kutluay et al. proposed a B-spline finite element method for Burgers' equation [23].

Reproducing kernel concept is introduced by Zaremba [24]. In his study, Zaremba focused on the boundary value problem, which includes the Dirichlet boundary condition. Furthermore, the theoretical concept of reproducing kernel is developed in [25,26]. Reproducing kernel spaces of polynomial and trigonometric functions are constructed in [27]. Many studies have been conducted by using reproducing kernel method. For instance, eighth order boundary value problems [28], fractional advection-dispersion equation [29], fractional order systems of Dirichlet function types [30], fractional order Bagley-Torvik equation [31], time fractional telegraph equation [32], a local reproducing kernel method for Burgers' equation [33], time-fractional partial integro differential equations [34], Riccati differential equations [35], nonlinear hyperbolic telegraph equation [36], time-fractional Tricomi and Keldysh equations [37], one-dimensional sine-Gordon equation [38], reaction-diffusion equations [39], integro differential equations of Fredholm operator type [40], fredholm integro-differential equations [41], nonlinear system of PDEs [42], class of fractional partial differential equation [43], Bagley-Torvik and Painlevé equations [44], nonlinear coupled Burgers equations [45] and so on [46-59].

This research is organized as: Specific definitions and Hilbert spaces are demonstrated in Section 2. Reproducing kernel solution is identified by RKM in Section 3. Convergence analysis of the approximate solution is proved in Section 4. Error estimation of the method is presented in Section 5. Two examples of fractional order Burgers' equation are examined by the RKM and the algorithm of the process is given in Section 6. Finally, a short conclusion is given in Section 7.

The notation table Table 1 is given as follow:

Table 1. Notation table.

| Symbol | Explanation |
| :--- | :--- |
| ${ }^{c} D_{\xi}^{\alpha}$ | Caputo derivative operator with arbitrary real order |
| $\Theta$ | Region of $[0,1] \times[0,1]$ |
| $W_{2}^{3}[0,1]$ | Hilbert space with one variable function |
| $W_{2}^{(3,2)}(\Theta)$ | Hilbert Space with two variable function |
| $K_{(\tau, \beta)}(z, \xi)$ | Reproducing kernel function of $W_{2}^{(3,2)}(\Theta)$ |
| $u(z, \xi)$ | Exact solution |
| $u_{n}(z, \xi)$ | Reproducing kernel solution |
| $L$ | Linear operator |
| $\langle.,\rangle$. | Inner (scalar) product |

## 2. Some Specific Definitions and Hilbert Spaces

In this section, some basic definitions and significant reproducing kernel spaces will be given.
Definition 1. ([58,59]) Fractional $\alpha$ order Caputo derivative is defined as:

$$
{ }^{c} D_{\xi}^{\alpha} u(z, \xi)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{\xi} \frac{\partial_{r} u(z, r)}{(\xi-r)^{1+\alpha-n}} d r, n-1<\alpha \leq n, \xi>0 .
$$

Definition 2. Let $H$ be Hilbert space and $T \neq \varnothing$ an abstract set. If following conditions are provide, then $S$ : $T \times T \rightarrow \mathbb{C}$ is is called as reproducing kernel function:

$$
\begin{aligned}
& i . S(., \tau) \in H, \quad \forall \tau \in T \\
& i i .\langle\mu(.), S(., \tau)\rangle=\mu(\tau), \quad \forall \tau \in T, \forall \mu \in H .
\end{aligned}
$$

### 2.1. Reproducing Kernel Spaces with One Variable

In this subsection, reproducing kernel functions will be presented for some special Hilbert spaces. Definitions and kernel functions of these spaces will be given for $z$ and $\xi$ variables. $W_{2}^{n}[a, b]$ shows the general reproducing kernel space for one variable. Equations (1) and ( $2 a, b$ ) has second order derivative for $z$ and first order derivative for $\xi$. Therefore, the kernel function of $W_{2}^{3}[0,1]$ will be given for $u_{z z}$ and the kernel function of $W_{2}^{2}[0,1]$ will be given for $u_{\xi}$. Furthermore, $W_{2}^{1}[0,1]$ space will be given for general function (without derivative). For the obtaining procedure of reproducing kernel functions, please see [47].
$W_{2}^{1}[0,1]$ Hilbert space

$$
W_{2}^{1}[0,1]=\left\{g(z) \mid g \text { is absolutely continuous function, } g^{\prime} \in L^{2}[0,1]\right\}
$$

1. The inner product of $W_{2}^{1}[0,1]$ can be taken as follows:

$$
\begin{equation*}
\langle g(z), f(z)\rangle_{W_{2}^{1}}=g(0) f(0)+\int_{0}^{1} g^{\prime}(z) f^{\prime}(z) d z \tag{3}
\end{equation*}
$$

2. The norm of $W_{2}^{1}[0,1]$ can be taken as follows:

$$
\|g\|_{W_{2}^{1}}^{2}=\langle g, g\rangle_{W_{2}^{1}}, g, f \in W_{2}^{1}[0,1] .
$$

3. The kernel function of $W_{2}^{1}[0,1]$ is as follows:

$$
R_{\tau}^{\{1\}}(z)= \begin{cases}1+z, & z \leq \tau  \tag{4}\\ 1+\tau, & \tau>z\end{cases}
$$

## $W_{2}^{2}[0,1]$ Hilbert Space

$W_{2}^{2}[0,1]=\left\{g(\xi) \mid g, g^{\prime}\right.$ are absolutely continuous functions, $\left.g^{\prime \prime} \in L^{2}[0,1], g(0)=0\right\}$.
Here, $L^{2}[0,1]=\left\{g \mid \int_{0}^{1} g^{2}(\xi) d \xi<\infty\right\}$.

1. The inner product of $W_{2}^{2}[0,1]$ can be taken as follows:

$$
\begin{equation*}
\langle g(\xi), f(\xi)\rangle_{W_{2}^{2}}=g(0) f(0)+g^{\prime}(0) f^{\prime}(0)+\int_{0}^{1} g^{\prime \prime}(\xi) f^{\prime \prime}(\xi) d \xi \tag{5}
\end{equation*}
$$

2. The norm of $W_{2}^{2}[0,1]$ can be taken as follows:

$$
\|g\|_{W_{2}^{2}}^{2}=\langle g, g\rangle_{W_{2}^{2}}, f, g \in W_{2}^{2}[0,1]
$$

3. The kernel function of $W_{2}^{2}[0,1]$ is as follows:

$$
R_{\beta}^{\{2\}}(\xi)=\left\{\begin{array}{c}
\xi \beta+\frac{1}{2} \beta \xi^{2}-\frac{1}{6} \xi^{3}, \xi \leq \beta  \tag{6}\\
-\frac{1}{6} \beta^{3}+\frac{1}{2} \xi \beta^{2}+\beta \xi, \quad \xi>\beta
\end{array}\right.
$$

## $W_{2}^{3}[0,1]$ Hilbert Space

$W_{2}^{3}[0,1]$ space with Dirichlet boundary condition:
$W_{2}^{3}[0,1]=\left\{g(z) \mid g, g^{\prime}, g^{\prime \prime}\right.$ are absolutely continuous functions, $\left.g^{(3)} \in L^{2}[0,1], g(0)=g(1)=0\right\}$.

1. The inner product of $W_{2}^{3}[0,1]$ can be taken as follows:

$$
\begin{equation*}
\langle g(z), f(z)\rangle_{W_{2}^{3}}=g(0) f(0)+g^{\prime}(0) f^{\prime}(0)+g(1) f(1)+\int_{0}^{1} g^{(3)}(z) f^{(3)}(z) d z \tag{7}
\end{equation*}
$$

2. The norm of $W_{2}^{3}[0,1]$ can be taken as follows:

$$
\|g\|_{W_{2}^{3}}^{2}=\langle g, g\rangle_{W_{2}^{3}}, \quad f, g \in W_{2}^{3}[0,1] .
$$

3. The kernel function of $W_{2}^{3}[0,1]$ is as follows:

$$
R_{\tau}^{\{3\}}(z)= \begin{cases}\frac{-1}{120}(\tau-1) z\left(z \tau^{4}-4 z \tau^{3}+6 z \tau^{2}+\tau z^{4}-5 \tau z^{3}-120 \tau z+120 \tau+z^{4}\right), & z \leq \tau  \tag{8}\\ \frac{-1}{120}(z-1) \tau\left(\tau z^{4}-4 \tau z^{3}+6 \tau z^{2}+z \tau^{4}-5 z \tau^{3}-120 z \tau+120 z+\tau^{4}\right), & z>\tau\end{cases}
$$

$W_{2}^{3}[0,1]$ space with Neumann boundary condition:

1. The inner product of $W_{2}^{3}[0,1]$ can be taken as follows:

$$
\begin{equation*}
\langle g(z), f(z)\rangle_{W_{2}^{3}}=g(0) f(0)+g^{\prime}(0) f^{\prime}(0)+g^{\prime \prime}(0) f^{\prime \prime}(0)+\int_{0}^{1} g^{(3)}(z) f^{(3)}(z) d z \tag{9}
\end{equation*}
$$

2. The norm of $W_{2}^{3}[0,1]$ can be taken as follows:

$$
\|g\|_{W_{2}^{3}}^{2}=\langle g, g\rangle_{W_{2}^{3}}, f, g \in W_{2}^{3}[0,1] .
$$

3. The kernel function of $W_{2}^{3}[0,1]$ is as follows:

For $z \leq \tau$, the kernel function:

$$
\begin{align*}
R_{\tau}^{\{3\}}(z) & =z\left(\frac{1}{56} \tau^{4}-\frac{1}{14} \tau^{3}-\frac{3}{14} \tau^{2}+\frac{4}{7} \tau\right)+z^{2}\left(\frac{1}{7} \tau^{2}-\frac{1}{12} \tau^{4}-\frac{1}{28} \tau^{3}+\frac{3}{14} \tau\right)  \tag{10}\\
& +z^{3}\left(\frac{1}{21} \tau^{2}+\frac{1}{336} \tau^{4}-\frac{1}{84} \tau^{3}-\frac{1}{14} \tau\right)+z^{4}\left(\frac{-1}{1344} \tau^{4}+\frac{1}{36} \tau^{3}+\frac{1}{112} \tau^{2}-\frac{1}{42} \tau\right)+\frac{1}{120} z
\end{align*}
$$

and for $z>\tau$ the kernel function:

$$
\begin{align*}
R_{\tau}^{\{3\}}(z) & =\tau\left(\frac{1}{56} z^{4}-\frac{1}{14} z^{3}-\frac{3}{14} z^{2}+\frac{4}{7} z\right)+\tau^{2}\left(\frac{1}{7} z^{2}-\frac{1}{112} z^{4}-\frac{1}{28} z^{3}+\frac{3}{14} z\right)  \tag{11}\\
& +\tau^{3}\left(\frac{1}{21} z^{2}+\frac{1}{336} z^{4}-\frac{1}{84} z^{3}-\frac{1}{14} z\right)+\tau^{4}\left(\frac{-1}{1344} z^{4}+\frac{1}{36} z^{3}+\frac{1}{112} z^{2}-\frac{1}{42} z\right)+\frac{1}{120} \tau
\end{align*}
$$

### 2.2. Reproducing Kernel Spaces for Two Variable

The problem (1) and $(2 a, b)$ has two variables $z$ and $\xi$. For this reason, we should give the spaces, inner products, and kernel functions according to these variables. Because the highest order derivatives $z$ and $\xi$ to be considered, reproducing kernel spaces will be given for both $z$ and $\xi$ variables. The region which we consider is $\Theta=[0,1] \times[0,1]$. In this part, $W_{2}^{(3,2)}(\Theta)$ space is given for Dirichlet boundary conditions. These reproducing kernel spaces are also determined in the same way for Neumann boundary conditions.
$\mathbf{W}_{2}^{(3,2)}(\boldsymbol{\Theta})$ Hilbert Space

$$
\begin{gather*}
W_{2}^{(3,2)}(\Theta)=\left\{u(z, \xi) \left\lvert\, \frac{\partial^{3} u}{\partial z^{2} \partial \xi}\right. \text { is completely continuous in } \Theta,\right. \\
\left.\frac{\partial^{5} u}{\partial z^{3} \partial \xi^{2}} \in L^{2}(\Theta), u(z, 0)=u(0, \xi)=u(1, \xi)=0\right\} . \tag{12}
\end{gather*}
$$

1. The inner product of $W_{2}^{(3,2)}(\Theta)$ can be taken as follows:

$$
\begin{align*}
\langle u(z, \xi), v(z, \xi)\rangle_{W_{2}^{(3,2)}} & =\sum_{i=0}^{1} \int_{0}^{1}\left[\frac{\partial^{2}}{\partial \xi^{2}} \frac{\partial^{i}}{\partial z^{i}} u(0, \xi) \frac{\partial^{2}}{\partial \xi^{2}} \frac{\partial^{i}}{\partial z^{i}} v(0, \xi)\right] d \xi+\int_{0}^{1} \frac{\partial^{2}}{\partial \xi^{2}} u(1, \xi) \frac{\partial^{2}}{\partial \xi^{2}} v(1, \xi) d \xi \\
& +\sum_{j=0}^{1}\left\langle\frac{\partial^{j}}{\partial \xi^{i}} u(z, 0), \frac{\partial^{j}}{\partial \xi^{j}} v(z, 0)\right\rangle_{W_{2}^{3}}  \tag{13}\\
& +\int_{0}^{1} \int_{0}^{1}\left[\frac{\partial^{3}}{\partial z^{3}} \frac{\partial^{2}}{\partial \xi^{2}} u(z, \xi) \frac{\partial^{3}}{\partial z^{3}} \frac{\partial^{2}}{\partial \xi^{2}} v(z, \xi)\right] d z d \xi .
\end{align*}
$$

2. The norm of $W_{2}^{(3,2)}(\Theta)$ can be taken as follows:

$$
\|u\|_{W_{2}^{(3,2)}}^{2}=\langle u, u\rangle_{W_{2}^{(3,2)}}, \quad u, v \in W_{2}^{(3,2)}(\Theta) .
$$

Theorem 1. $K_{(\tau, \beta)}(z, \xi)$ is the kernel function of $W_{2}^{(3,2)}(\Theta)$ and also it is obtained by multiplying kernel functions of $W_{2}^{3}[0,1]$ and $W_{2}^{2}[0,1]$, respectively. So, it can be written that

$$
K_{(\tau, \beta)}(z, \xi)=R_{\tau}^{\{3\}}(z) R_{\beta}^{\{2\}}(\xi)
$$

$$
\text { For any } u(z, \xi) \in W_{2}^{(3,2)}(\Theta)
$$

$$
u(\tau, \beta)=\left\langle u(z, \xi), K_{(\tau, \beta)}(z, \xi)\right\rangle_{W_{2}^{(3,2)}}
$$

and

$$
\begin{equation*}
K_{(z, \xi)}(\tau, \beta)=K_{(\tau, \beta)}(z, \xi) \tag{14}
\end{equation*}
$$

Proof. Inner product of $W_{2}^{(3,2)}$ space (Equation (13)) will be used to prove the theorem.

$$
\begin{aligned}
& \left.\left\langle u(z, \xi), R_{\tau}^{\{3\}}(z) R_{\beta}^{\{2\}}(\xi)\right)\right\rangle_{W_{2}}^{(3,2)} \\
= & \sum_{j=0}^{1}\left\langle\frac{\partial^{j}}{\partial \xi^{j}} u(z, 0), R_{\tau}^{\{3\}}(z) \frac{\partial^{j}}{\partial \xi^{j}} R_{\beta}^{\{2\}}(0)\right\rangle_{W_{2}^{3}}+\sum_{i=0}^{1} \int_{0}^{1}\left[\frac{\partial^{2}}{\partial \xi^{2}} \frac{\partial^{i}}{\partial z^{i}} u(0, \xi) \frac{\partial^{2}}{\partial \xi^{2}} R_{\beta}^{\{2\}}(x i) \frac{\partial^{i}}{\partial z^{i}} R_{\tau}^{\{3\}}(0)\right] d \xi \\
+ & \int_{0}^{1} \frac{\partial^{2}}{\partial \xi^{2}} u(1, \xi) R_{\tau}^{\{3\}}(1) \frac{\partial^{2}}{\partial \xi^{2}} R_{\beta}^{\{2\}}(\xi) d \xi+\int_{0}^{1} \int_{0}^{1}\left[\frac{\partial^{3}}{\partial z^{3}} \frac{\partial^{2}}{\partial \xi^{2}} u(z, \xi) \frac{\partial^{3}}{\partial z^{3}} R_{\tau}^{\{3\}}(z) \frac{\partial^{2}}{\partial \xi^{2}} R_{\beta}^{\{2\}}(\xi)\right] d z d \xi \\
= & \int_{0}^{1} \frac{\partial^{2}}{\partial \xi^{2}} R_{\beta}^{\{2\}}(\xi) \frac{\partial^{2}}{\partial \xi^{2}}\left[\int_{0}^{1} \frac{\partial^{3}}{\partial z^{3}} u(z, \xi) \frac{\partial^{3}}{\partial z^{3}} R_{\tau}^{\{3\}}(z) d z+\sum_{i=0}^{1} \frac{\partial^{i}}{\partial z^{i}} u(0, \xi) \frac{\partial^{i}}{\partial z^{i}} R_{\tau}^{\{3\}}(0)+u(1, \xi) R_{\tau}^{\{3\}}(1)\right] d \xi \\
+ & \sum_{j=0}^{1} \frac{\partial^{j}}{\partial \xi^{j}} u(\tau, 0) \frac{\partial^{j}}{\partial \xi^{j}} R_{\beta}^{\{2\}}(0) \\
= & \sum_{j=0}^{1} \frac{\partial^{j}}{\partial \xi^{j}} u(\tau, 0) \frac{\partial^{j}}{\partial \xi^{j}} R_{\beta}^{\{2\}}(0)+\int_{0}^{1} \frac{\partial^{2}}{\partial \xi^{2}} R_{\beta}^{\{2\}}(\xi) \frac{\partial^{2}}{\partial \xi^{2}}\left\langle u(z, \xi), R_{\tau}^{\{3\}}(z)\right\rangle_{W_{2}^{3}} d \xi \\
= & \sum_{j=0}^{1} \frac{\partial^{j}}{\partial \xi^{j}} u(\tau, 0) \frac{\partial^{j}}{\partial \xi^{j}} R_{\beta}^{\{2\}}(0)+\int_{0}^{1} \frac{\partial^{2}}{\partial \xi^{2}} R_{\beta}^{\{2\}}(\xi) \frac{\partial^{2}}{\partial \xi^{2}} u(\tau, \xi) d \xi \\
= & \left\langle u(\tau, \xi), R_{\beta}^{\{2\}}(\xi)\right\rangle_{W_{2}^{2}}=u(\tau, \beta) .
\end{aligned}
$$

So, $\left\langle u(\tau, \xi), R_{\beta}^{\{2\}}(\xi)\right\rangle=u(\tau, \beta)$, and
$K_{(\tau, \beta)}(z, \xi)=\left\langle K_{(\tau, \beta)}(x, y), K_{(z, \xi)}(x, y)\right\rangle_{W_{2}^{(3,2)}}=\left\langle K_{(z, \xi)}(x, y), K_{(\tau, \beta)}(x, y)\right\rangle_{W_{2}^{(3,2)}}=K_{(z, \xi)}(\tau, \beta)$.
Therefore, the proof is completed.
$\mathbf{W}_{2}^{(1,1)}(\Theta)$ Hilbert Space

$$
W_{2}^{(1,1)}(\Theta)=\left\{u(z, \xi) \mid u \text { is completely continuous in } \Theta, \frac{\partial^{2} u}{\partial z \partial \xi} \in L^{2}(\Theta)\right\}
$$

1. The inner product of $W_{2}^{(1,1)}(\Theta)$ can be taken as follows:

$$
\begin{aligned}
\langle u(z, \xi), v(z, \xi)\rangle_{W_{2}^{(1,1)}} & =\int_{0}^{1}\left[\frac{\partial}{\partial \xi} u(0, \xi) \frac{\partial}{\partial \xi} v(0, \xi)\right] d \xi+\langle u(z, 0), v(z, 0)\rangle_{W_{2}^{1}} \\
& +\int_{0}^{1} \int_{0}^{1}\left[\frac{\partial}{\partial z} \frac{\partial}{\partial \xi} u(z, \xi) \frac{\partial}{\partial z} \frac{\partial}{\partial \xi} v(z, \xi)\right] d z d \xi
\end{aligned}
$$

2. The norm of $W_{2}^{(1,1)}(\Theta)$ can be taken as follows:

$$
\|u\|_{W_{2}^{(1,1)}}^{2}=\langle u, u\rangle_{W_{2}^{(1,1)}}, \quad u, v \in W_{2}^{(1,1)}(\Theta) .
$$

3. The kernel function of $W_{2}^{(1,1)}(\Theta)$ is as follows:

$$
\tilde{K}_{(\tau, \beta)}(z, \xi)=R_{\tau}^{\{1\}}(z) R_{\beta}^{\{1\}}(\xi)
$$

Remark 1. In the next sections all analysis will be given for the Dirichlet boundary conditions. A similar analysis can be made for Neumann boundary conditions.

## 3. Obtaining of Reproducing Kernel Solution for Equations (1) and (2a,b) in $W_{2}^{(3,2)}(\Theta)$

In the reproducing kernel method, an approximate solution will be obtained with the help of kernel function and linear operator $L$. The choosing of $L$ is arbitrary. One can choose the whole linear part of the model problem or any linear part of it. Here, the whole linear part of the model problem is chosen as follow:

$$
\begin{gather*}
L: W_{2}^{(3,2)}(\Theta) \rightarrow W_{2}^{(1,1)}(\Theta) \\
L u(z, \xi)={ }^{c} D_{\xi}^{\alpha} u+c_{1}(z, \xi) u_{z z}+c_{2}(z, \xi) u+c_{3}(z, \xi) u_{z} \tag{15}
\end{gather*}
$$

The new statement of Equations (1)-(2a-2b) can be expressed as:

$$
\begin{equation*}
L u(z, \xi)=F\left(z, \xi, u(z, \xi), u_{z}(z, \xi)\right), \quad \xi, z \in[0,1] \tag{16}
\end{equation*}
$$

and $F\left(z, \xi, u(z, \xi), u_{z}(z, \xi)\right)=f(z, \xi)-c_{4}(z, \xi) u(z, \xi) u_{z}(z, \xi)$.
Let $\left\{\left(z_{i}, \xi_{i}\right)\right\}_{i=1}^{\infty}$ be a countable dense subset in $\Theta$. Now, $\psi_{i}(z, \xi)$ basis function will be defined by applying the kernel function to the operator $L$.

$$
\begin{align*}
\psi_{i}(z, \xi) & =\left.L_{(\tau, \beta)} K_{(\tau, \beta)}(z, \xi)\right|_{(\tau, \beta)=\left(z_{i}, \xi_{i}\right)} \\
& =\left\{{ }^{c} D_{t}^{\alpha} K_{(\tau, \beta)}(z, \xi)+c_{1}(\tau, \beta) \frac{\partial^{2}}{\partial x^{2}} K_{(\tau, \beta)}(z, \xi)+c_{2}(\tau, \beta) K_{(\tau, \beta)}(z, \xi)\right. \\
& \left.+c_{3}(\tau, \beta) \frac{\partial}{\partial x} K_{(\tau, \beta)}(z, \xi)\right\}\left.\right|_{(\tau, \beta)=\left(z_{i}, \xi_{i}\right)}  \tag{17}\\
& =\frac{1}{\Gamma(1-\alpha)} \int_{0}^{\xi_{i}} \frac{\partial_{r} K_{(z, r)}(z, \xi)}{\left(\xi_{i}-r\right)^{\alpha}} d r+c_{1}\left(z_{i}, \xi_{i}\right) \frac{\partial^{2}}{\partial x^{2}} K_{\left(z_{i}, \xi_{i}\right)}(z, \xi)+c_{2}\left(z_{i}, \xi_{i}\right) K_{\left(z_{i}, \xi_{i}\right)}(z, \xi) \\
& +c_{3}\left(z_{i}, \xi_{i}\right) \frac{\partial}{\partial x} K_{\left(z_{i}, \xi_{i}\right)}(z, \xi), i=1,2, \ldots
\end{align*}
$$

Now, it will be shown that $\psi_{i}(z, \xi)$ basis function belong to $W_{2}^{(3,2)}(\Theta)$ space and $\psi_{i}(z, \xi)$ satisfies the initial-boundary condition of $W_{2}^{(3,2)}(\Theta)$ space. For this purpose, the following theorem will be given.

Theorem 2. The basis function $\psi_{i}(z, \xi)$ is belong to $W_{2}^{(3,2)}(\Theta)$ reproducing space for $i=1,2, \ldots$.
Proof. To prove the theorem, we must show that the following conditions are provided.

1. It should be shown that $\frac{\partial^{5} \psi_{i}(z, \xi)}{\partial z^{3} \partial \xi^{2}} \in L^{2}(\Theta)$.
2. $\frac{\partial^{3} \psi_{i}(z, \zeta)}{\partial z^{2} \partial \tilde{\xi}}$ is completely continuous function.
3. $\psi_{i}(z, \xi)$ basis function satisfies the initial and boundary conditions.

One can see that any elements of $W_{2}^{(3,2)}(\Theta)$ satisfy the above conditions. Now, the following equation can be written using the property of the kernel function $K_{(\tau, \beta)}(z, \xi)$

$$
\partial_{\tau^{2} z^{3} \xi^{2}}^{7} K_{(\tau, \beta)}(z, \xi)=\partial_{\tau^{2} z^{3}}^{5} R_{\tau}^{\{3\}}(z) \partial_{\tilde{\xi}^{2}}^{2} R_{\beta}^{\{2\}}(\xi)
$$

Here, both $\partial_{\tau^{2} z^{3}}^{5} R_{\tau}^{\{3\}}(z)$ and $\partial_{\xi^{2}}^{2} R_{\beta}^{\{2\}}(\xi)$ are continuous in $[0,1]$. These functions are bounded because they are continuous in $[0,1]$. So, it can be written

$$
\left|\partial_{\tau^{2} z^{3} \xi^{2}}^{7} K_{(\tau, \beta)}(z, \xi)\right| \leq M_{1}
$$

In the same way, one can write that

$$
\begin{aligned}
\left|\partial_{\beta z^{3} \xi^{2}}^{6} K_{(\tau, \beta)}(z, \xi)\right| & \leq M_{2} \\
\left|\partial_{z^{3} \xi^{2}}^{5} K_{(\tau, \beta)}(z, \xi)\right| & \leq M_{3} \\
\left|\partial_{\tau z^{3} \xi^{2}}^{6} K_{(\tau, \beta)}(z, \xi)\right| & \leq M_{4} .
\end{aligned}
$$

Here, $M_{1}, M_{2}, M_{3}$ and $M_{4}$ are positive constants. From (17),

$$
\begin{aligned}
\left|\frac{\partial^{5} \psi_{i}(z, \tilde{\xi})}{\partial z^{3} \partial \xi^{2}}\right| & \leq \left\lvert\, \frac{1}{\Gamma(1-\alpha)} \int_{0}^{\xi_{i}} \frac{M_{2}}{\left(\xi_{i}-r\right)^{\alpha}} d r+c_{1}\left(z_{i}, \xi_{i}\right) M_{1}\right. \\
& +c_{2}\left(z_{i}, \xi_{i}\right) M_{3}+c_{3}\left(z_{i}, \xi_{i}\right) M_{4} \mid \\
& \leq \frac{M_{2}}{\Gamma(2-\alpha)} \xi_{i}^{1-\alpha}+\left|c_{1}\left(z_{i}, \xi_{i}\right)\right| M_{1}+\left|c_{2}\left(z_{i}, \xi_{i}\right)\right| M_{3}+\left|c_{3}\left(z_{i}, \xi_{i}\right)\right| M_{4}
\end{aligned}
$$

Therefore, $\frac{\partial^{5} \psi_{i}(z, \bar{\xi})}{\partial z^{3} \partial \xi^{2}} \in L^{2}(\Theta)$. Furthermore, $\frac{\partial^{3} \psi_{i}(z, \xi)}{\partial z^{2} \partial \xi}$ is completely continuous in $\Theta$ since $\Theta$ is closed region. Finally, basis function $\psi_{i}(z, \xi)$ satisfies initial-boundary conditions such that $K_{(\tau, \beta)}(z, 0)=0$ and $K_{(\tau, \beta)}(0, \xi)=K_{(\tau, \beta)}(1, \xi)=0$. Therefore, $\psi_{i}(z, \xi) \in W_{2}^{(3,2)}(\Theta)$.

Theorem 3. $\left\{\psi_{i}(z, \xi)\right\}_{i=1}^{\infty}$ is a complete system in $W_{2}^{(3,2)}(\Theta)$.
Proof. It is known that

$$
\begin{align*}
\psi_{i}(z, \xi) & =\left(L^{*} \varphi_{i}\right)(z, \xi)=\left\langle\left(L^{*} \varphi_{i}\right)(\tau, \beta), K_{(z, \xi)}(\tau, \beta)\right\rangle_{W_{2}^{(3,2)}} \\
& =\left\langle\varphi_{i}(\tau, \beta), L_{(\tau, \beta)} K_{(z, \xi)}(\tau, \beta)\right\rangle_{W_{2}^{(1,1)}}=\left.L_{(\tau, \beta)} K_{(z, \xi)}(\tau, \beta)\right|_{(\tau, \beta)=\left(z_{i}, \xi_{i}\right)}  \tag{18}\\
& =\left.L_{(\tau, \beta)} K_{(\tau, \beta)}(z, \xi)\right|_{(\tau, \beta)=\left(z_{i}, \xi_{i}\right)}
\end{align*}
$$

Clearly, for each fixed $u(z, \xi) \in W_{2}^{(3,2)}(\Theta)$, if $\left\langle u(z, \xi), \psi_{i}(z, \xi)\right\rangle_{W_{2}^{(3,2)}}=0$ then $\psi_{i}(z, \xi) \in W_{2}^{(3,2)}(\Theta)$, $i=1,2, \ldots$. Therefore,

$$
\begin{equation*}
\left\langle u(z, \xi),\left(L^{*} \varphi_{i}\right)(z, \xi)\right\rangle_{W_{2}^{(3,2)}}=\left\langle L u(z, \tilde{\xi}), \varphi_{i}(z, \xi)\right\rangle_{W_{2}^{(1,1)}}=(L u)\left(z_{i}, \xi_{i}\right)=0, \quad i=1,2, \ldots \tag{19}
\end{equation*}
$$

$\left\{\left(z_{i}, \xi_{i}\right)\right\}_{i=1}^{\infty}$ is dense in $\Theta$. Hence, $(L u)(z, \xi)=0$. By using of inverse operator $L^{-1}$, it can be seen that $u=0$. So, theorem is proven.

The orthonormal basis system $\left\{\overline{\psi_{i}}(z, \xi)\right\}_{i=1}^{\infty}$ of $W_{2}^{(3,2)}(\Theta)$ can be obtained by the way of Gram-Schmidt orthogonalization process of $\left\{\psi_{i}(z, \xi)\right\}_{i=1}^{\infty}$ as follow:

$$
\begin{equation*}
\overline{\psi_{i}}(z, \xi)=\sum_{k=1}^{i} \eta_{i k} \psi_{k}(z, \xi), \quad i=1,2, \ldots \tag{20}
\end{equation*}
$$

In Equation (20), $\eta_{i i}>0$ and $\eta_{i k}$ are orthogonalization coefficients.
Theorem 4. If $\left\{\left(z_{i}, \xi_{i}\right)\right\}_{i=1}^{\infty}$ is dense in $\Theta$, then the solution (16) is

$$
\begin{equation*}
u(z, \xi)=\sum_{i=1}^{\infty} \sum_{k=1}^{i} \eta_{i k} F\left(z_{k}, \xi_{k}, u\left(z_{k}, \xi_{k}\right), \partial_{z} u\left(z_{k}, \xi_{k}\right)\right) \bar{\psi}_{i}(z, \xi) . \tag{21}
\end{equation*}
$$

Proof. It is known that $\left\{\psi_{i}(z, \xi)\right\}_{i=1}^{\infty}$ system is complete in $W_{2}^{(3,2)}(\Theta)$ from the previous theorem. So, it can be written

$$
\begin{align*}
u(z, \xi) & =\sum_{i=1}^{\infty}\left\langle u(z, \xi), \bar{\psi}_{i}(z, \xi\rangle_{W_{2}^{(3,2)}} \bar{\psi}_{i}(z, \xi)=\sum_{i=1}^{\infty} \sum_{k=1}^{i} \eta_{i k}\left\langle u(z, \xi), \psi_{k}(z, \xi)\right\rangle_{W_{2}^{(3,2)}} \bar{\psi}_{i}(z, \xi)\right. \\
& =\sum_{i=1}^{\infty} \sum_{k=1}^{i} \eta_{i k}\left\langle u(z, \xi), L^{*} \varphi_{k}(z, \xi)\right\rangle_{W_{2}^{(3,2)}} \bar{\psi}_{i}(z, \xi)=\sum_{i=1}^{\infty} \sum_{k=1}^{i} \eta_{i k}\left\langle L u(z, \xi), \varphi_{k}(z, \xi)\right\rangle_{W_{2}^{(1,1)}} \bar{\psi}_{i}(z, \xi)  \tag{22}\\
& =\sum_{i=1}^{\infty} \sum_{k=1}^{i} \eta_{i k}\left\langle L u(z, \xi), \tilde{K}_{\left(z_{k}, \xi_{k}\right)}(z, \xi)\right\rangle_{W_{2}^{(1,1)}} \bar{\psi}_{i}(z, \xi)=\sum_{i=1}^{\infty} \sum_{k=1}^{i} \eta_{i k} L u\left(z_{k}, \xi_{k}\right) \bar{\psi}_{i}(z, \xi) \\
& =\sum_{i=1}^{\infty} \sum_{k=1}^{i} \eta_{i k} F\left(z_{k}, \xi_{k}, u\left(z_{k}, \xi_{k}\right), \partial_{z} u\left(z_{k}, \xi_{k}\right)\right) \bar{\psi}_{i}(z, \xi) .
\end{align*}
$$

So, theorem is proven.
In Equation (21), $u(z, \xi)$ is described as infinite term sum. In the next equation, finitely $n$-terms solution will be given as $u_{n}(z, \xi)$ :

$$
\begin{equation*}
u_{n}(z, \xi)=\sum_{i=1}^{n} \sum_{k=1}^{i} \eta_{i k} F\left(z_{k}, \xi_{k}, u\left(z_{k}, \xi_{k}\right), \partial_{z} u\left(z_{k}, \xi_{k}\right)\right) \bar{\psi}_{i}(z, \xi) \tag{23}
\end{equation*}
$$

## 4. Convergence of Reproducing Kernel Solution

In this section, it will be shown that

$$
\begin{equation*}
\left\|u(z, \xi)-u_{n}(z, \xi)\right\| \rightarrow 0 \text { as } n \rightarrow \infty . \tag{24}
\end{equation*}
$$

If we take

$$
\begin{equation*}
A_{i}=\sum_{k=1}^{i} \eta_{i k} F\left(z_{k}, \xi_{k}, u\left(z_{k}, \xi_{k}\right), \partial_{z} u\left(z_{k}, \xi_{k}\right)\right) \tag{25}
\end{equation*}
$$

then (21) can be described as

$$
\begin{equation*}
u(z, \xi)=\sum_{i=1}^{\infty} A_{i} \bar{\psi}_{i}(z, \xi) \tag{26}
\end{equation*}
$$

Now, $u\left(z_{1}, \xi_{1}\right)$ is found by taking $\left(z_{1}, \xi_{1}\right)=0$ from the initial conditions of problem. Furthermore, by choosing $u_{0}\left(z_{1}, \xi_{1}\right)=u\left(z_{1}, \xi_{1}\right)$, the $n$-term approximation to $u(z, \xi)$ is expressed as follows:

$$
\begin{equation*}
u_{n}(z, \xi)=\sum_{i=1}^{n} B_{i} \bar{\psi}_{i}(z, \xi) \tag{27}
\end{equation*}
$$

here

$$
\begin{equation*}
B_{i}=\sum_{k=1}^{i} \eta_{i k} F\left(z_{k}, \xi_{k}, u_{k-1}\left(z_{k}, \xi_{k}\right), \partial_{z} u_{k-1}\left(z_{k}, \xi_{k}\right)\right) \tag{28}
\end{equation*}
$$

Now, some theoretical results will be given for convergence of $F\left(z_{n}, \xi_{n}, u_{n-1}\left(z_{n}, \xi_{n}\right), \partial_{z} u_{n-1}\left(z_{n}, \xi_{n}\right)\right)$ and $u_{n}(z, \xi)$, respectively.

Lemma 1. If $F\left(z, \xi, u(z, \xi), u_{z}(z, \xi)\right)$ is continuous and $u_{n} \rightarrow \hat{u}$ for $\left(z_{n}, \xi_{n}\right) \rightarrow(\tau, \beta)$, then

$$
\begin{equation*}
F\left(z_{n}, \xi_{n}, u_{n-1}\left(z_{n}, \xi_{n}\right), \partial_{z} u_{n-1}\left(z_{n}, \xi_{n}\right)\right) \rightarrow F\left(\tau, \beta, \hat{u}(\tau, \beta), \partial_{z} \hat{u}(\tau, \beta)\right) \tag{29}
\end{equation*}
$$

Proof. Since

$$
\begin{align*}
\left|u_{n-1}\left(z_{n}, \xi_{n}\right)-\hat{u}(\tau, \beta)\right| & =\left|u_{n-1}\left(z_{n}, \xi_{n}\right)-u_{n-1}(\tau, \beta)+u_{n-1}(\tau, \beta)-\hat{u}(\tau, \beta)\right| \\
& \leq\left|u_{n-1}\left(z_{n}, \xi_{n}\right)-u_{n-1}(\tau, \beta)\right|+\left|u_{n-1}(\tau, \beta)-\hat{u}(\tau, \beta)\right| . \tag{30}
\end{align*}
$$

Using reproducing kernel feature, it can be written that

$$
\begin{equation*}
u_{n-1}\left(z_{n}, \xi_{n}\right)=\left\langle u_{n-1}(z, \xi), K_{\left(z_{n}, \xi_{n}\right)}(z, \xi)\right\rangle_{W_{2}^{(3,2)}}, \quad u_{n-1}(\tau, \beta)=\left\langle u_{n-1}(z, \xi), K_{(\tau, \beta)}(z, \xi)\right\rangle_{W_{2}^{(3,2)}} \tag{31}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\left|u_{n-1}\left(z_{n}, \xi_{n}\right)-u_{n-1}(\tau, \beta)\right|=\left|\left\langle u_{n-1}(z, \xi), K_{\left(z_{n}, \xi_{n}\right)}(z, \xi)-K_{(\tau, \beta)}(z, \xi)\right\rangle\right| . \tag{32}
\end{equation*}
$$

It can be said that there exists $M>0$ from the convergence of $u_{n-1}(z, \xi)$ such that

$$
\begin{equation*}
\left\|u_{n-1}(z, \xi)\right\|_{W_{2}^{(3,2)}} \leq M\|\hat{u}(\tau, \beta)\|_{W_{2}^{(3,2)}}, \text { as } n \geq M \tag{33}
\end{equation*}
$$

In a similar way, it can be proven

$$
\begin{equation*}
\left\|K_{\left(z_{n}, \xi_{n}\right)}(z, \xi)-K_{(\tau, \beta)}(z, \xi)\right\|_{W_{2}^{(3,2)}} \rightarrow 0, \text { for } n \rightarrow \infty \tag{34}
\end{equation*}
$$

by using Equation (14). So,

$$
\begin{equation*}
u_{n-1}\left(z_{n}, \xi_{n}\right) \rightarrow \hat{u}(\tau, \beta), \text { as }\left(z_{n}, \xi_{n}\right) \rightarrow(\tau, \beta) \tag{35}
\end{equation*}
$$

In a similar way it can be shown that

$$
\begin{equation*}
\partial_{z} u_{n-1}\left(z_{n}, \xi_{n}\right) \rightarrow \partial_{z} \hat{u}(\tau, \beta), \text { as }\left(z_{n}, \xi_{n}\right) \rightarrow(\tau, \beta) \tag{36}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
F\left(z_{n}, \xi_{n}, u_{n-1}\left(z_{n}, \xi_{n}\right), \partial_{z} u_{n-1}\left(z_{n}, \xi_{n}\right)\right) \rightarrow F\left(\tau, \beta, \hat{u}(\tau, \beta), \partial_{z} \hat{u}(\tau, \beta)\right) \tag{37}
\end{equation*}
$$

So, lemma is proven.
Theorem 5. Assume that (16) has a unique solution, $\left\|u_{n}\right\|$ is a bounded and $\left\{\left(z_{i}, \xi_{i}\right)\right\}_{i=1}^{\infty}$ is dense in $\Theta$. Then, $u_{n}(z, \xi)$ converges to $u(z, \xi)$ and

$$
\begin{equation*}
u(z, \xi)=\sum_{i=1}^{\infty} B_{i} \bar{\psi}_{i}(z, \xi) \tag{38}
\end{equation*}
$$

Proof. Firstly, we aim to show that $u_{n}(z, \xi)$ is convergence. Following equality can be written

$$
\begin{equation*}
u_{n+1}(z, \xi)=u_{n}(z, \xi)+B_{n+1} \bar{\psi}_{n+1}(z, \xi) . \tag{39}
\end{equation*}
$$

from the Equation (27). Using the orthonormality of $\left\{\bar{\psi}_{i}\right\}_{i=1}^{\infty}$, we have

$$
\begin{equation*}
\left\|u_{n+1}\right\|^{2}=\left\|u_{n}\right\|^{2}+B_{n+1}^{2}=\sum_{i=1}^{n+1} B_{i}^{2} \tag{40}
\end{equation*}
$$

Therefore, $\left\|u_{n+1}\right\|>\left\|u_{n}\right\|$ satisfies from (40). Here, it seems that $\left\|u_{n}\right\|$ is bounded. So, one can know that $\left\|u_{n}\right\|$ is convergent. Therefore, there exists a constant $b$ so that

$$
\begin{equation*}
\sum_{i=1}^{\infty} B_{i}^{2}=b \tag{41}
\end{equation*}
$$

So, above equation shows that $\left\{B_{i}\right\}_{i=1}^{\infty} \in l^{2}$. If $m>n$, then

$$
\begin{align*}
\left\|u_{m}-u_{n}\right\|^{2} & =\left\|u_{m}-u_{m-1}+u_{m-1}-u_{m-2}+\cdots+u_{n+1}-u_{n}\right\|^{2} \\
& =\left\|u_{m}-u_{m-1}\right\|^{2}+\left\|u_{m-1}-u_{m-2}\right\|^{2}+\cdots+\left\|u_{n+1}-u_{n}\right\|^{2} . \tag{42}
\end{align*}
$$

The following equation is obtained

$$
\begin{equation*}
\left\|u_{m}-u_{m-1}\right\|^{2}=B_{m}^{2}, \tag{43}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\left\|u_{m}-u_{n}\right\|^{2}=\sum_{l=n+1}^{m} B_{l}^{2} \rightarrow 0, \text { as } n \rightarrow \infty \tag{44}
\end{equation*}
$$

The completeness of $W_{2}^{(3,2)}(\Theta)$ shows that $u_{n} \rightarrow \hat{u}$ for $n \rightarrow \infty$. Next, it will be shown that $\hat{u}$ is the representation solution of (16). If the limit is taken both sides of Equation (27), the following equation can be written:

$$
\begin{equation*}
\hat{u}(z, \xi)=\sum_{i=1}^{\infty} B_{i} \bar{\psi}_{i}(z, \xi) \tag{45}
\end{equation*}
$$

Note that

$$
\begin{gather*}
(L \hat{u})(z, \xi)=\sum_{i=1}^{\infty} B_{i} L \bar{\psi}_{i}(z, \xi)  \tag{46}\\
(L \hat{u})\left(z_{l}, \xi_{l}\right)=\sum_{i=1}^{\infty} B_{i} L \bar{\psi}_{i}\left(z_{l}, \xi_{l}\right)=\sum_{i=1}^{\infty} B_{i}\left\langle L \bar{\psi}_{i}(z, \xi), \varphi_{l}(z, \xi)\right\rangle_{W_{2}^{(1,1)}} \\
=\sum_{i=1}^{\infty} B_{i}\left\langle\bar{\psi}_{i}(z, \xi), L^{*} \varphi_{l}(z, \xi)\right\rangle_{W_{2}^{(3,2)}}=\sum_{i=1}^{\infty} B_{i}\left\langle\bar{\psi}_{i}(z, \xi), \psi_{l}(z, \xi)\right\rangle_{W_{2}(3,2)} \tag{47}
\end{gather*}
$$

Therefore,

$$
\begin{align*}
\sum_{l=1}^{i} \eta_{i l}(L \hat{u})\left(z_{l}, \xi_{l}\right) & =\sum_{i=1}^{\infty} B_{i}\left\langle\bar{\psi}_{i}(z, \xi), \sum_{l=1}^{i} \eta_{i l} \psi_{l}(z, \xi)\right\rangle_{W_{2}^{(3,2)}}  \tag{48}\\
& =\sum_{i=1}^{\infty} B_{i}\left\langle\bar{\psi}_{i}(z, \xi), \bar{\psi}_{l}(z, \xi)\right\rangle_{W_{2}^{(3,2)}}=B_{l} \tag{49}
\end{align*}
$$

From (28), the following equation can be expressed

$$
\begin{equation*}
L \hat{u}\left(z_{l}, \xi_{l}\right)=F\left(z_{l}, \xi_{l}, u_{l-1}\left(z_{l}, \xi_{l}\right), \partial_{z} u_{l-1}\left(z_{l}, \xi_{l}\right)\right) . \tag{50}
\end{equation*}
$$

For each $(\tau, \beta) \in \Theta,\left\{\left(z_{i}, \xi_{i}\right)\right\}_{i=1}^{\infty}$ is dense in $\Theta$. Therefore, there exists a subsequence $\left\{\left(z_{n_{j}}, \xi_{n_{j}}\right)\right\}_{j=1}^{\infty}$ such that $\left(z_{n_{j}}, \xi_{n_{j}}\right) \rightarrow(\tau, \beta), j \rightarrow \infty$. It is known that

$$
\begin{equation*}
L \hat{u}\left(z_{n_{j}}, \xi_{n_{j}}\right)=F\left(z_{n_{j}}, \xi_{n_{j}}, u_{n_{j-1}}\left(z_{n_{j}}, \xi_{n_{j}}\right), \partial_{z} u_{n_{j-1}}\left(z_{n_{j}}, \xi_{n_{j}}\right)\right) \tag{51}
\end{equation*}
$$

By using Lemma 1 and continuity of $F$, it can be seen that

$$
\begin{equation*}
(L \hat{u})(\tau, \beta)=F\left(\tau, \beta, \hat{u}(\tau, \beta), \partial_{z} \hat{u}(\tau, \beta)\right), \text { for } j \rightarrow \infty \tag{52}
\end{equation*}
$$

Equation (52) implies that $\hat{u}(z, \xi)$ satisfies Equation (16). So, proof is completed.
Theorem 6. $\partial_{z^{i}}^{i} \partial_{\xi^{j}}^{j} u_{n}(z, \xi)$ uniformly converges to $\partial_{z^{i}}^{i} \partial_{\xi^{j}}^{j} u(z, \xi)$ for $j=0,1$ and $i=0,1,2$.
Proof. The convergence of $u_{n}$ is given in the previous theorem. Now,

$$
\begin{aligned}
\left|\partial_{z^{i}}^{i} \partial_{\xi^{j}}^{j} u(z, \xi)-\partial_{z^{i}}^{i} \partial_{\xi^{j}}^{j} u_{n}(z, \xi)\right| & =\left|\left\langle u(y, s)-u_{n}(y, s), \partial_{z^{i}}^{i} \partial_{\zeta^{j}}^{j} L K_{(z, \xi)}(y, s)\right\rangle\right| \\
& \leq\left\|u-u_{n}\right\|\left\|\partial_{z^{i}}^{i} \partial_{\xi^{j}}^{j} L K_{(z, \xi)}(y, s)\right\| \\
& \leq C_{i, j}\left\|u-u_{n}\right\| .
\end{aligned}
$$

So,

$$
\left|\partial_{z^{i}}^{i} \partial_{\xi^{j}}^{j} u_{n}(z, \xi)-\partial_{z^{i}}^{i} \partial_{\xi^{j}}^{j} u(z, \xi)\right| \rightarrow 0 \text { as } n \rightarrow \infty .
$$

## 5. Error Estimation of Method

In this section, error analysis for the presented method will be given. In this analysis, one can understand that the error estimation varies depending on the selected step size. Now, the step size, chosen of points, and norm will be taken as follow:

$$
\begin{gathered}
z_{i}=i h_{z}, h_{z}=1 / n, \xi_{j}=j h_{\xi}, h_{\xi}=1 / n, i, j=1, \ldots, n . \\
\|u(z, \xi)\|_{\infty}=\max |u(z, \xi)| \text { for }(z, \xi) \in \Theta
\end{gathered}
$$

Furthermore, $u(z, \xi)-u_{n}(z, \xi)$ can be written in two ways for each variable as follow:

$$
u(z, \xi)-u_{n}(z, \xi)=u\left(z_{i}, \xi\right)-u_{n}\left(z_{i}, \xi\right)+\int_{z_{i}}^{z}\left(\partial_{\tau} u(\tau, \xi)-\partial_{\tau} u_{n}(\tau, \xi)\right) d \tau
$$

and

$$
u(z, \xi)-u_{n}(z, \xi)=u\left(z, \xi_{i}\right)-u_{n}\left(z, \xi_{i}\right)+\int_{\xi_{i}}^{\xi}\left(\partial_{\beta} u(z, \beta)-\partial_{\beta} u_{n}(z, \beta)\right) d \beta
$$

The following two theorems will be given for error estimation considering the two equations above.

Theorem 7. Let $u(z, \xi)-u_{n}(z, \xi)$ be error in $W_{2}^{(6,2)}(\Theta)$. Therefore, there exist a $C>0$ so that

$$
\left\|u(z, \xi)-u_{n}(z, \xi)\right\|_{\infty} \leq C\left(h_{z}^{2}+h_{z} h_{\xi}\right)
$$

Proof. For $\left[z_{i}, z_{i+1}\right] \times\left[\xi_{j}, \xi_{j+1}\right] \subset \Theta$, the following equality can be written:
$\partial_{z} u(z, \xi)-\partial_{z} u_{n}(z, \xi)=\partial_{z} u(z, \xi)-\partial_{z} u\left(z_{i}, \xi_{j}\right)+\partial_{z} u_{n}\left(z_{i}, \xi_{j}\right)-\partial_{z} u_{n}(z, \xi)+\partial_{z} u\left(z_{i}, \xi_{j}\right)-\partial_{z} u_{n}\left(z_{i}, \xi_{j}\right)$
Here, Taylor expansion will be used to show error estimate for the function $\partial_{z} u(z, \xi)$ around the point $\left(z_{i}, \xi_{j}\right)$. This equality will be analyzed in three cases. It is known that

$$
\partial_{z} u(z, \xi)=\partial_{z} u\left(z_{i}, \xi_{j}\right)+\left(h_{z} \partial_{z}+h_{\xi} \partial_{\tilde{\zeta}}\right) \partial_{z} u\left(z_{i}+\epsilon h_{z}, \xi_{j}+\epsilon h_{\tilde{\zeta}}\right), \epsilon \in[0,1] .
$$

Firstly, the continuity of $\partial_{z^{2}}^{2} u(z, \xi)$ and $\partial_{z \xi}^{2} u(z, \xi)$ on $\Theta$ is considered. So, one can write that

$$
\left\|\partial_{z} u(z, \xi)-\partial_{z} u\left(z_{i}, \xi_{j}\right)\right\|_{\infty}=O\left(h_{z}+h_{\xi}\right)
$$

Secondly, one know that

$$
\begin{equation*}
\left|\partial_{z} u_{n}\left(z_{i}, \xi_{j}\right)-\partial_{z} u_{n}(z, \xi)\right| \leq \int_{z_{i}}^{z}\left|\partial_{y^{2}}^{2} u_{n}\left(y, \xi_{j}\right)\right| d y+\int_{\tilde{\xi}_{j}}^{\xi}\left|\partial_{z s}^{2} u_{n}(z, s)\right| d s \tag{53}
\end{equation*}
$$

The next equation can be stated by using of maximum norm

$$
\left\|\partial_{z} u_{n}\left(z_{i}, \xi_{j}\right)-\partial_{z} u_{n}(z, \xi)\right\|_{\infty}=O\left(h_{z}+h_{\tilde{\xi}}\right)
$$

Finally, for sufficiently large $n$, any $\varepsilon>0$ and using Theorem 6 such that

$$
\begin{equation*}
\left\|\partial_{z} u\left(z_{i}, \xi_{j}\right)-\partial_{z} u_{n}\left(z_{i}, \xi_{j}\right)\right\|_{\infty}<\varepsilon . \tag{54}
\end{equation*}
$$

From Equation (54), it is known that $\varepsilon$ is arbitrary constant and the chosen of $n$, the following equality can be expressed

$$
\left\|\partial_{z} u\left(z_{i}, \xi_{j}\right)-\partial_{z} u_{n}\left(z_{i}, \xi_{j}\right)\right\|_{\infty}=O\left(h_{z}+h_{\xi}\right)
$$

In light of the information given above, error estimation will be given as follows:

$$
\begin{aligned}
u(z, \xi)-u_{n}(z, \xi) & =u\left(z_{i}, \xi\right)-u_{n}\left(z_{i}, \xi\right)+\int_{z_{i}}^{z}\left(\partial_{y} u(y, \xi)-\partial_{y} u_{n}(y, \xi)\right) d y \\
\left\|u(z, \xi)-u_{n}(z, \xi)\right\|_{\infty} & \leq\left\|u\left(z_{i}, \xi\right)-u_{n}\left(z_{i}, \xi\right)\right\|_{\infty}+\int_{z_{i}}^{z}\left\|\partial_{y} u(y, \xi)-\partial_{y} u_{n}(y, \xi)\right\|_{\infty} d y \\
& \leq C\left(h_{z}^{2}+h_{\xi} h_{z}\right) .
\end{aligned}
$$

So far, error estimation analysis is done for $z$ variable. The error estimation analysis for variable $\xi$ will be given by the next theorem.

Theorem 8. Assume that $\partial_{z^{3}}^{3} \partial_{\xi} u(z, \xi)$ and $\partial_{z^{2}}^{2} \partial_{\tilde{\xi}^{2}}^{2} u(z, \xi)$ are continuous and also, $\left\|\partial_{z^{3}}^{3} \partial_{\xi} u(z, \xi)\right\|_{\infty}$ and $\left\|\partial_{z^{2}}^{2} \partial_{\xi^{2}}^{2} u(z, \xi)\right\|_{\infty}$ are bounded. So, there exist a $C>0$ such that the error estimate can be expressed as:

$$
\left\|u_{n}(z, \xi)-u(z, \xi)\right\|_{\infty} \leq C\left(h_{\xi} h_{z}^{3}+h_{\xi}^{2} h_{z}^{2}\right)
$$

Proof. For $\left[z_{i}, z_{i+1}\right] \times\left[\xi_{i}, \xi_{i+1}\right] \in \Theta$, it can be written

$$
\begin{aligned}
\partial_{z^{2}}^{2} \partial_{\xi} u(z, \xi)-\partial_{z^{2}}^{2} \partial_{\xi} u_{n}(z, \xi) & =\partial_{z^{2}}^{2} \partial_{\xi} u(z, \xi)-\partial_{z^{2}}^{2} \partial_{\xi} u\left(z_{i}, \xi_{j}\right)+\partial_{z^{2}}^{2} \partial_{\xi} u_{n}\left(z_{i}, \xi_{j}\right) \\
& -\partial_{z^{2}}^{2} \partial_{\xi} u_{n}(z, \xi)+\partial_{z^{2}}^{2} \partial_{\xi} u\left(z_{i}, \xi_{j}\right)-\partial_{z^{2}}^{2} \partial_{\xi} u_{n}\left(z_{i}, \xi_{j}\right)
\end{aligned}
$$

Taylor series expansion for $\partial_{z^{2}}^{2} \partial_{\xi} u(z, \xi)$ function around the point $\left(z_{i}, \xi_{j}\right)$ as follow:

$$
\partial_{z^{2}}^{2} \partial_{\xi} u(z, \xi)=\partial_{z^{2}}^{2} \partial_{\tilde{\xi}} u\left(z_{i}, \xi_{j}\right)+\left(h_{z} \partial_{z}+h_{\xi} \partial_{\xi}\right) \partial_{z^{2}}^{2} \partial_{\tilde{\xi}} u\left(z_{i}+h_{z} \epsilon, \xi_{j}+h_{\xi} \epsilon\right)+\ldots, \epsilon \in[0,1] .
$$

Firstly, the following expression can be written by considering the continuation of $\partial_{z^{3}}^{3} \partial_{\xi} u(z, \xi)$ and $\partial_{z^{2}}^{2} \partial_{\xi^{2}}^{2} u(z, \xi)$ on $\Theta$,

$$
\left\|\partial_{z^{2}}^{2} \partial_{\xi} u(z, \xi)-\partial_{z^{2}}^{2} \partial_{\xi} u\left(z_{i}, \xi_{j}\right)\right\|_{\infty}=O\left(h_{z}+h_{\xi}\right) .
$$

Secondly, one knows that

$$
\left|\partial_{z^{2}}^{2} \partial_{\tilde{\xi}} u_{n}\left(z_{i}, \xi_{j}\right)-\partial_{z^{2}}^{2} \partial_{\tilde{\xi}} u_{n}(z, \xi)\right| \leq \int_{z_{i}}^{z}\left|\partial_{y^{3}}^{3} \partial_{\xi} u_{n}\left(y, \xi_{j}\right)\right| d y+\int_{\xi_{i}}^{\xi}\left|\partial_{z^{2}}^{2} \partial_{s^{2}}^{2} u_{n}(z, s)\right| d s .
$$

The follow equality can be written by using of maximum norm:

$$
\left\|\partial_{z^{2}}^{2} \partial_{\xi} u_{n}\left(z_{i}, \xi_{j}\right)-\partial_{z^{2}}^{2} \partial_{\tilde{\xi}} u_{n}(z, \xi)\right\|_{\infty}=O\left(h_{z}+h_{\xi}\right)
$$

The following statement can be written using Theorem 6 and for any arbitrary $\varepsilon>0$, and sufficiently large $n$ :

$$
\begin{equation*}
\left\|\partial_{z^{2}}^{2} \partial_{\xi} u\left(z_{i}, \xi_{j}\right)-\partial_{z^{2}}^{2} \partial_{\xi} u_{n}\left(z_{i}, \xi_{j}\right)\right\|_{\infty}<\varepsilon \tag{55}
\end{equation*}
$$

The following equation can be written from Equation (55) by choosing of $n$ and using arbitrary constant $\varepsilon$. So, we have

$$
\begin{equation*}
\left\|\partial_{z^{2}}^{2} \partial_{\xi} u(z, \xi)-\partial_{z^{2}}^{2} \partial_{\tilde{\zeta}} u_{n}(z, \xi)\right\|_{\infty}=O\left(h_{z}+h_{\xi}\right) . \tag{56}
\end{equation*}
$$

One can know that the following equations can be written from the integral property for differentiable functions:

$$
\begin{gather*}
\partial_{z} \partial_{\xi} u(z, \xi)-\partial_{z} \partial_{\xi} u_{n}(z, \xi)=\partial_{z} \partial_{\xi} u\left(z_{i}, \xi\right)-\partial_{z} \partial_{\tilde{\xi}} u_{n}(z, \xi)+\int_{z_{i}}^{z}\left(\partial_{y^{2}}^{2} \partial_{\xi} u(y, \xi)-\partial_{y^{2}}^{2} \partial_{\xi} u_{n}(y, \xi)\right) d y  \tag{57}\\
\partial_{\xi} u(z, \xi)-\partial_{\xi} u_{n}(z, \xi)=\partial_{\xi} u\left(z_{i}, \xi\right)-\partial_{\xi} u_{n}\left(z_{i}, \xi\right)+\int_{z_{i}}^{z}\left(\partial_{y} \partial_{\xi} u(y, \xi)-\partial_{y} \partial_{\xi} u_{n}(y, \xi)\right) d y  \tag{58}\\
u(z, \xi)-u_{n}(z, \xi)=u\left(z, \xi_{i}\right)-u_{n}\left(z, \xi_{i}\right)+\int_{\xi_{i}}^{\xi}\left(\partial_{s} u(z, s)-\partial_{s} u_{n}(z, s)\right) d s \tag{59}
\end{gather*}
$$

The following inequality can be written from Equations (56)-(59) and Theorem 6:

$$
\left\|u(z, \xi)-u_{n}(z, \xi)\right\|_{\infty} \leq C\left(h_{\xi} h_{z}^{3}+h_{\xi}^{2} h_{z}^{2}\right)
$$

## 6. Numerical Applications and Algorithm of Method

In this section, two fractional Burgers' problems with variable and constant coefficient are considered. Exact solutions of problems include the fractional parameter $\alpha$. Reproducing kernel method will be applied for these problems and outcomes will be presented with tables and graphics.

### 6.1. Algorithm Process of RKM

The algorithm process of RKM is given as follow:
Case 1. Choosing of iteration number as $n=a \times b$.
Case 2. Start $\psi_{i}(z, \xi)=\left.L_{(\tau, \beta)} K_{(\tau, \beta)}(z, \xi)\right|_{(\tau, \beta)=\left(z_{i}, \xi_{i}\right)}$.
Case 3. Obtaining of $\eta_{i k}$ coefficients.
Case 4. Set $\bar{\psi}_{i}(z, \xi)=\sum_{k=1}^{i} \eta_{i k} \psi_{k}(z, \xi)$ for $i=1,2, \ldots, n$.
Case 5. Start initial approximation $u_{0}\left(z_{i}, \xi_{i}\right)$.
Case 6. Calculate $B_{i}=\sum_{k=1}^{i} \eta_{i k} F\left(z_{k}, \xi_{k}, u_{k-1}\left(z_{k}, \xi_{k}\right), \partial_{z} u_{k-1}\left(z_{k}, \xi_{k}\right)\right)$ for $i=1,2, \ldots, n$.
Case 7. Calculate $u_{i}(z, \xi)=\sum_{k=1}^{i} B_{k} \bar{\psi}_{k}\left(z_{k}, \xi_{k}\right)$ for $i=1,2, \ldots, n$.

### 6.2. Numerical Applications

Example 1. It will be examined that the following fractional-order Burgers' problem with Dirichlet boundary condition:

$$
\begin{gather*}
{ }^{c} D_{\xi}^{\alpha} u+(1+z \xi) u_{z z}+z^{2} u+(z+1) u_{z}-\xi \sin (z) u u_{z}=f(z, \xi)  \tag{60}\\
0 \leq \xi \leq 1,0 \leq z \leq 1,0<\alpha \leq 1 \\
u(z, 0)=0=u(0, \xi)=u(1, \xi)=0 \tag{61}
\end{gather*}
$$

The exact solution of problem:

$$
\begin{equation*}
u(z, \xi)=\left(z^{2}-z\right) \xi^{1+\alpha} \tag{62}
\end{equation*}
$$

and $f(z, \xi)$ is the function that provides the Equation (62). Taking $z_{i}=\frac{i}{a}, i=1,2, \ldots, a$, $\xi_{i}=\frac{i}{b}, i=1,2, \ldots, b$ and $n$-th term of approximate solution is selected as $n=a \times b$. Absolute error values for Example 1 is computed for $\alpha=0.9, \alpha=0.8, \alpha=0.7$ and $n=25(a=b=5)$. Error values are given in Tables 2-4 in order to observe of applicability and influence of method. The graphics of absolute errors are given for $\alpha=0.7, \alpha=0.8$, and $\alpha=0.9$ in Figure 1 .


Figure 1. The surfaces show the absolute error of Example 1 with $n=16(a=b=4)$ and for $\alpha=0.7$, $\alpha=0.8, \alpha=0.9$ respectively on region $\Theta$.

Table 2. Absolute error values of Example 1 for Burgers' equation with $\alpha=0.9$.

| $z / \xi$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.1 | $1.31 \times 10^{-4}$ | $3.13 \times 10^{-5}$ | $3.36 \times 10^{-5}$ | $3.90 \times 10^{-5}$ | $5.67 \times 10^{-5}$ | $5.06 \times 10^{-5}$ | $6.67 \times 10^{-5}$ | $2.92 \times 10^{-5}$ | $1.31 \times 10^{-4}$ |
| 0.2 | $2.34 \times 10^{-4}$ | $5.74 \times 10^{-5}$ | $6.39 \times 10^{-5}$ | $7.70 \times 10^{-5}$ | $1.13 \times 10^{-4}$ | $1.08 \times 10^{-4}$ | $1.44 \times 10^{-4}$ | $1.55 \times 10^{-5}$ | $1.83 \times 10^{-4}$ |
| 0.3 | $3.07 \times 10^{-4}$ | $7.60 \times 10^{-5}$ | $8.59 \times 10^{-5}$ | $1.05 \times 10^{-4}$ | $1.55 \times 10^{-4}$ | $1.53 \times 10^{-4}$ | $2.07 \times 10^{-4}$ | $7.90 \times 10^{-6}$ | $1.96 \times 10^{-4}$ |
| 0.4 | $3.49 \times 10^{-4}$ | $8.65 \times 10^{-5}$ | $9.88 \times 10^{-5}$ | $1.22 \times 10^{-4}$ | $1.82 \times 10^{-4}$ | $1.81 \times 10^{-4}$ | $2.51 \times 10^{-4}$ | $3.54 \times 10^{-5}$ | $1.75 \times 10^{-4}$ |
| 0.5 | $3.62 \times 10^{-4}$ | $8.76 \times 10^{-5}$ | $1.00 \times 10^{-4}$ | $1.24 \times 10^{-4}$ | $1.87 \times 10^{-4}$ | $1.88 \times 10^{-4}$ | $2.66 \times 10^{-4}$ | $5.70 \times 10^{-5}$ | $1.33 \times 10^{-4}$ |
| 0.6 | $3.45 \times 10^{-4}$ | $8.13 \times 10^{-5}$ | $9.31 \times 10^{-5}$ | $1.16 \times 10^{-4}$ | $1.75 \times 10^{-4}$ | $1.76 \times 10^{-4}$ | $2.57 \times 10^{-4}$ | $7.18 \times 10^{-5}$ | $7.86 \times 10^{-5}$ |
| 0.7 | $2.99 \times 10^{-4}$ | $6.69 \times 10^{-5}$ | $7.60 \times 10^{-5}$ | $9.49 \times 10^{-5}$ | $1.45 \times 10^{-4}$ | $1.44 \times 10^{-4}$ | $2.19 \times 10^{-4}$ | $7.05 \times 10^{-5}$ | $3.03 \times 10^{-5}$ |
| 0.8 | $2.25 \times 10^{-4}$ | $4.73 \times 10^{-5}$ | $5.30 \times 10^{-5}$ | $6.56 \times 10^{-5}$ | $1.01 \times 10^{-4}$ | $9.98 \times 10^{-5}$ | $1.58 \times 10^{-4}$ | $5.56 \times 10^{-5}$ | $3.62 \times 10^{-6}$ |
| 0.9 | $1.25 \times 10^{-4}$ | $2.41 \times 10^{-5}$ | $2.63 \times 10^{-5}$ | $3.22 \times 10^{-5}$ | $5.09 \times 10^{-5}$ | $4.82 \times 10^{-5}$ | $8.20 \times 10^{-5}$ | $2.96 \times 10^{-5}$ | $1.49 \times 10^{-5}$ |

Table 3. Absolute error values of Example 1 for Burgers' equation with $\alpha=0.8$.

| $z / \xi$ | 0.1 | 0.2 | 0.3 | $\mathbf{0 . 4}$ | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $1.26 \times 10^{-4}$ | $1.29 \times 10^{-5}$ | $2.37 \times 10^{-5}$ | $1.99 \times 10^{-5}$ | $4.07 \times 10^{-5}$ | $3.53 \times 10^{-5}$ | $6.82 \times 10^{-5}$ | $1.27 \times 10^{-5}$ | $8.96 \times 10^{-6}$ |
| 0.2 | $2.25 \times 10^{-4}$ | $2.58 \times 10^{-5}$ | $4.78 \times 10^{-5}$ | $4.48 \times 10^{-5}$ | $8.67 \times 10^{-5}$ | $8.28 \times 10^{-5}$ | $1.48 \times 10^{-4}$ | $5.90 \times 10^{-5}$ | $3.22 \times 10^{-5}$ |
| 0.3 | $2.96 \times 10^{-4}$ | $3.61 \times 10^{-5}$ | $6.66 \times 10^{-5}$ | $6.49 \times 10^{-5}$ | $1.23 \times 10^{-4}$ | $1.21 \times 10^{-4}$ | $2.13 \times 10^{-4}$ | $1.03 \times 10^{-4}$ | $8.09 \times 10^{-5}$ |
| 0.4 | $3.39 \times 10^{-4}$ | $4.36 \times 10^{-5}$ | $7.94 \times 10^{-5}$ | $7.88 \times 10^{-5}$ | $1.47 \times 10^{-4}$ | $1.48 \times 10^{-4}$ | $2.57 \times 10^{-4}$ | $1.40 \times 10^{-4}$ | $1.30 \times 10^{-4}$ |
| 0.5 | $3.53 \times 10^{-4}$ | $4.62 \times 10^{-5}$ | $8.30 \times 10^{-5}$ | $8.22 \times 10^{-5}$ | $1.54 \times 10^{-4}$ | $1.55 \times 10^{-4}$ | $2.72 \times 10^{-4}$ | $1.58 \times 10^{-4}$ | $1.67 \times 10^{-4}$ |
| 0.6 | $3.39 \times 10^{-4}$ | $4.54 \times 10^{-5}$ | $7.99 \times 10^{-5}$ | $7.82 \times 10^{-5}$ | $1.46 \times 10^{-4}$ | $1.47 \times 10^{-4}$ | $2.61 \times 10^{-4}$ | $1.60 \times 10^{-4}$ | $1.89 \times 10^{-4}$ |
| 0.7 | $2.96 \times 10^{-4}$ | $3.94 \times 10^{-5}$ | $6.77 \times 10^{-5}$ | $6.43 \times 10^{-5}$ | $1.22 \times 10^{-4}$ | $1.20 \times 10^{-4}$ | $2.21 \times 10^{-4}$ | $1.39 \times 10^{-4}$ | $1.85 \times 10^{-4}$ |
| 0.8 | $2.25 \times 10^{-4}$ | $2.95 \times 10^{-5}$ | $4.93 \times 10^{-5}$ | $4.46 \times 10^{-5}$ | $8.69 \times 10^{-5}$ | $8.34 \times 10^{-5}$ | $1.59 \times 10^{-4}$ | $1.01 \times 10^{-4}$ | $1.52 \times 10^{-4}$ |
| 0.9 | $1.26 \times 10^{-4}$ | $1.60 \times 10^{-5}$ | $2.59 \times 10^{-5}$ | $2.17 \times 10^{-5}$ | $4.40 \times 10^{-5}$ | $4.03 \times 10^{-5}$ | $8.22 \times 10^{-5}$ | $5.19 \times 10^{-5}$ | $8.97 \times 10^{-5}$ |

Table 4. Absolute error values of Example 1 for Burgers' equation with $\alpha=0.7$.

| $z / \xi$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $1.29 \times 10^{-4}$ | $7.61 \times 10^{-6}$ | $2.09 \times 10^{-5}$ | $9.72 \times 10^{-6}$ | $3.07 \times 10^{-5}$ | $2.01 \times 10^{-5}$ | $4.75 \times 10^{-5}$ | $1.57 \times 10^{-5}$ | $4.67 \times 10^{-5}$ |
| 0.2 | $2.30 \times 10^{-4}$ | $9.60 \times 10^{-6}$ | $4.42 \times 10^{-5}$ | $2.82 \times 10^{-5}$ | $7.08 \times 10^{-5}$ | $5.80 \times 10^{-5}$ | $1.13 \times 10^{-4}$ | $6.51 \times 10^{-5}$ | $1.30 \times 10^{-4}$ |
| 0.3 | $3.03 \times 10^{-4}$ | $8.97 \times 10^{-6}$ | $6.33 \times 10^{-5}$ | $4.46 \times 10^{-5}$ | $1.04 \times 10^{-4}$ | $9.12 \times 10^{-5}$ | $1.69 \times 10^{-4}$ | $1.11 \times 10^{-4}$ | $2.07 \times 10^{-4}$ |
| 0.4 | $3.48 \times 10^{-4}$ | $5.73 \times 10^{-6}$ | $7.73 \times 10^{-5}$ | $5.69 \times 10^{-5}$ | $1.27 \times 10^{-4}$ | $1.15 \times 10^{-4}$ | $2.08 \times 10^{-4}$ | $1.48 \times 10^{-4}$ | $2.68 \times 10^{-4}$ |
| 0.5 | $3.64 \times 10^{-4}$ | $2.22 \times 10^{-6}$ | $8.27 \times 10^{-5}$ | $6.07 \times 10^{-5}$ | $1.35 \times 10^{-4}$ | $1.24 \times 10^{-4}$ | $2.23 \times 10^{-4}$ | $1.64 \times 10^{-4}$ | $3.03 \times 10^{-4}$ |
| 0.6 | $3.53 \times 10^{-4}$ | $2.36 \times 10^{-6}$ | $8.15 \times 10^{-5}$ | $5.87 \times 10^{-5}$ | $1.30 \times 10^{-4}$ | $1.20 \times 10^{-4}$ | $2.16 \times 10^{-4}$ | $1.64 \times 10^{-4}$ | $3.09 \times 10^{-4}$ |
| 0.7 | $3.11 \times 10^{-4}$ | $5.08 \times 10^{-6}$ | $7.10 \times 10^{-5}$ | $4.82 \times 10^{-5}$ | $1.10 \times 10^{-4}$ | $1.00 \times 10^{-4}$ | $1.84 \times 10^{-4}$ | $1.40 \times 10^{-4}$ | $2.80 \times 10^{-4}$ |
| 0.8 | $2.39 \times 10^{-4}$ | $6.20 \times 10^{-6}$ | $5.32 \times 10^{-5}$ | $3.31 \times 10^{-5}$ | $7.91 \times 10^{-5}$ | $7.04 \times 10^{-5}$ | $1.33 \times 10^{-4}$ | $1.01 \times 10^{-4}$ | $2.17 \times 10^{-4}$ |
| 0.9 | $1.35 \times 10^{-4}$ | $4.68 \times 10^{-6}$ | $2.90 \times 10^{-5}$ | $1.57 \times 10^{-5}$ | $4.05 \times 10^{-5}$ | $3.47 \times 10^{-5}$ | $6.90 \times 10^{-5}$ | $5.18 \times 10^{-5}$ | $1.22 \times 10^{-4}$ |

Example 2. It will be examined that the fractional-order Burgers' equation with Neumann boundary condition as follow:

$$
\begin{array}{r}
{ }^{c} D_{\xi}^{\alpha} u-u_{z z}-u u_{z}=f(z, \xi) \\
0 \leq z \leq 1,0 \leq \xi \leq 1, \frac{1}{2}<\alpha \leq 1 \\
u(z, 0)=0, u_{z}(0, \xi)=u_{z}(1, \xi)=0 . \tag{64}
\end{array}
$$

The exact solution of problem is :

$$
\begin{equation*}
u(z, \xi)=\left(\frac{z^{3}}{3}-\frac{z^{2}}{2}\right) \xi^{2 \alpha} \tag{65}
\end{equation*}
$$

and $f(z, \xi)$ is the function that provides the Equations (65). Taking $z_{i}=\frac{i}{a}, i=1,2, \ldots, a, \xi_{i}=\frac{i}{b}$, $i=1,2, \ldots, b$ and $n=a \times b$. Absolute error of Example 2 is computed for $\alpha=0.9, \alpha=0.8, \alpha=0.7$ and $n=64(a=b=8)$. Error values are given in Tables 5-7 in order to observe of applicability and influence of method. The graphics of absolute errors are given for $\alpha=0.7, \alpha=0.8$, and $\alpha=0.9$ in Figure 2.


Figure 2. The surfaces show the absolute error of Example 2 with $n=36(a=b=6)$ and for $\alpha=0.7$, $\alpha=0.8, \alpha=0.9$ respectively on region $\Theta$.

Table 5. Absolute error values of Example 2 for Burgers' equation with $\alpha=0.9$.

| $z / \xi$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $4.76 \times 10^{-4}$ | $3.40 \times 10^{-4}$ | $2.88 \times 10^{-4}$ | $2.92 \times 10^{-4}$ | $3.24 \times 10^{-4}$ | $3.84 \times 10^{-4}$ | $4.64 \times 10^{-4}$ | $5.77 \times 10^{-4}$ | $6.89 \times 10^{-4}$ |
| 0.2 | $9.30 \times 10^{-4}$ | $6.16 \times 10^{-4}$ | $4.62 \times 10^{-4}$ | $4.00 \times 10^{-4}$ | $3.81 \times 10^{-4}$ | $4.03 \times 10^{-4}$ | $4.50 \times 10^{-4}$ | $5.49 \times 10^{-4}$ | $6.38 \times 10^{-4}$ |
| 0.3 | $1.36 \times 10^{-3}$ | $8.71 \times 10^{-4}$ | $6.16 \times 10^{-4}$ | $4.88 \times 10^{-4}$ | $4.16 \times 10^{-4}$ | $3.97 \times 10^{-4}$ | $4.09 \times 10^{-4}$ | $4.88 \times 10^{-4}$ | $5.54 \times 10^{-4}$ |
| 0.4 | $1.77 \times 10^{-3}$ | $1.10 \times 10^{-3}$ | $7.50 \times 10^{-4}$ | $5.58 \times 10^{-4}$ | $4.33 \times 10^{-4}$ | $3.72 \times 10^{-4}$ | $3.48 \times 10^{-4}$ | $4.06 \times 10^{-4}$ | $4.49 \times 10^{-4}$ |
| 0.5 | $2.15 \times 10^{-3}$ | $1.30 \times 10^{-3}$ | $8.62 \times 10^{-4}$ | $6.09 \times 10^{-4}$ | $4.34 \times 10^{-4}$ | $3.33 \times 10^{-3}$ | $2.74 \times 10^{-4}$ | $3.09 \times 10^{-4}$ | $3.30 \times 10^{-4}$ |
| 0.6 | $2.47 \times 10^{-3}$ | $1.46 \times 10^{-3}$ | $9.49 \times 10^{-4}$ | $6.42 \times 10^{-4}$ | $4.20 \times 10^{-4}$ | $2.82 \times 10^{-4}$ | $1.91 \times 10^{-4}$ | $2.02 \times 10^{-4}$ | $2.01 \times 10^{-4}$ |
| 0.7 | $2.74 \times 10^{-3}$ | $1.59 \times 10^{-3}$ | $1.01 \times 10^{-3}$ | $6.56 \times 10^{-4}$ | $3.94 \times 10^{-4}$ | $2.23 \times 10^{-4}$ | $1.01 \times 10^{-4}$ | $9.05 \times 10^{-5}$ | $6.96 \times 10^{-4}$ |
| 0.8 | $2.93 \times 10^{-3}$ | $1.68 \times 10^{-3}$ | $1.04 \times 10^{-3}$ | $6.56 \times 10^{-4}$ | $3.62 \times 10^{-4}$ | $1.63 \times 10^{-4}$ | $1.72 \times 10^{-5}$ | $1.43 \times 10^{-5}$ | $5.21 \times 10^{-5}$ |
| 0.9 | $3.05 \times 10^{-3}$ | $1.73 \times 10^{-3}$ | $1.06 \times 10^{-3}$ | $6.49 \times 10^{-4}$ | $3.32 \times 10^{-4}$ | $1.15 \times 10^{-4}$ | $4.78 \times 10^{-5}$ | $9.40 \times 10^{-5}$ | $1.43 \times 10^{-4}$ |

Table 6. Absolute error values of Example 2 for Burgers' equation with $\alpha=0.8$.

| $z / \xi$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $3.88 \times 10^{-4}$ | $2.19 \times 10^{-4}$ | $2.12 \times 10^{-4}$ | $2.49 \times 10^{-4}$ | $3.02 \times 10^{-4}$ | $3.77 \times 10^{-4}$ | $4.63 \times 10^{-4}$ | $5.77 \times 10^{-4}$ | $6.84 \times 10^{-4}$ |
| 0.2 | $7.52 \times 10^{-4}$ | $3.60 \times 10^{-4}$ | $2.88 \times 10^{-4}$ | $2.86 \times 10^{-4}$ | $3.07 \times 10^{-4}$ | $3.59 \times 10^{-4}$ | $4.23 \times 10^{-4}$ | $5.31 \times 10^{-4}$ | $6.22 \times 10^{-4}$ |
| 0.3 | $1.10 \times 10^{-3}$ | $4.88 \times 10^{-4}$ | $3.52 \times 10^{-4}$ | $3.10 \times 10^{-4}$ | $2.96 \times 10^{-4}$ | $3.21 \times 10^{-4}$ | $3.61 \times 10^{-4}$ | $4.60 \times 10^{-4}$ | $5.34 \times 10^{-4}$ |
| 0.4 | $1.44 \times 10^{-3}$ | $6.01 \times 10^{-4}$ | $4.05 \times 10^{-4}$ | $3.23 \times 10^{-4}$ | $2.74 \times 10^{-4}$ | $2.73 \times 10^{-4}$ | $2.88 \times 10^{-4}$ | $3.74 \times 10^{-4}$ | $4.32 \times 10^{-4}$ |
| 0.5 | $1.75 \times 10^{-3}$ | $6.97 \times 10^{-4}$ | $4.45 \times 10^{-4}$ | $3.26 \times 10^{-4}$ | $2.43 \times 10^{-4}$ | $2.16 \times 10^{-4}$ | $2.07 \times 10^{-4}$ | $2.79 \times 10^{-4}$ | $3.21 \times 10^{-4}$ |
| 0.6 | $2.01 \times 10^{-3}$ | $7.75 \times 10^{-4}$ | $4.74 \times 10^{-4}$ | $3.19 \times 10^{-4}$ | $2.05 \times 10^{-4}$ | $1.53 \times 10^{-4}$ | $1.22 \times 10^{-4}$ | $1.79 \times 10^{-4}$ | $2.06 \times 10^{-4}$ |
| 0.7 | $2.23 \times 10^{-3}$ | $8.31 \times 10^{-4}$ | $4.90 \times 10^{-4}$ | $3.04 \times 10^{-4}$ | $1.62 \times 10^{-4}$ | $8.89 \times 10^{-5}$ | $3.63 \times 10^{-5}$ | $7.85 \times 10^{-5}$ | $9.18 \times 10^{-5}$ |
| 0.8 | $2.40 \times 10^{-3}$ | $8.68 \times 10^{-4}$ | $4.95 \times 10^{-4}$ | $2.85 \times 10^{-4}$ | $1.20 \times 10^{-4}$ | $2.81 \times 10^{-5}$ | $4.19 \times 10^{-5}$ | $1.33 \times 10^{-5}$ | $1.18 \times 10^{-5}$ |
| 0.9 | $2.50 \times 10^{-3}$ | $8.87 \times 10^{-4}$ | $4.94 \times 10^{-4}$ | $2.67 \times 10^{-4}$ | $8.76 \times 10^{-5}$ | $1.80 \times 10^{-5}$ | $1.00 \times 10^{-4}$ | $8.19 \times 10^{-5}$ | $8.88 \times 10^{-4}$ |

Table 7. Absolute error values of Example 2 for Burgers' equation with $\alpha=0.7$.

| $z / \xi$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $2.86 \times 10^{-4}$ | $1.42 \times 10^{-4}$ | $1.89 \times 10^{-4}$ | $2.48 \times 10^{-4}$ | $3.17 \times 10^{-4}$ | $4.00 \times 10^{-4}$ | $4.88 \times 10^{-4}$ | $5.96 \times 10^{-4}$ | $6.96 \times 10^{-4}$ |
| 0.2 | $5.41 \times 10^{-4}$ | $1.88 \times 10^{-4}$ | $2.15 \times 10^{-4}$ | $2.53 \times 10^{-4}$ | $3.01 \times 10^{-4}$ | $3.73 \times 10^{-4}$ | $4.48 \times 10^{-4}$ | $5.53 \times 10^{-4}$ | $6.41 \times 10^{-4}$ |
| 0.3 | $7.93 \times 10^{-4}$ | $2.26 \times 10^{-4}$ | $2.34 \times 10^{-4}$ | $2.50 \times 10^{-4}$ | $2.77 \times 10^{-4}$ | $3.35 \times 10^{-4}$ | $3.95 \times 10^{-4}$ | $4.95 \times 10^{-4}$ | $5.71 \times 10^{-4}$ |
| 0.4 | $1.03 \times 10^{-3}$ | $2.57 \times 10^{-4}$ | $2.49 \times 10^{-4}$ | $2.42 \times 10^{-4}$ | $2.48 \times 10^{-4}$ | $2.91 \times 10^{-4}$ | $3.36 \times 10^{-4}$ | $4.30 \times 10^{-4}$ | $4.95 \times 10^{-4}$ |
| 0.5 | $1.26 \times 10^{-3}$ | $2.81 \times 10^{-4}$ | $2.58 \times 10^{-4}$ | $2.30 \times 10^{-4}$ | $2.16 \times 10^{-4}$ | $2.45 \times 10^{-4}$ | $2.75 \times 10^{-4}$ | $3.61 \times 10^{-4}$ | $4.16 \times 10^{-4}$ |
| 0.6 | $1.45 \times 10^{-3}$ | $2.98 \times 10^{-4}$ | $2.62 \times 10^{-4}$ | $2.14 \times 10^{-4}$ | $1.81 \times 10^{-4}$ | $1.96 \times 10^{-4}$ | $2.12 \times 10^{-4}$ | $2.91 \times 10^{-4}$ | $3.36 \times 10^{-4}$ |
| 0.7 | $1.62 \times 10^{-3}$ | $3.06 \times 10^{-4}$ | $2.60 \times 10^{-4}$ | $1.95 \times 10^{-4}$ | $1.45 \times 10^{-4}$ | $1.48 \times 10^{-4}$ | $1.52 \times 10^{-4}$ | $2.22 \times 10^{-4}$ | $2.58 \times 10^{-4}$ |
| 0.8 | $1.74 \times 10^{-3}$ | $3.09 \times 10^{-4}$ | $2.55 \times 10^{-4}$ | $1.76 \times 10^{-4}$ | $1.12 \times 10^{-4}$ | $1.04 \times 10^{-4}$ | $9.79 \times 10^{-5}$ | $1.59 \times 10^{-4}$ | $1.89 \times 10^{-4}$ |
| 0.9 | $1.82 \times 10^{-3}$ | $3.08 \times 10^{-4}$ | $2.50 \times 10^{-4}$ | $1.60 \times 10^{-4}$ | $8.69 \times 10^{-5}$ | $7.20 \times 10^{-5}$ | $5.79 \times 10^{-5}$ | $1.14 \times 10^{-4}$ | $1.38 \times 10^{-4}$ |

## 7. Conclusions

In this research, some special Hilbert spaces with inner products and the kernel function of these spaces are introduced. Then the iterative solution is obtained by reproducing kernel theory. Error estimation of the approximate solution and convergence analysis are verified with lemma and theorems. Numerical outcomes demonstrate that the iterative approximation is applicable, convenient, and powerful for fractional-order Burgers' equation with Dirichlet and Neumann conditions. Therefore, iterative RKM is successfully implemented for fractional-order Burgers' equation and so this study will contribute to the science.
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## RKM Reproducing Kernel Method
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#### Abstract

Time scales have been the target of work of many mathematicians for more than a quarter century. Some of these studies are of inequalities and dynamic integrals. Inequalities and fractional maximal integrals have an important place in these studies. For example, inequalities and integrals contributed to the solution of many problems in various branches of science. In this paper, we will use fractional maximal integrals to establish integral inequalities on time scales. Moreover, our findings show that inequality is valid for discrete and continuous conditions.
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## 1. Introduction

The founder of the study of dynamic equations on time scales is Stefan Hilger [1]. Recently, the inequalities and dynamic equations on time scales have received great attention. Dynamic equations and inequalities have many applications in quantum mechanics, neural networks, heat transfer, electrical engineering, optics, economy and population dynamics [2-5]. It is possible to give an example from the economy, seasonal investments and income [6]. Many mathematicians have demonstrated various aspects of integral inequalities on time scales $[7,8]$. The most important examples of time scale studies are differential, difference and quantum calculus [9], i.e., when $\mathbb{T}=\mathbb{R}, \mathbb{T}=\mathbb{N}$ and $\mathbb{T}=q^{\mathbb{N}_{0}}=\left\{q^{t}: t \in \mathbb{N}_{0}\right\}$ where $q>1$.

Fractional calculus is an extended version of non-integer integrals and derivatives. In time scales, Lebesgue spaces and different spaces, the subject of fractional integrals has been studied by many mathematicians [10-19]. We consider the functional [20]:

$$
T(f, g)=\frac{1}{t-a} \int_{a}^{t} f(x) g(x) \Delta x-\left(\frac{1}{t-a} \int_{a}^{t} f(x) \Delta x\right)\left(\frac{1}{t-a} \int_{a}^{t} g(x) \Delta x\right)
$$

where $f$ and $g$ are two synchronous integrable functions on $[a, t]_{\mathbb{T}^{\prime}}$ (i.e., $\left.[a, t]_{\mathbb{T}}=[a, t] \cap \mathbb{T}\right)$.
The main subject of our article is to create new fractional inequalities by using fractional maximal integral operators and synchronous functions on time scales. In addition, our findings include continuous inequalities and corresponding discrete analogs.

The organization of this article is as follows. In Section 2, we will give some definitions of the $\Delta$-maximal type fractional integral operator on time scales. In Section 3, we will create new fractional inequalities by using fractional maximal integral operator and synchronous functions on time scales. In Section 4, we show a few applications of our results.

## 2. Preliminaries

Some basic concepts related to time scale are given below without proof. We recommend that the reader refer to the $[2-25]$ monographs for details.

Definition 1. [21] Given an open set $\Omega \subset \mathbb{R}^{n}$ and $a, 0<a<n$. Fractional maximal operator $M_{a}$ is defined as follows

$$
\mathrm{M}_{\mathrm{a}} \mathrm{f}(\mathrm{t})=\sup _{\mathrm{B} \ni \mathrm{t}} \frac{1}{|\mathrm{~B}|^{1-\frac{a}{n}}} \int_{\mathrm{B} \cap \Omega} \mathrm{f}(\mathrm{y}) \mathrm{dy}
$$

where the supremum is again taken over all balls $B$ which contain $t$. In the limiting case $a=0$, the fractional maximal operator reduces to the Hardy-Littlewood maximal operator.

Definition 2. [21] Let $\Phi \subset \mathbb{R}$ and $p: \Phi \rightarrow[1, \infty)$ a measurable function. $L^{p(.)}$ is composed of all measurable functions $f$ on $\Phi$ such that

$$
\int_{\Phi}\left(\frac{|\mathrm{f}(\mathrm{x})|}{\lambda}\right)^{\mathrm{p}(\mathrm{x})} \mathrm{dx} \leq 1
$$

for any $\lambda>0$. The norm in $L^{p(x)}$ space is the generalization of the norm in $L^{p}$ space ( $p$ is constant). The Luxemburg norm in $L^{p(x)}$ space is defined as follows.

$$
\|f\|_{L^{p}(.)}=\inf \left\{\lambda>0: \int_{\Phi}\left(\frac{|\mathrm{f}(\mathrm{x})|}{\lambda}\right)^{\mathrm{p}(\mathrm{x})} \mathrm{dx} \leq 1\right\}
$$

At the same time $L^{p(x)}$ becomes a Banach space.
Definition 3. [22] Let $f$ and $g$ be two integrable functions on $[a, t]_{\mathbb{T}}\left(i . e .,[a, t]_{\mathbb{T}}=[a, t] \cap \mathbb{T}\right)$. If for any $x, y \in[a, t]_{\mathbb{T}}$

$$
[f(x)-f(y)][g(x)-g(y)] \geq 0
$$

then $f$ and $g$ are called synchronous real-valued functions on $[a, t]_{\mathbb{T}} \subset \mathbb{R}$.
Definition 4. [23] A time scale $\mathbb{T}$ is an arbitrary nonempty closed subset of the real numbers $\mathbb{R}$. We define the forward jump operator $\sigma: \mathbb{T} \rightarrow \mathbb{T}$ by $\sigma(t)=\inf \{s \in \mathbb{T}: s>t\}$ for $t \in \mathbb{T}$ and we define the backward jump operator $\rho: \mathbb{T} \rightarrow \mathbb{T}$ as defined by $\rho(t)=\sup \{s \in \mathbb{T}: s<t\}$ for $t \in \mathbb{T}$.

If $\sigma(t)>t$, we say that $t$ is right-scattered and if $\rho(t)<t$, we say that $t$ is left-scattered. Moreover, if $\sigma(t)=t$, then $t$ is called right-dense and if $\rho(t)=t$, then $t$ is called left-dense. $\mu: \mathbb{T} \rightarrow \mathbb{R}^{+}$such that $\mu(t)=\sigma(t)-t$ is called graininess mapping.

If $\mathbb{T}$ has a left-scattered maximum $m$, then $\mathbb{T}^{k}=\mathbb{T}-\{m\}$. Otherwise $\mathbb{T}^{k}=\mathbb{T}$. Briefly

$$
\mathbb{T}^{\mathrm{k}}=\left\{\begin{array}{rr}
\mathbb{T} \backslash(\rho \sup \mathbb{T}, \sup \mathbb{T}], & \text { if } \quad \sup \mathbb{T}<\infty, \\
\mathbb{T}, & \text { if } \quad \sup \mathbb{T}=\infty
\end{array}\right.
$$

Along the same lines

$$
\mathbb{T}_{\mathrm{k}}=\left\{\begin{aligned}
\mathbb{T} \backslash[\inf \mathbb{T}, \sigma(\inf \mathbb{T})], & |\inf \mathbb{T}|<\infty \\
\mathbb{T}, & \inf \mathbb{T}=-\infty
\end{aligned}\right.
$$

Definition 5 [23] A function $f:[a, b] \rightarrow \mathbb{R}$ is said to be right-dense continuous if it is right continuous at each right-dense point and there exists a finite left limit at all left-dense points, and f is said to be differentiable if its derivative exists.

The space of rd-continuous functions is denoted by $C_{r d}(\mathbb{T}, \mathbb{R})$.

Definition 6. [23] The generalized polynomials, that also occur in Taylor's formula are $g_{k}, h_{k}: \mathbb{T}^{2} \rightarrow \mathbb{R}, k \in \mathbb{N}_{0}$ functions. The functions $g_{0}, h_{0}$ are $g_{0}(t, s)=h_{0}(t, s) \equiv 1, \forall s, t \in \mathbb{T}$. Given $g_{k+1}$ and $h_{k+1}$ are

$$
\mathrm{g}_{\mathrm{k}+1}(\mathrm{t}, \mathrm{~s})=\int_{\mathrm{s}}^{\mathrm{t}} \mathrm{~g}_{\mathrm{k}}(\sigma(\tau), \mathrm{s}) \Delta \tau, \forall \mathrm{s}, \mathrm{t} \in \mathbb{T}
$$

and

$$
\mathrm{h}_{\mathrm{k}+1}(\mathrm{t}, \mathrm{~s})=\int_{\mathrm{s}}^{\mathrm{t}} \mathrm{~h}_{\mathrm{k}}(\tau, \mathrm{~s}) \Delta \tau, \forall \mathrm{s}, \mathrm{t} \in \mathbb{T}
$$

We claim that for $k \in \mathbb{N}_{0}$

$$
\mathrm{g}_{\mathrm{k}}(\mathrm{t}, \mathrm{~s})=\mathrm{h}_{\mathrm{k}}(\mathrm{t}, \mathrm{~s})=\frac{(\mathrm{t}-\mathrm{s})^{\mathrm{k}}}{\mathrm{k}!} \forall \mathrm{s}, \mathrm{t} \in \mathbb{R}
$$

Definition 7. [24] If $f \in C_{r d}(\mathbb{T}, \mathbb{R})$ and $t \in \mathbb{T}^{k}$, then

$$
\int_{\mathrm{t}}^{\sigma(\mathrm{t})} \mathrm{f}(\tau) \Delta \tau=\mu(\mathrm{t}) \mathrm{f}(\mathrm{t})
$$

For $\alpha \geq 1$ we can define the time scale $\Delta$-maximal type fractional integral

$$
\begin{gathered}
M_{a}^{\alpha} f(t)=\sup _{B \ni t} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau) \Delta \tau, \\
M_{a}^{0} f(t)=\sup _{B \ni t} \frac{1}{|B|^{1-\frac{a}{n}}} f(t),
\end{gathered}
$$

where $f \in L_{1}([a, t] \cap \mathbb{T})$ and $M_{a}^{\alpha} f \in L_{1}([a, t] \cap \mathbb{T})$ (for details on Lemma 2, see [25]) Lebesgue $\Delta$-integrable functions on $[a, t] \cap \mathbb{T}, t \in[a, t] \cap \mathbb{T}$.

Lemma 1. (Lemma 2, [25]) Let $\alpha \geq 1, f \in L_{1}([a, t] \cap \mathbb{T})$. Assume $h_{\alpha-1}(t, \sigma(\tau))$ is additionally Lebesgue $\Delta$-measurable on $([a, t] \cap \mathbb{T})^{2} ; a, t \in \mathbb{T}$. Then $M_{a}^{\alpha} f \in L_{1}([a, t] \cap \mathbb{T})$.

## 3. Main Result

We now present the inequalities with respect to fractional maximal integral type operators and their norms in the variable exponential Lebesgue space.

Theorem 1. Let $f$ and $g$ be two real-valued synchronous functions on $[0, \infty)_{\mathbb{T}} \subset \mathbb{R}$. For $\forall t>a, a>0, \alpha \geq 1$ we have

$$
\begin{equation*}
M_{a}^{\alpha}(f g)(t) \geq\left(h_{\alpha}(t, a)\right)^{-1}\left(M_{a}^{\alpha} f\right)(t)\left(M_{a}^{\alpha} g\right)(t) \tag{1}
\end{equation*}
$$

Proof. If f and g are two synchronous functions on $[0, \infty)_{\mathbb{T}}$, then, for $\forall \tau, \theta \geq 0$,

$$
f(\tau) g(\tau)-f(\tau) g(\theta)-f(\theta) g(\tau)+f(\theta) g(\theta) \geq 0
$$

Hence

$$
\begin{equation*}
f(\tau) g(\tau)+f(\theta) g(\theta) \geq f(\tau) g(\theta)+f(\theta) g(\tau) \tag{2}
\end{equation*}
$$

For $\tau \in(\mathrm{a}, \mathrm{t})$ multiplying both sides of (2) by $\mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\tau))$ we have

$$
\begin{align*}
& \mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \mathrm{g}(\tau)+\mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\theta) \mathrm{g}(\theta) \geq \mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \mathrm{g}(\theta)+  \tag{3}\\
& \mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\theta) \mathrm{g}(\tau) .
\end{align*}
$$

If we take the integral of both sides of (3) through $(a, t)$ we get

$$
\begin{aligned}
& \int_{a}^{t} h_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \mathrm{g}(\tau) \Delta \tau+\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\theta) \mathrm{g}(\theta) \Delta \tau \\
\geq & \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \mathrm{g}(\theta) \Delta \tau+\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\theta) \mathrm{g}(\tau) \Delta \tau .
\end{aligned}
$$

Since $f(\theta), g(\theta)$ and $(f(\theta) g(\theta))$ are independent from $\tau$, we can take them out of integral.
Thus, the following is obtained

$$
\begin{align*}
& \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \mathrm{g}(\tau) \Delta \tau+\mathrm{f}(\theta) \mathrm{g}(\theta) \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \Delta \tau \\
\geq & \mathrm{g}(\theta) \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \Delta \tau+\mathrm{f}(\theta) \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{g}(\tau) \Delta \tau \tag{4}
\end{align*}
$$

If we take $\alpha+1$ instead of $\mathrm{k}\left(\mathrm{h}_{\mathrm{k}+1}(\mathrm{t}, \mathrm{s})=\int_{\mathrm{s}}^{\mathrm{t}} \mathrm{h}_{\mathrm{k}}(\tau, \mathrm{s}) \Delta \tau, \forall \mathrm{s}, \mathrm{t} \in \mathbb{T}\right.$ and $\mathrm{g}_{\mathrm{k}+1}(\mathrm{t}, \mathrm{s})=$ $\left.\int_{\mathrm{s}}^{\mathrm{t}} \mathrm{g}_{\mathrm{k}}(\sigma(\tau), \mathrm{s}) \Delta \tau, \forall \mathrm{s}, \mathrm{t} \in \mathbb{T}\right)$ in Definition 6, we get the following.

$$
\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{~s})=\int_{\mathrm{s}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\tau, \mathrm{~s}) \Delta \tau, \forall \mathrm{s}, \mathrm{t} \in \mathbb{T}
$$

Similarly,

$$
\mathrm{g}_{\alpha}(\mathrm{t}, \mathrm{~s})=\int_{\mathrm{s}}^{\mathrm{t}} \mathrm{~g}_{\alpha-1}(\sigma(\tau), \mathrm{s}) \Delta \tau, \forall \mathrm{s}, \mathrm{t} \in \mathbb{T}
$$

We know that,

$$
\sup _{\text {Bэt }} \frac{1}{|\mathrm{~B}|^{\frac{\mathrm{n}-\mathrm{a}}{\mathrm{n}}}} \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \Delta \tau \geq \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \Delta \tau=\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a}), \text { for, } 0<\mathrm{a}<\mathrm{n} .
$$

If we take the supremum of both sides of (4) over B $\ni t$, we get the following

$$
\begin{aligned}
& \sup _{\text {Bət }} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau) g(\tau) \Delta \tau+f(\theta) g(\theta) \sup _{B \ni \ni} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) \Delta \tau \\
& \geq g(\theta) \sup _{B \ni \ni} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau) \Delta \tau+f(\theta) \sup _{B \ni t} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) g(\tau) \Delta \tau
\end{aligned}
$$

Due to $\left(M_{a}^{\alpha} f(t)=\sup _{B \ni t} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau) \Delta \tau\right)$ Definition 7, we get following

$$
\begin{equation*}
\mathrm{M}_{\mathrm{a}}^{\alpha}(\mathrm{fg})(\mathrm{t})+\mathrm{f}(\theta) \mathrm{g}(\theta)\left(\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})\right) \geq \mathrm{g}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t})+\mathrm{f}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t}) \tag{5}
\end{equation*}
$$

For $\theta \in(\mathrm{a}, \mathrm{t})$ multiplying both sides of (5) by $\mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\theta))$ we have

$$
\begin{align*}
& \mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\theta)) \mathrm{M}_{\mathrm{a}}^{\alpha}(\mathrm{fg})(\mathrm{t})+\mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\theta)) \mathrm{f}(\theta) \mathrm{g}(\theta)\left(\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})\right) \\
& \geq \mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\theta)) \mathrm{g}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t})+\mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\theta)) \mathrm{f}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t}) \tag{6}
\end{align*}
$$

If we take the integral of both sides of (6) through ( $a, t$ ) we get

$$
\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\theta)) \mathrm{M}_{\mathrm{a}}^{\alpha}(\mathrm{fg})(\mathrm{t}) \Delta \theta+\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\theta)) \mathrm{f}(\theta) \mathrm{g}(\theta)\left(\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})\right) \Delta \theta
$$

$$
\geq \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\theta)) \mathrm{g}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t}) \Delta \theta+\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\theta)) \mathrm{f}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t}) \Delta \theta
$$

Since $M_{a}^{\alpha}(f g)(t),\left(M_{a}^{\alpha} f\right)(t),\left(M_{a}^{\alpha} g\right)(t)$ and $\left(h_{\alpha}(t, a)\right)$ are independent from $\theta$, we can take them out of integral.

If we take $\alpha+1$ instead of $k$ and if we take $\theta$ instead of $\tau\left(h_{k+1}(t, s)=\int_{s}^{t} h_{k}(\tau, s) \Delta \tau, \forall s, t \in \mathbb{T}\right.$ and $\mathrm{g}_{\mathrm{k}+1}(\mathrm{t}, \mathrm{s})=\int_{\mathrm{s}}^{\mathrm{t}} \mathrm{g}_{\mathrm{k}}(\sigma(\tau), \mathrm{s}) \Delta \tau, \forall \mathrm{s}, \mathrm{t} \in \mathbb{T}$ in the Definition 6), we get the following

$$
\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\theta)) \Delta \theta=\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a}) .
$$

Thus, the following is obtained

$$
\begin{aligned}
& M_{a}^{\alpha}(f g)(t) \int_{a}^{t} h_{\alpha-1}(t, \sigma(\theta)) \Delta \theta+\left(h_{\alpha}(t, a)\right) \int_{a}^{t} h_{\alpha-1}(t, \sigma(\theta)) f(\theta) g(\theta) \Delta \theta \\
& \geq\left(M_{a}^{\alpha} f\right)(t) \int_{a}^{t} h_{\alpha-1}(t, \sigma(\theta)) g(\theta) \Delta \theta+\left(M_{a}^{\alpha} g\right)(t) \int_{a}^{t} h_{\alpha-1}(t, \sigma(\theta)) f(\theta) \Delta \theta
\end{aligned}
$$

Hence from Definitions 5 and 6 the following is obtained

$$
M_{a}^{\alpha}(f g)(t)\left(h_{\alpha}(t, a)\right)+\left(h_{\alpha}(t, a)\right) M_{a}^{\alpha}(f g)(t) \geq\left(M_{a}^{\alpha} f\right)(t)\left(M_{a}^{\alpha} g\right)(t)+\left(M_{a}^{\alpha} g\right)(t)\left(M_{a}^{\alpha} f\right)(t)
$$

Finally we get

$$
\mathrm{M}_{\mathrm{a}}^{\alpha}(\mathrm{fg})(\mathrm{t})\left(\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})\right) \geq\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t})\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t})
$$

Theorem 2. Let fand $g$ be two real-valued synchronous functions on $[0, \infty)_{\mathbb{T}} \subset \mathbb{R}$. For $\forall t>a, a>0, \alpha, \beta \geq 1$ we have

$$
h_{\alpha}(t, a) M_{a}^{\beta}(f g)(t)+h_{\beta}(t, a) M_{a}^{\alpha}(f g)(t) \geq\left(M_{a}^{\alpha} f\right)(t)\left(M_{a}^{\beta} g\right)(t)+\left(M_{a}^{\beta} f\right)(t)\left(M_{a}^{\alpha} g\right)(t)
$$

Proof. If $f$ and $g$ are two synchronous functions on $[0, \infty)_{\mathbb{T}}$, then for $\forall \tau, \theta \geq 0$ we have

$$
(f(\tau)-f(\theta))(g(\tau)-g(\theta)) \geq 0
$$

Hence

$$
\begin{equation*}
f(\tau) g(\tau)+f(\theta) g(\theta) \geq f(\tau) g(\theta)+f(\theta) g(\tau) \tag{7}
\end{equation*}
$$

For $\tau \in(\mathrm{a}, \mathrm{t})$ multiplying both sides of (7) by $\mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\tau))$ we have

$$
\begin{equation*}
h_{\alpha-1}(t, \sigma(\tau)) f(\tau) g(\tau)+h_{\alpha-1}(t, \sigma(\tau)) f(\theta) g(\theta) \geq h_{\alpha-1}(t, \sigma(\tau)) f(\tau) g(\theta)+h_{\alpha-1}(t, \sigma(\tau)) f(\theta) g(\tau) \tag{8}
\end{equation*}
$$

If we take the integral of both sides of (8) through ( $a, t$ ) we get

$$
\begin{align*}
& \int_{a}^{t} h_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \mathrm{g}(\tau) \Delta \tau+\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\theta) \mathrm{g}(\theta) \Delta \tau \\
\geq & \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \mathrm{g}(\theta) \Delta \tau+\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\theta) \mathrm{g}(\tau) \Delta \tau . \tag{9}
\end{align*}
$$

We know that, $\sup _{B \ni t} \frac{1}{|B|^{\frac{n-d}{n}}} \int_{a}^{t} h_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \Delta \tau \geq \int_{a}^{\mathrm{t}} \mathrm{h}_{\alpha-1}(\mathrm{t}, \sigma(\tau)) \Delta \tau=\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})$, for $0<\mathrm{a}<\mathrm{n}$.

If we take the supremum of both sides of (9) over B $\ni \mathrm{t}$ we get the following

$$
\begin{aligned}
& \sup _{B \ni t} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau) g(\tau) \Delta \tau+\sup _{B \ni t} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\theta) g(\theta) \Delta \tau \\
& \geq \sup _{B \ni \ni} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau) g(\theta) \Delta \tau+\sup _{B \ni t} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\theta) g(\tau) \Delta \tau .
\end{aligned}
$$

Due to $\left(M_{a}^{\alpha} f(t)=\sup _{B \ni t} \frac{1}{|B|^{\frac{n-a}{n}}} \int_{a}^{t} h_{\alpha-1}(t, \sigma(\tau)) f(\tau) \Delta \tau\right)$ Definition 7, we get following

$$
\begin{equation*}
\mathrm{M}_{\mathrm{a}}^{\alpha}(\mathrm{fg})(\mathrm{t})+\mathrm{h}_{\alpha}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\theta) \mathrm{g}(\theta) \geq \mathrm{g}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t})+\mathrm{f}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t}) \tag{10}
\end{equation*}
$$

For $\theta \in(a, t)$ multiplying both sides of (10) by $h_{\beta-1}(t, \sigma(\theta))$ we have

$$
\begin{align*}
& \mathrm{h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{M}_{\mathrm{a}}^{\alpha}(\mathrm{fg})(\mathrm{t})+\mathrm{h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{h}_{\alpha}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\theta) \mathrm{g}(\theta) \\
& \geq \mathrm{h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{g}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t})+\mathrm{h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{f}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t}) . \tag{11}
\end{align*}
$$

If we take the integral of both sides of (11) through $(a, t)$ we get

$$
\begin{aligned}
& \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{M}_{\mathrm{a}}^{\alpha}(\mathrm{fg})(\mathrm{t}) \Delta \theta+\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{h}_{\alpha}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\theta) \mathrm{g}(\theta) \Delta \theta \\
& \geq \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{g}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t}) \Delta \theta+\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{f}(\theta)\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t}) \Delta \theta .
\end{aligned}
$$

Hereby

$$
\begin{aligned}
& \mathrm{M}_{\mathrm{a}}^{\alpha}(\mathrm{fg})(\mathrm{t}) \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \Delta \theta+\mathrm{h}_{\alpha}(\mathrm{t}, \sigma(\tau)) \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{f}(\theta) \mathrm{g}(\theta) \Delta \theta \\
& \geq\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t}) \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{g}(\theta) \Delta \theta+\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t}) \int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~h}_{\beta-1}(\mathrm{t}, \sigma(\theta)) \mathrm{f}(\theta) \Delta \theta .
\end{aligned}
$$

We get the following result from the above inequality

$$
\begin{aligned}
& h_{\alpha}(t, a) M_{a}^{\beta}(f g)(t)+h_{\beta}(t, a) M_{a}^{\alpha}(f g)(t) \\
\geq & \left(M_{a}^{\alpha} f\right)(t)\left(M_{a}^{\beta} g\right)(t)+\left(M_{a}^{\beta} f\right)(t)\left(M_{a}^{\alpha} g\right)(t) .
\end{aligned}
$$

Thus, the proof of Theorem 2 is completed.
Theorem 3. Let $\left(f_{i}\right)_{i=1, \ldots, n}$ be $n$ positive increasing functions on $[0, \infty)_{\mathbb{T}}$. For $\forall t>a, a \geq 0, \alpha \geq 1$ we have

$$
\mathrm{M}_{\mathrm{a}}^{\alpha}\left(\prod_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{f}_{\mathrm{i}}\right)(\mathrm{t}) \geq\left(\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})\right)^{1-\mathrm{n}} \prod_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}_{\mathrm{i}}(\mathrm{t})
$$

Proof. The induction method will be used to prove our theorem. For $n=1$, and $\forall t>a, a \geq 0, \alpha \geq 1$ we have

$$
\mathrm{M}_{\mathrm{a}}^{\alpha}\left(\mathrm{f}_{1}\right)(\mathrm{t}) \geq \mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}_{1}(\mathrm{t})
$$

For $\mathrm{n}=2$ and $\forall \mathrm{t}>\mathrm{a}, \mathrm{a} \geq 0, \alpha \geq 1$ applying Theorem 1 we have

$$
M_{a}^{\alpha}\left(f_{1} f_{2}\right)(t) \geq\left(h_{\alpha}(t, a)\right)^{-1} M_{a}^{\alpha} f_{1}(t) M_{a}^{\alpha} f_{2}(t)
$$

For $\mathrm{n}=\mathrm{n}-1$ we assume that the following inequality holds.

$$
\begin{equation*}
M_{a}^{\alpha}\left(\prod_{i=1}^{n-1} f_{i}\right)(t) \geq\left(h_{\alpha}(t, a)\right)^{2-n} \prod_{i=1}^{n-1} M_{a}^{\alpha} f_{i}(t) \tag{12}
\end{equation*}
$$

For n we have to prove the following inequality

$$
\mathrm{M}_{\mathrm{a}}^{\alpha}\left(\prod_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{f}_{\mathrm{i}}\right)(\mathrm{t}) \geq\left(\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})\right)^{1-\mathrm{n}} \prod_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}_{\mathrm{i}}(\mathrm{t})
$$

We know that $\left(f_{i}\right)_{i=1, \ldots, n}$ is a positive increasing function. Thus, $\left(\prod_{i=1}^{n-1} f_{i}\right)(t)$ is a positive increasing function.

Let $\prod_{\mathrm{i}=1}^{\mathrm{n}-1} \mathrm{f}_{\mathrm{i}}=\mathrm{f}, \mathrm{f}_{\mathrm{n}}=\mathrm{g}$ and applying Theorem 1 we have

$$
\prod_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{f}_{\mathrm{i}}=\prod_{\mathrm{i}=1}^{\mathrm{n}-1} \mathrm{f}_{\mathrm{i}} \mathrm{f}_{\mathrm{n}}=\mathrm{fg}
$$

and

$$
M_{a}^{\alpha}\left(\prod_{i=1}^{n} f_{i}\right)(t)=M_{a}^{\alpha}\left(\prod_{i=1}^{n-1} f_{i} f_{n}\right)(t) \geq\left(h_{\alpha}(t, a)\right)^{-1} M_{a}^{\alpha}\left(\prod_{i=1}^{n-1} f_{i}\right)(t) M_{a}^{\alpha}\left(f_{n}\right)(t)
$$

Multiplying both sides of (12) by $\left(\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})\right)^{-1} \mathrm{M}_{\mathrm{a}}^{\alpha}\left(\mathrm{f}_{\mathrm{n}}\right)(\mathrm{t})$ we have

$$
\left(h_{\alpha}(t, a)\right)^{-1} M_{a}^{\alpha}\left(f_{n}\right)(t) M_{a}^{\alpha}\left(\prod_{i=1}^{n-1} f_{i}\right)(t) \geq\left(h_{\alpha}(t, a)\right)^{-1} M_{a}^{\alpha}\left(f_{n}\right)(t)\left(h_{\alpha}(t, a)\right)^{2-n} \prod_{i=1}^{n-1} M_{a}^{\alpha} f_{i}(t)
$$

Herewith, we get the following result from the above inequality

$$
\mathrm{M}_{\mathrm{a}}^{\alpha}\left(\prod_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{f}_{\mathrm{i}}\right)(\mathrm{t}) \geq\left(\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})\right)^{1-\mathrm{n}} \prod_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}_{\mathrm{i}}(\mathrm{t})
$$

Theorem 4. Let $\alpha>2, f \in C_{r d}(\mathbb{T})$. Suppose $h_{\alpha-2}(t, \sigma(t))$ to be continuous on $\left([0, \infty)_{\mathbb{T}}\right)^{2}$ with $p, q>$ $1, \frac{1}{p}+\frac{1}{q}=1$. Then we have

$$
\int_{0}^{\infty}\left|M_{0}^{\alpha} f(t)\right|^{q} \Delta t \leq\left(\int_{0}^{\infty} \sup _{B \ni t} \frac{1}{B \mid}\left(\int_{0}^{\mathrm{t}}\left|\mathrm{~h}_{\alpha-2}(\mathrm{t}, \sigma(\tau))\right|^{\mathrm{p}} \Delta \tau\right)^{\frac{q}{p}} \Delta \mathrm{t}\right)\left(\int_{0}^{\infty} \mid \mathrm{f}\left(\left.\mathrm{t}\right|^{\mathrm{q}} \Delta \mathrm{t}\right) .\right.
$$

Proof. By Definition 6 we know that

$$
\mathrm{M}_{0}^{\alpha} \mathrm{f}(\mathrm{t})=\sup _{\mathrm{B} \ni \mathrm{t}} \frac{1}{|\mathrm{~B}|} \int_{0}^{\mathrm{t}} \mathrm{~h}_{\alpha-2}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau) \Delta \tau .
$$

Hence, by Hölder's inequality, we have

$$
\begin{gathered}
\left|\mathrm{M}_{0}^{\alpha} \mathrm{f}(\mathrm{t})\right| \leq \sup _{\mathrm{B} \ni \mathrm{t}} \frac{1}{\mathrm{~B} \mid} \int_{\mathrm{a}}^{\mathrm{t}}\left|\mathrm{~h}_{\alpha-2}(\mathrm{t}, \sigma(\tau)) \mathrm{f}(\tau)\right| \Delta \tau \\
\leq \sup _{\mathrm{B} \ni \mathrm{t}} \frac{1}{|\mathrm{~B}|}\left(\int_{0}^{\mathrm{t}}\left|\mathrm{~h}_{\alpha-2}(\mathrm{t}, \sigma(\tau))\right|^{\mathrm{p}} \Delta \tau\right)^{\frac{1}{\mathrm{p}}}\left(\int_{0}^{\mathrm{t}}|\mathrm{f}(\tau)|^{\mathrm{q}} \Delta \tau\right)^{\frac{1}{q}} \\
\leq \sup _{\text {Bэt }} \frac{1}{|\mathrm{~B}|}\left(\int_{0}^{\mathrm{t}}\left|\mathrm{~h}_{\alpha-2}(\mathrm{t}, \sigma(\tau))\right|^{\mathrm{p}} \Delta \tau\right)^{\frac{1}{\mathrm{p}}}\left(\int_{0}^{\infty}|\mathrm{f}(\tau)|^{\mathrm{q}} \Delta \tau\right)^{\frac{1}{\mathrm{q}}}
\end{gathered}
$$

Herewith, the following result is obtained

$$
\begin{equation*}
\left|\mathrm{M}_{0}^{\alpha} \mathrm{f}(\mathrm{t})\right|^{\mathrm{q}} \leq \sup _{\mathrm{B} \ni \mathrm{t}} \frac{1}{\mathrm{~B} \mid}\left(\int_{0}^{\mathrm{t}}\left|\mathrm{~h}_{\alpha-2}(\mathrm{t}, \sigma(\tau))\right|^{\mathrm{p}} \Delta \tau\right)^{\frac{\mathrm{q}}{\mathrm{p}}}\left(\int_{0}^{\infty}|\mathrm{f}(\tau)|^{\mathrm{q}} \Delta \tau\right) . \tag{13}
\end{equation*}
$$

If we take the integral of both sides of (13) through $\forall \mathrm{t} \in[0, \infty)_{\mathbb{T}}$ we get

$$
\int_{0}^{\infty}\left|M_{0}^{\alpha} \mathrm{f}(\mathrm{t})\right|^{\mathrm{q}} \Delta \mathrm{t} \leq\left(\int_{0}^{\infty} \sup _{\mathrm{B} \ni \mathrm{t}} \frac{1}{|\mathrm{~B}|}\left(\int_{0}^{\mathrm{t}}\left|\mathrm{~h}_{\alpha-2}(\mathrm{t}, \sigma(\tau))\right|^{\mathrm{p}} \Delta \tau\right)^{\frac{\mathrm{q}}{\mathrm{p}}} \Delta \mathrm{t}\right)\left(\int_{0}^{\infty}|\mathrm{f}(\mathrm{t})|^{\mathrm{q}} \Delta \mathrm{t}\right) .
$$

Now, we present a few applications of our results.

## 4. Applications

Example 1. Let $f(t)=\left\{\begin{array}{c}t+1,1 \leq t<\frac{5}{2} \\ 2 t-1,3 \leq t<8\end{array}\right\}, g(t)=\left\{\begin{array}{c}t^{2}+1,1 \leq t<\frac{5}{2} \\ 3 t^{3}-2,3 \leq t<8\end{array}\right\} ; t \in \mathbb{T}=\mathbb{N}_{0}=\left\{n: n \in \mathbb{N}_{0}\right\}$ be two synchronous functions on $[0, \infty)_{\mathbb{T}}$. From Definition 3

$$
[\mathrm{f}(\mathrm{t})-\mathrm{f}(\mathrm{z})][\mathrm{g}(\mathrm{t})-\mathrm{g}(\mathrm{z})]=[\mathrm{t}+1-\mathrm{z}-1]\left[\mathrm{t}^{2}+1-\mathrm{z}^{2}-1\right]=[\mathrm{t}-\mathrm{z}]\left[\mathrm{t}^{2}-\mathrm{z}^{2}\right]=[\mathrm{t}-\mathrm{z}]^{2}[\mathrm{t}+\mathrm{z}] \geq 0
$$

and

$$
[f(t)-f(z)][g(t)-g(z)]=[2 t-1-2 z+1]\left[3 t^{2}-2-3 z^{2}+2\right]=6[t-z]^{2}[t+z] \geq 0
$$

Then, for $\forall t>a, a=1, \alpha=2$ we have

$$
\mathrm{M}_{1}^{2}(\mathrm{fg})(\mathrm{t}) \geq\left(\mathrm{h}_{2}(\mathrm{t}, 1)\right)^{-1}\left(\mathrm{M}_{1}^{2} \mathrm{f}\right)(\mathrm{t})\left(\mathrm{M}_{1}^{2} \mathrm{~g}\right)(\mathrm{t})
$$

Example 2. Let $f(t)=t+1, g(t)=t^{2}-1 ; t \in \mathbb{T}=\mathbb{N}_{0}=\left\{n: n \in \mathbb{N}_{0}\right\}$ be two synchronous functions on $[0, \infty)_{\mathbb{T}}$. Then $\forall t>a, a=1, \alpha=2, \beta=3$ we have

$$
\mathrm{h}_{2}(\mathrm{t}, 1) \mathrm{M}_{1}^{3}(\mathrm{fg})(\mathrm{t})+\mathrm{h}_{3}(\mathrm{t}, 1) \mathrm{M}_{1}^{2}(\mathrm{fg})(\mathrm{t}) \geq\left(\mathrm{M}_{1}^{2} \mathrm{f}\right)(\mathrm{t})\left(\mathrm{M}_{1}^{3} \mathrm{~g}\right)(\mathrm{t})+\left(\mathrm{M}_{1}^{3} \mathrm{f}\right)(\mathrm{t})\left(\mathrm{M}_{1}^{2} \mathrm{~g}\right)(\mathrm{t})
$$

Example 3. Let $\left(f_{i}\right)_{i=1, \ldots, 9} f_{i}(t)=\left(2 t^{i}+12\right) ; t \in \mathbb{T}=\mathbb{N}_{0}=\left\{n: n \in \mathbb{N}_{0}\right\}$ be a synchronous function on $[0, \infty)_{\mathbb{T}}$. Then, for $\forall t>a, a=2, \alpha=3$ we have

$$
M_{2}^{3}\left(\prod_{i=1}^{9} f_{i}\right)(t) \geq\left(h_{3}(t, 2)\right)^{-8} \prod_{i=1}^{9} M_{2}^{3} f_{i}(t)
$$

Remark 1. Let $p: \Phi \rightarrow[1, \infty)$ be a measurable function for $\Phi \subset \mathbb{R}$. Using Definition 2 , we can easily see that the following norm inequalities are provided in the variable exponential Lebesgue space.
(I) $\quad\left\|\mathrm{M}_{\mathrm{a}}^{\alpha}(\mathrm{fg})(\mathrm{t})\right\|_{\mathrm{L}^{\mathrm{p}(x)}\left([0, \infty)_{\mathbb{T}}\right)} \geq\left\|\left(\mathrm{h}_{\alpha}(\mathrm{t}, \mathrm{a})\right)^{-1}\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t})\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t})\right\|_{\mathrm{L}^{\mathrm{p}(x)}\left([0, \infty)_{\mathbb{T}}\right)}$
(II) $\left\|h_{\alpha}(t, a) M_{a}^{\beta}(f g)(t)+h_{\beta}(t, a) M_{a}^{\alpha}(f g)(t)\right\|_{L^{p(x)}}\left([0, \infty)_{\mathbb{T}}\right)$

$$
\geq\left\|\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{f}\right)(\mathrm{t})\left(\mathrm{M}_{\mathrm{a}}^{\beta} \mathrm{g}\right)(\mathrm{t})+\left(\mathrm{M}_{\mathrm{a}}^{\beta} \mathrm{f}\right)(\mathrm{t})\left(\mathrm{M}_{\mathrm{a}}^{\alpha} \mathrm{g}\right)(\mathrm{t})\right\|_{\mathrm{L}^{p}(\mathrm{x})}\left([0, \infty)_{\mathbb{T}}\right)
$$

(III) $\left\|M_{a}^{\alpha}\left(\prod_{i=1}^{n} f_{i}\right)(t)\right\|_{L^{p(x)}\left([0, \infty)_{\mathbb{T}}\right)} \geq\left\|\left(h_{\alpha}(t, a)\right)^{1-n} \prod_{i=1}^{n} M_{a}^{\alpha} f_{i}(t)\right\|_{L^{p(x)}\left([0, \infty)_{\mathbb{T}}\right)}$

## 5. Discussion and Conclusions

Recently, the concept of inequalities and dynamic equations in time scales has gained an important place in the scientific literature. Mathematicians have emphasized many aspects of integral inequalities and integral equation, for example, transformations, inverse conversions, extensions, etc. However, these studies did not work on time scales. Moreover, the contribution of these studies to science has been weak. In particular, apart from the science of mathematics, we see very little the effect of the concept of time scales in different science fields. This study motivated us to find solutions to problems in these areas. In this paper, we examined fractional maximal integral inequalities on time scales. Furthermore, we demonstrated that different results can be obtained. These results can be examined in two or more dimensions. Moreover, they can be extended to nabla and diamond alpha derivatives.
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