
 A System
s Approach for River and River Basin Restoration   •   Theodore Endreny

A Systems 
Approach for River 
and River Basin 
Restoration

Printed Edition of the Special Issue Published in Water 

www.mdpi.com/journal/water

Theodore Endreny
Edited by



A Systems Approach for River and
River Basin Restoration





A Systems Approach for River and
River Basin Restoration

Editor

Theodore Endreny

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editor

Theodore Endreny

Department of Environmental Resources Engineering

SUNY ESF

USA

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Water

(ISSN 2073-4441) (available at: https://www.mdpi.com/journal/water/special issues/River Basin

Restoration).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Article Number,

Page Range.

ISBN 978-3-03943-631-6 (Hbk)

ISBN 978-3-03943-632-3 (PDF)

Cover image courtesy of Theodore Endreny.

© 2021 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

About the Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Preface to ”A Systems Approach for River and River Basin Restoration” . . . . . . . . . . . . . ix

Theodore A. Endreny

Leverage Points Used in a Systems Approach of River and River Basin Restoration
Reprinted from: Water 2020, 12, 2606, doi:10.3390/w12092606 . . . . . . . . . . . . . . . . . . . . . 1
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Preface to ”A Systems Approach for River and River

Basin Restoration”

This book investigates new approaches to river basin restoration as well as the most effective

leverage points for achieving meaningful change and expectations in the behavior of those river

basins. River and river basin restoration faces significant technical challenges as well as challenges to

our conception or paradigm for the purpose of the river basin. This article defines the term restoration

as reestablishing the structure and function of an ecosystem, yet invites readers to substitute in

the terms rehabilitation, defined as making an ecosystem useful after disturbance, or reclamation,

defined as changing the biophysical capacity of an ecosystem. The major technical challenges include

the following: (a) the restoration target is often unknown, is not likely an initial or completely

natural state, and remains poorly understood; (b) restoration structures should provide multiple

functions across seasonal flow regime to benefit humans and biodiversity; (c) restoration spatial scale

and complexity should consider local to basin-level issues; (d) restoration resiliency should handle

uncertain future drivers related to urbanization and climatic disruption.

Human systems and ecosystems are separated to show their interaction in the United Nations

model of the river basin system, recognizing the agency of humans to affect change, i.e., the

Anthropocene epoch. In this model, humans depend on services from the same ecosystems we

diminish by polluting, harvesting, and other pressures (e.g., climate disruption). Furthermore,

humans can assess the actual state of the ecosystem (e.g., water volume or quality) and compare

it with our desires for the state of the ecosystem (e.g., below target) For our river basin restoration,

which may be active or passive, we used a comparison of the actual and desired state of the system

to formulate the paradigm rather than the policy which is a novel addition to this model. This book

will demonstrate that the task of formulating our paradigm for the purpose of a river basin is equally

if not more important than the list of major technical challenges for river basin restoration.

River basin scientists and engineers have made important progress in recognizing that these

challenges are all part of a single complex system, noting that tinkering with elements in one location

or time tends to impact the state or function of elements in other parts of the system. Managing the

complexity of the river basin system is yet another challenge and progress in this area requires a better

understanding of systems and their leverage points.

This book provides new insights on how to strategically use leverage points to restore river

basin systems. The most effective leverage point is transcending paradigms and developing new

mindsets for working with the complexity of river basin systems. Of course, developing the

paradigm is part of the system. So the systems path that scientists and engineers might follow in

restoration, as adapted from the UN, is as follows: (1) identifying, understanding, and working

with the physical, chemical, and biological processes comprising river basin and river health and

delivering ecosystem services; (2) identifying, incorporating, and involving socio-economic values

and broader planning and development activities linked to river basin and river health; (3) addressing

structure and function relationships at the appropriate scales to address limiting factors to river

health; (4) setting clear, achievable, and measurable goals, framed in terms of changes to ecosystem

structure and function, the provisioning of ecosystem services, and, where feasible, socioeconomic

factors; (5) planning, implementing, and managing to provide resilience to a range of scenarios

over time, including changes to climate, land use, hydrology, pollutant loads, and population, so

restoration outcomes are sustained over the long term; (6) involving all relevant stakeholders in an

ix



integrated approach, addressing land and water issues, and involving interagency and community

collaboration, to achieve the greatest benefits; and (7) monitoring, evaluating, adapting, and reporting

the actual state of river basin health relative to the desired state, and formulating our paradigm to

guide restoration and adaptive management. Together on this journey, we can improve social and

ecological systems within our river basins.

Theodore Endreny

Editor
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Abstract: River basins are complex spatiotemporal systems, and too often, restoration efforts are
ineffective due to a lack of understanding of the purpose of the system, defined by the system structure
and function. The river basin system structure includes stocks (e.g., water volume or quality), inflows
(e.g., precipitation or fertilization), outflows (e.g., evaporation or runoff), and positive and negative
feedback loops with delays in responsiveness, that all function to change or stabilize the state of the
system (e.g., the stock of interest, such as water level or quality). External drivers on this structure,
together with goals and rules, contribute to how a river basin functions. This article reviews several
new research projects to identify and rank the twelve most effective leverage points to address
discrepancies between the desired and actual state of the river basin system. This article demonstrates
river basin restoration is most likely to succeed when we change paradigms rather than trying to
change the system elements, as the paradigm will establish the system goals, structure, rules, delays,
and parameters.

Keywords: watershed; systems; restoration

1. Introduction

River and river basin restoration faces significant technical challenges as well as challenges to our
conception or paradigm for the purpose of the river basin. This article defines the term restoration as
reestablishing structure and function of an ecosystem, yet invites readers to substitute in the terms
rehabilitation, defined as making an ecosystem useful after disturbance, or reclamation, defined as
changing the biophysical capacity of an ecosystem. The major technical challenges include: (a) the
restoration target is often unknown, is not likely an initial or completely natural state, and remains
poorly understood; (b) restoration structures should provide multiple functions across seasonal flow
regime to benefit humans and biodiversity; (c) restoration spatial scale and complexity should consider
local to basin-level issues; and (d) restoration resiliency should handle uncertain future drivers related
to urbanization and climatic disruption [1].

Human systems and ecosystems are separated to show their interaction in the United Nations
model of the river basin system (Figure 1), recognizing the agency of humans to affect change, i.e.,
the Anthropocene epoch [1]. In this model, humans depend on the services from the same ecosystems
we diminish by polluting, harvesting, and other pressures (e.g., climate disruption). Furthermore,
humans can assess the actual state of the ecosystem (e.g., water volume or quality) and compare it with
our desires for the state of the ecosystem (e.g., below target). New to this model is what comes next,
that we use this comparison of the actual and desired state of the system to formulate the paradigm
rather than the policy for our river basin restoration, which may be active or passive. It is the purpose
of this paper to show the task of formulating our paradigm for the purpose of a river basin is equally if
not more important than the list of major technical challenges for river basin restoration.

Water 2020, 12, 2606; doi:10.3390/w12092606 www.mdpi.com/journal/water1
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Figure 1. Conceptual model of a river basin system with human systems benefiting from and affecting
the ecosystems, and the formulation of a paradigm for river basin restoration based on comparing
actual vs. the desired state of the system. Adapted from Speed et al. [1].

2. Evolution of a Systems Approach to River Basins

River basin scientists and engineers have made important progress in recognizing that these
challenges are all part of a single complex system [2], noting that tinkering with elements in one
location or time tends to impact the state or function of elements in other parts of the system [3,4].
Actually managing the complexity of the river basin system is yet another challenge and progress in
this area requires better understanding of systems and their leverage points.

Systems are generally defined as a set of spatially and temporally interconnected parts that
respond to internal and external signals, such as those from the surrounding environment. Systems,
including those of river basins, typically have a structure that includes stocks (e.g., water levels or
quality in basin), inflows (e.g., precipitation or fertilization), outflows (e.g., evaporation or runoff),
and positive and negative feedback loops with delays in responsiveness, that all function to change or
stabilize the state of the system (e.g., the stock of interest, such as water level or quality). When there
are discrepancies between the desired and actual state of the system, managers want to intervene.
Too often, a lack of understanding of system structure and functions results in interventions not
achieving the desired outcome. Systems theorist and practitioner Meadows [5], who led the Limits
to Growth study for the Club of Rome, sought to improve outcomes by identifying twelve strategic
leverage points for intervening in any system.

3. Strategic Leverage Points to Advance Restoration of the River Basin System

To arrive at the most strategic leverage points for intervening in systems, Meadows [5] began by
observing how we need to look beyond system outcomes (e.g., events such as excessive flooding or
pollution) to consider the system structure by which parts are related and the system functions which
respond to the rules, opportunities for change, and goals of the system. Together, the structure and
function create the state of the system and can be defined as the actual purpose of the system, whether
or not if that purpose aligns with our desire. In the end the state of the system, i.e., the outcomes such
as water level or quality, tell us the purpose of the system, and if we do not like the outcomes, we either
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have to change our paradigm or the system’s purpose. From this insight emerged the twelve most
strategic leverage points for intervening in systems, ranked from least to most effective, and adapted
for river basins (see Table 1).

Table 1. Strategic leverage points for intervening in systems, such as river basin restoration, ranked
from least to most effective. Adapted from Meadows [5].

Reverse Rank Leverage Points for Intervening in River Basin Systems

Lever 12 Constants, parameters, numbers (such as subsidies, water rates, standards).

Lever 11 The sizes of buffers and other stabilizing stocks, relative to their flows.

Lever 10 The structure of material stocks and flows (such as transport networks, population
age structures).

Lever 9 The lengths of delays, relative to the rate of system change.

Lever 8 The strength of negative feedback loops, relative to the impacts they are trying to
correct against.

Lever 7 The gain around driving positive feedback loops.

Lever 6 The structure of information flows (who does and does not have access
to information).

Lever 5 The rules of the system (such as incentives, punishments, constraints).

Lever 4 The power to add, change, evolve, or self-organize system structure.

Lever 3 The goals of the system.

Lever 2 The mindset or paradigm that establishes the system goals, structure, rules,
delays, parameters.

Lever 1 The power to transcend paradigms.

4. Illustrations of Leverage Points and Their Relative Effectiveness in River Basin Restoration

A systems approach to river basin restoration then involves addressing the grandest and most
intractable challenges by transcending paradigms and our mindset, and then, changing the goals of
the system. This Special Issue takes us further along the path in understanding the river basin as a
complex system, while probing the effectiveness of several important leverage points to affect change.

Rampinelli et al. [6] examined the leverage point #12 of constants, parameters, and numbers
related to flooding from the framework of uncertainty analysis, which then provides a framework
for updating the leverage point #5 of rules of the system for setting flood policy and managing
risk. Rampinelli et al. [6] found that variance in flow data records can be analyzed with a Bayesian
approach to separately represent the flood level uncertainty due to uncertainties in flow rate associated
with return interval (frequency analysis) and river stage (rating curves). Their method can lead
to a more accurate range of expected flood level outcomes to inform restoration and management.
Golpira et al. [7] examined leverage points #7 (positive feedback loops) and #11 (sizes of buffers
and other stabilizing stocks) as they relate to in-channel boulder placement and subsequent channel
bed shear and erosion. Golpira et al., showed that information about this system (leverage point
#6) was constrained by the type of instrumentation available to collect data and the subsequent
calculation of shear stress (they compared four calculations—reach-average, Reynolds, turbulent
kinetic energy (TKE), and modified TKE). Working with different boulder spacing densities and
flow levels, which ranged from unsubmerged to fully submerged boulders, it was found that for
unsubmerged conditions, the four shear stress equations generated different information, and for
submerged conditions, the feedback between boulders and sediment erosion could be controlled by
reducing boulder density.

Abebe et al. [8] explored the impact of new rules for the system (leverage point #5) and the length
of delays (leverage point #9) to establish a holistic basis for setting flow regimes in Ethiopia’s Gumara
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River basin, which feeds Lake Tana and is the source of the Blue Nile. The current flow regime,
set by an existing set of rules and flow delays that prioritize irrigation, dams, and river regulation,
has contributed to dry channels, interrupted fish migration and spawning, and the loss of fishing.
The research demonstrates that proposed rules to allocate 10 to 25% of flows to the environment will
not achieve ecological health targets without considering the coupling between flow timing (i.e., delays)
and flow to achieve naturalization of the flow regime that supports key ecological processes [8].
Liu et al. [9] examined how power to add, change, evolve, or self-organize system structure (leverage
point #4) could lead to changes in the rules (leverage point #5) that are fairer and achieve water quality
targets. The research used a multi-scale and multi-pollutant waste-load allocation model to explore
changes in pollution quotas across 1350 areas within the Xian-jiang river basin of China, finding an
allocation that reduced inequality (based on Gini coefficients) yet was more economical and met
pollutant thresholds for chemical oxygen demand, ammonia nitrogen, and total phosphorus [9].

Doehring et al. [10] examined the leverage points #11 (the sizes of buffers) and #9 (the length
of delays) as they relate to establishing vegetation in riparian buffers across 5 to 34 years, and the
emergence of indicators of restoration, such as healthy aquatic microbial communities. The research
used paired river reaches in the Waikato region of the central North Island, New Zealand, each pair
containing a treatment with exclusion fencing and a control with grazing. Doehring et al. [10] showed
that reaches with livestock exclusion led to greater measured riparian shade and greater cotton
tensile-strength loss, which is an indicator of better established microbial communities and ecosystem
functioning, yet delay in recovery or insufficient buffer size (e.g., only 2% of river basin) led to many
missing indicators and makes restoration questionable. Abdi and Endreny [11] created a new river
temperature model to identify thermal pollution causes and solutions, which can simulate leverage
points #7 to 12 and their impact on outcomes. The i-Tree Cool River model can simulate the shading of
riparian vegetation, groundwater and surface water exchange, and the thermal effects of stormwater
runoff and green infrastructure treatments, and was written in freely accessible software and with
a relatively small number of inputs in order to increase the number of people with access to the
information (leverage point #6).

Saulys et al. [12] created an elegant study that monitored the system output signal of nitrate and
phosphate concentrations along six rivers of the Nemunas and Venta basins in Lithuania, contrasting
reaches straightened for flood drainage with natural unstraightened reaches. By finding the natural
unstraightened reaches had statistically higher self-purification rates, defined as reductions in nitrate
and phosphate from upstream to downstream, they validated at a national scale the functional
importance of curvature in rivers, and to contribute to the change in mindset (leverage point #2) across
Europe that self-purification is more important than straight rivers [13]. Zhou and Endreny [14] utilize
leverage point #4 (the power to self-organize) to show how restored curvature in bedform topography,
without awaiting full channel bank meander restoration, will reorganize the water column flows and
restore hydraulic complexity, important for fish, and connectivity with the hyporheic zone, which is
beneath the riverbed. Kruegler et al. [15] use leverage points #7 to 12 in a river corridor groundwater
model to explore how the hyporheic zone, and its interaction with the river, can be changed and
organized (leverage point #4) by riparian drawdown induced by evapotranspiration from riverside
plantings. The research provides guidance on how to create opportunities for self-purification of
pollutants, using natural resources powered by renewable energies.

5. New Paradigms in River Basin Restoration Include Honoring Water

Incrementally, the research on river basin restoration is bringing about the power to transcend
paradigms, which is leverage point #1. This can be seen in the new approach to flood control announced
by the US Department of Homeland Security and their Federal Emergency Management Agency,
where they use language of “larger-scale migration or relocation” [16] rather than the older paradigm
of “rebuild and flood-proof”. This new paradigm of yielding to water rather than expecting water
to yield to humans approaches the paradigm of honoring water, practiced by the Haudenosaunee
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Confederacy of North America, who predate European settlement. The Haudenosaunee make it their
duty to protect the water so that water can perform her duties. The Onondaga Nation, a member
of the Haudenosaunee Confederacy, lived on the hills surrounding their Sacred Lake rather than
settling within the floodplain. By contrast, Europeans who subsequently settled along Onondaga Lake,
New York, undertook massive flood control and development projects that have led to the degradation
of river basin fisheries and water quality [17]. This Haudenosaunee paradigm of gratitude for water,
and its leverage on informing their mindset, is expressed in their Thanksgiving Address, “We give
thanks to all the Waters of the world for quenching our thirst and providing us with strength. Water is
life. We know its power in many forms, waterfalls and rain, mists and streams, rivers and oceans.
With one mind, we send greetings and thanks to the spirit of Water. Now our minds are one.” [18].

This Special Issue encourages our readers to utilize these new findings and the leverage points to
restore river basin systems. The most effective leverage point is transcending paradigms and developing
new mindsets for working with the complexity of river basin systems. Of course, developing the
paradigm is part of the system. So the systems path scientists and engineers might follow in restoration
(Figure 1), as adapted from the UN [1], is: (1) identifying, understanding, and working with the physical,
chemical, and biological processes comprising river basin and river health and delivering ecosystem
services; (2) identifying, incorporating, and involving socio-economic values and broader planning
and development activities linked to river basin and river health; (3) addressing structure and function
relationships at the appropriate scales to address limiting factors to river health; (4) setting clear,
achievable, and measurable goals, framed in terms of changes to ecosystem structure and function,
the provisioning of ecosystem services, and, where feasible, socioeconomic factors; (5) planning,
implementing, and managing to provide resilience to a range of scenarios over time, including
changes to climate, land use, hydrology, pollutant loads, and population, so restoration outcomes
are sustained over the long term; (6) involving all relevant stakeholders in an integrated approach,
addressing land and water issues, and involving interagency and community collaboration, to achieve
the greatest benefits; and (7) monitoring, evaluating, adapting, and reporting the actual state of river
basin health relative to the desired state, and formulating our paradigm to guide restoration and
adaptive management. Together on this journey we can improve social and ecological systems within
our river basins.
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Abstract: Many hydrologic studies that are the basis for water resources planning and management
rely on streamflow information. Calibration and use of hydrologic models to extend flow series based
on rainfall data, perform flood frequency analysis, or develop flood maps for land use planning
and design of engineering works, such as channels, dams, bridges, and water intake, are examples
of such studies. In most real-world engineering applications, errors in flow data are neglected
or not adequately addressed. However, because flows are estimated based on the water level
measurements by fitted rating curves, they can be subjected to significant uncertainties. How large
these uncertainties are and how they can impact the results of such studies is a topic of interest for
researchers, practitioners, and decision-makers of water resources. The quantitative assessment of
these uncertainties is important to obtain a more realistic description of many water resources related
studies. River restoration in many areas is limited by data availability and funding. A means to
assess the uncertainty of flow data to be used in the design and analysis of river restoration projects
that is cost effective and has minimal data requirements would greatly improve the reliability of
river restoration design. This paper proposes an assessment of how uncertainties related to rating
curves and frequency analysis may affect the results of flood mapping in a real-world application to
a small watershed with limited data. A Bayesian approach was performed to obtain the posterior
distributions for the model parameters and the HEC-RAS (Hydrologic Engineering Center-River
Analysis System) hydraulic model was used to propagate the uncertainties in the water surface
elevation profiles. The analysis was conducted using freely available data and open source software,
greatly reducing traditional analysis costs. The results demonstrate that for the study case the
uncertainty related to the frequency analysis study impacted the water profiles more significantly
than the uncertainty associated with the rating curve.

Keywords: flood mapping; uncertainty; Bayesian inference; rating curve

1. Introduction

River restoration is a prominent area of applied water resources science and involves a variety
of modifications in rivers ecosystems and stream riparian zones embracing different purposes
to improve hydrologic, geomorphic, and/or ecological processes in degraded watersheds [1,2].
Examples of such overarching purposes include aesthetics, recreation, education, bank stabilization,
channel reconfiguration, fish passage, floodplain reconnection, flow modification, land acquisition,
instream habitat, and species improvements and management [1]. Regardless of the river restoration
goals, the essence behind such initiatives is that restoring rivers to a more natural status is important not
only for purely environmental reasons but also to reduce flood and geomorphic risks, besides reducing
or avoiding costs of operation, maintenance, and replacement of hard works interventions [3].
Often, these restoration projects are located in areas with limited data resources and have limited
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financial resources. These limitations greatly reduce the ability to assess the uncertainties in available
flow data. A cost-effective means to assess the uncertainty of flow data would help reduce over
designing restoration projects to accommodate uncertainties.

In this context, many multi-purpose restoration plans are triggered by flooding and related natural
disasters that have a significant impact on socio-economic activities of populations in developed
and developing countries around the world [4,5]. Thus, the process of determining inundation
extents by the development of flood hazard maps, including the frequency of floods, and how
they affect infrastructure and social activities in flood-prone areas is part of any restoration plan.
The procedure generally runs through estimating the magnitude of a flood with a particular likelihood,
simulating that flood in a hydraulic model, and delineating the resulting flood extents, which are
represented as a deterministic boundary [6]. Deterministic flood hazard boundary delineations tend
to induce the use of the resulting information for human development patterns closely following
them [7,8]. This has revealed shortcomings as a result of neglecting uncertainty when delineating flood
boundaries, since flood insurance claims outside regulatory flood hazard boundaries have occurred
more frequently [8–11]. Addressing uncertainty can not only support the decision-making process on
direct considerations regarding outputs of hydraulic/hydrologic studies but also on data acquisition.
Since many projects suffer from a lack of funds, the possibility of including the impact of uncertainty in
model outputs allows the use of decision analyses to assess if it is worth investing time and resources to
acquire additional data and/or to perform further site investigations to better constrain the uncertainty
in model evaluations [12]. From a broader perspective, uncertainty analysis enhances the scientific
understanding of hydrodynamic modeling in river, climate, coastal, and environmental systems.
Three main steps should be considered to systematically address uncertainty: identification of the
sources of uncertainty, quantification of uncertainty from different sources, and proper communication
of the uncertainty impact on the study outcomes [7]. Here, our interest focuses on corroborating to the
first and second stages of the uncertainty assessment.

Among the different sources of uncertainty, two basic kinds can be typified: natural and
epistemic uncertainties [13]. Natural uncertainty is related to the variability of the underlying
stochastic process while epistemic uncertainty results from incomplete knowledge about the study
processes [13]. Another way of typifying the sources of uncertainty is by focusing on model
processes and associating it to the choice of [7]: model structures [14,15], model parameters [14,16],
model inputs [14,17,18], validation data [19], change in floodplain landscape over time [8], and change
in climate conditions [20,21]. A more thorough definition of the different facets of uncertainty is
presented in [22] in terms of aleatory, epistemic, ontological, and linguistic uncertainties.

For this study, we used a broader and more practical perspective in which the uncertainty
associated with the development of flood maps is related to the uncertainties that arise from hydrologic,
hydraulic, and topographic analyses. The objective of the hydrologic study is to estimate the magnitude
of floods for different return periods by applying frequency analysis, regionalization methods, and/or
hydrologic modeling when needed. In most real-world engineering applications, errors in flow
data are neglected or not adequately addressed, and model outputs are assumed to be deterministic.
However, because flows are estimated based on the water level measurements and the rating curve,
it is, in reality, affected by uncertainties [23]. The rating curve is a mathematical function that relates
stage measurements with discharge values at a given station. Therefore, the rating curve is only an
approximation of the real relationship between water levels and discharge values which is reflected in
uncertainties in the daily streamflow data. Such uncertainties can be expressed in terms of the rating
curve parameters and will be reflected not only on discharge estimated for given return periods but also
on the boundary conditions of the hydraulic model. In flood frequency analysis, these uncertainties can
be even larger because a relatively significant portion of the data is estimated based on the extrapolation
of the rating curve [24], not to mention inherent uncertainty related to the assumptions of the statistical
model and hydraulic channel control or flow regime that can be affected by temporary or permanent
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changes due to seasonal vegetation growth, variation of boundary conditions or hysteresis due to
transient flow conditions [25].

As part of the hydraulic study the flow is propagated over the terrain by a hydraulic model.
This involves the definition of the boundary conditions for the study reach, which entails setting a
rating curve and water surface elevations to the boundaries of the study reach. After defining the
hydraulic model to be used, friction parameters to characterize channel and floodplain roughness
should also be adjusted, aggregating more uncertainty to the process. Finally, the terrain on which the
flow is routed is obtained by a topographic study, which is generally the result of a digital elevation
model that merges bed topography (bathymetry) and emerged terrain (topography) based on field
survey data and geoprocessing.

How large these uncertainties are and how they can impact the results of the aforementioned
studies have been a topic of interest for researchers, practitioners, and decision-makers in the water
resources science embracing uncertainties related to boundary conditions [8,26], spatial resolution
and model structure [27–31], roughness [32–34], rating curve [25], non-stationarity [35], and general
probabilistic approaches to flood mapping uncertainty [36–40]. The quantitative assessment of these
uncertainties is important to obtain a more realistic description of many water resources related studies.
Bayesian inference is very attractive in these cases because it can easily incorporate the often imprecise
knowledge available on the hydraulic behavior of the river into the flood frequency analysis, providing
a natural way to not only evaluate the uncertainties in the streamflow sample but also to consider these
uncertainties in the estimated flood quantiles [24].

A fully Bayesian model proposed in [24] allows the integrated estimation of the uncertainties
from the rating curve and in the flood frequency analysis. Most of the reported studies generally
consider such uncertainties separated either for the rating curve parameters [41–43] or for the frequency
analysis [44–48]. Although there are a few studies addressing flood mapping uncertainties [6,7,49–51],
there is a lack of approaches that investigate how the combined uncertainties related to the parameters
from the rating curve and the statistical distributions can affect flood mapping. In this case study,
given the limited data available, we focused on the propagation of these two sources of uncertainty in
flood mapping, although other sources of uncertainty may also be of relevance.

Additionally, most of the reported studies focus on research applications based on extensive data
to support a broad theoretical background to address the different sources of uncertainty. This academic
context limits such applications to real-world cases, especially for low-budget engineering projects
on small stream reaches. In this paper, we demonstrate, by presenting a practical study case on the
East Branch of the Ausable River, Keenee Valley, NY, USA, that even with limited data (poor flow
measurements and topography), and a constrained budget, it is possible to obtain reasonable outputs to
support decision-making under uncertainty based on flood mapping. The study aimed to quantify to
what extent flood maps derived from a hydraulic model can be affected by uncertainties related to the
rating curve and frequency analysis as discussed in the Bayesian model proposed in [24] that is capable
of combining uncertainties from the rating curve and flood frequency analysis. More specifically,
we were interested in generating flood maps for different return periods including the 95% credible
intervals for the flood boundaries to the return periods of 3, 100, 1000, and 10,000 years.

2. Materials and Methods

2.1. Site Location

The study area is located in the Noonmark reach of the East Branch Ausable River, at Keene Valley,
Essex County, NY. The study reach is approximately 640 m long. The site performed well during
hurricane Irene in August 2011, remaining geomorphically stable and recovering quickly. As such,
the reach has been used as a model for the restoration of other reaches in the area. It has also been
relatively heavily investigated for stream sections in the region. Despite the importance of the reach
for river restoration activities in the region, there are relatively limited data, especially flow data,
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available for the reach. The data collection includes a field campaign conducted by the Ausable River
Association, which resulted in 4 surveyed cross-sections along the reach. Figure 1 presents a general
overview of the study reach with photos from the 4 cross-sections and a bridge. There are no flow data
available in the immediate vicinity of the study reach.

Figure 1. Overview of the study location.

2.2. Digital Elevation Model

A Digital Elevation Model (DEM) for the terrain at the site location was generated based on SRTM
(Shuttle Radar Topography Mission) images. The raster images were retrieved from the National
Elevation Dataset (NED) provided by the GIS New York State web site [51]. The NED is the primary
data product produced and distributed by the United States Geological Survey (USGS). The NED
provides seamless raster elevation data of the conterminous United States, Alaska, Hawaii, and the
island territories. The NED is derived from diverse source datasets that are processed to a specification
with a consistent resolution, coordinate system, elevation units, and horizontal and vertical datums.
For this study, the DEM resolution was 1 m. Additional cartographic details can be accessed in [51].

The images were georeferenced and projected to the Datum D/WGS/1984, zone 18N.
Some adjustments were necessary to better accommodate the contours to the topographic features.
The geoprocessing tools from ArcGIS 10.2 (Esri, Redlands, CA, USA) were set to generate a Triangulated
Irregular Network (TIN) for the terrain topography resulting in a Digital Elevation Model (DEM).
The extension tool HEC-GeoRAS 10.2 [52] was used to processing geospatial data and to export the
cross-sections delineated on the DEM to HEC-RAS 5.0.7 [53]. Extended cross-sections were delineated
along the study reach, matching the 4 surveyed cross-sections. Additional cross-sections were also
included in between the 4 surveyed ones. Figure 2 shows the resulting DEM, as well as the delineated
cross-sections, including the stationing.
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Figure 2. DEM and cross-sections.

2.3. Bathymetric Adjustments

The cross-sections derived from the DEM and those from the field survey were performed independently.
Cross-sections based on the DEM were obtained from SRTM images; thus, the bathymetric portion (terrain
under the water surface) was not captured by the radar. On the other hand, the cross-sections derived from
the field survey, despite representing the riverbed, do not have enough length to cover the flood plain. Despite
the impossibility of obtaining a perfect match between them (since there were no topographic benchmarks
to do so), a comparison between the surveyed cross-sections and the DEM-retrieved cross-sections indicated
the necessity of minor adjustments. These adjustments were performed by inserting the surveyed portion
of the cross-section at the center of the riverbed and then merging the stations from the field survey with
the cross-sections from the DEM. Additional cross-sections inserted between the surveyed ones were
interpolated based on the merged (survey and DEM) cross-sections immediately upstream and downstream.
Figure 3 shows an example of a comparison between a surveyed cross-section and DEM-derived cross
section, as well as the resulting merged cross-section.

Figure 3. Cross-section XS4 (Station 33.98035): (a) comparison between field survey (continuous red
line) and DEM (continuous blue line with dots); and (b) resulting cross-section after combining field
survey and DEM data.
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2.4. Rating Curve

2.4.1. Rating Curve Function

The rating curve represents the relationship between water level and flow. In this study, a power
equation was used to fit the data. Although the method can be adjusted to represent a more complex
situation in which hysteresis due to transient flow regime occurs, here, given the limited data, the flow
in the river reach was assumed to be steady, and described by the following equation:

Q = a(h− h0)
c (1)

where a depends on the characteristics of the river reach, h is the water surface elevation, h0 is the
elevation associated with zero flow, and c expresses the hydraulic control. The parameters were
calibrated by applying the Particle Swarm Optimization algorithm [54] to minimize the Sum of Squared
Errors (SSE) between flow data and simulated discharges.

2.4.2. Synthetic Stage–Discharge Data

Since no discharge–stage measurements were provided at the study location, synthetic data
for discharge and stage were generated based on a hydraulic simulation performed with HEC-RAS.
An interpolated cross-section positioned at station 166.6323 (refer to Figures 2 and 4) was used as a
reference to the rating curve. This location was selected to avoid the influence of the downstream
boundary condition at cross-section XS4 that was assumed to be the normal depth for the slope of the
energy grade line (0.006 was the slope estimated based on the field survey data). For the upstream
boundary condition, discharges ranging from 5 to 150 m3/s were used. Based on test simulations and
field data, the Manning coefficient was set to 0.034 for the channel and 0.04 for the banks. Figure 4
presents a profile of the simulated reach with an indication of the location used as a reference to derive
the rating curve.

Figure 4. Reach profile with the indication of the surveyed cross-sections and the location of the
cross-section used as reference to derive the rating curve.
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2.5. Frequency Analysis

2.5.1. Generalized Extreme Values (GEV) Function

The three-parameter Generalized Extreme Value (GEV) distribution [55] was used for modeling
the extreme discharges for the return periods 3, 100, 1000, and 10,000 years. This distribution aggregates
three asymptotic forms of extreme value distributions (Frechet, Weibull, and Gumbel) in the same
expression. The Cumulative Distribution Function (CDF) is given by the following expression:

FX(x) = exp

⎧⎪⎪⎨⎪⎪⎩−
[
1− k
(x− ξ
α

)] 1
k

⎫⎪⎪⎬⎪⎪⎭; k � 0 (2)

FX(x) = exp
{
−exp
[
− (x− ξ)
α

]}
; k = 0 (3)

where к (kappa), α (alpha), and ξ (xi) represent the shape, scale, and position parameters, respectively.
The Frechet and Weibull distributions occur for negative and positive values of к, respectively
(Equations (4) and (5)). When к = 0, the Gumbel distribution occurs (Equation (6)), in which x can
assume any value.

Frechet→ k < 0→ ξ+ α
k
≤ x < +∞ (4)

Weibull→ k > 0→ −∞ < x ≤ ξ+ α
k

(5)

Gumbel→ k = 0→ −∞ < x < +∞ (6)

The GEV Probability Density Function (PDF) is given by Equations (7) and (8):

fx(x) =
1
α

[
1− k
(x− ξ
α

)] 1
k−1

exp

⎧⎪⎪⎨⎪⎪⎩−
[
1− k
(x− ξ
α

)] 1
k

⎫⎪⎪⎬⎪⎪⎭; k � 0 (7)

fx(x) =
1
α

exp
{x− ξ
α
− exp
(x− ξ
α

)}
; k = 0 (8)

The parameters from the PDF (α, ξ, к) can be estimated by the Method of Moments, Method of
L-Moments, or the Maximum-Likelihood Method [55]. For this study, the method of L-Moments
was used by applying the R package lmom [56]. Based on the estimated parameters values, the xp

quantile associated with a discharge and its exceedance probability (p) can be computed by the
following expressions.

xp = ξ+
α
k

[
1− (− ln(p))k

]
; ξ � 0 (9)

xp = ξ+ α[1− (− ln(p))]; ξ = 0 (10)

2.5.2. Extreme Flow Data and Drainage Area Correction Factor

Since data at the study location are unavailable, the USGS flow gauge (04275000), located on
the East Branch Ausable River (Latitude 44◦26′14.6”, Longitude 73◦40′51.5”) downstream of the
study reach, was used as a reference for extreme flow data. The daily mean discharge dataset at this
gauging station covers the period from 5 September 1924 to 10 September 2019, with a gap between
30 September 1995 and 8 March 2016 (Figure 5). The maximum daily mean discharge (qmax) time series
at this location was used to compose the extreme value time series. The drainage area at the reference
flow gauge is 512.8 km2, while the drainage area at the study reach is 173.5 km2. Figure 6 shows both
drainage areas.
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Figure 5. Maximum daily average discharge time series.

Figure 6. Drainage areas for the reference gauging station and the study site.

The maximum daily mean time series at the USGS gauging station was regionalized to the site
location multiplying the discharges by a correction factor given by the ratio (0.338) between the
drainage areas. The inverse function of the fitted rating curve was used to derive the associated
stages/water elevations time series (hmax).

14



Water 2020, 12, 1948

2.6. Bayesian Model

Bayesian inference is a useful approach to estimate the parameters of a given function or distribution
conditioned to observed data and prior knowledge related to the model parameters. Based on Bayes
theorem, the posterior distributions of the model parameters were computed considering updates on
the prior knowledge by applying the likelihood function on the observed data as represented by the
following expression.

p(θ|x) = p(x
∣∣∣θ)p(θ)∫

p(θ)p(x
∣∣∣θ)dθ (11)

where p(θ|x) represents the posterior distribution of the parameters, p(x|θ) is the likelihood function,
p(θ) is the prior distribution, and the denominator is a normalizing constant.

2.6.1. Bayesian Rating Curve Model

Based on [25], Bayes theorem for the relation between stage–discharge can be described by:

p(θ, σ f

∣∣∣∣H̃, Q̃) ∝ p(Q̃
∣∣∣∣θ, σ f , H̃)p

(
θ, σ f
)

(12)

where p(θ, σ f

∣∣∣∣H̃, Q̃) is the posterior distribution, p(Q̃
∣∣∣∣θ, σ f , H̃) is the likelihood, p

(
θ, σ f
)

is the prior

distribution, H̃ and Q̃ correspond to the measured stage–discharge pairs, θ represents the parameters
of the rating curve function (a, h0, and c), and σ f represents the standard deviation of the residuals.
Since the rating curve function cannot perfectly represent the stage–discharge relation, even if the real
values were known, the quality of the fit of the model is related to the magnitude of the residuals that
are associated with the standard deviation.

The real discharges Q̃ for each stage H̃ can be represented by the sum of the discharge computed
by the rating curve based on the stage–discharge function f (H̃i

∣∣∣θ) and the residuals associated with
the discharge measurement and the fit of the rating curve as follows [25]:

Q̃i = f
(
H̃i
∣∣∣θ)+ ε f

i + ε
q
i (13)

ε
f
i + ε

q
i ∼ N
(
0,
√
σ2

f + u2
Qi

)
(14)

where ε f
i and εq

i correspond to the fit and measurement errors, respectively. Finally, the likelihood
function can be represented by the product of density functions over N samples as proposed in [25].

p
(
Q̃
∣∣∣∣θ, σ f , H̃

)
=

N∏
i=1

pN

(
Q̃i

∣∣∣∣∣ f (H̃i
∣∣∣θ), √σ2

f + u2
Qi

)
(15)

2.6.2. Fully Bayesian Model

The fully Bayesian Model presented in [24] combines rating curve and GEV parameters in an
integrated posterior distribution that is proportional to the product of the likelihood function based on
the observed data by the prior distributions for the parameters. The expression is presented as follows:

p
(
a, h0, c, σ f ,α, ξ, k, uQ

∣∣∣∣Q̃,H̃, Hmax, Qmax
)

∝ p
(
Q̃,Qmax

∣∣∣∣a, h0, c, σ f ,α, ξ, k, H̃, Hmax, uQ
)
·p
(
a, h0, c, σ f ,α, ξ, k

) (16)

where h0 and c are the rating curve parameters and σ f represents the residuals related to the rating

curve model, corresponding to the measured stage–discharge pairs Q̃ and H̃. Hmax and Qmax are the
time series of the maximum annual stages and associated discharges, respectively, in which the latter
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depends on Hmax, a, h0, c, and σ f for each stage. Since the annual maximum discharge event Qmax is

independent of the probability of observing Q̃, one can express the likelihood separated in two terms:

p
(
a, h0, c,σ f ,α, ξ, к, uQ

∣∣∣∣Q̃,H̃, Hmax, Qmax
)
∝p
(
Qmax
∣∣∣a, h0, c,σ f ,α, ξ, к, Hmax

)
·p(Q̃
∣∣∣∣uQ, a, h0, c,σf, H̃) (17)

Assuming independent events, one can express:

p
(
Q̃
∣∣∣∣uQ, a, h0, c, σ f , H̃

)
=

N∏
i=1

pN

(
Q̃i
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)
(18)

p
(
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)
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)
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Qmaxi = f (Hmax|a, h0, c) + ε f
i (21)

ε
f
i ∼ N
(
0, σ2

f

)
(22)

The standard deviation σ f is assumed to be heteroscedastic and linearly varying with the discharge,
as follows:

σ f = γ1 + γ2Q (23)

where γ1 and γ2 are parameters to be estimated.

2.6.3. Markov Chain Monte Carlo Simulations

To perform the Bayesian inference, a Markov Chain Monte Carlo (MCMC) algorithm was used to
estimate the posterior distributions for the model parameters. The DREAM (Differential Evolution
Adaptive Metropolis) algorithm originally presented in [57,58] and available as MATLAB [59] and
R [60] packages was employed. Detailed information regarding the DREAM package can be found
in [59].

2.7. HEC-RAS Model Set-Up

The HEC-RAS model [53], version 5.0.7, developed by the Hydrologic Engineering Center of the
US Army Corps of Engineers was used to perform the hydraulic simulations. The model was chosen
since it is freely available and extensively used for hydraulic simulations around the world. For the
geometric data, as described in Section 2.2, and Section 2.3, the cross-sections were derived from a
hybrid digital elevation model (DEM) resulting from a combination of SRTM images retrieved from the
GIS New York State website [51], and 4 surveyed cross-sections. Twelve cross-sections were delimited,
as shown in Figure 2, and exported from the DEM to the HEC-RAS with aid of the HEC-GeoRAS
10.2 [53] tool. The interpolation tool of the HEC-RAS Geometric Data module was used to create 12
more intermediate cross-sections to better represent the geometry of the reach channel. Figure 4 shows
a profile plot of the study reach indicating by dark black dots the original cross-sections and by light
gray dots the interpolated one.

Two sets of simulations were performed. First, simulations considering the entire profile reach
were performed to provide synthetic stage–discharge data and allow the derivation of a rating curve,
as described in Section 2.4. Second, simulations were performed to generate the flood maps based
on four return periods, namely 3, 100, 1000, and 10,000, including the 95% credible intervals for the
flood boundaries. For the upstream boundary condition, eight discharges representing the upper
and lower boundaries of the 95% credible interval for the four return periods (Table 1) were used.
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For the downstream boundary condition, the original profile reach (Figure 4) was trimmed at station
166.6323, where the rating curve (Figure 7) was derived and used as a downstream boundary condition.
The Manning values used in the first set of simulations and presented in Section 2.4.2 were the same
used for the second set of simulations, and the steady flow regime was considered. The resulting water
surface profiles were exported to the ARC-GIS with aid of the HEC-GeoRAS 10.2 [52] tool where the
flood maps were prepared.

Table 1. Mean discharges and the thresholds for 2.5% and 97.5% credibility quantiles considering
different return periods (RP).

RP Q (m3/s) 2.5% Q (m3/s) Med Q (m3/s) 97.5%

3 41.78 44.97 48.57
100 77 83.61 90.47

1000 97.22 106.76 120.98
10000 105.53 129.67 161.72

Figure 7. Rating curve for cross-section at station 166.6323.

3. Results

This section presents the results after applying the methodology described in the previous section.
First, the outputs obtained for the synthetic rating curve are presented followed by the regionalized
extreme data time series. Then, the results for the rating curve and the discharges resulting from the
integrated Bayesian approach are shown. Finally, the flood maps are presented including the 95%
credible interval.

3.1. Results of the Synthetic Rating Curve

After running the HEC-RAS model as described in Section 2.4.2, the water surface elevations at
the rating curve reference cross-section (Figure 4) were obtained and related to the respective discharge,
resulting in the synthetic observed flow-stage data used to derive the rating curve function. Based on
the methodology described in Section 2.4.1, a potential function was fit to the synthetic observed data
resulting in the following optimized parameters: a = 40.64, h0 = 308.26, and c = 1.88. Figure 7 shows
the adjusted curve as well as the synthetic data and the rating curve function, in which Q represents
discharge and h represents the water surface elevation.
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The synthetic observed flows range from 5 to 150 m3/s while the respective elevations are between
308.64 and 310.29 m, a change of 1.65 m. Based on the field survey and the hydraulic simulations,
this is considered a reasonable water level oscillation for the magnitude of the simulated discharges
and should be confined to the channel banks. The range of discharges was defined to simulate a
possible real-world flow measurement interval since extreme flow measurements are not usually
collected. This necessitates the need to extrapolate the rating curve when performing the frequency
analysis study.

3.2. Results of the Extreme Data Time Series at the Study Site

Before proceeding with the regionalization of the annual maximum mean daily discharges from
the USGS Gauging station referred in Section 2.5.2 to the study site, the consistency of the original daily
data flow was evaluated based on the flow-duration curve (Figure 8). The flow-duration curve (FDC)
is the relation between the magnitudes of streamflow, q, at a point, and the frequency (probability)
with which those magnitudes are exceeded over an extended period.

Figure 8. Flow duration curve at USGS flow gauge (04275000).

For the flow duration curve, the low-flow end of the curve is steep and possibly indicative
of a small amount of groundwater storage above the channel bed level. Additionally, the general
configuration of the obtained flow duration curve is relatively steep, representative of a variable stream.
The relatively high variability of the streamflow can also be checked by comparing the discharge that
is sustained 50% (4.3 m3/s) of the time with the one that is maintained 99% of the time (1.0 m3/s).
The former is more than four times greater than the latter.

The annual maximum mean daily discharges at the USGS flow gauge was regionalized to the
study site based on the procedure detailed in Section 2.5.2. Then, the rating curve function presented in
Figure 7 was applied on annual maximum mean daily discharges time series. The adopted time interval,
considered only the continuous data period from 1924 to 2019, excluding the data gap. The resulting
time interval covers 74 years and is deemed reasonable to perform an applied frequency analysis.

The original and resulting extreme data time series regionalized to the study site is presented in
Table A1, in Appendix A.

3.3. Results of the Bayesian Approach

By applying the DREAM algorithm to solve the Bayesian model for only the rating curve,
as presented in Section 2.6.1, the respective 95% credible interval as well as the posteriors distributions
for the rating curve parameters were obtained. The outputs are presented in Figures 9 and 10.
As expected, the uncertainty increases with the magnitude of the discharge. The 95% credible interval
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for parameter a varies between 40 and 58, while, for parameter h0, it ranges from elevations 308.28 to
308.47 m (approximately 20 cm of variation), and, for parameter, c it varies between 1.57 and 2.

Figure 9. Rating curve for cross-section at station 166.6323 and 95% credible interval.

Figure 10. Posteriors distributions for the rating curve parameters and their 95% credible interval.

The fully Bayesian model, as described in Section 2.6.2, was applied resulting in the posterior
distributions for the GEV (Figure 11) and for the extreme discharges as a function of their return periods,
including the 95% credible interval (Figure 12). The 95% credible interval for the GEV parameter α
varies between 3600 and 4700; for parameter ξ, it ranges from 3300 and 3430; and, for parameter к,
it varies between −0.04 and 0.06.
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Figure 11. For the GEV parameters and their 95% credible interval.

Figure 12. Discharges as a function of the return period and their 95% credible interval.

For the discharge as a function of the return period, as expected, as the magnitude of the flow
increases so does the associated uncertainty. Table 1 summarizes the 95% credible limits for the
discharge considering the return periods (RP) of 3, 100, 1000, and 10,000 years.

Figure 13 shows the uncertainty reflected on the flood maps for the return periods of 3 (Figure 13a),
100 (Figure 13b), 1000 (Figure 13c), and 10,000 (Figure 13d) years representing the upper and lower
boundary of the 95% credible interval. Five buildings are indicated in Figure 13a, two of them are
located near the riverbanks (b2 and b3), two of them farther away from the river (b5 and b4), and one
of them in an intermediate position (b1). The impact of the simulated flood events and the value of the
associated uncertainty is discussed in the next section.
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Figure 13. Flood maps and the 95% credible interval for the return periods: 3 years (a); 100 years (b);
1000 years (c); and 10,000 years (d).

4. Discussion

Despite some simplifications adopted in the model due to the lack of measured flow, the proposed
methodology demonstrates the application of a framework for incorporating the uncertainty related to
the rating curve and frequency analysis on the water surface profiles and flood maps to a real-world,
data-limited, case study. One of the interesting aspects of the methodology applied in this study case
is the fact that all the uncertainty analysis was performed using free open-source data and software.
The HEC-RAS hydraulic model was employed to perform the hydraulic simulations, R was used
to process the statistical and uncertainty analysis algorithms, and the topographic and hydrometric
data were retrieved from free data repositories, provided by governmental agencies. This reveals the
importance of open-source initiatives to the dissemination of uncertainty analysis in hydraulic and
hydrologic simulations to real-world applications since a majority of studies focus on applications in
which data and/or financial resources are not limiting.

The uncertainty related to the rating curve tends to increase as a function of the flow. For this
study case, the maximum variation of the water level due to uncertainty was relatively low around
0.6 m (Figure 9). The low magnitude of variability is related to the fact that all data employed to derive
the rating curve were artificially generated, which means that, in theory, the true values were known
and correspond to the ones produced by the hydraulic model. However, it is expected that, for real
measured data, the magnitude of the uncertainty could be significant.

Because the data were synthetically generated, the close fit of the regression model for the
rating curve resulted in less uncertainty over the rating curve model parameters, as can be seen in
Figure 10. The low degree of uncertainty refers only to the rating curve that is positioned in the control
section. However, the fully Bayesian model revealed that there is much more uncertainty related to the
parameters of the GEV (Figure 11) than the rating curve model parameters (Figure 10) for this case
study. This is reflected in the discharge as a function of the return period (Figure 12 and Table 1) and
on the generated flood maps (Figure 13). Since the uncertainty related to the roughness parameter was
not considered in this study, it is expected that the consideration of such a source of uncertainty may
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also affect the uncertainty boundaries and should be evaluated in future studies. Ensuring a reasonable
representation of the uncertainty envelope for flooding might be of interest so that river restoration
plans adjacent to the stream and riparian zone would not be unexpectedly impacted by flooding in any
of the range of inundation values.

To facilitate assessment of the flood map (Figure 13), five buildings were referenced by an
alphanumeric code (b1, b2, b3, b4, and b5). For practical purposes, regardless of the return period
and uncertainty boundary, buildings b1, b2, and b3 can be expected to be affected. In the case of a
three-year return period event (Figure 13a), building b1, near the center of the flood map (Y shaped
building), would be partially affected, while a 100-year or greater event (Figure 13b–d) would be
completely flood it. For these three buildings, adding uncertainty in the analysis would be indifferent
to the set of actions expected from a decision-maker. Additionally, we could infer that it would not be
worth investing time and financial resources to acquire more data to constrain the uncertainty limits.

On the other hand, for buildings b4 and b5, depending on the return period the uncertainty
boundary starts intersecting building locations. The backyard of building b4 is intercepted by the
uncertainty boundary for a 100-year return period event. For a 1000-year event, building b4 is
intercepted by the 95% credible interval boundary, while the backyard of building b5 starts being
affected. Finally, for the worst-case scenario, a 10,000-year return period event, both buildings are
impacted by the flood uncertainty boundary. For these two buildings, in case of a deterministic flood
mapping approach, they would be considered out of the flooded area. However, when uncertainty
is incorporated, these buildings can be considered affected by the flood events, depending on the
return period and the related uncertainty. This may be useful to consider the possibility of evaluation
of the costs and value of collecting more information in constraining the uncertainty for enhanced
decision making.

5. Conclusions

This work presents a case study to address uncertainty related to flood mapping, due to the rating
curve and the frequency analysis. The quantification of the uncertainty on flood mapping for the
return periods of 3, 100, 1000, and 10,000 years, including the 95% credible intervals, was performed.
The Bayesian approach was applied making it possible to express the rating curve and GEV parameters
as statistical distributions and addressing the impact of such uncertainty in flood mapping.

Although the uncertainty related to the rating curve did not significantly propagate through
the upstream water elevation profile, in this study case, it does not mean this conclusion could be
extended to any case. It is expected that regions with real measured flows should result in higher
uncertainty for the rating curve. In addition, in this study case, the control section of the bridge
also reduced the influence of the downstream condition on upstream cross-sections. Future studies
might address such issues by including a more accurate digital elevation model, implementing in
situ measuring discharge campaigns, and quantifying the uncertainty related to the topography,
data regionalization, and hydraulic roughness. We highlight that acquiring more data, specifically
stage–discharge measurements, is of paramount importance to validate the uncertainty analysis related
to the rating curve and flow discharges. Additionally, the digital elevation model and the Manning
roughness coefficient may be significant contributors to the total uncertainty.

Despite the short extension of the study reach, the data limitations, and few possible affected
infrastructure, when uncertainty was incorporated into the analysis, some buildings that could not
be considered affected by the flooded area in a deterministic approach became vulnerable to flood.
Depending on the importance and use of the study outputs, it would be of interest to study the value
of collecting more information for constraining the uncertainty and making a decision. This study
demonstrates that, even in real-world case studies that suffer data limitations (both flow measurements
and topography surveys), it is possible to obtain useful outputs to better inform river restoration
projects and support decision-making in water resources management.
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Appendix A

For this table, Column 1 (Q USGS) shows the annual maximum mean daily discharges time series
at the USGS Gauging station; Column 2 (Q Site) consists of Column 1 multiplied by the drainage factor
(0.338) to regionalize the discharges to the study site; Column 3 (Hmax) shows Column 2 associated
water surface elevation at the rating curve cross-section; and Column 4 (Year) is the corresponding year.

Table A1. Annual maximum mean daily discharges and associated stages at the rating curve cross-section.

Q USGS (m3/s) Q Site (m3/s) Hmax (m) Year Q USGS (m3/s) Q Site (m3/s) Hmax (m) Year

196.24 66.40 309.56 1924 81.27 27.50 309.08 1961
194.25 65.73 309.56 1925 81.84 27.69 309.08 1962
129.41 43.79 309.30 1926 110.15 37.27 309.22 1963
138.75 46.95 309.34 1927 92.03 31.14 309.13 1964
107.60 36.41 309.21 1928 40.21 13.61 308.82 1965
104.21 35.26 309.19 1929 78.15 26.45 309.06 1966
156.59 52.99 309.42 1930 100.24 33.92 309.17 1967
77.59 26.25 309.06 1931 114.40 38.71 309.24 1968

113.55 38.42 309.23 1932 136.20 46.09 309.33 1969
144.70 48.96 309.37 1933 94.01 31.81 309.14 1970
65.41 22.13 308.99 1934 70.23 23.76 309.02 1971
66.83 22.61 309.00 1935 155.18 52.51 309.41 1972

201.05 68.03 309.58 1936 110.15 37.27 309.22 1973
147.81 50.02 309.38 1937 89.76 30.37 309.12 1974
221.72 75.03 309.65 1938 71.92 24.34 309.02 1975
85.80 29.03 309.10 1939 88.63 29.99 309.11 1976

112.70 38.14 309.23 1940 138.19 46.76 309.34 1977
105.91 35.84 309.20 1941 92.03 31.14 309.13 1978
101.09 34.21 309.18 1942 186.89 63.24 309.53 1979
100.81 34.11 309.17 1943 106.19 35.93 309.20 1980
96.28 32.58 309.15 1944 108.45 36.70 309.21 1981

141.02 47.72 309.35 1945 147.53 49.92 309.38 1982
53.52 18.11 308.91 1946 171.88 58.16 309.47 1983

146.96 49.73 309.38 1947 150.65 50.98 309.39 1984
232.20 78.57 309.68 1948 66.54 22.52 308.99 1985
123.18 41.68 309.28 1949 74.19 25.10 309.04 1986
96.28 32.58 309.15 1950 159.14 53.85 309.43 1987

146.96 49.73 309.38 1951 163.95 55.48 309.44 1988
106.47 36.03 309.20 1952 110.15 37.27 309.22 1989
163.67 55.38 309.44 1953 104.49 35.36 309.19 1990
127.14 43.02 309.29 1954 98.83 33.44 309.17 1991
111.00 37.56 309.22 1955 113.27 38.33 309.23 1992
118.65 40.15 309.26 1956 159.99 54.14 309.43 1993
186.89 63.24 309.53 1957 119.78 40.53 309.26 1994
180.66 61.13 309.51 1958 104.21 35.26 309.19 1995
121.20 41.01 309.27 1959 131.96 44.65 309.31 1996
125.73 42.54 309.29 1960 175.85 59.50 309.49 1997
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Abstract: This study experimentally investigated the effect of boulder spacing and boulder submergence
ratio on the near-bed shear stress in a single array of boulders in a gravel bed open channel flume.
An acoustic Doppler velocimeter (ADV) was used to measure the instantaneous three-dimensional
velocity components. Four methods of estimating near-bed shear stress were compared. The results
suggested a significant effect of boulder spacing and boulder submergence ratio on the near-bed
shear stress estimations and their spatial distributions. It was found that at unsubmerged condition,
the turbulent kinetic energy (TKE) and modified TKE methods can be used interchangeably to
estimate the near-bed shear stress. At both submerged and unsubmerged conditions, the Reynolds
method performed differently from the other point-methods. Moreover, a quadrant analysis was
performed to examine the turbulent events and their contribution to the near-bed Reynolds shear
stress with the effect of boulder spacing. Generally, the burst events (ejections and sweeps) were
reduced in the presence of boulders. This study may improve the understanding of the effect of the
boulder spacing and boulder submergence ratio on the near-bed shear stress estimations of stream
restoration practices.

Keywords: boulder spacing; submergence ratio; near-bed shear stress; Reynolds shear stress;
turbulent events; stream restoration

1. Introduction

Bed shear stress plays a determinant role in the incipient motion of sediment. The bed shear
stress has been the focus of many studies in both laboratory flumes and rivers. The majority of
the existing studies were conducted in the flumes due to the controlled flow and bed conditions.
However, the field investigation on the measuring of the bed shear stress is relatively limited. The direct
measurements on the bed shear stress were often conducted by using the shear plate [1–5]. The indirect
measurement of the bed shear stress depends on the velocity in the inner layer, lower 20% of the flow
depth [6]. The common approaches to calculate the bed shear stress include, but are not limited to,
the reach-averaged bed shear [7], logarithmic law of the wall [8], drag force [9], Reynolds stress [10],
and turbulent kinetic energy (TKE) methods [11]. In a laboratory study, the bed shear stress estimated
from several methods were compared for a simple boundary layer and a complex flow [12]. It was
found that the Reynolds and TKE methods showed the most appropriate results for a simple boundary
layer and a complex flow, respectively [12]. In another study, Reynolds stress was calculated by using
the double-averaged methodology based on Reynolds temporal and spatial averaging [13]. The study
concluded that the maximum Reynolds stress could better represent the bed shear stress than the
linearly extrapolated Reynolds stress profile [13]. In the field measurements, acoustic Doppler current
profiler (ADCP) has been commonly used for the measurement of velocity profiles to provide estimates
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of shear stress [8,14,15]. The bed shear stress was estimated from the logarithmic law of the wall and
depth-averaged velocity in the Lower Fraser River, Canada, by using obtained data from an ADCP [15].
The field investigation indicated that using depth-averaged velocity paired with the zero-velocity
height based on bed grain size gives more reliable results on the shear stress than using the logarithmic
law of the wall [8].

The in-stream habitat structure boulder is one of the most favorable measures for river/stream
restoration projects. The Natural Resources Conservation Service (NRCS 1998) demonstrated different
utilization of boulders for channel restoration designs [16]. The boulders in the channel enhance the
flow heterogeneity and modify the sediment transport process such that fish habitat, channel bed/bank
stabilities, and water quality are improved [17]. Five stream restoration projects have been performed
by using boulders to shed light on the benefits of adding boulders for local hydraulic conditions,
thermal conditions, and total transient storage [18]. Although stream/river restoration has become
a worldwide phenomenon and booming enterprise [19], our knowledge of the flow hydrodynamics
associated with boulders is very limited [17]. The understanding of the impact that in-stream boulders
bring about on the bed shear stress and fish habitat requires systematic investigation. The quantitative
description of how the boulder spacing and boulder submergence ratios affect the bed shear stress,
which is the key factor for bed sediment transport, would be useful for the channel restoration design.

The few existing studies measuring the bed shear stress with a disruption such as boulders
shed light on its impact on flow configurations [20–26] and sediment transport [23,27–29]. Boulders
have been documented to create spatial variability in bed shear stress [28,30–32]; and the presence
of boulders decreases the sediment transport capacity [33,34]. The flume measurements over the
gravel bed indicated that near-bed flow plays a key role in the flow structure fed into the outflow,
and the increasing Reynolds number promotes large-scale flow structures [26]. The experimental
studies demonstrated that a single boulder or an array of boulders affect the mean and turbulent
flow characteristics [22,24,30]. It has been reported that the presence of boulder deaccelerates flow
and leads to a significant deviation of streamwise mean velocity from the classic logarithmic law [22].
A boulder array generally leads to a decreased total bedload transport rate due to the reduction of
available grain shear stress caused by the boulder form drag [24]. Several bed load equations have been
proposed for boulder-bed channels considering the effects of sediment availability, boulder protrusion,
bed roughness, the variability of shear stress, and boulder spacing [28,29]. Moreover, the boulder
submergence ratio can be considered as a key parameter that affects the mean and turbulent flow
characteristics as well as the local sediment transport patterns [23,30,35]. For a partially submerged
flow, an array of boulders may reduce 5–20 times the bedload rate compared to conditions without
boulders [36]. It has been reported that under the unsubmerged and fully submerged conditions,
the deposition of the sediment may significantly vary downstream and upstream of boulders [35].

From the turbulence aspect, many recent studies have primarily focused on the effects of coherent
flow structures (i.e., turbulent bursting events) on the flow field and sediment transport with or without
the presence of large roughness elements such as boulders [28,37–42]. Turbulent events may affect
bedload and suspended load sediment movement, as well as fish behavior and swimming performance,
which can be of great importance in the design of natural fish habitat structures [43]. Turbulent events
as a cycle of ejections, sweeps, outward, and inward interactions contribute to the Reynolds shear
stress. Ejections transfer slow-moving fluid into the outer layer while sweeps bring high-momentum
fluid into the bed region [44]. Ejection events have been reported important in sediment entrainment
into the water column, while sweeps are associated with bedload transport [40]. Quadrant analysis has
been widely used to highlight the significance of turbulent events, specifically around large roughness
elements [21,36,38,45]. However, there is still a lack of knowledge on the turbulent events variation and
their contribution to the Reynolds shear stress under different boulder spacing and submergence ratios.

This study is motivated by the need to improve our understanding of how the boulder spatial
distribution, which is frequently employed in stream restoration practices, affects the near-bed shear
stress and its estimations. This study experimentally investigates the effects of boulder spacing and
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boulder submergence ratio on the near-bed shear stress in a flume with a gravel bed. Four different
methods were used to estimate the reach-averaged near-bed shear stress and its spatial distribution.
Besides, the performance of methods was compared with each other. Moreover, dominant turbulent
events and their contribution to the near-bed Reynolds shear stress was studied through a quadrant
analysis to deepen the understanding of near-bed turbulence under varying boulder spacing and
submergence ratio.

2. Materials and Methods

2.1. Experimental Setup

Experiments were conducted in the Ecohydraulics Flume, a 13.0 m long, 0.96 m wide,
water-recirculating flume with a gentle slope (S0) of 0.5% located in the Water Resources Engineering
Laboratory at Clarkson University. Measurements were taken in a section with a length of 2.40 m
located 3.80 m downstream from the flume entrance to ensure that the turbulent flow is hydraulically
fully developed. Figure 1 shows a scheme of the flume. Natural semi-spherical shape boulders with an
equivalent diameter (D) of 12.50 cm were used as large roughness elements. Experiments were carried
out over a gravel bed with d90 = 27.50 mm, d50 = 17.21 mm, and d10 = 9.37 mm, where dp refers to the
grain size for which p% of particle sizes are finer. The critical bed shear stress for the median sediment
size (d50) was calculated according to [46] formula, and it was 12.38 N/m2, at which incipient sediment
motion takes place. As projected, no sediment movement was observed at any set of experiments.

 

Figure 1. A schematic plan view of the flume. The hatched area shows the detailed measurement zone.

Four series of experiments (hereafter called scenarios) were designed with boulder-to-boulder
spacing (from center to center) as a varying parameter to represent different flow regimes. Covered
boulder-to-boulder spacing was infinity (no boulder), 10D (large spacing), 5D (medium spacing), and
2D (small spacing). The large and medium boulder spacing referred to an isolated flow regime while
the small boulder spacing corresponded to a wake-interference or even a skimming flow regime [38].
Table 1 lists four scenarios and the hydraulic parameters associated with each scenario. Each scenario
was conducted at 60 L/s and 100 L/s flow rates. Boulders were unsubmerged at 60 L/s with a
submergence ratio (H/D) between 0.73 and 0.78, while at 100 L/s, boulders were fully submerged with
a submergence ratio between 1.25 and 1.32 (Table 1). Figure 2 illustrates the measurement points and
position of boulders in each scenario in the measurement zone. For the boulder-scenarios, the boulders
were placed along the centerline of the channel in a single straight array. First, the central boulder at
point X4Y3 was placed; afterward, the other boulders were arranged relative to the central boulder.
A total of 35 measurement points were selected covering an area from −4D to 4D (relative to the central
boulder in the measurement zone) in the streamwise direction (x) and from −2D to 2D in the spanwise
direction (y) of the central boulder. The distance of all the measurement points from the walls was
greater than 10 cm to minimize the wall effects [28]. It is worth mentioning that 35 measurement
points were measured for the no-boulder scenario; however, for the boulder-scenarios, some of the
measurement points in the centerline of the boulders were blocked by the boulders. In addition,
Figure 2 shows that the points immediately upstream and downstream of a boulder have an equal
distance from the boulder; however, due to the irregularity in the boulder shape, these distances were
not perfectly the same.
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Table 1. Characteristics of the experiments.

Scenario Flow Rate (L/s) Boulder Spacing
Reach-Averaged
Flow Depth (m)

Submergence
Ratio

S1-60

60

Infinity 0.082 -
S2-60 10D 0.092 0.73
S3-60 5D 0.098 0.78
S4-60 2D 0.093 0.74

S1-100

100

Infinity 0.151 -
S2-100 10D 0.157 1.25
S3-100 5D 0.165 1.32
S4-100 2D 0.161 1.29

 
Figure 2. A schematic plan of boulder arrangement in the measurement zone (hatched area) for (a) no
boulder, (b) 10D boulder spacing, (c) 5D boulder spacing, and (d) 2D boulder spacing. Cross marks
show measurement points for each setup, and large circles show the position of idealized (assumed
fully spherical) boulders. Two points X3Y3 and X5Y3 have been marked in (a) as common measurement
points in the centerline of boulders in all scenarios.

The velocity measurements were taken in a relative depth (z/H) around 0.20–0.25, at the beginning
of the outer region of flow [47]. Although measurements closer to the bed are preferable, the use
of such a relative depth to capture the near-bed flow characteristics has been justified in a similar
study [42]. Additionally, acoustic Doppler velocimeter (ADV) measurement about 3 cm from the bed
to acquire higher levels of accuracy within the turbulent flows has been recommended [48], a threshold
that led to a z/H around 0.20–0.30 in this study.

2.2. Data Filtering

Three-dimensional instantaneous velocities were collected using a Vectrino probe (Nortek ADV)
at a sampling rate of 25 Hz for three minutes to ensure statistical significance. Aliased points were
despiked using a phase-space threshold filter proposed by [49]. This filter can produce clean signals in
highly turbulent flows [50]. The manufacturer (Nortek) recommends COR ≥ 70% and SNR ≥ 15 dB
for reliable turbulence measurements. However, in the case of high SNR values—a valid condition
in this study with an average SNR value of greater than 50 dB—COR values less than 70% can still
provide reliable data [51]. As suggested by [52], COR values less than 70% in the turbulent flows
are not necessarily an indicator of the low quality. They applied COR ≥ 50% and SNR ≥ 10 dB to
investigate the turbulent characteristics around a cluster microform [52]. It also has been shown that for
the flow over a rough bed, if at least 70% of data remain after applying a filtering scheme, the Reynolds
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stress could be measured with a minimum COR of 40% [53]. Following these suggestions, a filtering
scheme with COR ≤ 65% and SNR ≤ 20 dB was applied to filter out poor quality data. For the points
in location X5Y3 (marked in Figure 2a) at 100 L/s flow rate, a COR of 55% was applied due to the
higher turbulence in this point and a significant loss of data in case of applying the main filtering
scheme. Such criteria resulted in the remaining 77.1% of data indicating an acceptable portion of
data for further analysis. Another possible source of error in ADV data is the Doppler noise, which
may affect the turbulence parameters [54]. When the noise level is low, it is expected that the velocity
spectra follow the Kolmogorov’s −5/3 law by exhibiting a −5/3 slope in the inertial subrange of the
velocity spectra [54]. Therefore, as an additional check (also suggested by [50] for highly turbulent
flows), the velocity spectra of the measured time series were visually inspected to remove noisy time
series with a flat or negative slope in the inertial subrange. None of the points were rejected based on
this criterion.

2.3. Calculation of Bed Shear Stress

The first main method to calculate the bed shear stress is the reach-averaged method as below [12]:

τ0 = ρgRS0, (1)

where τ0 is bed shear stress, ρ is water density, g is gravitational acceleration, and R is channel
hydraulic radius. Although this method gives a rough estimation of bed shear stress, its performance
is questionable, specifically in the presence of boulders, because it is not able to estimate the local
variation of the bed shear stress [12].

Bed shear stress can be estimated directly through the Reynolds shear stress [12]:

τ0 = −ρu′w′, (2)

where u′ and w′ are the instantaneous velocity fluctuations of the streamwise and vertical components,
respectively. The bar sign over u′w′ indicates a time-averaged value. This method is sensitive to the
deviations from a two-dimensional uniform flow [12].

Another method is the turbulence kinetic energy (TKE) method as below [12]:

τ0 = C1

(
0.5ρ
(
u′2 + v′2 + w′2

))
, (3)

where v′ is the instantaneous velocity fluctuation of the spanwise component and C1 is a constant
equal to 0.19 [11].

The modified TKE method only uses the vertical component of the velocity fluctuations due to
the smaller noise of the measurement instrument in this direction [11]. Therefore, it can be written as
below [12]:

τ0 = C2ρw′2, (4)

where C2 is a constant equal to 0.9 [11].
Equations (1)–(4) were used to calculate the near-bed shear stress for all the conducted scenarios

in this study. Equation (1) only requires the reach hydraulic data while Equations (2)–(4) use the
measured data from a single point and are referred to as point-methods in this study.

2.4. Quadrant Analysis

In a quadrant analysis, the velocity fluctuations are decomposed to four quadrants based on their
signs [38]:

• Quadrant 1: outward interactions (u′ > 0, w′ > 0)
• Quadrant 2: ejection events (u′< 0, w′ >0)
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• Quadrant 3: inward interactions (u′ < 0, w′ < 0)
• Quadrant 4: sweep events (u′ > 0, w′ < 0).

To remove insignificant events, a hole region in the (u′, w′) plane can be defined to exclude points
within this region. Hole size, H, is a parameter to define the expansion of the hole region as below [55]:

H =
∣∣∣u′w′∣∣∣/∣∣∣u′w′∣∣∣, (5)

Clearly, a larger hole size means the remaining of more significant events. Many studies have
selected a hole size greater than one to distinguish significant events [36,56–59]. Therefore, in this study,
a hole size of 2 was selected to distinguish events with a higher magnitude. Points X3Y3 and X5Y3,
the common points in all the scenarios (marked in Figure 2a), were selected for a quadrant analysis.
The joint frequency distribution of the normalized velocity fluctuations was found for each point.
To find the contribution of each quadrant to the Reynolds shear stress, the stress fraction parameter of
each quadrant, S f

i.H was found as below [38]:

S f
i,H =

1
T

∫ T

0
u
′
w
′
Ii,H
(
u
′
, w
′)

dt (6)

where i shows the quadrant number (i = 1, 2, 3, 4), T is the total duration of the measurement and I is a
conditional function to detect events in each quadrant for a given hole number as below [38]:

Ii,H
(
u
′
, w
′)
=

⎧⎪⎪⎨⎪⎪⎩ 1, i f
(
u
′
, w
′)

is in quadrant i and |u′w′| ≥ H
∣∣∣u′w′∣∣∣

0, otherwise
(7)

The total portion of each turbulent event, Pi,H, as a representative of the frequency of turbulent
events can be determined as below [38]:

Pi,H =

∫ T

0

∫ T
0

∣∣∣u′w′ ∣∣∣Ii,H
(
u
′
, w
′)

dt∫ T
0 |u′w′|dt

(8)

3. Results and Discussion

3.1. Near-Bed Shear Stress

Equations (1)–(4) were used to calculate the reach-averaged near-bed shear stress for each scenario.
Equation (1) gives a single value as the reach-averaged shear stress, but for the point-methods,
the average of shear stresses at all the measurement points was calculated as the reach-averaged
near-bed shear stress. Figure 3 shows the reach-averaged near-bed shear stress for each method and
scenario. The near-bed shear stress estimations using the reach-averaged method (Equation (1)) before
adding boulders were 3.46 and 5.63 N/m2 for the S1-60 and the S1-100 scenarios, respectively. These
estimations were higher than the shear stress estimations using the point-methods for no-boulder
scenarios. The maximum estimation of the average near-bed shear stress was significantly lower than
the calculated critical bed shear stress (12.38 N/m2). This was expected because no sediment movement
was observed in all scenarios. For the no-boulder scenarios (S1-60 and S1-100), the TKE and modified
TKE methods resulted in a close estimation for the average near-bed shear stress (a maximum difference
of 10% for the S1-60) while estimations using the Reynolds method were slightly higher than the
TKE and modified TKE methods. Close estimations using these point-methods were reported by [12].
For scenarios with the largest boulder spacing at 60 L/s (S2-60), the TKE method resulted in a higher
bed shear stress while the Reynolds and modified TKE resulted in close estimations. At 100 L/s scenario
(S2-100), the Reynolds, TKE, and modified TKE methods showed very similar performance (with a
maximum 20% difference between the modified TKE and TKE methods). At 60 L/s, for both medium
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(S3-60) and small boulder spacing (S4-60) scenarios, both TKE and modified TKE methods showed a
very similar performance while the Reynolds method showed a significantly lower near-bed shear
stress. The average near-bed shear stress using the Reynolds method was about 200% and 70% less than
estimations of other point-methods for the S3-60 and S4-60, respectively. At 100 L/s, for both S3-100 and
S4-100, the modified TKE method led to the highest estimates, while the Reynolds and TKE methods
showed similar results. Generally, it can be said that at submerged condition (100 L/s), the difference
between estimations using the point-methods was not significant for each scenario, although the
modified TKE led to slightly higher estimations for boulder-scenarios. At unsubmerged condition
(60 L/s), for both no-boulder and large spacing scenarios, the difference between the point-methods was
not significant; however, for the medium and small spacing scenarios, the near-bed shear estimations
using the Reynolds method was significantly smaller.

(a) 

(b) 

Figure 3. Averaged bed shear stress resulted from different calculation methods for different boulder
spacing at (a) 60 L/s flow rate, (b) 100 L/s flow rate.

The effect of adding boulders and boulder spacing can also be interpreted in Figure 3.
The reach-averaged method is directly related to the average flow depth (Equation (1)), and a higher
average flow depth resulted in a higher bed shear stress. After adding boulders, the average flow depth
slightly increased, and the reach-averaged bed shear stresses slightly increased too. However, for the
S4-60 and S4-100 scenarios, the flow depth, and subsequently, the reach-averaged bed shear stress
slightly decreased. For the Reynolds method at 60 L/s scenarios, it can be seen that the bed shear
stress gradually decreased by decreasing boulder spacing—except for the S4-60 scenario, in which
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the bed shear stress slightly increased relative to the previous scenario at S3-60. The near-bed shear
stress variation for different boulder spacing at 60 L/s using the TKE and modified TKE methods
was not similar to the Reynolds method. For the TKE method, the near-bed shear stress slightly
increased for the large boulder spacing scenario (S2-60) and remained almost constant for the medium
spacing scenario (S3-60); then, it reached the minimum for the small spacing scenario (S4-60). For the
modified TKE method, the highest near-bed shear stress belonged to the medium spacing scenario
(S3-60), while the other scenarios had a small difference with each other (less than 15%). At 100 L/s,
the small spacing scenario (S4-100) experienced the highest near-bed shear stress resulting from all
estimation methods. For the Reynolds and TKE methods, the near-bed shear stress decreased for the
large spacing scenario (S2-100) and slightly increased for the medium spacing scenario (S3-100); then,
it sharply increased for the scenario with the smallest boulder spacing (S4-100). For the modified
TKE method, the near-bed shear stress gradually increased after adding boulders and then decreasing
boulder spacing; the sharpest increase occurred for the small spacing scenario (S4-100). This trend is in
agreement with the findings of [38] in which the total shear stress increased gradually by increasing the
number of boulders. In the following sections, a more detailed discussion on the variation of near-bed
shear stress for different boulder spacing and estimation methods can be found.

3.2. Relative Performance of the Reynolds, TKE, and Modified TKE Methods

To compare the estimates of Reynolds, TKE, and modified TKE methods in a more compelling
way, the near-bed shear stresses from each method for all the points were plotted against each other.
Figure 4 shows the near-bed shear stress estimated using the TKE and modified TKE methods for all
scenarios. Here, the goal was to understand the similarity between the near-bed shear stress estimated
from the point-methods. Therefore, the root mean square error (RMSE) was selected to shed light on
the similarity of the results calculated by different methods. As shown in Figure 4a, at 60 L/s scenarios,
the RMSE for all the scenarios varied between 0.36 and 0.84 N/m2 indicating a reasonable similarity
between results even after adding boulders and then decreasing the boulder spacing. At 100 L/s
(Figure 4b), before adding boulders (S1-100), a low RMSE = 0.18 N/m2 indicated a good agreement
between the TKE and modified TKE methods. After adding boulders, the RMSE significantly increased,
and this increase was intensified after decreasing the boulder spacing. Generally, the modified TKE
method resulted in higher values of the near-bed shear stress in comparison with the TKE method for
the boulder-scenarios (S2-100, S3-100, and S4-100). This difference can be related to the values of C1

and C2 constants that still are required to be found for the natural streams [11,12].
Figure 5 shows plots for comparing estimations using the Reynolds shear stress method versus

the TKE and modified TKE methods. At 60 L/s and 100 L/s, before adding boulders (S1-60 and S1-100),
both TKE and modified TKE methods showed a reasonable agreement with the Reynolds method
(At 60 L/s, RMSE = 0.63 and 0.73 N/m2 for the TKE and modified TKE, respectively. At 100 L/s,
RMSE = 0.48 and 0.43 N/m2 for the TKE and modified TKE, respectively). It was reported that the
modified TKE and Reynolds method have a relatively good agreement over a Plexiglas and sand
bed [12]. However, estimations using the TKE and modified TKE methods were mostly lower than
the Reynolds method, but at a lower range of shear stresses, the values were close to 1:1 line. This
behavior in a range of high shear stress is in agreement with [12]; however, for the lower shear stresses,
similar studies found systematically higher values from the TKE and modified TKE methods [12,40].
For the large boulder spacing at 60 L/s (S2-60), the agreement between the Reynolds and both TKE and
modified TKE methods slightly decreased (RMSE = 0.87 and 0.95 N/m2 for the TKE and modified TKE,
respectively). By decreasing boulder spacing (S3-60 and S4-60), the RMSE increased to higher values
indicating a lower similarity between the methods. A reason for the poor performance can be the
presence of negative values in the Reynolds method, while values using two other methods are always
positive. After adding boulders, it can be found that both TKE and modified TKE methods led to
higher estimations than the Reynolds method (except for the modified TKE method at the large boulder
spacing). This difference became more significant for the medium and small boulder spacing scenarios.
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At 100 L/s for the boulder-scenarios, the RMSE of the Reynolds and TKE methods varied between
1.16 and 1.98 N/m2, and the RMSE of the Reynolds and modified TKE methods varied between 1.30
to 2.67 N/m2. The RMSE values for both TKE and modified TKE methods reached their maximum
(lower similarity) for the small boulder spacing (S4-100). However, some extreme values resulted from
the TKE and modified TKE methods might be the reason behind higher RMSE values. After adding
boulders, the TKE method estimates generally were smaller than the Reynolds method, while the
modified TKE method usually resulted in higher near-bed shear stress than the Reynolds method.

Figure 4. Near-bed shear stress estimated from the turbulent kinetic energy (TKE) method against
the modified TKE method for all the measurement points at (a) 60 L/s flow rate, (b) 100 L/s flow rate.
The unit of RMSE is N/m2.
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Figure 5. Near-bed shear stress estimated from the Reynolds method against the TKE and modified
TKE methods for all the measurement points at (a) 60 L/s flow rate, (b) 100 L/s flow rate. The unit of
RMSE is N/m2.

3.3. Spatial Distribution of Near-Bed Shear Stress

The spatial distribution of the near-bed shear stress is also of great importance, especially in
the presence of boulders that significantly alter local flow fields. On this account, contour maps of
estimated local near-bed shear stress using different methods were plotted. Figure 6 shows contour
plots of the estimated near-bed shear stress using the Reynolds, TKE, and modified TKE methods at
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unsubmerged condition (60 L/s). Before adding boulders (S1-60) for all methods, a uniform spatial
distribution of the near-bed shear stress was expected. However, as shown in Figure 6, slightly higher
near-bed shear stresses can be seen on the left side of the measurement zone before adding boulders.
This non-uniform distribution can be attributed to the presence of microforms, placed slightly higher
than the mean bed level, on some points of the gravel bed in these series of experiments. For the
Reynolds method, after adding boulders, it can be observed that the near-bed shear stress generally
decreased in all measurement points. For the large spacing scenario (S2-60), a zone with a highly
decreased near-bed shear stress can be observed extended to a distance of 2D downstream of the
boulder. For the medium and large boulder spacing scenarios (S3-60 and S4-60), highly decreased
shear stresses can be observed along the boulder centerline and extended to the sides of the boulder.
It is known that the presence of an unsubmerged boulder within the flow generates intense reverse
and irregular flow in the extended wake region [30]. Here, negative shear stresses downstream of
the boulder can be attributed to this reverse flow [60]. Additionally, at the smaller boulder spacing
with a wake-interference or skimming flow regime, the flow deceleration becomes more pronounced
between the boulder [38]. This can be the reason for the low shear stress zone along the boulder
centerline for scenarios with a smaller boulder spacing (S3-60 and S4-60) [38]. The spatial distribution
of the near-bed shear stress using the TKE and modified TKE methods were similar to each other.
The reason for this similarity can be a less significant streamwise velocity due to the reverse flow that
led to a more important role of w′ in the calculation of shear stress using the TKE and modified TKE
shear stress. Therefore, in this condition, the behavior of the TKE method became more similar to
the modified TKE method that only depends on w′. However, the TKE and modified TKE spatial
distribution deviated from the Reynolds method. In contrast to the Reynolds method, there was a
slight increase in the near bed-bed shear stress downstream of the boulders (except downstream of one
of the boulders in the S4-60). This increase became more significant for the medium boulder spacing.
On the sides of the boulder, the near-bed shear stress did not vary significantly in comparison with the
no-boulder scenario.

At 100 L/s (Figure 7), the spatial distribution of the near-bed shear stress using the point-methods
was similar to each other, but it was different from 60 L/s. In the large boulder spacing scenario
(S2-100), the near-bed shear stress decreased upstream of the boulder, but a significant increase can
be seen downstream of the boulder (extended to around 2D) for all the methods. Studies have
reported an increased Reynolds shear stress and TKE downstream of a submerged boulder near
the bed due to the large-scale vortices in the wake zone and the presence of vertical eddies due to
the downwash flow [21,31,61,62]. This increased near-bed shear stress decreased with increasing
downstream x/D distance. Similarly, it has been reported this high shear stress zone extended up to the
reattachment point, and then the shear stress started to decrease as undisturbed turbulent intensities
recovered [31,62]. For the medium boulder spacing scenarios (S3-100), again an increased shear stress
zone can be observed downstream of the central boulder for all the methods; however, for the Reynolds
method a decrease in the near-bed shear stress observed at X1Y3 at x/D = −4D, downstream of one of
the boulders (this boulder has not been shown in the contour plot). Additionally, the length of the
high shear stress zone decreased to approximately 1D. Upstream of the boulder, the near-bed shear
stress using the Reynolds method decreased, while increased shear stress can be seen upstream of the
boulders for the TKE and modified TKE methods. For the small boulder spacing (S4-100), high shear
stress zones became more pronounced in the sides of the boulder in this scenario. Increased near-bed
shear stresses can also be seen between boulders probably as a result of the stable vortices between
boulders in a wake-interference or skimming flow regime [63]. However, for the Reynolds method,
a decreased shear stress zone was observed upstream of the central boulder (X3Y3 at x/D = −1D).
The reason for this alternate variation of the Reynolds method estimations between boulders for the
medium and small boulder spacing remained unclear and required additional experiments. For all
scenarios at 100 L/s, it can be seen that the modified TKE method resulted in a higher magnitude of
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near-bed shear stress, as already shown in Figure 3b. The main reason for this can be attributed to the
uncertain values of C1 and C2, as mentioned earlier.

Figure 6. Contour plots of the estimated near-bed shear stress at 60 L/s (unsubmerged condition) for
(a) the Reynolds, (b) TKE, and (c) modified TKE methods. Gray circles show the idealized boulders,
and small black dots represent the measuring points.
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Figure 7. Contour plots of the estimated near-bed shear stress at 100 L/s (submerged condition) for
(a) the Reynolds, (b) TKE, and (c) modified TKE methods. Gray circles show the idealized boulders,
and small black dots represent the measuring points.

3.4. Near-Bed Turbulent Events

Quadrant analysis was conducted for the common points in all scenarios, X3Y3 and X5Y3.
Figures 8 and 9 show the joint frequency distribution of normalized u′ and w′ at X3Y3 and X5Y3,
respectively. u′ and w′ were normalized by the reach-averaged velocity of each scenario. Tables 2
and 3 complement the results of the quadrant analysis by listing the stress fraction parameter (S f

i )
and the frequency parameter (Pi) for each quadrant at X3Y3 and X5Y3, respectively. Before adding
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boulders at both points and flow rates, as expected ejection and sweep events were dominant near the
bed, and this was in agreement with the previous studies [41,64]. At both flow rates at X3Y3, after
adding and then decreasing the boulder spacing, the shear stress fraction of ejections and sweeps
increased while the frequency of them gradually decreased. However, sweeps and ejections remained
dominant for the large and medium boulder spacing. As can be seen in Figure 8 and Table 2, for the
small boulder spacing, all four quadrants showed almost an equal contribution to the Reynolds shear
stress and frequency. This is in agreement with the findings of [38] in which they found ejections and
sweeps dominant for 10D and 5D spacing, while for 2D spacing each quadrant showed an almost equal
frequency upstream of a fully submerged boulder [38]. This can be attributed to the stable vortices and
a less pronounced downwash flow at the wake-interference or skimming flow associated with the
small boulder spacing.

Figure 8. Joint frequency distribution of normalized u′ and w′ at point X3Y3 at (a) 60 L/s flow rate,
(b) 100 L/s flow rate.
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Figure 9. Joint frequency distribution of normalized u′ and w′ at point X5Y3 at (a) 60 L/s flow rate,
(b) 100 L/s flow rate.

Table 2. Stress fraction and frequency of events for X3Y3 at 60 and 100 L/s flow rates.

Parameter Sf P

Scenario Outward Ejection Inward Sweep Outward Ejection Inward Sweep

S1-60 −0.05 0.55 −0.04 0.41 0.03 0.36 0.03 0.27
S2-60 −0.29 0.74 −0.26 0.74 0.12 0.30 0.10 0.30
S3-60 −1.50 2.17 −1.50 1.83 0.21 0.30 0.21 0.25
S4-60 −10.10 12.01 −9.77 8.86 0.25 0.29 0.24 0.22

S1-100 −0.07 0.51 −0.06 0.50 0.04 0.32 0.04 0.31
S2-100 −0.74 1.25 −0.64 1.11 0.18 0.31 0.16 0.27
S3-100 −0.51 1.14 −0.58 0.93 0.14 0.32 0.16 0.26
S4-100 −12.17 12.29 −11.62 12.49 0.25 0.25 0.24 0.26
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Table 3. Stress fraction and frequency of events for X5Y3 at 60 and 100 L/s flow rates.

Parameter Sf P

Scenario Outward Ejection Inward Sweep Outward Ejection Inward Sweep

S1-60 −0.02 0.45 −0.03 0.38 0.01 0.33 0.02 0.28
S2-60 1.24 −0.57 1.14 −0.84 0.30 0.14 0.27 0.20
S3-60 4.98 −2.92 3.24 −4.30 0.32 0.19 0.21 0.28
S4-60 1.41 −0.90 1.48 −1.00 0.28 0.18 0.29 0.20

S1-100 −0.08 0.59 −0.10 0.49 0.05 0.34 0.06 0.28
S2-100 −0.06 0.22 −0.03 0.72 0.04 0.15 0.02 0.49
S3-100 −0.02 0.23 −0.03 0.62 0.02 0.17 0.02 0.45
S4-100 −0.05 0.39 −0.03 0.49 0.03 0.27 0.02 0.34

At 60 L/s at X5Y3 (Figure 9a), for the large boulder spacing (S2-60), inward and outward interactions
were dominant. At the medium boulder spacing (S3-60), outward interactions and sweep events
showed higher Pi and S f

i . Again, at the small boulder spacing (S4-60), outward and inward interactions
became dominant. Although 60 L/s indicates an unsubmerged boulder condition, the pattern of
changes in the turbulent events was completely in agreement with the results of [38] for the different
spacing of a fully submerged boulder. At 100 L/s at X5Y3 (Figure 9b), ejection and sweep events
remained dominant in all scenarios while the share of inward and outward interactions was very
small. However, as shown in Table 3, between ejection and sweep events, sweeps showed significantly
higher Pi and S f

i . This was not in agreement with the findings of [38] specifically for 5D and 2D

boulder spacing [38]. Besides, Pi and S f
i showed a consistent trend that means Pi kept the same order

of dominance of S f
i (e.g., when S f

i for ejections and sweeps was the highest, Pi was also the highest
for ejections and sweeps). The turbulent events have a considerable effect on sediment transport and
resuspension. Predominant burst events (ejections and sweeps) may affect the sediment resuspension
and transport around the boulder [39–41]. Specifically, downstream of the boulder, sweeps may remain
effective for the bedload transport at the medium and large boulder spacing, while less significant
ejections may decrease the sediment entrainment and the fine sediment suspension in these zones.
Additionally, adding boulders and reduction of ejection and sweep events may provide resting zones
and a path to avoid high ejection zones for the fish [43]. Such areas can be found downstream of the
boulders at the medium and large boulder spacing where the burst events reduced in comparison with
the no-boulder condition. However, more investigation is necessary to find the role of turbulent events
in sediment transport and habitat preference for different boulder spacing.

4. Conclusions

This study investigated the effects of boulder spacing and boulder submergence ratio on the
near-bed shear stress estimations and their distributions using laboratory experiments. The following
conclusions can be drawn from this study:

1. For all scenarios, the reach-averaged method led to a significantly higher reach-averaged bed
shear stress. For the unsubmerged condition, the Reynolds method resulted in a significantly
lower near-bed shear stress between the point-methods, while, at submerged condition, all the
point-methods showed very similar results.

2. At unsubmerged condition, the effect of the boulder spacing on the variation of near-bed shear
stress estimated from the Reynolds method was different from the TKE and modified TKE
methods, while, at submerged condition, all of the point-methods showed a similar trend.

3. At submerged condition, the densest boulder spacing led to the highest near-bed shear stress for
all point-methods. However, for the unsubmerged condition, maximum near-bed shear stress
varied for different methods and boulder spacing.
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4. At unsubmerged condition, the TKE and modified TKE methods can be used interchangeably for
estimation of the near-bed shear stress in the presence of boulders; however, applying appropriate
C1 and C2 coefficients is required to obtain more reliable results. For a comprehensive comparison
of the Reynolds method with two other point-methods, more measurements are necessary,
especially at unsubmerged condition.

5. At unsubmerged condition, denser boulder spacing led to a more uniform contribution of
turbulent events to the Reynolds shear stress. At submerged condition, decreased ejection events
downstream of boulders in the large and medium boulder spacing may reduce the sediment
entrainment and suspension.

This work is based on two boulder submergence ratios and single-point measurements near the
bed and placing boulders along the centerline of the channel in a single straight array. To derive general
conclusions, further measurements closer to the bed with a denser spatial grid between boulders are
necessary. Additionally, a study of the bedload and the suspended load sediment transport within
different boulder setups is recommended as the next step.
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Abstract: The sustainable development of water resources includes retaining some amount of the
natural flow regime in water bodies to protect and maintain aquatic ecosystem health and the human
livelihoods and wellbeing dependent upon them. Although assessment of environmental flows is
now occurring globally, limited studies have been carried out in the Ethiopian highlands, especially
studies to understand flow-ecological response relationships. This paper establishes a hydrological
foundation of Gumara River from an ecological perspective. The data analysis followed three steps:
first, determination of the current flow regime—flow indices and ecologically relevant flow regime;
second, naturalization of the current flow regime—looking at how flow regime is changing; and,
finally, an initial exploration of flow linkages with ecological processes. Flow data of Gumara River
from 1973 to 2018 are used for the analysis. Monthly low flow occurred from December to June; the
lowest being in March, with a median flow of 4.0 m3 s−1. Monthly high flow occurred from July to
November; the highest being in August, with a median flow of 236 m3 s−1. 1-Day low flows decreased
from 1.55 m3 s−1 in 1973 to 0.16 m3 s−1 in 2018, and 90-Day (seasonal) low flow decreased from
4.9 m3 s−1 in 1973 to 2.04 m3 s−1 in 2018. The Mann–Kendall trend test indicated that the decrease in
low flow was significant for both durations at α = 0.05. A similar trend is indicated for both durations
of high flow. The decrease in both low flows and high flows is attributed to the expansion of pump
irrigation by 29 km2 and expansion of plantations, which resulted in an increase of NDVI from 0.25
in 2000 to 0.29 in 2019. In addition, an analysis of environmental flow components revealed that
only four “large floods” appeared in the last 46 years; no “large flood” occurred after 1988. Lacking
“large floods” which inundate floodplain wetlands has resulted in early disconnection of floodplain
wetlands from the river and the lake; which has impacts on breeding and nursery habitat shrinkage
for migratory fish species in Lake Tana. On the other hand, the extreme decrease in “low flow”
components has impacts on predators, reducing their mobility and ability to access prey concentrated
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in smaller pools. These results serve as the hydrological foundation for continued studies in the
Gumara catchment, with the eventual goal of quantifying environmental flow requirements.

Keywords: environmental flow component; Ethiopia; holistic environmental flow assessment;
hydrological foundation; indicators of hydrologic alteration software; Lake Tana

1. Introduction

Hydrologic regimes play an important role in determining the biodiversity of aquatic ecosystems
but unwise uses are critically changing them globally [1]. Previous studies confirmed that there
are advancements globally in the maintenance of flows in rivers that make water resource uses
sustainable [2–10]. Developing countries like Ethiopia are increasingly emphasizing environmental
flows and the allocation of water for ecological conservation [8,11].

In using models that are capable to relate flow and ecology at a wider scale, a framework called
Ecological Limits of Hydrologic Alteration (ELOHA) was developed [12]. Flow–ecology relationships
can apply to rivers of a particular hydrological type with naturally distinctive flow regimes [12,13].
The ELOHA framework involves the establishment of flow-ecology relationships based on hydrological
characters and ecological conditions of aquatic ecosystems or watersheds [12]. ELOHA includes four
major steps to come up with flow–ecology relationships and quantify environmental flow requirements
of water bodies. It starts with hydrological characterization, identification of river types, determination
of changes in flow and lastly, establishes relationships of flow changes vis-à-vis ecological processes in
each river type using available information [12].

The Nile Basin Initiative (NBI) has developed an environmental flows management framework
building on the elements of the ELOHA framework and global best practices [14]. Ethiopia has
approved and adopted this framework through its membership in NBI. The NBI environmental flow
management framework (NBI-EFMF) includes seven procedural steps in quantifying environmental
flow requirements and one of the steps is the establishment of the hydrological foundation. This phase
includes the baseline evaluation/modelling of hydrology data for the site/regional environmental flow
assessments. Precipitation, flow, evaporation, water abstraction, land use data and other information
that may affect flows are used in this phase to characterize baseline flows and potentially describe any
differences between these baseline flows and current flows [14].

Water is abstracted in the Blue Nile basin at many locations and more abstractions are planned,
impacting the environment [15,16]. For example, in Lake Tana sub-basin, two large dams for irrigation
have been completed and two are under construction. Studies have revealed that climate change
will affect the water balance of Lake Tana and pose environmental risks unless proper water resource
measures are implemented [17,18]. Projected changes in monthly precipitation and temperature in the
Tana sub-basin from 15 GCMs (Global Climate Models-General Circulation Models) were analyzed
and it was found that four of the nine GCMs indicated a significant decrease in annual stream flow for
the 2080–2100 period [17]. In addition, similarly to other studies on impacts of human interventions on
sustainable water use, climate change, unmanaged water abstractions and land use change in the Lake
Tana Sub-basin threaten the riverine and lake ecosystems [19,20].

The Abbay Basin Authority in its sub-basin master plan preparation has suggested that 10%–25%
of river flow be allocated for the environment. However, the suggestion did not consider the flow
variabilities and downstream uses of rivers and water bodies (personal communication, Mr. Habtamu
Tamir). In addition, a review of the planned environmental flow release of Koga dam (one of the
completed irrigation dam projects in Lake Tana sub-basin) showed that the environmental flow release
plan is merely the 95 percent exceedance value (Q95) of the Koga River flow record [21]. This method
does not consider the dynamic and variable nature of rivers, nor the ecosystem services and social
impacts at the watershed scale [21].
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Similarly, Gumara river of Lake Tana Sub-basin has pressures which need due attention to sustain
the ecosystem. Unmanaged pump irrigation practices, the expansion of eucalyptus trees and sand
mining upstream have caused the river to stop flowing in the dry season (Figure 1). Studies found a
decline in catch of fish because human interventions on the rivers flowing into Lake Tana affect migration
and spawning grounds [22,23]. In addition, studies showed the need for establishing methods for
pollution control [24]. Moreover, a study in the sub-humid highlands of Ethiopia indicated that peak
sediment influx occurs during the high flows, highlighting the need for land degradation management
to protect the health of the aquatic ecosystems [25]. Therefore, the hydrology of the Gumara river
and associated floodplain wetlands of Shesher and Welala should be studied to understand the
environmental water requirement to restore important aquatic and wetland biodiversity.

 

Figure 1. Gumara river at the bridge in the Fogera plain where the road from Bahir Dar to Gondar
crosses; (a) August 2017 at flood stage during the rain phase and (b) February 2015 during the dry
season when the flow has ceased (courtesy: M. M. Moges).

The objective of this study was to establish hydrological foundation of Gumara river as an initial
step in the application of the NBI Environmental Flows framework. Using the Indicators of Hydrologic
Alteration (IHA) software, our analysis follows three steps: first, determination of the current flow
regime—flow indices and ecologically relevant flow regime; second, naturalization of the current flow
regime—looking at how flow regime is changing and finally, an initial exploration of flow linkages
with ecological processes.

2. Materials and Methods

2.1. Study Area Description

The Gumara River originates in the afro-alpine vegetation of the Guna mountains above 4000 m.a.s.l.
and flows to Lake Tana at 1784 m.a.s.l. (Figure 2). Gumara River catchment is 1376 km2 and is part
of the larger Lake Tana basin. The climate of the area is largely controlled by the movement of
the inter-tropical convergence zone (ITCZ), which results in a single rainy season between June
and September [26]. The mean annual rainfall over the catchment is 1326 mm year−1. The rivers,
before draining to the lake, feed the Welala and Shesher wetlands, which together, cover an area of
approximately 8.0 km2 [27,28]. The flood regime of the wetlands is affected by the abstraction and
diking of the Gumara River. Moreover, the wetlands are being encroached by cultivation.

Gumara River is ecologically important as it is the migration habitat of fish of the genus
Labeobarbus of the cyprinid family [29–32]. Fifteen unique species of Labeobarbus inhabit the lake [29].
In addition, twelve globally threatened bird species have been identified in Lake Tana and its associated
wetlands [33]. Most of the species are recorded in the Shesher and Welala wetlands (Figure 2), which
are part of the UNESCO Biosphere reserve areas [34].
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Figure 2. Location map of the study area; (a) Ethiopia, (b) Lake Tana Sub-basin and (c) elevation map
of the Gumara watershed; the Gumara floodplain (orange) and Welala and Shesher wetlands (blue) are
shown. The boundaries of the Gumara floodplain are approximate due to small elevation differences
and depend on the height of the flood.

2.2. Data Collection

2.2.1. Precipitation

Daily precipitation of the Debretabor, Arb-Gebeya, Mekaneyesus, Wanzaye and Anbessame
stations was obtained from the Ethiopian Meteorological Agency (EMA). The dataset was not up to date
and complete for all stations. Hence, remote sensing precipitation data of the “Climate Hazards Group
InfraRed Precipitation with Station Data” (CHIRPS) with 0.05 arc degree resolution were downloaded
for the period from 1 January 1981 to 30 September 2019 from Google Earth Engine; cloud computing
platform [35]. CHIRPS was chosen because it has daily data for a long record with the best resolution
and performance for this location [35].

2.2.2. Stream Flow

The hydrology was characterized for the entire Gumara catchment using the lower gaging
station—No. 111006 (see ‘outlet’ in Figure 2). Flow data for the station were obtained from the Ministry
of Water, Irrigation and Electric (MoWIE) from 1960 to 2018. There are large gaps in data for the first
13 years (full years in 1963, and 1967 to 1972), for 5 months in 2015 and for 6 months in 2018. From the
total 21,535 days, 3132 (14.5%) were missing. As the annual gaps are too large to fill, we used data
from 1973 to 2018.

2.3. Literature Review, Field Observation and Discussions

Literature on fishery and related activities were reviewed. A reconnaissance survey of Gumara
catchment and associated wetlands was undertaken and farming communities were questioned on
their understanding of flow characteristics and how their livelihoods were connected with the river
ecosystem, including pump irrigation, sand mining, vegetation expansion and others.
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2.4. Data Analysis

2.4.1. Precipitation and Evapotranspiration Analysis

Areal rainfall of Gumara was estimated from Satellite data of CHIRPS. The performance of CHIRPS
was checked by a Pearson correlation test with the available observed data of individual stations
around Gumara. Annual, decadal and cumulative rainfall of different durations were calculated using
MS EXCEL. The Pearson correlation test was used to visualize the relation of flow and rainfall and
Mann–Kendall trend tests were used for trends in rainfall and were performed in SPSS 20, EXCEL
and XLstat [36,37]. Cumulative rainfall for generating 20 mm of cumulative direct runoff after the
end of the dry season was calculated for trend analysis. In addition, the evapotranspiration over the
Gumara catchment was calculated. A synoptic station close to the catchment did not exist to calculate
the evapotranspiration from the meteorological data; hence, satellite data of “MOD16A2.006: Terra
Net Evapotranspiration 8-Day Global 500 m” was used for the estimate [38].

2.4.2. Flow Analysis Using IHA Software

River flow statistics, components and indices were analyzed using IHA software version 7.1 [39]
(The software is developed by the Nature conservacy, Virginia, VA, USA). Setting up and completing
an analysis in the IHA involved the use of hydrologic data as input, deciding analysis years and
environmental flow component (EFC) thresholds, and water year starting Julian date [39]. Hydrological
data from 1973 to 2018 were imported in CSV file format and saved as internal hydrologic file. A project
was then created, linked to a single hydrologic data file and used to create and run multiple analysis.
The Gumara flow data were not normally distributed (Figure 3) and hence, the non-parametric analysis
like medians and coefficient of dispersion were used. The water year was set to start on January 1 and
to end on December 31, which is suitable for Gumara River condition.

Figure 3. Cumulative Distribution Function (a) and Flood Frequency (b) Curves of Gumara River at
the outlet. The orange line is the actual frequency and the grey line is the normal frequency. The actual
frequency is the frequency of a flow value, indicating the number of data at or below it. The normal
frequency is the predicted frequency for the normal distribution of the data. The solid line in the Flood
Frequency curve is the actual flood flow versus return period and the dotted line is the logarithmic
curve fit to estimate flood magnitude at a given return period.

The IHA calculated parameters for five different types of EFCs which are ecologically relevant:
extreme low flows, low flows, high flow pulses, small floods, and large floods. This delineation of
EFCs is based on the definition given in the software [1,39]. Low flows are calculated from minimum
flows within a year [1,39]. Extreme low flows are taken below the 10th percentile flow.

High-flow pulse is calculated as flow between base flow and bankfull discharge, i.e., including
any water rises that do not overtop the channel banks. Small floods include all river rises that overtop
the main channel but do not include more extreme and less frequent floods (i.e., below 2-year return
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period). Large floods are flows calculated as above the 10-year return period, which can inundate
distant places from riverbanks, such as lagoons and floodplain wetlands.

2.4.3. Environmental Flow Components Threshold Values Setting

A cumulative distribution function (CDF) curve, flood frequency (FF) curves and stage-discharge
(rating) curve were used in setting the EFC threshold values to be input in the IHA software (Figure 3).
The CDF curve ensured the non-normality of the data indicating that non-parametric analyses need to
be conducted. First, the large flood was found from the 10-year return period of the flood frequency
curve; it is 483 m3 s−1 which is the 99.93th percentile in the CDF curve.

The bankfull discharge was estimated using the stage-discharge method [40]. The Bankfull stage
was measured and found to be 5.6 m in March 2019.

The stage–discharge curve was developed recently as the bed level increase at the gaging station
annually and the offset, h0 changed in time. To do this, h0 was calculated first from the rating curve
(Equation (1)) with measured discharge Q and stage height h for streamflow record from February
1990 to March 2018 containing 52 readings. Secondly, the best fitting curve was found through the
52 h0 values [41]. By trial and error, the parameters in Equation (1) were changed until a best fit was
obtained. The offset is given in Equation (2):

Q = 11.5(h− h0)
1.9 (1)

The best fit (R2 = 0.93) for the offset, h0 in m was found as

h0 = −0.0002(t− 1990)3 + 0.0049
(
t− 1990)2 + 0.0748(t− 1990

)
− 0.0819 (2)

where t is the year.
The offset, h0 for years before 1990 was estimated using a linear interpolation applied assuming

zero in the beginning (1973) and the h0 value calculated for 1990 in Equation (2). Hence, the flow
data from the ministry was recalculated for the new h0. Then, the calculated bankfull discharge for
5.6 m stage was found to be 294 m3 s−1 or 97.5% from CDF, which is the maximum for high flow pulse
and the starting threshold for small floods. The low flow was found to be 4.8 m3 s−1 (28%) and the
maximum extreme low flow was taken as the 10% flow, 0.17 m3 s−1.

2.4.4. Flow Components and Needs

As a complimentary analysis to IHA, ecologically relevant flows from percentiles of the historical
daily flows were analyzed seasonally using the approach of DePhilip and Moberg [42]. Overlaying
key life history requirements for each group on representative hydrographs for each habitat type,
relationships between species groups and seasonal and inter-annual stream flow patterns were
explained in terms of flow needs by season. Thresholds were selected to approximate different
ecologically relevant flows; Q5–Q10 corresponds to flood levels, Q10–Q75 represents high flows,
Q75–Q95 represents low flows, and Q95–Q100 represent the extreme low flows at the site [42]. All daily
data of the 46 years were arranged in descending order and their percentiles/exceedance calculated
and mapped in Excel where the 5th, 10th, 75th and 95th percentile values are linear interpolations.

2.4.5. Irrigation Area Mapping and NDVI Analysis

Irrigation practices, sand mining and other economic activities were analyzed using the information
obtained from farmers’ discussion and field ground truth data collection using GPS and mapping
aided by Google Earth. Discussion with farmers was organized by the local agriculture office experts.
A focus group discussion was undertaken for each irrigation and sand mining work. Five farmers who
initially started irrigation and 10 individuals who were collecting sand were contacted for discussion
using a prepared checklist. The vegetation conditions in the catchment area were also analyzed.
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Normalized difference vegetation index (NDVI) from MODIS satellite data was calculated in google
earth engine, cloud computing platform, to link the impact of vegetation cover change on both low-
and high-flow trend.

3. Results and Discussion

3.1. Precipitation

Data performance from CHRIPS checked by the Pearson’s correlation test with the observed
data in SPSS was found to be a correlation coefficient of 0.51 for Debretabor station and a correlation
coefficient of 0.44 for Wanzaye station, significant at a 0.01 level (Figure 4). The correlation of the
precipitation (PCP) and flow data of Gumara also tested with Pearson correlation test in SPSS and
was found to have an r of 0.49; correlation significant at a 0.01 level. The annual precipitation trend of
Gumara catchment from the areal estimate for the whole dataset showed a slight increase (Figure 5).
The annual PCP trend tested with Mann–Kendal’s test was found to be significant at the 0.05 level.

Figure 4. Cumulative precipitation measured at rain gauge stations (PCPst_Cum_Debretabor) and
CHIRPS Satellite Data (PCPchirps_Cum_Gumara) versus time for Gumara river catchment (1994–2018).

 

Figure 5. Annual precipitation of Gumara catchment (1981–2018) predicted with “Climate Hazards
Group InfraRed Precipitation with Station Data” (CHIRPS). The trend line was found to be increasing
at a rate of 4 mm per year.
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3.2. Flow Indices

3.2.1. Monthly Flows

The monthly flow analysis indicated that low flow occurs from December to June, the lowest
being in March, with a median flow of 4.0 m3 s−1 and a standard error (SE) 0.55 and high flows occur
from July to November; the highest being in August, with a median flow of 236 m3 s−1 with a standard
deviation of 8 m3 s−1 (Table 1 and Figure 6). A high coefficient of dispersion (COD) was found from
November to May during the dry season (winter and spring); and a low COD was observed from June
to October during the wet season (summer and autumn).

All monthly flows have a decreasing trend (Figure 6). Flows in the dry season in March and April,
decreased in time likely due to pump irrigation and the expansion of eucalyptus trees.

Table 1. Monthly Median Flows (m3 s−1) of Gumara River at the outlet (1973–2018). See Figure 1 for
the location of the outlet; Q25 is flow that is exceeded 25% of the time, Q50 is the median and Q75 is
flow exceeded 75% of the time.

Months
Median Flow
(Q50), m3 s−1

Coefficient of Disp.;
(Q75–Q25)/Q50

Months
Median Flow
(Q50), m3 s−1

Coeff. of Disp.
(Q75–Q25)/Q50

January 9.7 1.3 August 236 0.3
February 5.9 1.7 September 151 0.4

March 4.0 1.7 October 65.9 0.9
April 4.2 1.3 November 31.2 1.4
May 4.7 1.7 December 16.5 1.5
June 13.3 1.0
July 123.6 0.5

Figure 6. Monthly flow of Gumara 1973–2018 in (a) dry season (March and April) and (b) wet season
(August and September). Both the dry and wet season monthly flows have a decreasing trend.

3.2.2. Low and High Flows

Low Flow

The Mann–Kendall trend test indicated that the 1-Day and 90-Day low flow decreased significantly
over the study period at p = 0.01. Quantitatively, 1-Day low flow decreased from 1.55 m3 s−1 in 1973 to
0.16 m3 s−1 in 2018 and 90-Day (seasonal) low flow decreased from 4.88 m3 s−1 in 1973 to 2.04 m3 s−1

in 2018. The decrease in low flow after 1997 was verified in the discussion with farmers and district
experts living and working in the study area. According to the discussants, pump irrigation started in
1997 using the pumps supported by German International Cooperation (GIZ). In the first year, pump
irrigation was started by 25 farmers who were cultivating maize, then it reached maximum to all
households in 2005. The delineation using Google Earth indicated that irrigated area was 29 km2 in
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2019 (Figure 7). The average historical low flow before 1997 was 3.03 m3 s−1 or 3,141,504 m3 of water
per year. The net irrigable area of the lower Gumara is 15.25 km2, distributed 6 km2 Onion, 0.2 km2

Tomato, 0.82 km2 Garlic, 0.16 km2 Pepper, 2.0 km2 Tef, 6 km2 Maize, and 0.07 km2 Lentil (Annual report
2018/19, Dera District Agriculture Office). The irrigation water requirement of Onion is 288,300 m3

km−2, Tomato 168,900 m3 km−2, Pepper 127,100 m3 km−2, Garlic 144,200 m3 km−2, Tef 84,150 m3 km−2,
Lentil 308,300 m3 km−2, and Maize 167,450 m3 km−2 [43]. This amounts to a demand of 3,096,741 m3

of water per year for 15.25 km2, which is 99% of the value of the historical low flows before 1997.
There was an abrupt decrease of low flow in 1997 which remained at a bare minimum onwards.

The coefficient of dispersion (COD) values are greater for all duration of flow, indicating greater
variability in low flow (Table 2 and Figure 8). The mean decadal low flows were 3.02, 3.19, 1.96,
0.002, and 0.029 m3 s−1 for 1973–1980, 1981–1990, 1991–2000, 2001–2010 and 2011–2018, respectively
(Table 3).The extreme decrease in low flow components impacts the predators of fish, reducing their
mobility and ability to access prey concentrated in smaller pools.

 
Figure 7. Gumara watershed (a) and Pump irrigation sites between the bridge and Wanzaye town (b);
taken from Google Earth of 2019 image. The blue line indicates the total irrigation area (29 km2) where
the net irrigated area is 15.25 km2.

High Flow

The maximum flows, similarly to the low flows, decreased over the time periods: 1-Day r2 of
0.53 with significant trend at p = 0.01 with Mann–Kendall’s test and 90-Day r2 of 0.32 (p = 0.01).
Quantitatively, 1-Day high flow decreased from 335 m3 s−1 in 1973 to 266 m3 s−1 in 2018 and 90-Day
(seasonal) high flow decreased from 188 m3 s−1 in 1973 to 185 m3 s−1 in 2018. The 1-Day maximum is a
good indicator for large flood decrease as it indicates individual peaks rather than averages as the
other durations do (Table 2 and Figure 8). The mean decadal high flow ranged from 432 m3 s−1 to
261 m3 s−1 between 1973 and 1980 and 2001 and 2010, respectively (Table 3).
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Table 2. Minimum and Maximum Flow (m3 s−1) of Different Duration in Gumara River at the ‘outlet’.
These are the common variables in the Ecological Limits of Hydrologic Alteration (ELOHA) analysis.
The abbreviations are listed in Table 1.

Duration
Median

(Q50)
Coeff. of Disp.;
(Q75-Q25)/Q50

Duration
Median

(Q50)
Coeff. of Disp.;
(Q75-Q25)/Q50

1-day maximum 335 0.49 1-day minimum 1.62 1.89
3-day maximum 316 0.41 3-day minimum 1.70 1.85
7-day maximum 293 0.41 7-day minimum 1.71 1.91
30-day maximum 248 0.32 30-day minimum 2.36 1.91
90-day maximum 183 0.37 90-day minimum 4.27 1.54

Table 3. Mean decadal (a) low- and (b) high-flows (m3 s−1) and decadal percentage changes of Gumara
River at the ‘outlet’. The mean decadal low flow showed a decreasing trend since 1973–1980 and
reached nearly zero for 2001–2010 and 2011–2018.

Years (a)
Percent Change

in Low Flow
(b)

Percent Change in
High Flow

1973–1980 3.02 432.5
1981–1990 3.19 5.7 441.3 2.0
1990–2000 1.96 −38.7 384.0 −13.0
2001–2010 0.00 −99.9 261.0 −32.0
2011–2018 0.00 - 263.4 0.9

Figure 8. One-day and 90-day low (a) and high flow (b) of Gumara River at the outlet (1973–2018).
The figure depicts (a) the lowest flow from each individual day of the year as 1-day duration low flow
and the lowest flow of average 90 days as 90-day (seasonal) duration low flow and (b) highest flow
from each individual day of the year as 1-day duration high flow; and highest flow of average 90 days
as 90-day duration high flow.

From these results, we infer that the river is becoming disconnected earlier from the floodplain
wetlands because of a decrease in “ecologically relevant” large floods. As studies indicated, this has
an impact on fish breeding habitat shrinkage in a short period of time [44]. A decline in juvenile
labeobarb abundance in the pool habitats of Gumara River occurred because of excess irrigation water
abstraction, especially in the dry season months of March to May [44]. In addition, several studies
found that in recent years, fish stocks declined rapidly, especially commercially important fish species
like Labeobarbus’ which are migratory fishes requiring wetland habitats for breeding [23,32,45].

We inferred that the decrease in large flood and in low flows during dry season is attributed
to unmanaged pump irrigation, the expansion of plantations and soil conservation works being
undertaken since 2010 through government mass mobilization program. This agrees with the other
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studies in lake Tana Basin [46]. In addition, a study on the hydrological impact of a Eucalyptus
plantation found that the cumulative rainfall required to generate 3 mm runoff was higher after a
threefold expansion of the plantation area [47].

The normalized difference vegetation index (NDVI) for Gumara catchment was checked by
extracting NDVI data in Google Earth engine, cloud computing platform, and showed a significant
increasing trend at a 0.05 level (Figure 9). An increase in vegetation is expected to decrease (direct)
runoff due to increasing evapotranspiration.

 

Figure 9. NDVI of Gumara River catchment in Dry season month of March between 2000 and 2019 and
March Evapotranspiration over the Gumara catchment; satellite data of “MODIS Global Terrestrial
Evapotranspiration 8-day Global 1 km” resolution was used for the estimate.

Therefore, using the satellite image data of MODIS, the dry season, the month of March,
evapotranspiration over the Gumara was extracted and found to be increasing between 2001 and
2019 (Figure 9). The correlation of evapotranspiration with NDVI was 0.64 with Pearson’s correlation
test; significant at the 0.01 level. The evapotranspiration is in line with the vegetation increase in the
Gumara Catchment. An increase in vegetation has increased the evapotranspiration, which, in turn,
increased the amount of infiltration water need to saturate soils before runoff generation. This suggests
that the hydrological process is highly influenced by tree plantations [47,48].

Research has shown that in the Ethiopian highlands where saturation excess runoffdominates, daily
discharge is a function of daily amount of rainfall, not of the rainfall intensity [48–50]. For watersheds to
start generating surface runoff after the dry monsoon phase, the soil needs to become saturated [48–50].
We divided the study period into three blocks before catchment management interventions, including
vegetation expansions (1998 to 2011), during interventions (2012 to 2014) and after soil and water
conservation and vegetation expansions (2015 to 2018). The average cumulative rainfall required for a
20 mm runoff depth increased from 371 mm in the first period before intervention to 442 mm after
interventions (Figure 10). The result agrees with the finding of another recent study from the Ethiopian
Highlands [47].
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Figure 10. Average cumulative rainfall in three periods 1998–2011 (a), 2012–2014 (b) and 2015–2018 (c).
The cumulative rainfall records considered here lie in the same day with 20 mm cumulative runoff
depth records for each record year; that is the cumulative rainfall required for 20 mm run off generation.

3.3. Environmental Flow Components (EFC), Durations and Timing

Environmental Flow Components

The EFC analysis found four large floods during the last 50 years, i.e., 1975, 1976, 1981 and 1988
(Figure 11). Interestingly, no large flood was recorded after 1989 and small floods exhibited a decrease
after 1997. This has a similar interpretation with low- and high-flow condition. This results in an
early disconnection of floodplain wetlands from the river and the lake, which impacts fish migration,
spawning/breeding, and the growth period for juveniles. High-flow pulse increased and shows a
nearly uniform magnitude in the last decades. On the other hand, extreme low flow and low flow
decreased and could have an impact on predator-prey relationships as species are concentrated in
smaller pools (Figure 11).

Flow Duration and Timing of Environmental Flow Components

All environmental flow components showed increasing duration except for high flow pulses
(Figure 12). Extreme low flow showed increase in trend where low flow in other ways decreased in
recent years. According to the flow components analysis, large and small floods were not available
after 1988 and 2001 respectively. High-flow pulse, which occurs at the beginning of the wet season,
is almost undisturbed, which can give fish and other aquatic animals increased access to upstream
areas. This flow component is not enough for complete fish reproduction, which need spawning and a
growth period in the river and flood plain wetlands provided by small and large floods.
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The timing (the Julian day) of small flood occurrence is stable between 214 and 244 with a median
of 228 and a COD of 0.039 but it is interrupted after 2001. Other environmental flow components are
highly variable; for example, high-flow pulse moved from 194 Julian day in 1973 to about 230 Julian
day in 2018, which is almost a month delay (Figure 12). This can cause a disruption of the reproduction
cycle of fish and other aquatic animals which live both in the lake and river. High-flow pulses are a
signal for these species to begin migrating into rivers to reach floodplain spawning areas.

 

 

Figure 12. Duration (a) and Timing (b) of environmental flow components. Duration is the number of
days a given flow component occurred and Timing is the Julian date when a given flow component
occurred. Note. The Duration (a) in 2012 is 200 days.

3.4. Flow Components and Needs

The seasons considered in northwest Ethiopia are: the rainy season (Summer)—June, July and
August; the beginning of the dry season (Autumn)—September, October and November; the dry
season (Winter)—December, January and February; and end of dry season (Spring)—March, April and
May. Figure 13 depicts the percentile flows for individual days of the calendar year over the duration
of the discharge record for the bridge gauging station.
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To relate flow regimes to ecological responses, we looked at fish spawning migration and
reproduction with the percentile flows of Gumara River classified into different ecologically relevant
flow components (Figure 13). This is in line with another similar study [42]. The definition of
life histories of indicator fish species sensitive to hydrologic alterations in the study area is based
on the literature [22,30–32,45,51–56] (Table 4). An overlay graph, Figure 13, depicts periods of fish
spawning migration and reproduction with the percentile flows of Gumara river classified into different
ecologically relevant flow components.

Table 4. Ecological condition of fish species in Lake Tana-Gumara River (review).

S.N. Fish Species
Migration/Aggregation/

Period
Breeding Period/Catch

Habitat/Spawning
Places/Location

1 Labeobarbus
spp.

July–October June–August (min in May, peak
spawning in August) Fast flowing, clear, highly

oxygenated water, and
gravel-bed streams or rivers;

L. intermedius from July–3rd week of
September

L. tsanensis from July–3rd week of
September

L.
brevicephalus

3rd week of
August–3rd week of
September

L. nedgia
1st week of
September–1st week of
October

2 Oreochromis
niloticus

June to October (peak in July); (3
months, June–September) shallow littoral zone

3 Clarias
gariepinus

April to July (peaked in June); max
catch in Rainy season (peaked in
June), min catch in Jan; short
breeding period in July; high catch
dry season (December-February);
the breeding periods (1.5 months,
June–July); peak in May

Largest aggregation in
Gumara, abundant in the
river mouth habitat; found
mainly in the deeper open
water area

4 Varicorhinus
beso

max catch in August, min catch in
Sep, Oct and Jan dominated in the littoral

5 Small barbs

b. humilis Between March and September
spawn in shallow riverine
backwaters during the rainy
season

b. tanapelagius March and September

b.
pleurogramma

found only in the flood plain
during the rainy season

6
Large barbs or
piscivorous
barbs

July to September breeding period (4 months,
mid-June to mid-October)

Gumara river, at Wanzaye.
the ‘large’ piscivorous barbs
migrate to affluent rivers for
spawning

The overlaid graph, Figure 13, shows that spawning migration and reproduction begin in June
and July for most fish species. Migration kicks off as freshest water or flow pulses reach the lake;
high-flow pulses begin from 4.8 m3 s−1 in June and small floods from 294 m3 s−1 in July (Figure 13).
However, some fish species, such as B. humilis and B. tanapelagious, stay in the littoral zone of the lake
for reproduction [45].
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Figure 13. Flow Components vis-a-vis Spawning Migration Period (Below the line) and Reproduction
Period (Above the line) of Fish Species in Lake Tana-Gumara River. Spawning migration and
reproduction begin in June and July for most of the fish species. Migration kicks off as freshest water or
flow pulses reach the lake, i.e., between high flow pulse begin from 4.8 m3 s−1 in June and small flood
of 294 m3 s−1 in July.

As studies indicated, among commercially important migratory fishes of Lake Tana like
C. gariepinus (cat fish), the major breeding season extends from April to July [51] (Table 4 and
Figure 13). C. gariepinus requires the seasonal flow to emigrate from the Lake to the flood plain wetlands
of Shesher and Welala via Gumara River to start the spawning. As shown in Figure 11, the high flow
pulse (seasonal flow) has been delayed by one-month. This likely leads to a corresponding delay in the
beginning of the spawning period of species like C. gariepinus (Figure 13).

This study has comparable results with recent studies globally which developed analytical
connections between flow alterations and ecological responses (in testing the ELOHA framework) and
suggested restoration possibilities [57–59]. Hence, results from this study indicate that the Gumara
River and associated wetlands need restoration of ecologically relevant environmental flow components
(large flood, small flood, high flow pulse, low flow and extreme low flow) to reverse the deterioration
of the aquatic ecosystems in the river-wetland-lake interconnections. This will help to restore the
aquatic ecosystem through regulating water resources use and appropriate conservation works in the
upper watershed.

4. Conclusions

The results of this study indicate that low- and high-flow regimes of Gumara River have decreased
over time. The low flow decrease was abrupt since 1997. Large floods also disappeared since 1988.
One-day low flows decreased from 1.55 m3 s−1 in 1973 to 0.16 m3 s−1 in 2018, and 90-Day (seasonal)
low flow decreased from 4.88 m3 s−1 in 1973 to 2.04 m3 s−1 in 2018. The decrease in flows in time is
attributed to both water abstractions, catchment management interventions and rainfall variability.
The cumulative rainfall required to generate runoff has increased over the study years. This flow
reduction results in early disconnection of floodplain wetlands from the river, which, in turn, affects
the breeding cycle of migratory fish species in the floodplain wetlands. Hence, the results of this study
indicate that the Gumara River and associated wetlands need restoration of ecologically relevant flows
(large flood, small flood, high-flow pulse, low-flow and extreme low-flow) to reverse the deterioration
of the aquatic ecosystems in the river-wetland-lake interconnections. This will help to restore the

62



Water 2020, 12, 547

aquatic ecosystem through regulating water resources use and appropriate conservation work in
the upper watershed. The environmental flow management framework developed by NBI and the
Ecological limits of hydrologic alteration (ELOHA) have helped to guide the study of the environmental
flow components dynamics of the Gumara River. Finally, these results serve as the hydrological
foundation for continued studies in the Gumara catchment, with the eventual goal of quantifying
environmental flow requirements.
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Abstract: Waste load allocation (WLA), as a well-known total pollutant control strategy, is designed
to distribute pollution responsibilities among polluters to alleviate environmental problems, but the
current policy is unfair and limited to single scale or single pollution types. In this paper, a new,
alternative, multi-scale, and multi-pollution WLA modeling framework was developed, with a goal of
producing optimal and fair allocation quotas at multiple scales. The new WLA modeling framework
integrates multi-constrained environmental Gini coefficients (EGCs) and Delphi-analytic hierarchy
process (Delphi-AHP) optimization models to achieve the stated goal. The new WLA modeling
framework was applied in a case study in the Xian-jiang watershed in Zhejiang Province, China,
in order to test its validity and usefulness. The results, in comparison with existing practices by the
local governments, suggest that the simulated pollutant load quota at the watershed scale is much
fairer than the existing policies and even has some environmental economic benefits at the pollutant
source scale. As the new WLA is a process-based modeling framework, it should be possible to adopt
this approach in other similar geographic areas.

Keywords: total water pollutant control; pollutant load allocation; equity and efficiency; regional and
site-specific scale; environmental Gini coefficient models; Delphi-analytic hierarchy process models

1. Introduction

Water pollution may cause serious environmental concerns, such as oxygen deficiency and toxic
algal blooms, that are unsafe and unsuitable for daily life, industry, and even agriculture [1]. Total
water pollutant control is an important policy instrument to constrain pollutant discharges in order to
ensure water quality [2–4]. Proper allocation of discharge quotas or waste load allocation (WLA) based
on a rational and fair basis is critical for water pollution control [5–7]. However, challenges exist in
practice as WLA is directly related to the economic benefit allotment and coordination among different
pollution contributors. Economic development, which is viewed as a major cause of water pollution,
and environmental protection, as well as social benefits, must be balanced in principal when allocating
pollution quotas [8] through a fair and rational WLA system.

The United States of America was one of the first countries to adopt a total water pollutant control
policy and developed the technical guidelines for WLA in 1972 [9]. These guidelines were based on
various comparative analyses to determine optimal practical procedures that specifically consider cost,
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feasibility and effectiveness. Ronald et al. [10], for example, compared and evaluated eight different
optimization formulations from 25 WLA methods and then eliminated one of them due to its excessive
costs and overly conservative load estimates. The WLA concept was introduced to China in the 1980s
and subsequently attracted considerable interest from many scholars and decision makers to assess its
validity and practicality, and curtail China’s pressing water pollution issues [11,12]. At the moment,
WLA guidelines are applied at either region or site-specific scales [13–16], with a primary focus on
single pollutant industrial point source (PS) pollution [17,18].

A notable drawback of existing WLA, when applied at town or village scales in China, is its
inability to practically identify individual polluters, the terminal implementers of WLA (Figure 1).
This is because the current WLA is pollutant-specific, without specific targeted sources of pollutions
that can, in fact, come from many sources such as domestic sewage, agricultural non-point sources
(NPS), and large-scale livestock breeding farms [19]. This ambiguity creates unfair and unpractical
WLA policies, leading to ineffective practices. Therefore, there is a clear need to re-think the existing
WLA and devise alternative fair allocation guidelines that can integrate multiple sources (either NPS
or PS) at multiple scales, in order to effectively reduce water pollutions.

Figure 1. The cascade pollution discharge management structure in China: The solid red lines are the
management decision making and the blue dashed lines are the cumulative feedback.

Another issue, when applied at regional scale, is related to the diverse nature of pollution
contributors. Different administrative units and polluters design their own implementation plans
based on their economic situation, natural resource availability, and administrative structures [6].
These units are likely to have different levels of pollution contributions [20], but the existing regional
WLA policy treats them with equal pollution responsibility.

Similarly, unfairness exists at the pollution source scale, due to the nature of the pollutions
(for example, industrial factories vs. residential vs. confined feeding) and the heterogeneity in economic
status, social benefits, and organizational structures. These differences and their socioeconomic
characteristics should be considered in order to design an effective WLA system [21]. Few WLA
frameworks, to our knowledge, take into account of these diversity and heterogeneity issues among
pollution sources, leading to unfair and, thus, inefficient and ineffective pollution reduction policies.

In this study, a new multi-scale and multi-sector optimal WLA framework for water pollution
control was developed by integrating multi-constraint environmental Gini coefficients (EGCs) [22]
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and Delphi-analytic hierarchy process (Delphi-AHP) [23] models to account for the above unfairness
issues. The new cascade WLA approach simultaneously allocates waste load reduction quotas at both
the regional scale and site-specific scales. It addresses fairness issues and considers multiple pollution
sources to account for socioeconomic benefits. The new WLA method was tested and validated in a
case study in the Xian-jiang watershed, one of the most seriously water-polluted watersheds within
the Yangtze River Delta, China. The results suggested that the new WLA approach provided a fair and
optimal pollution discharge strategy for each pollution source in each district, implying that water
quality targets can be practically achieved through policy interventions.

2. Multi-Scale WLA Optimization Modeling

The technical approach to integrate optimization procedures and multi-constraint criteria with
socioeconomic variables is illustrated in Figure 2. Independent from the geographical characteristics
(e.g., local climate, topography, and soil properties), the new WLA modeling framework integrates all
pollution sources and the socioeconomic status in a watershed. Therefore, it has a broad applicability
in other watersheds. The regional scale WLA (upper box in Figure 2) first uses population, GDP (gross
domestic product), and total land use area data as inputs to the EGC model for allocating pollution load
quotas at the administrative level (county or district level, for example). Then, the administrative-level
WLA allocations are cascaded to a pollution source or a site-specific level (the lower box in Figure 2),
which considers in situ discharges, population, costs associated with pollution reduction, the level
of technical challenges, and pollutant discharge per unit GDP or income in the Delphi-AHP model.
This model finally allocates quotas to different sectors (industrial plants, agriculture, livestock farms,
and residential sewage). This integrated modeling framework was coded and implemented in the
MATLAB (R2012b, ver. 8.0) environment.

Figure 2. An integrated, multi-scale, and multi-sector optimal waste load allocation (WLA) framework
in the Xian-jiang watershed, China.
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2.1. Regional-Scale EGC Modeling

2.1.1. Gini Coefficient

The Gini coefficient, developed by the Italian economist Gini in the early 20th century, is an
indicator to measure the extent of equality in wealth distribution and is calculated based on the Lorenz
curve, using the trapezoidal area method [24,25]. The lower the Gini coefficient, the more allocation
equality the society has; conversely, lower equality is indicated by a higher Gini coefficient.

2.1.2. Gini Coefficient in Environment

In recent years, the Gini coefficient has been adopted in the field of environmental inequality.
From the environmental viewpoint, pollutant discharge quotas as a public issue can take advantage
of the spirit of the Gini coefficient to express the fairness of various regions’ emission intensities,
which emphasizes the equal right in sharing the pollution discharge quota among implementers.
Therefore, the EGC model was introduced to measure the inequality in the allocation of this ‘resource’
by comparing neighborhoods on a regional basis [26,27]. Furthermore, the EGC expands the original
Gini coefficient from a single-criterion basis to a multi-criteria system. A lower EGC value suggests a
more equal allocation of water pollution loads, or means that the distribution is appropriate for the
region’s actual social and economic development [28].

The selection of appropriate evaluation indices is crucial in the regional allocation of waste
loads using EGC models and regional perspectives, such as environmental resources, local economy,
and social conditions, are important in WLA quota allocation. In this study, the region’s total
population, GDP and land area were selected to be typical control targets of EGCs based on the
following considerations [13]: First, population is a social indicator. As a public resource, each person
has an equal right to enjoy the water environment capacity (WEC). This means the waste load quota
should be allocated proportionally to the district populations. Second, GDP, an important economic
indicator, represents incomes and, thus, the financial capacity of a local district. Third, the total land
area as an indicator of natural resources is both a contributor to pollutions through, for example,
NPS, but also functions as a purification medium through, for example, wetlands. Further, more land
area often means that the district has more potential for industrial expansion, population growth,
and economic development.

2.1.3. EGC Optimization for WLA

The optimization of WLA using EGCs at the regional scale can be realized by the following steps:

1. Determine the total amount of pollution load that has exceeded the WEC and that needs to
be allocated within the watershed to meet the specified water quality goals and ensure sound
water functions.

2. Compute the EGCs of the three indicators (population, GDP, and land area) under the current
waste load discharge in each district as the initial values of the optimization (Equation (1)).

G0(j) = 1−
n∑

i=1

(
Xj(i) −Xj(i−1)

)(
Y0(i) + Y0(i−1)

)
(1)

where G0(j) is the initial EGC of criterion j; Xj(i) is the cumulative percentage of criterion j of the
ith district; Y0(i) is the cumulative percentage of current pollution discharge of the ith district;
and n is the number of administrative units within the watershed.
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3. Compute the EGCs of the three indicators (population, GDP, and land area) under the current
waste load discharge in each district as the initial values of the optimization (Equation (2)).

⎧⎪⎪⎪⎨⎪⎪⎪⎩
G(j) = 1− n∑

i=1

(
Xj(i) −Xj(i−1)

)(
Y(i) + Y(i−1)

)
Y(i) = Y0(i) −wi

(2)

where G(j) represents the EGC of criterion j after reduction; Y(i) represents the cumulative
percentage of waste load discharge after reduction in the ith district; and wi represents pollution
load removals of the ith district.

The multi-constrained minimum EGC models can be implemented to obtain the optimal WLA
scheme, i.e., to find a set of wi optimal solutions based on fairness. The optimization process can be
described by the optimization objective function, as follows:

Min F =
3∑

j=1

Gj (3)

which represents the minimum summation of EGCS for each criterion j, and by the constraint function
of the total amount of removals, which is expressed as follows:

W =
n∑

i=1

wi (4)

The sum of the reduced pollution loads in each district should be the total removals (W) in the
whole basin.

The constraint function for each EGC is as follows:

G(j) ≤ G0(j) (5)

The EGC for every criterion j should get smaller or be at least equal to the initial EGC so that more
equity can be achieved after optimization.

The constraint of the removal rate in each district is stated as follows:⎧⎪⎪⎨⎪⎪⎩ Pi =
wi

w0(i)

Pi0 ≤ Pi ≤ Pi1
(6)

where Pi is the pollution load removal rate for the ith district; Pi0 and Pi1 are the lower and upper
limits of the removal rate for the ith district, respectively; and w0(i) is the current waste load discharge
of the ith district. An appropriate upper limitation of 20% and lower limitation of 1% were set in this
study to make sure each district had a waste load removal, but not one that was beyond its capability.

The multi-constrained optimization model equations can be solved using the Monte Carlo
simulation method [29] to find the optimal solution vector, wi, for WLA at the regional scale and to
avoid causing conflicts of interest among districts.

2.2. Multi-Sector Scale: The Delphi-AHP Models

The AHP [23] model, an important approach to multi-criteria decision making (MCDM), can
help decision-makers address a complex problem, while permitting the prioritization of alternatives.
It involves four basic steps, as follows: (a) modelling a complex problem as a hierarchy, (b) the valuation
of weights for each criterion, (c) the aggregation of weights into overall priorities for the alternatives,
and (d) consistency test [23]. Since its introduction, the AHP has been widely used in diverse
fields, such as manufacturing systems, supplier selection, strategy selection, and many others [30–33].
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The hierarchical modelling of the problem and the ability to simultaneously adopt qualitative and
quantitative judgements are its major strengths [23], making it appropriate for our study.

2.2.1. Hierarchical Structure Construction

Considering the overall benefits of environmental, economic, and social factors, as well as the
technological level in the districts, a hierarchical structure of the problem was designed based on the
evaluation criteria system, combining qualitative and quantitative analyses (Figure 3). The need to
allocate the total pollutant discharge was selected as the overall goal (Level 1). The indicators selected
at level 2 include the in situ discharge (b1), the population size (b2), the pollutant reduction cost (b3),
the technical difficulties of pollutant reduction (b4), and the discharge per unit of GDP (b5) for each
pollution source.

Figure 3. The hierarchy analysis framework of optimization criteria.

The main considerations at Level 2 are as follows: (1) The value b1 not only reflects the current
status of pollution source discharge, but also indicates the shares from various sectors of total pollution
in a district; (2) b2, as a typical social criterion, was chosen to represent the demographic distribution
among different pollution sources; (3) b3 and b4 are important criteria of economic efficiency in the
WLA between various sectors (here, we argue that WLA should be inclined to sectors with the features
of easy operation and low cost in waste load reduction); and (4) b5 reflects the differences in technical
management levels, which can effectively promote technological innovation in pollution reduction,
production efficiency, and low emissions. The main pollutant sources, as WLA receptors in the district,
constitute level 3 as the final decision-makers. This optimization is to ensure that the removal quotas
were allocated in an equitable and highly economically efficient way, which is very important in water
resource management in China.

2.2.2. Pairwise Comparison Matrix Construction

The construction of the pairwise comparison, A =
(
aij
)
n×n

, as a positive reciprocal matrix is
as follows:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a12 · · · a1n

a21 · · · aij · · ·
· · · aji · · · · · ·
an1 · · · · · · 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
n×n

(7)

where aij is the comparison value between object i and j; aij = 1/aji, aii = 1.
The value aij estimates the relative importance among pairs of i and j at a given level using a linear

scale of the integers 1–9 with their reciprocals, as advanced by Saaty [34] (Table 1), which was regarded
as the best scale to represent weight ratios. To minimize the impact of individual subjectivity, the Delphi
method, which has been widely used, especially for natural science and technology fields [35–37], was

72



Water 2019, 11, 2398

used in building the above matrix. According to the expert selection principle, we adopted three steps
in this study, as follows: First, we selected an evaluation team of 15 local experts in the field of water
environment, who are knowledgeable about the studied watershed. The team was composed of five
experts with PhD degrees, and ten engineers from environmental protection authorities in Ningbo
city. Second, we asked the experts fill out a table that was designed based on the grading standard of
Table 1 to evaluate the importance of mutual indicators. Finally, the survey results of all the experts
are integrated in the pairwise comparisons using the geometric mean method. An analysis of the
expert’s opinions allowed us to minimize the individual subjectivity effects in the process of qualitative
evaluation [38].

Table 1. The 1 to 9 fundamental scale.

Intensity of Importance Definition

1 Equal importance
2 Weak
3 Moderate importance
4 Moderate plus
5 Strong importance
6 Strong plus
7 Very strong or demonstrated importance
8 Very, very strong
9 Extreme importance

Suppose the pairwise comparison contains n elements and p experts, then aij can be calculated
using the following:

aij =
(∏p

r=1
ar

ij

) 1
p

, (8)

where ar
ij represents the importance of element i relative to j, determined by the rth expert.

2.2.3. Weight Ratios Calculation

To construct the comparison matrix B =
(
bij
)
5×5

, the priorities
⇀
P =
[

p1 p2 · · · p5

]T
, which

reflect the mutual importance of all indicators at the criteria level, can be derived from the eigenvalue
method described in Equation (9), as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Mi =
5
√∏5

j=1 bij

Pi =
Mi∑5

i=1 Mi

(i = 1, 2, · · · , 5; j = 1, 2, · · · 5) (9)

where Mi is the geometric mean of the ith line in the pairwise matrix B and Pi is the weight of the ith
criterion in level 2.

The local comparison matrices (Cn =
[(

cij
)
4×4

]
n
, n = 1, 2, · · · , 5) at the decision-making level

were constructed with respect to each element in the preceding level. The local priorities of

Li =
[
⇀
L1

⇀
L2 · · · ⇀

L5

]
4×5

can be calculated according to the method proposed above. Finally,

with an additive aggregation, with normalization, the sum of the local priorities to unity was adopted

to determine the global priority,
⇀
W =
[

w1 w2 w3 w4
]T

, at the decision-making level for the
WLA among pollution sources, expressed by Equation (10), as follows:

⇀
W =
[
⇀
L1

⇀
L2 · · · ⇀

L5

]
×⇀P (10)
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where
⇀
W represents the global priorities of the pollution sources; Li is the local priorities of the pollution

sources with respect to the ith criteria; and
⇀
P represents the weights of the criteria in level 2.

2.2.4. Consistency Test

As priorities make sense only if derived from consistent or near consistent matrices, the evaluation
of each matrix must go through consistency verification to ensure the preferable credibility of the
results. Saaty [39] proposed a consistency index (CI) (Equation (11)), which is related to the eigenvalue
method, as follows:

CI =
λmax − n

n− 1
(11)

where n = the dimension of a comparison matrix; and λmax = the maximal eigenvalue of the matrix.
Having obtained the CI, it was then substituted into Equation (12) to calculate the consistency

ratio (CR), as follows:

CR =
CI
RI

(12)

where RI is the random index (the average CI of 500 randomly filled matrices), which is depicted in
Table 2 [40].

Table 2. Random indices form.

n 1 2 3 4 5 6 7 8 9

RI 0 0 0.58 0.89 1.12 1.26 1.36 1.41 1.46

A perfect consistency should not be expected when working with the AHP [18]. When RI < 0.1,
the consistency of the comparison matrix is satisfied or the priorities should be slightly revised.

3. Study Area

The Xian-jiang watershed lies in Ningbo city in the Zhejiang province, China, and is a typical
coastal watershed within the Yangtze River Delta (Figure 4). It has a drainage area of 306.70 km2 with
main rivers and 5 town-level administrative divisions (Figure 4). The watershed has experienced
serious water pollution problems [41,42], resulting from industrial plants, domestic sewage, agricultural
run-off, and large-scale livestock breeding. The primary pollutants are chemical oxygen demand
(COD), ammonia nitrogen (NH3-N), and total phosphorus (TP), providing a good case study for
multi-scale and multi-sector WLA analysis.

This watershed was set to reach a water quality of grade II and III for the upper and lower reaches,
respectively, by 2020, according to the standards set by Chinese EPA [43] as part of the 13th National
Five-Year Plan of China. In this study, a steady-state 1-D water quality response model coupled with
the matrix algorithm and the section control method was integrated within the WLA framework to
calculate the pollutants that need to be reduced in order to meet the stated targets.

The watershed was divided into 1350 uniform computational elements for model calculation.
The flow velocity in each element was obtained using the Manning hydrodynamic equation [44],
and then the concentration of a specific pollutant at x distance was calculated based on the water
balance equation [45], expressed as follows in Equation (13):

∂c
∂t

+ u
∂c
∂x

= E
∂2c
∂x2 − k1c (13)

where c is the pollutant concentration (mg/L); u is the flow velocity (m/s); t is the time of river water
flowing through from the headwater to somewhere (s); x is the distance that river water flows through
in time t (m), x(t) = ut and k1 is the pollutant degradation coefficient (d−1); and E is the longitudinal
dispersion coefficient.
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The computed pollutant concentrations of each element were applied to the section control method
(Equations (14)) to assess the water environmental capacity of each element.

Wi = Qi(CSi −C0i) + QiCSi
(
ekiti − 1

)
+

n∑
l=1

qlCsi + Csi

n∑
l=1

ql

(
ekiti − 1

)
(14)

where Wi, Csi, and C0i represent the water environmental capacity, the target pollutant concentration,
and the actual concentration of the pollutant of element i, respectively; ki is the degradation coefficient
of the pollutant in element i; and ti is the time period used to flow through element i.

Eventually, the pollution loads that need to be reduced are 340.16, 25.11, and 11.41 tons for COD,
NH3–N, and TP, respectively, in order to meet the stated water quality targets by year 2020. Detailed
descriptions of the simulation process and model validation are available in Liu et al. [19], and are not
presented here for the sake of brevity.

 
Figure 4. The geographic characteristics of Xian-jiang watershed within Ningbo City, China.

4. Results and Discussion

4.1. Regional-Scale Allocation Results

4.1.1. Optimal WLA Results in Districts

The population, GDP, and land area data of each town in the Xian-jiang watershed were obtained
from the Towns Agency of Statistics of Ningbo City (2015) [46], while the in situ discharges of pollutants
(2015) for each town in the basin were calculated (Table 3). The EGC for each criterion under the
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constraints was optimized, and the sum of all criteria’s EGCs was minimized to obtain an optimal
solution vector; namely, the reduced waste loads of the five towns considered.

Table 3. The criteria statistics and in situ discharges of pollutants of districts in the Xian-jiang watershed
(2015). COD, chemical oxygen demand; NH3-N, ammonia nitrogen; TP, total phosphorus; GDP, gross
domestic product.

Districts

Criteria Pollutants In Situ Discharge (t)

Population
GDP (Ten Million

Chinese Yuan)
Land Area

(km2)
COD NH3-N TP

Jinping Town 112,209 891.94 41.82 2664.71 201.41 50.68
Yuelin Town 49,262 1131.02 27.09 1696.88 97.93 29.66
Dayan Town 13,591 133.28 127.53 393.79 28.83 11.76

Jiangkou Town 29,885 367.74 31.10 1599.39 128.92 25.94
Shangtian Town 19,071 234.46 73.53 411.91 38.07 12.73

As shown in Figure 5, the targeted pollutant removals and proportion of COD discharge in
Jiangkou, Jinping, Yuelin, Dayan, and Shangtian were 198.09 t (12.39%), >72.91 t (2.74%), >43.25 t
(2.55%), >15.91 t (4.04%), and >10.00 t (2.43%), respectively. Jiangkou (14.96 t) and Jinping (5.49 t) were
the two districts with the largest NH3-N reduction loads, which accounted for 11.61% and 2.73% of the
total removal rates, respectively. A total of 11.41 t of TP pollutants needed to be reduced, of which
the largest removal (proportion) was in Jiangkou, with 5.24 t and 20.22%, followed by Jinping and
Dayan with 3.97 t (7.84%) and 0.63 t (5.36%), respectively. The removal rate of the remaining districts
(Shangtian and Yuelin) were relatively low, and were both less than 4.00%, with removals of 0.50 t and
1.06 t, respectively.

 

Figure 5. The in situ discharge (2015) and allocation of pollutant discharge quotas after optimization
in the Xian-jiang watershed: (a) chemical oxygen demand (COD); (b) ammonia nitrogen (NH3-N);
and (c) total phosphorus (TP).

The regional allocation results revealed that Jiangkou was significantly higher than other districts
in terms of both load removals and proportion of the three pollutants. Part of the reason was the high
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in situ pollutant discharges in the district and part was the modes of social economic developments.
Conversely, as the town with the lowest pollutant discharge per unit of GDP and population, Shangtian
was granted a lesser quota both in removal and rate, as predicted by the model.

Interestingly, the towns with the largest pollutant discharges were not necessarily those with
the highest proportions of removal quota because the allocation of a pollutant discharge quota at the
regional scale considered all factors, including the region’s economic efficiency and social equality,
not just the magnitude of the in situ discharge of pollutants. For example, although Jinping and Yuelin
exceeded the in situ COD discharges of Jiangkou, it was assigned a lesser pollutant removal and
proportion. This is probably due to the backward modes of social economic development in Jiangkou,
such as less-developed domestic sewage networks and large areas of extensive agriculture, which
resulted in higher discharges of pollutants per unit of GDP and population, compared with the other
two towns.

4.1.2. EGCs Before and After Optimization

The EGC optimization models were used to calculate the EGC of each criterion among the districts
(Table 4) and draw the Lorenz curves before and after the optimization for the three pollutants.

Table 4. EGCS of multiple criteria in the Xian-jiang watershed.

Pollutants Criteria EGC (P 1) EGC (G 1) EGC (L 1) Total

COD
Before optimization 0.162 0.215 0.583 0.960
After optimization 0.152 0.201 0.576 0.929

Decrease 0.010 0.014 0.007 0.031

NH3-N
Before optimization 0.146 0.271 0.569 0.986
After optimization 0.129 0.258 0.569 0.956

Decrease 0.017 0.013 0.000 0.030

TP
Before optimization 0.141 0.217 0.521 0.879
After optimization 0.126 0.197 0.519 0.842

Decrease 0.015 0.020 0.002 0.037
1 P, G, and L indicate the abbreviations for population, GDP, and land area, respectively. EGC, environmental
Gini coefficient.

Take the COD as an example, the EGC of population vs. COD in situ discharge is the smallest,
at 0.162, and is within the reasonable range in WLA equity at the regional scale, indicating that
the current distribution of COD discharge among districts is balanced according to population.
The GDP-based EGC for COD in situ discharge among districts is 0.215, which keeps the COD
discharge to the districts relatively reasonable in relation to local economy, but still has the potential
for optimization. In particular, the greatest distribution inequity of COD discharge at regional scale
occurs in the land area, with an EGC of up to 0.583, exceeding the warning sign of equity (0.400) [6],
suggesting that the current COD load discharge in the five districts does not match well with the land
area indicator.

Interestingly, considering the geographical pattern of pollution sources and function regionalization
in the watershed using ArcGIS (ver. 10.2) (Figure 6), it can be further inferred that the high EGCs
corresponding to land area are mainly imputed to Dayan town. This accounts for nearly half of the
total land area (41.95%), but accommodates only little pollution discharge from pollution sources,
making up only 5.82% (COD), 5.82% (NH3-N), and 8.99% (TP) of the total pollutant discharges in the
entire watershed. The situations of the other pollutants are similar to that of COD, having the same
distribution pattern of EGCs for the equivalent criteria (Table 4).
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Figure 6. The administrative divisions, pollution source distribution, and geographical patterns of the
Xian-jiang watershed.

Table 4 and Figure 7 highlight the decrement and amplitude of EGCs corresponding to the three
criteria after optimization. Note that the EGCs of COD, NH3-N, and TP after optimal WLA at the
regional scale were all less than those of initial pollutant discharge, and the Lorenz curves after optimal
allocation were closer to approaching the line of absolute equality. The results revealed that the optimal
allocation of the removals at the regional scale brought more accordant and equitable responsibilities
in relation to the districts’ respective shares of socioeconomic development, and the optimal allocation
coordinated the pollutant discharge quota with the natural environment. In other words, a more
equitable pollutant discharge quota at the regional scale was achieved after WLA optimization using
the EGC models.
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Figure 7. Lorenz curves of pollutant discharge based on the three criteria before and after allocation:
(a) COD; (b) NH3-N; and (c) TP.

In view of the overall trends, as depicted in Figure 7, it is noteworthy that the EGCs and the
Lorenz curves do not change very much after the optimization. Two reasons can be identified as the
cause, as follows: (1) The pollution discharge had been distributed to each district relatively equally
according to the criteria, i.e., population and GDP, before optimization; and (2) there are upper and
lower limits on the allocation of pollution removal to each district in order to be compatible with
the local socioeconomic conditions. Considering the constraints in the EGC optimization models,
the shape of the Lorentz curve can only be adjusted gradually to avoid an out-of-range affordability of
removals for local managers, due to the tenacious struggle to decrease EGCs.

4.1.3. Factor Analysis

A contribution coefficient method was used to further determine the regional inequality factors
referring to waste load in situ discharge vs. the criteria. The contribution coefficient, taking 1 as the
threshold, is the contribution ratio of regional evaluation criteria to in situ pollutant discharge in a
certain district, expressed as Equation (15) [47], as follows:

CCj =
(
Mij/Mj

)
/(Wi/W) (15)

where CCj represents the population contribution coefficient (PCC), the green contribution coefficient
(GCC), and the land area contribution coefficient (LACC) with respect to the criteria j of population,
GDP, and land area, respectively; Mij is the magnitude of criterion j in the ith district, and Mj is the
sum of criteria j in the watershed; Wi is the pollutant in situ discharge of the ith district; and W is the
total pollutant discharges in the watershed.

Table 5 provides the CCs of the three criteria at each district in the watershed. As shown, in 2015,
the PCCs of COD, NH3-N, and TP pollutants for Jiangkou were lowest in the region, with 0.56,
0.51, and 0.67, respectively. This is possibly due to the relatively undeveloped economic and living
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conditions, with some deficiencies in domestic sewage treatment systems. Moreover, the district with
well-developed river systems and fairly fertile soil, an area in the plain river network of the lower
Xian-jiang watershed, is the primary rice-growing area in the watershed (Figure 6). Paddy fields make
up as high as 83.2% of the whole area, leading to serious agricultural NPS pollution. In short, all these
factors produced an increasingly incisive contradiction between the local population and the water
environment, making this an unfair-factor district in terms of EGCs vs. population.

Table 5. Population contribution coefficients (PCCs), green contribution coefficients (GCCs), and land area
contribution coefficients (LACCs) of districts for the three pollutants in the Xian-jiang watershed (2015).

Districts
PCC GCC LACC

COD NH3-N TP COD NH3-N TP COD NH3-N TP

Jinping Town 1.40 1.23 1.29 0.82 0.79 0.83 0.35 0.34 0.36
Yuelin Town 0.88 1.11 0.97 1.64 2.07 1.81 0.36 0.45 0.40
Dayan Town 1.04 1.04 0.68 0.83 0.83 0.54 7.28 7.28 4.71

Jiangkou Town 0.56 0.51 0.67 0.56 0.51 0.67 0.44 0.40 0.52
Shangtian Town 1.27 1.11 0.87 1.40 1.11 0.87 4.01 3.18 2.51

Mean 1.03 1.00 0.89 1.05 1.06 0.94 2.49 2.33 1.70

Yuelin town, with the highest economic level in the basin, contributed 41% to the total GDP
and received the largest GCCs for COD (1.64), NH3-N (2.07), and TP (1.81). This indicated that the
contribution rate of GDP to the entire region was more than that of pollution discharge in this district.
It further revealed the advancements in the cleanliness of production processes and sewage treatment
efficiency in this district. Although Yuelin exceeded two-fold the in situ pollutant discharges of
Shangtian and Dayan towns, it was assigned to a lesser pollutant removal. In addition, the GCCs
of Shangtian for COD and NH3-N also surpassed the threshold of the green contribution factor
(1.00). Moreover, the GCCs of COD and NH3-N in Jiangkou, and TP in Dayan, both belonging to the
less-developed areas, were less than the green contribution standard, with low values of 0.56, 0.51,
and 0.54, respectively. It could be speculated that GDP output in these regions is characterized by
high pollution and low efficiency, which are the main factors leading to the unfairness of WLA at the
regional scale based on the GDP index.

Dayan town, referring to the criterion of land area, presented the largest LACCs among the
districts for COD (7.28), NH3-N (7.28), and TP (4.71), owing to its unique geographical location. In spite
of vast expanses and richness in natural resources, the district is completely subject to the water
source conservation area, leading to strict restrictions on local resident size and density, industrial
development, and agricultural scale for the protection of drinking water security (Figure 6). In contrast,
the LACCs of the three pollutants in Jinping and Yuelin towns were all below the value of 0.50,
revealing a heavy discharge of pollutants into the river per unit of land area in these districts.

Different from the PCC and GCC, the LACC is not as high as it could be when there is a low
utilization of land resources. Thus, the high LACCs of Dayan town should be lowered accordingly.
However, our results found that its specific geographical location (water source conversation area)
makes it hard for the area to be adjusted by human intervention, such as demographic migration,
industrial distribution adjustment, and land use and land cover conversion. The human-induced
adjustment may result in the destruction of the original ecological environment and directly threaten
the safety of drinking water, which would instead lead to an ‘inequity’ in WLA. Consequently, the high
LACCs are acceptable in this particular water function division. At the same time, we urge the optimal
allocation of removals at the regional scale with the assistance of geographic information system
(GIS) technology.

Furthermore, to mitigate the polluted water more efficiently, targeting a specific area instead of a
whole watershed has been recommended as a cost-effective method in many previous studies [48–51].
Hence, the spatial zonation, in which the PCC and GCC were synthetically considered, into critical
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source areas (CSA) (PCC < 1, GCC < 1), improving areas (PCC < 1, GCC > 1 or GCC < 1, PCC > 1),
and safety areas (PCC > 1, GCC > 1) among the five districts was performed by ArcGIS (ver. 10.2)
(Figure 8).

Figure 8. The spatial pattern of WLA unfair-factor districts: (a) COD; (b) NH3-N; (c) TP.

As seen in Figure 8, both COD and NH3-N have a similar pattern of unfair-factor districts, except
Yuelin town. Among them, only Jiangkou town was identified as a CSA of unfair factors in the
watershed, revealing that this area faces an acute contradiction between population, economic profit,
as well as the water environment under per-unit pollutant discharges, and should be managed and
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controlled preferentially for the two pollutants. Hence, the EGC optimal models handed out the
most discharge removals and highest proportions of the three pollutants to this district. Meanwhile,
the fairness of the optimization allocation results of using EGCs models at regional level was further
verified. Conversely, Shangtian town was characterized by having both PCC and GCC values of
more than 1.00, and therefore belongs to the safety area, which exhibited a high-efficiency economic
output with low consumption of WEC, while there was less impact of population scale on the water
environment. In other words, with limited funds and manpower, environmental protection agencies can
directly skip these regions in the total pollutant control process. Water environmental management in
improving areas, which either have a high level of economic development but a sharp conflict between
population and environment or are under a less stressful environment from per-unit population but
have low environmental and economic benefits, should improve their deficiencies while maintaining
the status level of superior contribution coefficients.

In particular, for TP, a significant difference was found for the grade distribution of unfair-factor
districts compared with COD and NH3-N, in that all the five districts were identified as CSAs or
improving areas, and CSAs accounted for a higher proportion of administrative units than with the
other two pollutants, suggesting that the in situ allocation of the TP discharge quota at the regional
scale should preferentially be improved.

4.2. Results of Pollutant Source Scale Allocation

4.2.1. Pairwise Comparisons and Synthesis of the Weights

Jinping town was identified as the inner city of the watershed with multi-sector pollution, and was
selected as a typical region to perform the optimal WLA at the pollution source scale for the three
pollutants using the coupled Delphi-AHP algorithm. The partial parameters of the criteria at level 2 can
be achieved through a quantitative calculation using the 2015 statistical yearbook data of villages and
towns in Ningbo city (Table 6) [46]. Furthermore, the above-mentioned Delphi method was adopted to
evaluate the indicators with quantizing difficulties (b3 and b4).

Table 6. The partial indicators of alternatives at the decision-making level, with respect to the elements
of the criteria level (2015).

Pollution Sources

In Situ Discharge of
Pollutants (t)

Population Scale
Pollutant Discharge
Per Unit of GDP 1

COD NH3-N TP COD NH3-N TP COD NH3-N TP

Industrial plants 16.15 0.80 0.00 12,340 12,340 0 1.03 0.05 0
Agricultural NPS 158.33 6.61 5.66 1390 1390 1390 25.28 1.06 0.90

Large-scale breeding farms 82.57 8.00 6.45 360 360 360 13.17 1.28 1.03
Domestic sewage 1665.89 159.67 23.53 82,514 82,514 82,514 5.61 0.54 0.08

1 Pollutant discharge per-unit of GDP: kg per 10,000 yuan. NPS, non-point sources.

The pairwise comparisons at the criteria level and the decision-making level were constructed on
the basis of the above-mentioned statistical results. Subsequently, the respective local priorities of the
three pollutants, namely, the importance weights of the attributes in each level, were solved using
the principal eigenvector method [39], which was fully illustrated in Section 2.2.3. The maximum
eigenvalues and the consistency test of comparison matrices are depicted in Table 7. The consistency
test confirmed that the obtained pairwise comparisons were satisfactory in relation to consistency
requirements (CR < 0.1), since they revealed a small inconsistency, inducing only a small distortion.
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Table 7. The maximum eigenvalues and consistency parameters of the three pollutants.

Pollutants

Pairwise Comparison
Matrices

Maximum
Eigenvalue (λmax)

Consistency Index
(CI)

Consistency Ratio
(CR)

B 5.057 0.014 0.013

COD

b1-C 4.158 0.053 0.058
b2-C 4.165 0.055 0.061
b3-C 4.051 0.017 0.019
b4-C 4.051 0.017 0.019
b5-C 4.135 0.045 0.050

NH3-N

b1-C 4.158 0.053 0.058
b2-C 4.165 0.055 0.061
b3-C 4.051 0.017 0.019
b4-C 4.051 0.017 0.019
b5-C 4.102 0.034 0.038

TP

b1-C 3.029 0.015 0.025
b2-C 3.065 0.032 0.056
b3-C 3.009 0.005 0.008
b4-C 3.009 0.005 0.008
b5-C 3.025 0.012 0.021

Our preliminary results (Figure 9) revealed that the importance sequence of the five criteria at
level 2 was b5 (0.41), > b1 (0.25), > b3 (0.14) = b4 (0.14), > b2 (0.06). The criterion b5 (pollutant discharge
per unit of GDP), as the most important factor judged by experts in the field in Section 2.2.2, reflecting
the environmental economic benefits of alternative pollution sources, captures 41% of the entire sum of
weights, making it the most determinant criteria. This is understandable since economic development
is the paramount issue that governments care about, especially for developing countries such as China,
despite this factor’s negative impacts on the environment, leading to the extreme importance of the
tradeoff between economic development and environmental protection. The relative preference for
b5 can effectively promote technical innovation and guide waste load discharge in a low-level and
high-efficiency direction.

Specific to each sector, taking COD as an example, domestic sewage at the decision-making level
is the primary weight in influencing and shaping WLA among pollutant sources, with respect to
b1 (0.65) and b2 (0.58) (Figure 9). This can be explained by the fact that the magnitude of domestic
pollution, with respect to both the in situ pollutant discharge and the population scale, is much higher
than the other sectors in the district. Agricultural NPS (c2) and large-scale livestock farming (c3) were
identified as determinants in b3 (c2 with a priority of 0.47), b4 (c3 with a priority of 0.47), and b5 (c2 with
a priority of 0.58).

In particular, the industrial PS discharge has the smallest weight ratios among the alternatives,
in correspondence with all the criteria except b2 (large-scale livestock breeding source, 0.04),
with priorities of 0.04 (b1), 0.07 (b3), 0.07 (b4), and 0.04 (b5), respectively. One possible explanation is
that not only does industrial PS have the lowest waste load discharge, but more crucially, it has the
highest GDP output per unit of pollutant discharge, revealing a high environmental economic benefit
far ahead of any other sectors. In addition, the cost and difficulty degree of pollution removal for
industrial PS, specifically considering costly wastewater treatment facilities, exorbitant operating costs,
and its economic contribution to local employment and taxation, were much higher compared to the
other sectors, such as agricultural and large-scale farming sources.
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Figure 9. The local priorities of elements at criteria and decision-making levels: (a) COD; (b) NH3-N;
and (c) TP.

Subsequently, the results of the local priorities across all criteria were aggregated using Equation (10)
to obtain the global priorities of the three pollutants, which presented an overall preference rating
of WLA among each sector in the district (Table 8). The results indicated that the pollution source
for COD, NH3-N, and TP that possessed the highest weights was agricultural NPS (COD: 0.38) and
large-scale breeding farms (NH3-N, TP: 0.36 and 0.40), and the next sector was domestic sewage with
priorities of 0.30 (COD), 0.32 (NH3-N), and 0.33 (TP), respectively. Conversely, industrial PS was
assigned with the least weight for COD (0.07) and NH3-N (0.07), and agricultural NPS for TP with a
priority of 0.27, referring to regional waste load removals. This implies that industrial PS was relatively
unimportant in WLA at the pollutant source scale.

Table 8. The global priorities across the alternatives at the decision-making level, with respect to the
overall objective.

Pollutants
The Normalized Global Priorities

C1 C2 C3 C4

COD 0.07 0.38 0.25 0.30
NH3-N 0.07 0.25 0.36 0.32

TP 0.00 0.27 0.40 0.33

84



Water 2019, 11, 2398

4.2.2. The Optimal WLA among Pollution Sources

WLA was completed for the pollution sources in the district according to the global priorities
at the decision-making level (Figure 10). The results revealed that agricultural NPS had the largest
removal of COD, with up to 27.71 t, and the large-scale livestock breeding source was the biggest
contributor of waste load removals for NH3-N (1.98 t) and TP (1.59 t).

Figure 10. The WLA of the three pollutants among pollution sources in Jinping town.

For COD, the agricultural source had the second biggest in situ discharge, which was slightly
inferior to domestic sewage, and, concurrently, had a lower cost of discharge reduction compared to
the other sectors. Moreover, it was noticed that the pollutant discharge per unit of GDP (25.28 kg/ten
thousand yuan) of agricultural NPS was much greater than that of other pollution sources, being
1.92, 4.51, and 24.54 times greater that of large-scale livestock breeding (13.17 kg/ten thousand yuan),
domestic sewage (5.61 kg/ten thousand yuan), and industrial plants (1.03 kg/ten thousand yuan),
respectively (Table 6). Such results suggest that the COD discharge from agricultural NPS not only has
a significant impact on the water environment, but more seriously, it leads to economic inefficiency in
water resource utilization. China has to feed 20% of the world’s population with 7% of the world’s
cropland [52], leading to the excessive use of fertilizer and manure to increase food production.
Conversely, less developed agricultural technology and extensive cultivation result in lower fertilizer
application efficiency and a larger loss of nutrients [53]. Therefore, controlling COD discharge from
agricultural sources has become the most critical and preferred way for environmental management
sectors to achieve the goal of clean water in this district, such as through the gradual reduction of
fertilizer usage, the establishment of ecological agriculture, and the control of water and soil loss.

Large-scale livestock breeding, different from COD, has the second NH3-N and TP discharges
in size, following domestic sewage, and has the most pollutant discharge per unit of GDP; namely,
the lowest environmental and economic performance generated by per-unit pollutant discharge. On the
other hand, synthetically considering its low removal difficulty and cost relative to sewage treatment
facilities for industrial plants and underground sewer networks for domestic sewage, the Delphi-AHP
optimal models expressed a WLA preference for the large-scale breeding source, thereby making it the
key sector for removals of NH3-N and TP in the district.
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Industrial enterprises above the designated size were the sector with the least removal for COD
and NH3-N, with only 5.1 t and 0.38 t, respectively. This is mainly due to its minimal waste load
discharge and, furthermore, its maximal economic performance under per-unit pollutant discharges,
as compared with the other three sectors in the system. Our optimal results confirmed the viewpoint,
as noted by Sun et al. [13], that the allocated sectors of equal pollution discharge with higher economic
efficiency should get more shares of the waste load discharge quota.

5. Conclusions

Local EPAs used to allocate waste removal directly to districts or pollution sources within their
jurisdictions through administrative orders, based primarily on their past experiences [54]. However,
a common consequence of these WLA allocations is unfairness that leads to disputes and blaming
each other for shared waste responsibilities, owing to the fuzzy allocation basis and biased subjectivity.
The developed WLA framework allocates waste load removal simultaneously, at multiple scales
and among different sectors, considering both the principles of equity and efficiency for the specific
implementers. This is very valuable for decision-makers in providing critical information (i.e., the best
compromise solutions for WLA) and practical guidance on water pollution control. The new modeling
framework, based on the premise of equality, minimizes environmental costs while maximizing
economic efficiency, which is extremely important for communities in developing countries.

The results revealed that the removal and proportions of pollutants are significantly associated
with the region’s actual socioeconomic development modes, which confirms the viewpoint that
socioeconomic factors will have significant impact on water management in the future, as noted
by Reynard et al. [55]. Inadequate sewage networks, the lack of wastewater treatment technologies,
and intensive land cultivation resulted in high pollutant discharges per unit of GDP and population. Thus,
for local authorities, these are the key targeted regions for the total waste load control. Decision-makers
should encourage advanced regions in their continuous efforts to improve the economic efficiency
of water environmental resources, while impelling relatively less developed areas to economically
transition and gradually phase out inefficient sectors.

The distribution of unfair districts (Figure 8) provided information on how different waste load
removal priorities should be considered when different districts are targeted for a specific pollutant.
Meanwhile, for different pollutants, the urgency also varied throughout the administrative units across
the watershed. This suggested that the current one-size-fits-all allocation strategy of waste removal
adopted by environmental management sectors should be changed, and instead of preferentially
reducing total pollution loads, they should focus on key pollutants (TP in our study) and regions
(CSAs). This can help decision-makers save significant costs under the conditions of limited capital
and energy.

The WLA results at the pollution sources scale suggest agricultural NPS as the sector with the
largest removal quota of COD, as they are the large-scale breeding source for NH3-N and TP. There are
certain characteristics that high-reduction sectors tend to share, as follows: (1) These sectors are the
major contributors of waste load discharge in the district. (2) Moreover, they have the most pollutant
discharge per unit of GDP, implying the lowest environmental and economic benefits in relation to
water resource utilization, and (3) at the same time, they feature lower removal costs and operational
challenges. Therefore, the pollution sources with the above-mentioned characteristics should be the
top priorities in the reduction of surplus waste load discharge.

It is also noteworthy that most previous studies focused primarily on the WLA of removals
among PS pollution. Conversely, our results highlight the industrial pollution source as the last option
for reduction from an environmental-economic benefit perspective. Instead, the often overlooked
types, such as agricultural NPS and domestic sources, deserve more attention, especially in extensive
rural areas.

Jinping town was selected as a typical example to demonstrate the optimal allocation of removals
among pollution sources. Further efforts should include comparative analyses of districts with various
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landscape features to explore the optimization of WLA at the pollution source scale, under different
regional characteristics. The multi-scale and multi-sector WLA method developed in this study can
provide an important reference for similar research in other watersheds, especially for extensive
developing areas that are subjected to multi-source pollution and serious surface water deterioration.
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Abstract: In New Zealand, streamside fencing is a well-recognised restoration technique for pastoral
waterways. However, the response of stream ecosystem function to fencing is not well quantified.
We measured the response to fencing of eight variables describing ecosystem function and 11 variables
describing physical habitat and water quality at 11 paired stream sites (fenced and unfenced)
over a 30-year timespan. We hypothesised that (1) fencing would improve the state of stream
ecosystem health as described by physical, water quality and functional indicators due to riparian
re-establishment and (2) time since fencing would increase the degree of change from impacted to
less-impacted as described by physical, water quality and functional indicators. We observed high
site-to-site variability in both physical and functional metrics. Stream shade was the only measure
that showed a significant difference between treatments with higher levels of shade at fenced than
unfenced sites. Cotton tensile-strength loss was the only functional measurement that indicated a
response to fencing and increased over time since treatment within fenced sites. Our results suggest
that stream restoration by fencing follows a complex pathway, over a space-for-time continuum,
illustrating the overarching catchment influence at a reach scale. Small-scale (less than 2% of the
upstream catchment area) efforts to fence the riparian zones of streams appear to have little effect on
ecosystem function. We suggest that repeated measures of structural and functional indicators of
ecosystem health are needed to inform robust assessments of stream restoration.

Keywords: functional indicators; stream restoration; riparian vegetation; fencing; cotton
tensile-strength loss; wood decay; ecosystem metabolism; organic matter transport; catchment
restoration; structure-function relationships

1. Introduction

Concerns about stream degradation have led to increasing efforts worldwide over the last two
decades to restore these ecosystems [1,2]. It is estimated that over US$1 billion is spent annually on
various aquatic habitat rehabilitation activities in the United States alone [1] and similar efforts are
underway in Europe to rehabilitate and reconnect river habitats, such as the Skjern (€37.7 million
total project cost for largest river system in Denmark) [3], Rhine (€4.4 billion total project costs;
Germany) [4] and Danube River basins (€6 billion total project cost; ten European countries) [5]. A large
variety of restoration techniques are applied to mitigate and reverse human impacts on rivers and
streams. Fencing of waterways, for example, is a common restoration approach in New Zealand,
and generally occurs in pastoral land to exclude livestock from streams, thereby reducing bank erosion
and direct faecal bacteria input [6]. Once fenced, stream banks are often replanted to accelerate the
re-establishment of riparian vegetation. As riparian vegetation grows over time, stream health is
expected to improve due to lower water temperatures from shade, reduced nutrient, sediment and
faecal bacteria input, and increased habitat provision for aquatic and riparian biota [7–9].

Understanding the effectiveness of stream restoration techniques is critical for the cost-effective
design and implementation of future restoration efforts. However, the environmental outcomes

Water 2019, 11, 1347; doi:10.3390/w11071347 www.mdpi.com/journal/water91
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of stream restoration projects are rarely evaluated. Bernhardt et al. [1] found that only 10% of
≈3700 reviewed restoration projects in the United States recorded some form of assessment or
monitoring, and if restoration measures were monitored, evaluations were highly subjective, rather
than based on robust scientific measures. In a more recent international review of 644 restoration
projects, Palmer et al. [10] noted that when indicators of riverine attributes were measured, results were
highly variable and dependent on the restoration technique and the indicators measured. For example,
successful outcomes were most often recorded when riparian management was the focus of restoration
and physical habitat, biophysical processes and benthic communities were the focus of assessment [10].
A lack of robust post restoration assessments, due to inconsistent or incomplete indicators for example,
hinders the public and scientific community from learning from successes and failures, and thus from
improving future practices [1,11,12].

Stream restoration is further complicated by temporal and spatial variation in drivers of stream
health, including disturbance regimes, which can lead to hysteresis or slow recovery over time and
multiple recovery pathways and endpoints [13–15]. Restoration hysteresis describes when the recovery
pathway is different to the degradation pathway and may occur when feedback mechanisms that hold
an ecosystem in a certain state are not fully addressed by restoration techniques (Suding & Hobbs 2009).
Therefore, active stream restoration, such as large wood addition, e.g., Brooks et al. [16], in addition
to passive stream restoration (such as streamside fencing) may be required to overcome restoration
hysteresis. Alternative recovery trajectories include the ‘rubber band’ model where recovery follows
closely the degradation pathway, the ‘humpty-dumpty’ model where recovery can result in various
endpoints that are distinct from the pre-degraded condition, and the ‘shifting target model’ where
both the recovery pathway and endpoint are unpredictable [13]. Assessing stream restoration at any
single point in time without knowing the nature of the recovery pathway could provide an inaccurate
assessment of restoration success. Therefore, assessing the success or failure of restoration activities
becomes a question of not only what to measure, but when to measure.

In regards to what to measure, overall stream health is characterised by a combination of
indicators that describe ecosystem structure and function [17,18]. Poor stream health, as a result of
land use intensification, for example, is characterised by structural indicators that describe physical
habitat, e.g., altered substrate composition and channel shape [19,20]; flow regime, e.g., altered
velocities, [21–23]; water quality, e.g., increased water temperature and nutrient concentrations; [24,25]
and biotic communities such as microorganisms and macroinvertebrates, e.g., more pollution-tolerant
communities, lower numbers of taxa and higher algal biomass, [26–28]. While less commonly applied,
functional indicators describe stream ecosystem processes, whereby poor stream health as a result of
land use intensification, for example, is described by changes in the rates of organic matter retention
and decomposition, and changes in ecosystem metabolism [29–31]. For example, Quinn et al. [32]
showed that retention of coarse particulate organic matter (a major resource subsidy for invertebrate
communities) is low in small pastoral streams due to a lack of in-stream structures, such as wood and
roots provided by bank and riparian vegetation. Similarly, McTammany et al. [33] found that gross
primary production (GPP) was positively correlated to light in agricultural streams, due to a lack of
riparian shading. Reviews show that ecosystem metabolism responds to a range of environmental
stressors related to a lack of established riparian vegetation, such as increased GPP and ER with
increased nutrient enrichment, warmer water temperatures and increased sunlight [18,29].

To support the use of functional indicators in stream health assessments, Young, Matthaei
and Townsend [18] proposed a framework to assign organic matter decomposition and ecosystem
metabolism values to management bands (i.e., “healthy”, “satisfactory” and “poor”). A “healthy”
stream ecosystem showed characteristics close to unmodified conditions (e.g., closed canopy,
lower water temperatures, moderate rates of GPP, ER and organic matter decomposition), whereas a
stream ecosystem classified as “poor” showed characteristics typical of modified or impacted systems
(e.g., open canopy, pasture sites, higher (or lower) rates of GPP, ER and organic matter decomposition).
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To further support the use of organic matter decomposition as a functional indicator and
address the inherent variability in decomposition due to organic matter type [34], Tiegs et al. [35]
proposed cotton strip assays as a standardised measure of organic matter decomposition potential.
Cotton strips, like leaf litter, are comprised predominantly of cellulose, but unlike leaf litter, do not
contain inhibitory substances that can constrain processing by microbes or invertebrates. As such,
cotton strip decomposition reflects the cellulose decomposition potential of streams and is primarily
driven by the colonisation of resident microbes [36,37]. In general, cotton strip decomposition rates are
higher in streams with higher temperatures, higher nutrient concentrations and high sediment input
(i.e., indicative of “poor” ecosystem health), and lower in streams with a “healthy” ecosystem [35,38,39].
For example, Bierschenk, Savage, Townsend and Matthaei [39] showed that cotton strip decomposition
rates increased with higher dissolved phosphorus concentrations which were linked to intensely
developed catchments, and Vyšná, Dyer, Maher and Norris [38] linked increased decomposition rates
to higher water temperatures due to a lack of canopy shading.

In addition to organic matter retention, organic matter processing and ecosystem metabolism,
nutrient processing and nutrient assimilation into stream food-webs have been explored as functional
metrics of stream health [40–42]. The δ15N values of aquatic plants and animals reflect both the source
of N and processes that can influence N cycling and have been shown to increase in response to
land use intensification [31,43]. While technically a structural aspect of stream communities, several
studies have suggested that the δ15N values of aquatic biota represent an integrated signature of N
cycling [44,45].

Ideally, indicators of stream ecosystem health are sensitive to change in human actions over
time, such as restoration. While the primary focus of the above studies has been to quantify the
response of functional indicators to land use effects, there is little if any, scientific evidence on the
suitability of functional measures as indicators of restoration success [46,47]. Functional indicators are
responsive to a range of reach-scale and catchment-scale drivers [48], and as such may be useful for
discerning the optimum design of restoration methods to improve stream health. Further, functional
indicators are predicted to respond to streamside fencing variably over time (Figure 1) following the
restoration of physical metrics and other drivers discussed above. Multiple functional indicators may
therefore be required to assess the restorative effect of fencing on stream functioning, considering the
multidimensional character of stream function as well as its temporal character.
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Figure 1. Hypothetical trajectory of (A) physical variables and (B) functional variables in a small (<5 m
wide) pastoral stream following fencing to exclude livestock from channels and riparian zones, adapted
from Parkyn et al. [49]. Similar trajectories are predicted for larger streams but the time to recover to
approximately 100% of reference condition (shaded area) will take longer. Note: ecosystem respiration
is not plotted because despite decreasing over time values are not predicted to reach within 300% of
reference condition within 50 years.

The overall objective of this study was to assess the effectiveness of streamside fencing at a reach
scale to restore stream function. We measured a range of functional metrics to indicate potential
restoration recovery trajectories in the retention, transformation and absorption of nutrients and
carbon into stream food-webs. Functional metrics, including GPP, ER, wood mass loss, cotton strip
decomposition, organic matter retention, and δ15N values of primary consumers, were measured
alongside metrics describing physical stream habitat and water quality. Potential recovery trajectories
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were explored by surveying 11 pairs of sites, with and without riparian buffers fenced between five to
34 years previously in the central North Island, New Zealand. Overall, we expected to see a shift in
stream function from impacted states for unfenced sites (i.e., “poor” ecosystem health) to less-impacted
states for fenced sites (i.e., “healthy” ecosystem health). We hypothesised that

(1) fencing would improve the state of ecosystem health as described by physical and functional
indicators due to riparian re-establishment, leading to a higher proportion of shade, lower average water
temperature, greater hydraulic retention, decreased rates of GPP and ER, decreased organic matter
processing rates, and decreased δ15N values indicative of more efficient biogeochemical cycling and

(2) time since fencing would lead to a greater difference between fenced and unfenced sites as
described by physical and functional indicators of ecosystem health, hence illustrating a ‘rubber-band’
model of recovery.

2. Materials and Methods

2.1. Study Sites and Design

Our study was conducted in the Waikato region of the central North Island, New Zealand
between March 2011 and April 2012. All measurements were conducted during stable weather
conditions in autumn, when streams are generally most stressed due to sustained low flows and
warmer temperatures. We sampled 11 pairs of fenced and unfenced stream reaches to assess the effects
of riparian fencing on stream health. Fenced reaches had been retired and fenced from adjacent grazed
land between 5 and 34 years previously (Table 1), and stocking rates were consistent among unfenced
sites. Fenced stream reaches were either located upstream (Raglan and Whatawhata) or downstream
of unfenced stream reaches (Waitetuna, Waitomo, Mangawhara, Matarawa, Tapapakanga, Little Waipa
and Waitete). At two sites, fenced and unfenced reaches were located on neighbouring, but different
streams (Taupo & Kakahu), due to the difficulty of finding fenced sites equal or greater than 30 years
old adjacent to grazed sites. Nine of the 11 pairs had been previously studied by Parkyn et al. [7] to
test the effectiveness of fenced riparian buffers on biological and water quality indicators.

Catchment size ranged from just over 300 ha to 8600 ha (Whatawhata Stream and Little Waipa
River, respectively; Table 1) as determined from the Freshwater Environments of New Zealand
database, FENZ, [50]. Eight of the 11 study pairs were located in catchments with high-producing
exotic grassland as the predominant land cover upstream and two study pairs with either exotic or
indigenous forest, LCDB, [51]. Kakahu was the only site where predominant land use differed between
Treatments, with high-producing exotic grassland at the fenced reach and indigenous forest at the
unfenced reach.

The length of fenced reaches ranged from 480 m (Raglan) to 1700 m (Taupo) (Table 1). Fenced
stream length as a proportion of total upstream length ranged from 0.1% (Kakahu) to 33.1% (Matarawa;
Table 1). Riparian vegetation, other than grass, was present at both fenced and unfenced sites, except
at unfenced Waitete, Kakahu and Taupo sites. Where riparian vegetation other than grass was present,
mean vegetation buffer widths ranged from 0.6 m (Mangawhara fenced) to 75 m (Taupo fenced; Table 1)
and were wider at the fenced (mean = 23.1 m) than at the unfenced sites (mean = 5.5 m). Riparian area
as a proportion of total catchment area ranged from less than 0.01% (unfenced sites at Kakahu, Waitete
and Mangawhara) to 1.73% (Whatawhata fenced site; Table 1).
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2.2. Physical Habitat

Study reach lengths were set by hydraulic travel times of at least 1 h from a defined upstream point
within a fenced reach (see ‘Ecosystem metabolism’ below for a description of how residence time was
determined). At each site, stream depth and wetted width were measured at 10 cross-sections spaced
evenly along the length of the study reach to cover local variation in channel morphology. Discharge
was measured on a single occasion at the downstream end of each study reach using a 2D FlowTracker
Handheld Acoustic Doppler Velocimeter® (SonTek YSI, San Diego, CA, USA). Stream bed particle
size distribution (including occurrence of wood) was measured using the pebble count method of
Wolman [52] and the amount of in-stream macrophyte cover (emergent or submerged) was estimated
in a 1-m-wide transect extending upstream of each of the 10 cross-sections. Riparian buffer width was
measured on both sides of the stream at 5 cross-sections along each study reach. Stream shade was
estimated visually at water level at three random points across the channel at each cross-section.

2.3. Functional Indicators

2.3.1. Organic Matter Retention

We assessed the retention capacity of stream reaches in April 2011 by using analogues of coarse
particulate organic matter (CPOM) following the methodology of Quinn, Phillips and Parkyn [32].
For this, we used conditioned ginkgo (Ginkgo biloba) leaves soaked overnight to make them neutrally
buoyant [53], waterproof paper triangles (4.4 cm sides) and pine dowels (30 cm long, 1 cm diameter,
after Webster et al. [54] as standard CPOM types. The leaf analogues represented structurally distinct
leaf types found naturally in litter fall, including freshly fallen floating leaves (triangles) and litter that
had been in the stream long enough to become water saturated (ginkgo). Wood dowels were used to
represent small branches.

We released 30 of each CPOM type at regular intervals across the wetted channel at the upstream
end of each reach [55]. Triangles were released first, then ginkgo leaves, followed by dowels to avoid
the larger dowels catching smaller analogues. Once it became clear that the analogues had been
retained (minimum of 10 min), we recorded the distance travelled for each analogue. We characterised
the object it was retained on including streambed type and size, leaf litter and wood, riparian and
in-stream vegetation or hydraulic habitat type (pool, riffle, run).

Retention was calculated for each release of each CPOM type and averaged by type for multiple
releases within a site as deposition velocity (Vdep, mm s−1), which is a retention measure accounting
for the effects of stream size [56]:

Vdep =mean depth (mm) ×water velocity (m s−1)/mean travel distance (Sp, m) (1)

Organic matter retention was measured for all analogues at all sites, except at Waitetuna where
triangles could not be retrieved post release due to high water depth and turbidity.

2.3.2. Ecosystem Metabolism

We estimated the combination of gross primary production (GPP) and ecosystem respiration
(ER) for each paired site using Odum’s open-system two-station analysis of diel oxygen curves [57],
as modified by Marzolf et al. [58]. This required measurements of the diel changes in dissolved oxygen
(DO) saturation at the upstream and downstream ends of each reach [59].

At each paired site, DO saturation and water temperature were continuously recorded with
optical fluorescence probes (D-Opto, Zebra-Tech Ltd, Nelson, New Zealand) during stable flows at
15-min intervals for at least a 48-h period during March and April 2012. Paired sites were recorded
simultaneously. Prior to data recording, the oxygen probes were calibrated in air-saturated water at
sea level. To determine the differences in the calibration resulting from instrument drift and between
sondes, all loggers were deployed together for one hour at the beginning of each recording period
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so that any differences could be corrected before data analysis. To measure hydraulic travel times
between upstream and downstream DO loggers (aimed at a minimum of 1 hour), we released 50 mL of
Rhodamine® WT liquid dye across the stream width upstream of the upper DO sonde and tracked
water travel time by monitoring Rhodamine® concentrations at the downstream DO sonde with a
C3TM Submersible Field Fluorometer (Turner Designs, San Jose, CA, USA).

The rate of ER and the re-aeration coefficient (k) were determined following the methods from
Young & Huryn [59], except k was estimated using the night-time regression method [60] instead
of using tracer gases. This method assumes low surface turbulence, as was the case in this study.
The ratio of GPP:ER (P/R) was also determined. P/R relates to the balance between primary production
and ecosystem respiration and determines whether the reach is autotrophic (P/R > 1) or heterotrophic
(P/R < 1) [57].

2.3.3. Organic Matter Processing

To provide an indication of organic matter decomposition, we evaluated organic matter processing
rates by measuring wood break-down (mass loss) and cellulose decomposition potential (cotton
tensile strength loss). Briefly, wood break-down rates were determined by weighing birch wood
(Betula platyphylla) coffee stirrer sticks pre- and postinstalment in stream water. At each paired site,
five groups were deployed in riffle habitat for 90 days from April to June 2011. Wood mass loss rates
were determined following Petersen and Cummins [61] using degree days (dd) as the time variable.
Wood mass loss data was collected for all 11 pairs of sites, except at Mangawhara unfenced site where
the temperature logger and wood sticks were lost during deployment.

Cellulose decomposition potential was measured, following Tiegs, Clapcott, Griffiths and
Boulton [35], whereby five cotton replicates (Product no. 222; EMPA, St. Gallen, Switzerland)
were deployed at each site for seven days in April 2011. Cotton tensile strength loss (CTSL) was
reported per degree day (dd) in the same way as the wooden stick data to allow for comparison
between these two measures of organic matter processing. Water temperature was continuously
recorded in 15-min intervals with a Hobo pendant logger (Onset, Bourne, MA, USA) installed at the
same metal stake as the wood and cotton at each site. Mean daily temperature was used to calculate
organic matter processing rates per degree day.

2.3.4. Nutrient Transformation

Stable isotopes of nitrogen (N) reflect the source and transformation of N in stream systems and
provide an indicator of nutrient sources and processing. The δ15N of primary consumers reflects
accumulated N over weeks to months and thus provides a more holistic picture of N sources rather
than a snapshot of N concentrations [61]. At each paired site, we hand-picked 10 primary consumers,
either mayflies (Deleatidium sp.), shrimp (Paratya curvirostris Heller) or both, from benthic samples
and preserved them in 90% isopropyl alcohol. In the laboratory, samples were rinsed with deionised
water and their guts were removed and discarded prior to sample drying at 80 ◦C in a forced-draft
oven. Ground samples were analysed in a Dumas elemental analyser interfaced to an isotope mass
spectrometer (Europa Scientific Ltd, Crewe, England) to obtain δ15N values to provide an indication of
N sources in each stream reach.

2.4. Data Analysis

To test the hypothesis that fencing would improve the state of ecosystem health, differences
between Fenced and Unfenced sites across all age groups were assessed using paired t-tests (two-sample
for mean). To test the hypothesis that time since fencing would improve ecosystem health, we applied
an univariate permutational analysis of variance (PERMANOVA) [62] of log (x + 1) transformed
physical and functional response variables measured at a site level (n = 22). The analyses included
‘Treatment’ as a fixed factor with two levels (Fenced and Unfenced), ‘Site’ as a random factor and ‘Time
since fencing’ as a continuous covariate. All tests were performed using 9999 permutations of residual
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under a reduced model and type I sum of squares calculated (sequential) to allow the inclusion of a
continuous covariate. Hence, p-values are obtained by permutation, thus avoiding the assumption of
normality [63]. Univariate PERMANOVA tests were conducted using the software PRIMER 7 [64] and
the PERMANOVA add-in [65].

When there was a significant effect of Treatment on CTSL, we tested for any effects of time
since fencing by fitting a second linear mixed model to the data from fenced sites only (n = 252).
The model also accounted for the effects of physical variables, including slope, upstream native
vegetation, catchment buffer proportion, % of fine sediment, temperature, stream depth, stream width
and channel width. Initial data exploration was conducted following Zuur et al. [66]. Predictor
variables were centred, scaled and Box-Cox transformed before the analyses. Because water depth
was negatively correlated with slope and channel depth was positively correlated with channel
width they were dropped from the model (VIF > 3). Site was included as a random effect in the
model to account for the spatial correlation resulting from the paired nature of the sampling design.
Additionally, ‘cotton strip’ was considered as a random effect nested in ‘Site’ to account for the repeated
measure design. The variability of fixed and random effects justified the use of marginal pseudo-R2

(accounting for fixed effects) and conditional pseudo-R2, accounting for fixed and random effects, [67].
Model outputs were represented as partial effect plots for each predictor. Linear mixed models were
fitted using the library lme4 [68] of the software R [69].

3. Results

3.1. Physical Habitat

The differences in physical stream habitat were not as prominent as expected between fenced and
unfenced sites. However, fenced sites had significantly wider vegetated riparian zones and higher
levels of stream shading than their paired unfenced sites. Shade estimates were significantly higher for
fenced (mean = 58.1%) than unfenced (mean = 25%) stream reaches (T(10) = 3.30, p < 0.05; Figure 2a;
Table 2). Whatawhata and Waitomo fenced sites had the highest shading (95%; Figure 2) and the
Kakahu fenced site the least shading within fenced sites (10%; Figure 2a). There was no difference in
canopy height between the two treatments (T(10) = 1.34; p = 0.21) and the level of shading did not
depend on time since fencing (Table 3).

Daily dissolved oxygen (DO) saturation ranged from 76.9% (Matarawa unfenced) to 128.2%
(Taupo fenced) and mean DO saturation was not significantly different between fenced and unfenced
sites (Table 2). Likewise, maximum daily water temperature was not influenced by treatment nor
time since fencing (Tables 2 and 3), and ranged from 10.6 ◦C (Taupo fenced) to 21.4 ◦C (Tapapakanga
unfenced).

Bed substrate type was similar at fenced and unfenced sites (except at Whatawhata, Little Waipa
and Tapapakanga; Table 1) with no significant differences in dominant bed substrate percentage
between treatments (T(10) = 0.32, p = 0.76). Most sites had gravel (2–64 mm) as the dominant bed
substrate, followed by silt (< 0.063 mm), pumice (0.063–2 mm) and then cobble (>64 mm; Table 1).
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p

p

Figure 2. Bar plots showing fenced (grey) and unfenced (white) paired stream reaches for (a) % shade
and (b) % cotton tensile strength loss per degree day (CTSL/dd) ordered by time since fencing.

3.2. Functional Variables

3.2.1. Organic Matter Retention

Dowel and gingko analogues were primarily retained by bank vegetation (i.e., grasses, flax and
ferns), with dowels generally floating on the water surface and gingko leaves being neutrally buoyant.
Triangles sank to the stream bed immediately post release and were primarily retained by stream bed
vegetation and substrate. Analogues had the slowest deposition velocity at the fenced Little Waipa reach
(0.27 mm/s, Gingko leaves) and fastest at the fenced Waitomo reach (18.1 m/s, Triangles). There were no
significant differences in deposition velocities between treatments for all analogues (Dowel T(10) = 1.4,
p = 0.18, Gingko T(10) = 0.08, p = 0.93; Triangle T(10) = 0.43, p = 0.67; Tables 2 and 3) and time
since fencing did not have a significant effect on organic matter retention rates (Dowel F(1, 10) = 0.31,
p = 0.62; Gingko F(1, 10) = 0.45, p = 0.52; Triangle F(1, 10) = 1.53, p = 0.25; Table 3).
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3.2.2. Ecosystem Metabolism

Gross primary production ranged from 0.03 g O2/m2/d (Matarawa unfenced) to 10.9 g O2/m2/d
(Little Waipa fenced; Table 2). There was no significant difference in mean GPP between the two
treatments and time since fencing did not influence GPP (Tables 2 and 3). Ecosystem respiration
(ER) ranged from 0.70 g O2/m2/d (Tapapakanga unfenced) to 17.80 g O2/m2/d (Little Waipa fenced).
There were no significant differences between treatments and time since fencing did not affect ER
(Tables 2 and 3).

3.2.3. Organic matter processing

Mean wood mass loss rates were slowest at the unfenced Raglan stream reach and fastest at the
Kakahu unfenced stream reach (0.03%/dd and 0.13%/dd, respectively). There was no significant
difference between treatments and time since fencing did not influence wood mass loss rates
(Tables 2 and 3).

There was a strong correlation between CTSL/dd and CTSL/d (unfenced R2= 0.95, fenced R2 = 0.56)
and so only results for CTSL/dd are presented. Across all sites, CTSL/dd ranged from 0.2% (Raglan
unfenced) to 0.6% (Taupo fenced) (Table 2; Figure 2b). There was an indication of a treatment effect on
CTSL/dd with slightly faster CTSL rates at fenced sites (mean = 0.40; Figure 3) compared to unfenced
sites (mean = 0.34; Figure 3), but there was no significant difference between treatments (i.e., p = 0.07;
Table 2). Slope had a positive effect on CTSL/dd, whereas both fine sediment and stream width had a
negative effect on CTSL/dd (Figure 3). There was a significant positive effect of time since fencing on
CTSL/dd within fenced sites (Figure 4). The fixed effect part of the model (i.e., Time since fencing)
accounted for 32% of the variability in the data (marginal pseudo-R2), whereas the random and fixed
effect models combined explained 91% of the variation of the CTSL/dd data.

3.2.4. Nutrient transformation

We observed no significant difference in the δ15N of primary consumers between treatments
(Table 2). Further, time since fencing did not influence δ15N (Table 3). Delta 15N ranged from 3.2%�
(Taupo unfenced) to 9.9%� (Kakahu unfenced).
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pp

p

Figure 3. Partial plots of the effects of (a) treatment, (b) slope, (c) fines and (d) stream width on %
cotton tensile strength loss (CTSL) per degree day (dd) fitted using a linear mixed model for fenced and
unfenced sites. Note differences in scales on the y-axes.
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p

Figure 4. The effect of time since fencing on % cotton tensile strength loss (CTSL) per degree day (dd)
fitted using a linear mixed model within fenced sites.

4. Discussion

In our study, we tested the effect of restoration on stream health with a focus on improved
ecosystem function as an outcome. We expected to see improvements in stream ecosystem health
(i.e., from modified to less modified) for several of the 19 physical and functional indicator variables
measured in our study. However, only shade showed a significant difference between treatments,
with higher shading observed at fenced than at unfenced sites. Our results agree with Clary [70]
who found that stream shade responds reasonably quickly (i.e., 5–10 years) to livestock exclusion (for
example through fencing) and the subsequent establishment of canopy cover. But because fencing is a
well-recognised restoration technique for physical water quality indicators [7–9], we were surprised to
see that the majority of physical measures was unresponsive to our treatment. In a previous study
of nine of our 11 paired sites, positive improvements in water clarity and channel stability had been
observed between five and 20 years following fencing [7]. These previous results suggest that our
study design is sufficient to detect physical changes in stream health in the medium term, but does
not necessarily account for temporal and spatial variation in physical and functional responses in the
medium to long term.

With regards to process-based restoration, because there are few restoration activities that are
explicitly designed to restore river processes [71], there is very little scientific evidence on the response
of functional measures to restoration to date [30,47,72]. For example, Giling et al. [30] detected only
marginal evidence of decreased GPP at replanted reaches compared to untreated reaches, despite an
increase in canopy cover. In our study, both fenced and unfenced stream reaches displayed a range
of stream health from ‘poor’ to ‘healthy’ condition according to Young et al. (2018). Surprisingly,
a significant treatment effect on GPP was not observed in relation to the significant treatment effect on
shade. Our data did not support hypothetical recovery trajectories (Figure 1) that predict diverse yet
parallel recovery for physical and functional variables. Although, our analysis tested for predominantly
linear responses over time and not the nonlinear trajectories predicted for deposited sediment (due to
bank collapse as streams wide following fencing) or organic matter processing (due to change in organic
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matter input). In terms of restoration, this raises the interesting question whether stream structure
needs to be restored first before improvements in stream function can be found, or if restoration of
structure and function can happen simultaneously?

Of the eight functional indicators measured, cotton tensile-strength loss was the only one that
responded to fencing, correlated with stream bed slope, stream width and fine sediment load. Streams
with well-established bank and riparian vegetation generally have higher stream bank stability
and substrate stability [73,74], which in turn reduces the physical effects of sediment flushing on
microbial communities. Considering that volcanic pumice and silt are dominant substrates in our
study catchments, smothering of microbes or impacting on macroinvertebrate habitat might explain
the observed reduction of CTSL [75–77]. On the other hand, fine sediment can bind nutrients and
consequently cotton breakdown has been shown to be faster at sites with higher sediment input due to
elevated nutrients [36]. However, we did not observe any such quasi-nutrient effects, suggesting that
the inhibitory physical effects of sediment were more important than sediment nutrient concentrations
for CTSL in our study. In general, leaf litter breakdown rates, and in particular CTSL, are lower in
streams with high levels of deposited fine sediment input [18,39,78].

Our results suggest that CTSL is also likely to increase as the streambed gets steeper and decrease
as streams get wider, though it is not clear to us how these relationships relate to stream fencing.
Parkyn et al. [79] demonstrated how stream widening can occur following the establishment of riparian
buffers in similar agricultural streams. However, bed gradient is driven by catchment-scale rather
than reach-scale processes. We did not conduct any longitudinal analysis, specifically testing for the
overriding effect of the catchment on our findings. A clear avenue for future restoration studies is to
view functional responses in the context of catchment-scale drivers.

Other than cotton-tensile strength loss, none of the other functional indicators measured showed
a significant response to streamside fencing. This may be due to the one-off nature of sampling,
with each indicator measured on a single day (or two days for ecosystem metabolism). Previous
studies have shown high day-to-day variability in stream functions [80,81] that if not considered may
be greater than the variation due to fencing effects. In contrast, cotton strips are deployed for seven
days providing a time-integrated treatment effect on organic matter processing. However, by this
logic, wooden sticks which were deployed for 90 days should also have responded significantly to the
treatment, and likewise the δ15N of primary consumers should provide a time-integrated indicator of
nutrient transformation. Instead, our results highlight the high spatial variability in stream function
and suggests that to properly test the effectiveness of streamside fencing on stream function, greater
spatial and, or temporal sampling is required.

The lags and legacies constraining restoration outcomes are well recognised [14,82], so,
after 30 years, we expected to see a change in stream health from impacted to less-impacted as
fenced riparian buffers aged. Cotton tensile-strength loss significantly increased with time since
fencing, most likely driven by increased organic matter input related to increased canopy cover
up to a certain stream size (7 m in our study). Energy pathways in smaller streams, such as in
our study, are supported largely by allochthonous organic matter [83], so small streams without
riparian vegetation are likely to experience a lack of organic matter input and hence a lack of organic
matter cycling. We, therefore, suggest that fencing is a suitable restoration technique to assist in the
establishment of microbial communities through riparian leaf litter input in small streams, facilitating
the recovery of stream ecosystem health. But we also highlight the phenomenon of hysteresis during
stream restoration through the re-establishment of riparian vegetation post fencing and the associated
long timeframes until quantifiable benefits to stream ecosystem health can be detected.

We were unable to demonstrate any effects of time since treatment for any of the physical variables
tested. Shading was significantly greater at fenced sites, but time since fencing had no effect on the
amount of shade on the water surface. In fact, Whatawhata (our ‘youngest’ fenced site) showed the
highest shade records of all sites, while shading at Kakahu (one of our ‘oldest’ fenced sites) was the
same at fenced and unfenced stream reaches. This high site-to-site variability was evident for most
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variables tested, and for most sites it was not possible to infer a link between restoration effort and a
given response variable. This is not unusual in studies which aim to quantify restoration success on a
reach-scale, while degradation occurs at the catchment-scale [71]. For example, Giling et al. [84] found
that macroinvertebrates showed no response up to 22 years after replanting at the reach-scale due to
the overriding effects of catchment-scale degradation.

Our study is unique in that it assessed the response of both functional and physical indicators of
stream health to restoration over more than three decades. We hypothesised that a change in stream
function would occur, indicative of improving stream health, over time and increasing spatial scales.
However, our data did not follow a linear or ‘rubber band’ pattern of improvement. Tiegs et al. [35]
found large variations in cotton strip tensile-strength loss among the three regions studied and
among the streams within those regions, suggesting sensitivity to variation in sub-catchment and
catchment-scale environmental conditions. Natural environmental variation could moderate the
effects of land use and restoration efforts on stream health. In-stream habitat structure and organic
matter inputs are determined primarily by local conditions such as vegetation cover at a site, whereas
nutrient supply, sediment delivery, hydrology and channel characteristics are influenced by regional
conditions, including landscape features and land use / cover at some distance upstream and lateral to
stream sites [85]. Considering that habitat degradation often occurs at catchment scales, considerable
restoration at larger scales may be required before any improving stream ecosystem responses to
restoration can be seen at a reach scale [13,71]. Reach-scale restoration has been shown to have
very little to no effects on biological indicators [7,12,86], however, it is well documented that width,
continuous canopy and length of forested riparian zones determine the effectiveness of restoration of
stream structure [87–91]. As for functional responses, Giling, Grace, Mac Nally and Thompson [30]
demonstrated marginally improved ecosystem metabolism 17 years after riparian restoration in stream
reaches shorter and narrower than ours and they suggested that metabolic response would take longer
and be less pronounced in larger channels. Our results suggest that after 34 years metabolic recovery
to a ‘healthy’ state may still not be achieved by passive riparian restoration via streamside fencing.

Regarding the proportion of study reaches within a catchment, our data indicated that fenced
catchment proportions around 1% are likely to have some beneficiary effects on stream health.
For example, shade, organic matter retention rates and water temperature for the fenced Whatawhata
reach (5 years old; 1.73% of total catchment proportion) and the fenced Taupo reach (34 years old;
1.02% of total catchment proportion) pointed towards an improvement in these variables. One percent
was the highest proportion within a catchment area that was fenced in our study, and we suggest
that any proportion of riparian vegetation > 1% of total catchment area may have a positive effect on
stream health, independent of the establishment age. In a study conducted 10 years earlier on the
same sites, significant improvements in visual water clarity and channel stability were observed [7].
Similarly, Holmes [20] identified a minimum 1 km length of 5-m-wide riparian vegetation was required
to improve habitat heterogeneity in small agricultural streams. We recommend further research
on the effects of small-scale restoration (that is treatment size of 1%–10% of the total catchment
area) on functional metrics to elucidate the optimal restoration effort to achieve improved ecosystem
health in agricultural streams. Future research should include (1) increased temporal sampling to
characterise restoration trajectories and improve sample size, as our study constitutes a single post
restoration sample for each pair of sites; (2) concurrent measurement of riparian structure (e.g., floristic
composition), channel and in-stream morphology, water quality and biological characteristics, alongside
functional indicators of biophysical processes, to elucidate the relationship between structural and
functional restoration; and (3) improved definition of the restoration treatment within the catchment
(e.g., placement, relative scale and level of active management), to inform the optimal design of future
riparian restoration. Space-for-time analysis did not yield the results we initially had hypothesised,
emphasising the complex pathway of stream restoration from fencing and the ongoing need for an
integrated assessment approach. This means functional as well as physical and biological structural
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variables need to be included in monitoring of long-term restoration efforts (>30 years) to successfully
determine if an improvement in stream health has occurred.

In conclusion, our comparison of 11 paired small streams in central North Island of New Zealand
showed that of the 19 physical and functional variables that were tested, only cotton tensile-strength
loss and stream shade were higher within fenced sites compared to unfenced sites. This indicates that
fencing is likely to influence stream ecosystem function; however, restoration needs to be at a sufficient
scale, before any observable effects can be made. Small-scale (<2% of the upstream catchment area)
efforts to fence the riparian zones of streams appear to have little effect on ecosystem function and we
strongly emphasize the confounding effects of large site-to-site variability and the overriding effects of
catchment degradation on reach-scale restoration.
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Abstract: Thermal pollution of rivers degrades water quality and ecosystem health, and cities can
protect rivers by decreasing warmer impervious surface stormwater inflows and increasing cooler
subsurface inflows and shading from riparian vegetation. This study develops the mechanistic i-Tree
Cool River Model and tests if it can be used to identify likely causes and mitigation of thermal
pollution. The model represents the impacts of external loads including solar radiation in the absence
of riparian shade, multiple lateral storm sewer inflows, tributaries draining reservoirs, groundwater
flow, and hyporheic exchange flow in dry weather steady flows and wet weather unsteady flows.
The i-Tree Cool River Model estimates the shading effects of the riparian vegetation and other features
as a function of heights and distances as well as solar geometry. The model was tested along 1500 m
of a New York mountain river with a riparian forest and urban areas during 30 h with two summer
storm events in 2007. The simulations were sensitive to the inflows of storm sewers, subsurface
inflows, as well as riparian shading, and upstream boundary temperature inflows for steady and
unsteady conditions. The model simulated hourly river temperature with an R2 of 0.98; when shading
was removed from the simulation the R2 decreased 0.88, indicating the importance of riparian shading
in river thermal modeling. When stormwater inflows were removed from the simulation, the R2

decreased from 0.98 to 0.92, and when subsurface inflows were removed, the R2 decreased to 0.94.
The simulation of thermal loading is important to manage against pollution of rivers.

Keywords: River thermal pollution; Mechanistic model; Urban hydrology; Riparian shading;
Heat balance

1. Introduction

Excessive river temperatures are detrimental to water quality and ecosystem health [1].
River warming can result from increased inflows of warm point and non-point source discharges,
decreased inflows of cool sub-surface waters, removal of riparian shade, increased air temperatures,
and changes in channel substrate and depth that increase absorption, conduction, and convection in
heat transfer [2–4]. River thermal pollution is often associated with discharges of coolant water used
by industry, but it is also associated with land-use change, including urbanization, river impoundment,
channel management, and regulation [5,6]. River temperature is a critical water quality parameter
for riverine systems, that affects the saturation of dissolved oxygen [7,8], kinetic reactions and
resulting pollutant concentrations [9,10], and fish distribution, metabolism, growth, reproduction,
and mortality [11,12]. Urbanization can elevate river temperatures through changes in riparian land
cover which affects shade on the water surface, through river morphology which affects water depth,
surface area, and velocity, and through flow connectivity with groundwater, stormwater, and other
point and non-point source inflows [13–18]. When precipitation strikes hot impervious surfaces of
urban areas, this generates warmer stormwater relative to the temperature of river water [19–21].

River temperature management and mitigation of thermal pollution are best planned with
simulation models that enable scenario evaluation, to explore relationships between river temperature
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response and drivers that vary in space and time [22,23]. Caissie [24] provides a review of research
into the spatial and temporal drivers of river temperature, and the evolution of modeling approaches,
including statistical models and cause-effect deterministic models, which we call mechanistic models.
An illustration of field observed spatial and temporal variation is provided by Webb et al. [25]
who monitored 11 reaches in south-west England, through July 1992 to February 1993, noting
a correspondence between variations in hourly river temperature and variation in discharge and
drainage area (180 km2 to 0.4 km2), channel surface area (17 m2 to 439 m2), depth (0.1 m to 0.5 m),
slope (0.002 to 0.05), orientation (north-south to east-west), and riparian cover (pasture to dense
woodland). They found drainage basin land cover, especially riparian vegetation, overwhelmed other
drivers of temperature. In two separate studies of more than16 rivers in the Washington, DC area,
it was determined that runoff from impervious land uses entering rivers through urban storm sewers
was the major thermal stressor, causing rapid (< 3 h) surges in temperature greater than 3 ◦C [1,26].

A comprehensive mechanistic model developed for river managers is Heat Source [27],
which allows the user to specify local climatology, hydrology, morphology, and land use into Microsoft
Excel and ESRI Arc View software, to simulate spatial and temporal variation in river temperature
as a function of shortwave and longwave radiation, sensible and latent heat, riverbed conduction,
and inflows from tributaries, groundwater, and hyporheic exchange. Data and algorithm limitations
can constrain utilization of input-intensive mechanistic models, but these limitations can sometimes
be overcome with innovations. Yearsley [28] developed a semi-Lagrangian scheme to advect river
heat within a large river network when channel morphology data needed by Heat Source [27] and
similar models (e.g., HSPF, CE-QUAL-W2, and QUAL2K) were not measured. To better capture
abrupt changes in velocity and riparian shading, Crispell [29] created a retention time alternative
to the advection-dispersion routing algorithm used in Heat Source [27], which maintains numerical
stability at very fine spatial but coarse temporal discretization. For cases when observed boundary
condition data are not available, Sun et al. [18] modified the DHSVM–RBM mechanistic model of river
temperature to use Mohseni et al. [30] non-linear regression between weekly air temperature and river
temperature to generate the upstream river temperature time series needed as a boundary condition.

The portability and accessibility of river temperature models are significant limitations for users
interested in river management, pollution mitigation and restoration scenarios. The Heat Source model
provides a balance between scenario simulation options and model parsimoniousness that made it
our choice as the base code for developing a free, open-source, lower-complexity river temperature
model useful in river pollution mitigation and restoration. The complexity of HSPF, CE-QUAL-W2,
and QUAL2K is high, each containing many non-temperature routines, and CE-QUAL-W2 representing
a 2-dimensional (2D) domain. These three models do not simulate ecological processes important
in scenario analysis, including hyporheic exchange and temporal variation in the riparian shade;
HSPF does have a pre-processor to provide temporal variation in riparian shade, which we use in
our code development [14]. Glose et al. [31] noted that the major limitation of Heat Source [27] is
lack of automation in making multiple simulations for parameter calibration and sensitivity analysis,
given it is written in the Visual Basic for Applications language within Microsoft Excel. Glose et
al. [31] addressed this limitation by using Matlab, a well-supported scientific programming language,
to create the steady state model HFLUX, which represents many of the mechanistic processes in Heat
Source. The HFLUX model [31] does not include the shade factor estimation and unsteady state routing
algorithms of Heat Source [27], which are important in cases of temporal variation in shading and
storm flow dynamics. Unfortunately, neither Heat Source [27] nor HFLUX [31] can be compiled into
an executable, and therefore cannot be deployed outside of the VBA or Matlab environment.

This study created the i-Tree Cool River Model to address limitations of the Heat Source [27]
and HFLUX [31] models and advance mechanistic model simulation of river management, pollution
mitigation, and restoration scenarios in a parsimonious manner. The i-Tree Cool River Model is
designed to allow for flexible shading factor algorithms, steady and unsteady flow, as well as other
heat and mass transfer processes. The i-Tree Cool River Model is an open-source tool written in
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C++, and its package contains the routines and an executable file for running the code, which can be
downloaded from http://www.itreetools.org/research_suite/coolriver. The model executable is called at
the command line along with a configuration extensible markup language (XML) file, which includes
the required initial information. The i-Tree Cool River Model C++ algorithms can be edited and
recompiled with Visual Studio 2017 Community Edition or later, which is freeware. The simulation
output includes the simulated river temperature and the heat fluxes.

The objectives of this paper are to present the theory of the i-Tree Cool River Model, to apply the
model in a case study with unsteady stormwater inflows, and to evaluate the importance of the heat
and mass transfer processes. To that end, following the model development, the manuscript provides
a model testing to address the application of the model. The science questions are: When analyzing
sources of thermal pollution, and possible mitigation scenarios, what is the relative contribution of
(a) storm sewer inflows, (b) subsurface inflows of groundwater and hyporheic exchange, (c) riparian
shading and weather, on the accuracy of simulated river temperature?

2. Methods

2.1. Heat Flux Formulation

The i-Tree Cool River Model simulates an advection-dispersion equation with inflows and heat
fluxes following Martin et al. [32]

∂Tw

∂t
= −U

∂Tw

∂x
+ DL

∂2Tw

∂x2 + Rh + Ri (1)

where Tw is the cross-sectional averaged river temperature (◦C), t is time (s), U is the reach average
flow velocity (m/s), x is river distance (m), DL is the dispersion coefficient (m2/s), Rh is the heat flux
reaction term, also known as heat transfer [3,27], and Ri is the reaction term of the external inflows.
When Ri is combined with the advection and dispersion terms in Equation (1), they are collectively
referred to as mass transfer [3,27]. The Rh and Ri are defined as

Rh =
Φnet

ρCpy
(2)

Ri =
QWTW + QGWTGW + QHypTHyp + QSSTSS

Qi + QGW + QHyp + QSS
− TW,t−1 (3)

where Φnet is the net exchange of thermal energy (W/m2), ρ is the water density (kg/m3), Cp is the
specific heat capacity of water (J/kg ◦C), y is the average water column depth (m), Q is discharge
(m3/s), T is water temperature (◦C), and subscripts W is the river flow, GW is groundwater flow, Hyp is
hyporheic exchange, and SS is stormwater inflow, t− 1 is prior time step. River velocities, dispersion,
and inflows are calculated using standard methods, described in Supplementary Materials Section S1.
The subsurface inflows distinguish between hyporheic and groundwater inflows due to their different
environmental processes and use a separate mathematical formulation for each term. For surface
inflows, users can include tributaries in place of storm sewers, and assign an unlimited number of
surface inflows for each cross section.

The net exchange of thermal energy is defined as in Boyd et al. [27] as

Φnet = Φlongwave + Φshortwave + Φlatent + Φsensible + Φsediment (4)

where the Φ is the heat flux (W/m2), and subscripts net is the net heat flux at the water surface, longwave
is the longwave radiation flux at the water surface, shortwave is the shortwave radiation at the water
surface, latent is the latent heat flux from evaporation, sensible is the sensible heat flux representing the
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convective thermal flux from the water surface, and sediment is the bed sediment heat flux representing
conduction forcing at the water column interface.

The longwave radiation flux in Equation (4) is composed of positive downward fluxes from the
atmosphere and land cover over the water surface, and a negative upward flux from the waterbody to
the air, following the approach of Boyd et al. [27]

Φlongwave = Φatmospheric
longwave + Φlandcover

longwave + Φback
longwave (5)

where Φatmospheric
longwave is the atmospheric flux (W/m2), Φlandcover

longwave is the land cover flux (W/m2), and Φback
longwave

is the back-to-air flux (W/m2). Atmospheric longwave radiation is a function of air temperature and
exposure from the river surface to the atmosphere, called the view-to-sky factor (f ), calculated using
Boyd et al. [27]

Φatmospheric
longwave = 0.96εatmσ(Tair + 273.2)4min( f1, f2, f3) (6)

where Tair is air temperature (◦C), the εatm is the emissivity of the atmosphere (0 to 1), σ is the
Stefan-Boltzmann constant (5.6696 × 10−8, W/m2K4), and min(f 1, f 2, f 3) is the minimum of the three
view-to-sky factors (0 to 1), where f 1 represents building effects, f 2 represents vegetation effects, and f 3

represents topographic effects (Figure 1). The emissivity of the atmosphere εatm is calculated using [33]

εatm = 1.72(
0.1ea

Tair + 273.2
)

1
7
(1 + 0.22CL

2) (7)

where ea is the actual vapor pressure (mbar), and CL is the cloudiness, which ranges from 0 for a clear
sky to 1 for full cloud cover [34].

Figure 1. Shading of the river surface. A cross-sectional view, in which BSA is the building shading
angle, VSA is the vegetation shading angle, and TSA is the topographic shading angle. hbuilding, htree,
and hbank are building, vegetation, and bank heights respectively. Dbuilding, Dcanopy, and Dbank are
building to the bank, canopy to the bank, and bank.

The view-to-sky factors value of 1 indicates a full unobstructed sky view [27,35,36]. The general
sky-view-factor formula for fi is computed for each cross-section based on Chen et al. [14]

fi = 1− 2
π

SAi (8)
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where i indicates the object at that cross-section, where 1 = building, 2 = vegetation, or 3 = topography;
and SA is the shade angle (radians), computed as and hc is the combined height of the objects above
the water (e.g., if a tree is set on a hill, hc = htree + hbank), and max (Di) is the maximum distance from all
objects at that cross-section to the edge of the water.

SAi = tan−1
(

hc

max(Di,1−3)

)
(9)

The land cover longwave radiation in Equation (5) also uses the view-to-sky factors. The land
cover radiation represents the land cover, e.g., vegetation such as trees’ influence on water temperature,
and the model by default sets land cover temperature equal to atmospheric temperature, following the
approach of Boyd et al. [27]

Φlandcover
longwave = 0.96(1−min( f1, f2, f3))0.96σ(Tair + 273.2)4 (10)

The waterbody to air radiation term in Equation (5) is a function of water temperature, representing
heat flux emitted from the water surface, following the approach of Boyd et al. [27]

Φback
longwave = −0.96σ(Tw + 273.2)4 (11)

where the TW is the river temperature (◦C).
See the Supplementary Materials, Section S2 for the methods used to find the remaining right-hand

side terms in Equation (4), which are short wave radiation, latent heat flux, sensible heat flux, and bed
sediment heat flux. Table S1 lists the 10 input files required by i-Tree Cool River, and names and
describes the parameters in each of the files.

2.2. Study Area and Model Inputs

The i-Tree Cool River Model’s accuracy in representing thermal loading was tested in unsteady
state (i.e., wet weather) using unpublished data from 11 to 12 June 2007 for a 1500 m reach of Sawmill
Creek, in Tannersville, New York (42.1955 N, 74.1339 W, WGS84). Sawmill Creek is a second-order
mountainous river with varying watershed land use, starting in forests and transitioning to urban land.
At the end of the Sawmill Creek study reach, the time of travel was approximately 30 min and the
upstream watershed area is 8.16 km2, which includes a nested urban watershed of 1.8 km2 draining to
the river in storm sewers (Figure 2a,b). Sawmill Creek flow at the upstream boundary was estimated
using stage-discharge relations, monitoring stage with pressure transducers (manufactured by Global
Water Instruments) at the upstream and downstream stations (0 m and 1500 m respectively) and in
storm sewers. Stage was converted to discharge using the Manning equation, with stage converted to
channel area and hydraulic radius using geometry relations, and the Manning roughness coefficients
estimated from pebble counts Wolman [37] at each cross section by Crispell et al. [29]. We installed
compound weir plates in the sewers and used the weir plate manufacturer equations to convert stage
to discharge for the storm sewer inflows. Observed storm flows were corroborated with simulated
flows by the i-Tree Hydro model (Yang, et al. [38]), calibrated to match the estimated baseflow.

Rainfall occurred twice during 12 June 2007 the first time with a 2 h duration totaling 3.3 mm and
the second time with a 3 h duration totaling 8.4 mm. The storm sewer inflows were active during dry
and wet weather, in dry weather due to illicit connections draining buildings, and in wet weather due to
storm runoff. Crispell et al. [29] monitored river temperatures and storm sewer drainage temperatures
at 12 river stations in the Sawmill Creek reach and the two inflow locations at 10-minute intervals
using ibutton temperature data loggers, which were used to set boundary conditions. The temperature
monitoring ibuttons in Sawmill Creek reach were strategically placed and considered representative of
the reach temperature, capturing the influence of stormwater inflows after they had distance to mix
with the channel water [29]. In the upstream section of the reach, between the cross section at station
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0 m and a station at 600 m, the observed average river temperature increased by 0.03 ◦C per 100 m
(3.3%), and between the cross section at station 900 m and a station 1500 m, temperature increased by
0.008 ◦C per 100 m (1%). In the middle section of the reach, between the cross section at station 600 m
and station 900 m, the temperature increased by 0.1 ◦C per 100 m, three times the rate of the upstream
reach, an increase attributed to the warming effect of the Tannersville’s storm sewer inflow (Table S2).

The i-Tree Cool River was also tested in steady state mode, e.g., no rainfall events, for a 475 m
reach of Meadowbrook Creek (43.0306 N, 76.0680 W, WGS84), a first order and urbanized river in
the city of Syracuse, New York (Figure 3a,b). Flow at the upstream boundary, cross section survey
data, and river temperature at 30 monitoring locations at 5-minute intervals were provided by Glose et
al. [31], who used these data to develop HFlux. We simulated the 5-day period of 13–19 June 2012.

 

Figure 2. (a) New York State with the Sawmill Creek study area denoted by the star. (b) Monitoring
stations and reach distances along Sawmill Creek.

The i-Tree Cool River Model simulated Sawmill Creek using input data from multiple sources.
Specification of hourly weather data, including air temperature Tair, dew point temperature Tdew,
shortwave radiation Sin, fraction cloudiness C, and wind speed Uwind were obtained from the National
Solar Radiation Data Base (NSRDB) station ID#1227776, located 23 km from the study site. The NSRDB
provides satellite estimated surface radiation at 30 min intervals. The shading factor, SF, in Equation
(S2) and view-to-sky coefficients, f in Equation (S4) were estimated at 1 m intervals along Sawmill
Creek using the TTools algorithm from observations of riparian vegetation and aerial images of the
study area [29]. The river base width and bank slope were obtained from field surveys at each cross
section [29], which defined the irregular pattern of river widening and narrowing. The simulated
Sawmill Creek reach was delineated into 15 segments considering the locations where the temperature
was observed, with segment lengths no greater than 100 m, which resulted in a simulation timestep
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of 0.5 seconds to satisfy the i-Tree Cool River Model stability criteria. The simulations represented
the observed conditions, as well as alternative scenarios to determine model sensitivity to shading,
subsurface inflow, and the calculated upstream boundary condition, which are sometimes difficult to
obtain. Our calculated upstream boundary condition was derived with Mohseni et al. [30] Equation (12),
a non-linear regression between air temperature and river temperature.

TW = μ+
α− μ

1 + eγ(β−Tair)
(12)

In the equation, the coefficient α is the estimated maximum stream temperature, γ is a measure of
the steepest slope of the function, and β represents the air temperature at the inflection point.

 

Figure 3. (a) New York State with the Meadowbrook Creek study area denoted by the star. (b) Monitoring
stations and reach distances along Meadowbrook Creek.

Our observed upstream boundary condition was obtained from ibutton thermistor measurements.
We analyzed the simulated and observed river temperatures for each of the cross sections averaged
with respect to time to obtain a 30-hour average at each of the 12 cross sections. Simulations were
written hourly for each cross section, which can be written at any timesteps for each meter of the river.
We ran this simulation using Equations (5) to (11) for longwave radiation, Equation (S2) for shortwave
radiation, Equation (S11) for latent heat, Equation (S12) for sensible heat, and Equation (S15) for the
sediment heat.

3. Results

3.1. Model Evaluation

A scatterplot of the 30-hours of simulated and observed river temperatures for each of the 12
cross sections along the 1500 m of Sawmill Creek reach provides insights on the relative goodness
of fit for each cross section and associated drivers of i-Tree Cool River Model accuracy (Figure 4).
At cross section 1, along the upstream boundary, as expected, the observed boundary condition,
resulted in a model fit with an R2 of 1.0. Downstream, the fit degraded. Initial conditions of 14.7 ◦C
for all cross sections caused the largest deviations between simulated and observed temperatures
for most scatterplots. The model underestimated observed temperatures at cross sections 4 to 12 by
approximately 1 ◦C, while upstream cross section temperatures were cooler and closer to the initial
condition. The falling limb of storm event hydrograph corresponded with deviations in simulations at
22:00 hours of day 1 and 02:00 h of day 2 for cross sections 9 to 12, overestimating temperatures by
approximately 0.3 ◦C and 0.5 ◦C, respectively.
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Figure 4. Observed versus simulated river temperatures for the 12 cross sections (XS) and stations from
0 m to 1500 m in Sawmill Creek. The coefficient of determination, R2 for each cross section is shown in
the plot.

The i-Tree Cool River model simulated hourly water temperatures were not significantly different
than the observed, for reach averaged data, based on the p-values calculated using a paired-samples
t-test and the α = 0.05 (See Table S3 for more details). The 30-hour average simulated and observed
river temperature, along the entire 1500 m Sawmill Creek reach, increased by 0.4 ◦C at a slope of
approximately 0.02 ◦C per 100 m, but with longitudinal variation in that slope. For the 1500 m reach,
the model had a root-mean-square error (RMSE) of 0.03 ◦C and a coefficient of determination (R2) of
0.98 with a p-value of 0.87 which was greater than the α of 0.05. The model simulated the relatively
rapid increase in water temperature recorded by the sensors, between cross section 600 m and 900 m,
corresponding to the reach with storm sewer inflow. This relatively rapid increase in temperature
leveled at station 900 m, which is the first station downstream of the last storm sewer outfall. Relatively
warm water in the Tannersville storm sewer entering Sawmill Creek between cross sections at station
600 m and at station 900 m was a major driver of the i-Tree Cool River Model forecasting a rise in
river temperature during both wet and dry weather conditions (Figure S1a). During the wet weather,
a total of 7 hours, the rate that simulated river temperature increased from station 600 m to station
900 m at a rate of 0.32 ◦C per 100 m (Figure S1b), much steeper than during dry weather. During dry
weather, the simulated river temperature from station 600 m to station 900 m increased at a rate of
0.04 ◦C per 100 m (Figure S1c), approximately 12% of the wet weather slope. The i-Tree Cool River
algorithms for shading, net groundwater discharge, hyporheic exchange, and upstream boundary
condition temperature influenced the simulation of longitudinal river temperature and the model
goodness of fit. In all of the scenarios, the calculated paired t-test p-values were smaller than the
α = 0.05, rejecting the null hypothesis, H0 of a significant difference between the means of the simulated
and observed reach averaged river temperatures (See Table S4 for more details). When the shading
algorithm was disabled, i.e., no shade was simulated, the i-Tree Cool River Model overestimated the
river temperature for all cross sections by 0.34 ◦C, at a rate of 0.02 ◦C per 100 m, for the 30-hour period,
11 to 12 June 2007 (Figure S2), and the model RMSE increased to 0.36 ◦C and the R2 decreased to 0.88.

Diurnal sinusoidal patterns of simulated and observed river warming and cooling were driven by
the heat balance but disrupted by abrupt pulses of inflow due to warm runoff during the two storm
events on 11 and 12 June 2007. The Sawmill Creek mean temperature, the average of measurements at
the 12 cross sections, diurnally peaked at 15.8 ◦C by 15:00 h June 11, 2007 (Figure 5a), two hours after
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the peak in shortwave radiation (Figure 5b). By 20:00 hours, shortwave radiation has declined to 0,
net radiation became negative, and river temperature has decreased from the peak of 15.8 ◦C to 15.1 ◦C.
A storm event at 21:00 h 11 June 2007, and then again at 01:00 h of 12 June 2007, generates inflow
of warmer water from the upstream and storm sewer, creating a temporary increase in temperature,
which disrupts the sinusoidal pattern in cooling toward the diurnal minimum temperature at 05:00 h
of 12 June 2007. Dry weather extends through the remainder of the simulation, and at 06:00 h of
12 June 2007, the increasing shortwave and thus net radiation reestablish heat flux as the main driver
of the increasing river temperature, which peaks at 16.4 ◦C at 14:00 h. There was no significant
difference between the simulated and observed time averaged river temperature datasets based on the
paired-samples t-test and α = 0.05 (See Table S5 for more details). The model simulations of the abrupt
pulses in river temperature during the wet weather, extending from hour 20 of day 1 to hour 3 of day 2,
had a Nash-Sutcliffe Efficiency (NSE) coefficient of 0.9 and a p-value of 0.80 (Figure 5a). The magnitude
of the simulated river temperature changes due to the inflow of stormwater from the Tannersville
storm sewer system was 0.3 ◦C during the first storm and 0.4 ◦C during the second storm. The model
simulations had their poorest fit with observed river temperatures during a 6 h period on 12 June
2007, between 03:00 and 09:00 h, centered at sunrise, when it overestimated the river temperature by
an average of 0.13 ◦C.

Figure 5. (a) Reach average air temperature and observed and simulated river temperatures in Sawmill
Creek, between 12:00 h of 11 June 2007 to 17:00 h of 12 June 2007; (b) Simulated reach averaged heat
fluxes and precipitation into Sawmill Creek between 12:00 h of 11 June 2007 to 17:00 h of 12 June 2007.

The river temperature simulated by the i-Tree Cool River Model was a function of spatially
and temporally varying contributions of groundwater, hyporheic exchange, and storm sewer inflow.
Analysis of these components to thermal loading can assist in developing pollution mitigation or
river restoration scenarios. In cross sections without storm sewer inflow and in the absence of
rain events, the river temperature was predominantly determined by river flow from the upstream
reach, and groundwater only contributed approximately 1%, while hyporheic exchange contributed
approximately 10% (Figure 6a; 350 m, and 1100 m). In cross sections with storm sewers, even in the
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absence of rain events, when the storm sewers discharged flow from illicit connections, they contributed
approximately 25% of the flow influencing the cross section river temperature (Figure 6a; 800 m),
which warmed the river water (see Table S2 reflecting warmer average temperature of the storm sewer
in the dry weather). During wet weather, there was inflow from the storm sewer due to the flows from
impervious areas, and this inflow contributed approximately 50% of the flow thereby influencing the
river temperature (Figure 6b, 800 m) and provided the thermal load to the river system. Integrated
along the 1500 m of Sawmill Creek reach, the contribution of groundwater summed to 15% of the total
river volume, while the hyporheic exchange, which flows in and out within each sub-reach associated
with a cross section, averaged approximately 10% of inflow in each sub-reach.

Figure 6. Simulated contribution to river temperature of the river flow (Str.), storm sewer (SS.),
hyporheic exchange (Hyp.), and groundwater flow (GW.) in two timesteps including (a) before storm
and (b) during the storm at three representative cross sections from the upper reaches (between cross
sections at station 0 m and 600 m), middle reach (between cross sections at station 600 m and 900 m),
and downstream reach (between cross sections at station 900 m and 1500 m).

In addition to the analysis of unsteady simulations in Sawmill Creek, the i-Tree Cool River Model
performance was analyzed for the steady state condition in Meadowbrook Creek for 13–19 June 2012.
The i-Tree Cool River Model simulated the time averaged river temperatures at 30 cross sections with
an RMSE of 0.2 ◦C. We combined these 30 cross sections into reach averaged river temperature data to
examine the diurnal pattern driven by the heat balance (Figure 7a). There was no significant difference
between the simulated and observed reach averaged river temperatures based on a paired-samples
t-test and α = 0.05 (See Table S6 for more details). The model simulations of the temperature for steady
state in the Meadowbrook Creek study reach for 13–19 June 2012 had a NSE coefficient of 0.9 and
a p-value of 0.72. The model captures how Meadowbrook Creek cools by 0.25 ◦C as it flows along the
475 m reach (Figure 7b), driven by the constant inflow of cooler groundwater.
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Figure 7. (a) Reach average observed and simulated river temperatures in Meadowbrook Creek,
for 13–19 June 2012; (b) Time averaged observed and simulated river temperatures for 475 m reach of
the Meadowbrook Creek.

3.2. Sensitivity Analysis

A sensitivity analysis of the i-Tree Cool River Model examined the fluctuation in simulated
temperature with changes in input data to identify the most sensitive parameters, which is useful when
considering impacts of environmental change. The sensitivity analysis was performed for steady and
unsteady simulations. We used global sensitivity analysis to identify the most important parameters
and coordinated this analysis with that for the Meadowbrook Creek reach in summertime, by Glose et
al. [31], noting both models are based on Heat Source [27]. Glose et al. [31] used an observed boundary
conditions and our Equations (1), (2), (4)–(6), (10), (11), (S2), (S11) and (S12), and varied discharge by±10%,
groundwater temperature ±15%, varied shading factor and view-to-sky factor by ±20%. They identified
groundwater as the most sensitive parameter, with a ±0.2 ◦C change on average stream temperature.
We replicated this sensitivity analysis to the 1500 m Sawmill Creek reach, confirming these sensitivities.
We then extended the analysis in the 1500 m Sawmill Creek reach to consider varying parameters
of storm sewer temperature, sediment temperature, and recorded boundary conditions temperature
by ±15% (Figure S3) and varying parameters of substrate hydraulic conductivity (SHC), cloudiness
factor (Cl), and groundwater discharge (GW) by ±20% (Figure S4). When storm sewer temperature
was varied by ±15%, the reach-averaged temperature changed by 1.65% (0.27 ◦C). When sediment
temperature was varied by ±15%, the reach-averaged temperature changed by 0.3%. When upstream
boundary conditions temperature was varied by±15%, the reach-averaged temperature changed by 9.5%.
When substrate hydraulic conductivity was varied by ±20%, the reach-averaged temperature changed
by 0.15%. When cloudiness factor was varied by ±20%, the reach-averaged temperature changes by
0.02%. When groundwater discharge factor was varied by ±20%, the reach-averaged temperature
changes by 0.03%. Based on this analysis, the most sensitive model parameters, ranked in order
of importance, are upstream boundary conditions, storm sewer temperature, sediment temperature,
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substrate hydraulic conductivity, groundwater discharge, and cloudiness (additional sensitivity analysis
is presented in supplementary materials Figures S3–S6).

4. Discussion

The i-Tree Cool River Model simulated the warming effects of the many potential sources of
thermal pollution, including radiation fluxes and urban runoff, both dry weather illicit connections and
wet weather stormwater. The model also shows how groundwater and hyporheic exchange inflows
can provide a cooling effect, providing a comprehensive approach to assessing and perhaps mitigating
thermal loading. To determine which factors are most effective in such management, this discussion
provides some perspective on the effects of each warming and cooling effect.

The impact of urban runoff on the average temperature was rapid, within 1 hour of the onset
of precipitation, and caused a temperature increase of 0.3 ◦C for the first storm, and 0.4 ◦C for the
second storm of 12 June 2007. The rapid and large change in river temperature can be attributed to
the short duration event, which Herb et al. [1] suggest when rainfalls only last 2 to 3 h will make
the largest impact on raising stormwater and water temperature. The urban storm sewer area was
approximately 21% of the watershed drainage area and had 35% impervious cover, which contributed
to a relatively large volume of flashy, warm, stormwater response. Relative differences between air and
water temperatures contribute to the warming, as noted by Herb et al. [1]; for the Sawmill Creek reach
the average air temperature was 21.2 ◦C and average dew point temperature was 18.0 ◦C, both warmer
than the average river temperature which was 15.2 ◦C. Even though the two rainfall events occurred at
night during 12 June 2007, when solar radiation was not present, the prior day averaged 20% cloud
coverage, allowing 80% of summer shortwave radiation to reach the small albedo impervious surface.

Simulation of the effects of the nighttime stormwater thermal load in riverine receiving waters on
Sawmill Creek contributes additional data and tools to the investigation and management of the urban
heat island. A common signature of the urban heat island is elevated nighttime air temperatures in
urban areas relative to rural areas, due to physical differences affecting solar heating, such as albedo
and thermal capacity, and anthropogenic heat sources [39]. Daytime insulation is a common driver of
thermal loading of receiving waters [40], but for 12 June in Tannersville, the daytime solar heating
of impervious area did not cause thermal loading of the river until the nighttime wet weather event.
The nighttime precipitation landed on warm impervious surfaces, retaining much of their daytime
elevated surface temperatures due to high capacitance, and this surface warmth was conducted into the
stormwater entering the relatively cool, rural origin, receiving water. The effect of urban heat islands
on rivers was studied by Somers et al. [41], who noted a 1.6 ◦C higher warm season temperature in
urban rivers than forested rivers, and 8 ◦C greater spatial variation in urban rivers than in rural river
temperatures along a 1 km transect. During a daytime storm event affecting all rivers, the temperatures
in urban rivers rose as much as 4 ◦C, compared with a negligible rise in temperature in the forested
rivers [41]. Nelson et al. [26] forecasted the thermal impact of individual storm events and found
storm-induced river temperature surged by 3.5 ◦C for the warm season in urban watersheds near
Washington, DC, USA; with drainage areas averaging 8 km2.

Proper simulation with the i-Tree Cool River Model of unsteady flows and their thermal pollution
of receiving waters requires consideration of model goals and limitations. Typical model goals are either
model inter-comparison for contrasting scenarios, such as varying impervious or tree cover, or model
simulation for hindcasting or forecasting. In cases of model inter-comparison, the model has fewer
limitations and the model physics will allow users to consider changes in river temperature for changes
in study site conditions; model simulation has accuracy constrained by the accuracy of inputs as well
as a model epistemic error [31,42]. This project attempted to improve accuracy of model simulations
in Sawmill Creek by obtaining accurate data of the storm volumes and temperatures entering at the
upstream and storm sewer locations along the boundary, using ibutton sensors, which are widely
used for river temperature monitoring [31,43,44]. In cases where point or diffuse sources enter at
multiple, unspecified locations along the river channel, such as with groundwater seeps, ibuttons may
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be inefficient and a better monitoring approach may involve using distributed temperature sensing
system [8,35] for high-frequency time series, or from forward-looking infrared radar [45] temporally
coarser data. An alternative to monitoring storm sewer inflow temperatures is estimating those
temperatures using models of impervious runoff [25,29], and upstream boundary conditions can be
estimated using air temperature records with the Mohseni et al. [30] non-linear regression.

Groundwater and hyporheic exchange were significant factors of temperature regulation during
wet and dry weather. The section of Sawmill Creek simulated by the i-Tree Cool River Model had
groundwater flow rates of approximately 0.0024 m3/s per 100 m, or 1% of flow, and riverbed longitudinal
slopes that generated 10% contributions of hyporheic exchange (Figure 6). This combined subsurface
flow, through the model inflow routines, contributed a cooling effect for the simulated summer period
in 11–12 June 2007. Removing these inflows from the simulation caused the model to achieve RMSE of
0.18 ◦C and R2 of 0.94, less important than the cooling through shading and the heat flux routines,
when removed generated a RMSE of 0.36 ◦C and R2 of 0.88. In winter, when river temperature is
typically below subsurface water temperatures, this inflow would likely contribute a warming effect,
as observed in other rivers by Risley et al. [46] and Kurylyk et al. [47]. From a survey of other studies,
the relative contribution of groundwater and hyporheic exchange inflow with river water varies by
site conditions and time. Poole et al. [48] working in mountain rivers, with bed slopes above 2%,
also found the surface water received a larger volumetric inflow from hyporheic exchange than from
groundwater, while Glose et al. [31] working in valleys with approximately 1% slopes did not identify
significant hyporheic exchange and set groundwater as the only subsurface source of inflow.

Riparian shading from tree canopy, hillslope, and buildings provided the only land-based reduction
in shortwave radiation and the view to the sky for the river, which influenced the longwave radiation.
We used model inter-comparison simulations to contrast a scenario with and without shading and
determined shading cooled river temperatures by an average of 0.34 ◦C during the 30 hours period.
The landscape contribution to shading varied longitudinally along the reach, and at cross-section
9 was primarily from building shade, while upstream at cross sections 1 to 5 was primarily forest;
hillslope topography provided minimal shading at this site. Shading is a concern in river thermal
loading, and shallow and slow moving water is more vulnerable to such warming, and others have
modeled this effect. Sun et al. [18] simulated 6 years along 6 separate reaches ranging in length from
85 to 1185 m of Mercer Creek in Washington State, and determined that tree and hillslope shading
reduced the annual maximum temperatures by 4 ◦C. Roth et al. [49] simulated three cloud-free summer
days in August 2007 along a 1260 m section of the Boiron de Morges River in southwest Switzerland,
and determined riparian shading, by decreasing shortwave radiation, decreased daily average water
temperatures by 0.7 ◦C. Guoyuan et al. [50] demonstrated predictions of shade from riparian vegetation
(e.g., the Chen et al. [14] method used in i-Tree Cool River) were sensitive to the interaction of river
azimuth and latitude, with E-W rivers in low latitudes benefiting least from riparian shade. Lee et
al. [51] recommended for effective reduction in shortwave radiation, riparian areas utilize shading
angles of 70◦ (1.22 radian) and view-to-sky factors smaller than or equal to 0.22. In the 1500 m Sawmill
Creek reach, less than 10% of the view-to-sky factors were smaller or equal to 0.22 and shading angles
averaged 50◦, and therefore additional thermal management opportunities are present.

The i-Tree Cool River Model was designed to assist river managers assess mechanistic causes
of thermal pollution using free, open source, relatively simple algorithms in order to negotiate the
balance between complexity and accuracy. While the model requires several input files, many of
these can be obtained from publicly available data, site surveys, or estimation approaches; for model
inter-comparison studies the accuracy of input data become less critical than in forecast simulations.
The number of input files required by the model is comparable to other mechanistic models simulating
river temperature, such as HFlux, HSPF, and QUAL2K, which require approximately 25 to 40 parameters,
spatial data of river geometry and riparian features, and time series data describing the weather and
discharge. Obtaining these inputs is a potential limitation of the i-Tree Cool River Model, and methods
to obtain or estimate these input files are discussed above.
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5. Conclusions

In this study, we developed the one-dimensional mechanistic i-Tree Cool River Model to simulate
river temperature considering a combination of advection, dispersion, heat flux, and inflow processes.
The i-Tree Cool River Model has the ability to analyze the impacts of external loads including multiple
lateral storm sewer inflows, groundwater flow, and hyporheic exchange flow in steady and unsteady
flows. The i-Tree Cool River Model estimates the shading effects of the riparian vegetation and other
features as a function of heights and distances as well as solar geometry. The model performance was
tested in steady and unsteady modes for the Meadowbrook reach in Syracuse, New York and Sawmill
Creek in Tannersville, New York, respectively. The i-Tree Cool River Model performed satisfactorily in
both simulations. The model can be used to conduct thermal pollution analysis of urban areas and
investigate land cover and hydrology-based mitigation methods. The simulated river temperature of
the i-Tree Cool River Model can be used for other environmental models, such as urban development
models, atmospheric models, climate change models, and hydrology models.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/11/5/1060/s1,
Table S1: List of the input files required for the simulation process of the i-Tree Cool River Model, Table S2:
Observed water temperatures for three reaches of Sawmill Creek and for the Tannersville storm sewer, during 11
and 12 June 2007, as the average for all time steps during the dry or wet weather conditions, Table S3: Statistical
analysis (paired t-test) of the reach averaged observed and simulated river temperature in Sawmill Creek for
the (a) original condition including both wet and dry weather (b) wet weather, and (c) dry weather, Table S4:
Statistical analysis (paired t-test) of the reach averaged observed and simulated river temperatures using the
scenarios for the (a) no shading effect, (b) no groundwater and hyporheic exchange inflows, and (c) calculated
boundary condition, Table S5: Statistical analysis (paired t-test) of the observed and simulated river temperatures
in Sawmill Creek, between 12:00 h of 11 Jun 2007 to 17:00 h of 12 June 2007, Table S6: Statistical analysis (paired
t-test) of the observed and simulated river temperatures in Meadowbrook Creek, for 13–19 June 2012, Figure S1:
Time averaged observed and simulated river temperature in Sawmill Creek for the (a) original condition including
both wet and dry weather (b) wet weather, and (c) dry weather, Figure S2: Time averaged observed and simulated
river temperatures using the scenarios for the (a) no shading effect, (b) no groundwater and hyporheic exchange
inflows, and (c) calculated boundary condition, Figure S3: Simulated time averaged river temperatures along
the 1500 m Sawmill Creek reach for the original condition (Base) and for conditions with ±15% changes in (a)
storm sewer temperature (TSS), (b) sediment temperature, and (c) boundary conditions temperature, Figure S4:
Simulated time averaged river temperature along the 1500 m Sawmill Creek reach for the original condition (Base)
and for conditions with ±20% changes in (a) substrate hydraulic conductivity (SHC), (b) cloudiness factor (Cl),
and (c) groundwater discharge (GW), Figure S5: Fluctuations of shading factors and daily average shortwave
radiation along the 1500 m Sawmill Creek reach. The shading factors denoted by a triangle are measured at
each of the 12 monitoring stations, and the minimum and maximum shading factors were selected from the 5
m interval set of shading factors measured between each station, Figure S6: Temperature differences between
the observed and simulated river temperature when using Mohsni et al. [30], ΔTcalc versus recorded, ΔTrecorded
boundary conditions, for (a) nighttime and (b) daytime.
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Abstract: The territory of Lithuania is characterized by a prevailing moisture excess, therefore in
order to timely remove excess water from arable lands, the drainage systems have long been installed.
In order to drain excess water people used to dig trenches, to regulate (deepen or straighten) natural
streams. The length of regulated streams has reached 46,000 km and they are deteriorated ecosystems.
Investigations showed that the self-purification of streams from nitrates and phosphates is more
effective in natural stretches than in stretches regulated for drainage purposes. Decrease in the average
concentration of nitrates in natural and regulated stretches are 8.8 ± 5.0 and 3.0 ± 2.9 mg NO−3 L−1,
respectively. The average coefficient of nitrate self-purification, at a confidence level of 95% in natural
stream stretches is 0.50 ± 0.22, and in regulated is −0.15 ± 0.21 km−1, and this difference is essential.
The change in the average concentration of phosphates in natural and regulated stretches is almost
the same, 0.2 ± 0.1 and 0.2 ± 0.2 mg PO3−

4 L−1, respectively. The average coefficient of phosphate
self-purification, at a confidence level of 95%, in natural stream stretches is 0.28 ± 0.12, in regulated
−0.14 ± 0.12 km−1, and this difference is not essential. In terms of the need for the renovation of
drainage systems it is suggested that soft naturalization measures are first applied in the streams of
Western (Samogitian) Highlands, Coastal Lowlands, and South-Eastern Highlands to improve their
self-purification processes.

Keywords: water quality in streams; self-purification; nitrates; phosphates

1. Introduction

Small-sized rivers, their headwaters, and wetlands have a significant effect on the adjustment of
river flow, retention of outwash and pollutants, and preservation of biological diversity. Unfortunately,
intensive urbanization affects the channels of small rivers and adjacent ecosystems and strongly
influences their ecological status [1]. Intensive use of European rivers for human purposes in the
last hundred years has changed natural water flows, their physical and chemical properties, channel
morphology, and species composition of local flora and fauna. The former natural, curving river
channels were straightened and deepened, artificial slopes were formed having nothing to do with
nature. Seeking to adjust flow rate, and due to recreational purposes, people built dams, and sometimes
water energy was used in hydropower engineering [2–4].

At the end of the 20th century, with a constant growth of world population the cereals production
almost doubled, the use of nitrogen (N) and phosphorus (P) fertilizers, related to the increasing food
demand, has grown by 6.9 and 3.5 times. From environmental point of view, a large amount of N and
P fertilizers was used improperly in the lands of agricultural designation and has essentially changed
biogeochemical cycles of these two main nutrients [5]. The expanded network of small rivers and
trenches was filled with a large amount of pollutants, including nutrients, pesticides, heavy metals,
and soil particles washed out from adjacent fields. Due to the physical and chemical impact on river
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channel and its water flow, part of local flora and fauna species became extinct, and part of them were
replaced by invasive or introduced species [1].

Baczyk A. et al. [6] maintains that this negative anthropogenic effect has been widely described
in many world-wide countries and even 96% of the articles analyzed reported a unilateral negative
anthropogenic impact on water ecosystems, especially on invertebrates and fishes.

The territory of Lithuania is characterized by a prevailing moisture excess; the average annual
amount of precipitation reaches 750 mm, evaporation comes to 512 mm [7,8], and therefore, the excess
water is frequently accumulating in the soils of low-gradient and heavier gradation soils (clays, loam) of
plains and depressions of hilly relief, due to low infiltration. To timely remove excess water from arable
lands the drainage systems has long been installed, i.e., a complex of functionally related hydraulic
structures located at the territory to be drained and intended for adjusting the soil moisture regime
and creating favorable growing conditions for vegetation.

At the beginning of the 19th and 20th century, the largest attention when draining lands was paid
to the regulation of rivers and streams and to digging of discharge trenches. Until 1958, lands were
still drained by trenches, but later people started using drainage, since this was a world-recognized
and more effective draining method. For the streams to be regulated, water intakes are usually curved,
waterlogged, overgrown with water plants, having the already formed natural riparian lanes. Water
depth and flow rate in these channels are usually low, water lies close to the surface, and floods take a
long period.

Human activities, aimed to increase used agricultural and wooded areas, most of all changed
small streams and the upper reaches of rivers: they were regulated to remove excess water collected by
drainage, straightened to increase the flow rate and water capacity, or deepened to accommodate for at
least 1.50 m depth of the river channel required for installing drainage system.

Thus, the regulated stream does not differ from a trench that was dug. The regulated streams and
trenches served as a draining network.

During almost 100 years of land drainage in Lithuania, the streams were regulated, trenches were
dug, and drainage systems were installed. Within this period, the area of drained land reached 3.02
million ha (47% of the total area of the country), of which 2.62 million ha were drained with the help of
drainage, and 52,454 km of main drainage trenches were regulated and dug.

Land drainage has changed landscape structure, especially by a majority of newly dug trenches
(Figure 1). The lowest density of trenches was found in plain regions where the most fertile clayey
soils were drained. In hilly relief conditions the density of trenches remained higher.
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Figure 1. Dynamics in regulated stream channels and main drainage trenches in Lithuania.

The length of drainage trenches had an effect on the density of the total Lithuanian hydrographic
network. What concerns the total length of trenches in the territory of Lithuania it was obviously
increasing. In 1930, the density of trenches was 0.1 km/km2, in 1945—0.34, in 1960—0.69, in 1975—0.76,
and in 1999 even 0.96 km/km2. Such density of ditches was determined by the deepening, widening
and straightening of natural stream channels, i.e., after they became main drainage trenches, and
later—regulated streams. In such a way the length of regulated streams reached 46,000 km [8,9].
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If the concept of regulated stream can be related to the adaptation of stream to serve draining
function (to timely discharge certain amount of excess water necessary to drain the area), from the
ecological point of view this is a deregulation of the natural stream and should be related to the
destruction of the stream’s ecosystem.

When carrying out regulation of streams the fact of deepening and straightening of natural stream
channels used to be emphasized, though at the same time the riparian zones of streams were destroyed.
There are not many studies focused on the retention processes of biogenic materials in protective
riparian zones. Results of nitrogen retention in protective riparian zones are different [10–13], however
water running through the ecosystem of riparian zone is able to retain up to 74% ± 4% of nitrogen.
Data shows that with the increasing width of protective riparian zone the retention efficiency also
increases [14], however this relationship is statistically stronger when the zone between the cultivated
land and the river border >50 m.

Some authors argue that the efficiency of protective zones in retaining phosphorus is highly
dependent on parameters such as vegetation cover type and density, topography, soil, climatic
conditions, however, it is of short-term, seasonal in character, as long as plant vegetation continues [11].
The largest amount of total phosphorus is washed out in early spring before the start of vegetation.
At that time, the efficiency of protective zone is poor, especially in the case where riversides are
overgrown mostly with grass. The outwash is slightly better retained in protective zones overgrown
with trees and bushes, though due to decomposition of organic material the amount of mobile
phosphorus in these zones is increased [15]. Despite this, many agricultural consultants, planners
and practitioners recommend the grass-overgrown protective riparian zones as a measure to settle
phosphorus compounds in the areas of intensive agriculture.

There have been various recommendations for defining the main parameter of protective zones,
i.e., width [16–18]. It was proven that a long-term efficiency can be reached where the zones are wider,
30 m-wide. In agricultural landscape, as suggested by foreign authors, the absolute minimum width
should be 10 m. When designing protective riparian zones, it is necessary to take into account not only
width requirements but also no less important parameters, such as vegetation species and distribution,
slope gradients, soil types, topography, rainfalls [19,20].

In Lithuania, the minimum required depth of stream channel for the installation of drainage
systems was about 1.5 m. In the upstream, where the basin area is not large, the stream channel has
excessive depth and water collected from the area to be drained does not fill the whole cross-section
area with water. Thus, there is a possibility to the improve ecological situation by growing bushes and
small trees on the upper part of channel slope, and to manage the lower part of channel in a way that
channel capacity corresponds to the requirements for draining function.

The authors suggest an alternative way of maintaining regulated streams (trenches): to allow the
overgrowing of slopes with woody vegetation, the crowns of which would shadow the channel and
strengthen the slopes [8,21,22]. Depending on the tendencies of species distribution in landscape and
in cross-section of the trench, the restoration of dendrology in a desirable direction can be promoted
artificially by planting special species or correcting their varietal composition in slopes, also by forming
protective zones. This makes it possible when operating trenches to develop their natural functions
and to also preserve drainage functions. The process of overgrowing of drainage network with trees
can be assessed with ambiguity: reduces hydraulic capacity but makes a positive effect on landscape
structure, reduces deflation probability, accumulation of outwash, and pollution of water bodies. Once
the right of land ownership was given back to people, the land use intensity started to change. In
less-favored areas for developing agriculture the drainage systems is used not intensively. Still, there
are locations where drainage systems are outdated, their condition is bad. More than 45% of drainage
systems are older than 40 years [23].

Over the last few decades, the number of projects of river naturalization has highly increased
in most developed countries in Europe and all over the world [24–27]. Implementation of river
naturalization projects is usually very expensive and the real benefit is not always evident. The analysis,
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carried out by German specialists [28], showed that the accomplished naturalization processes made
no improvements to the population of benthic invertebrates. It was also reported that restoration of
this population depends on whether there are any specimens of this species in adjacent waters. This
research shows that the processes are not yet fully investigated and that slightly different results may
be obtained under different natural conditions.

A very important indicator, showing an overall ecological status of the river, is self-purification [29].
It occurs due to water attenuation with surface and ground waters or due to certain hydrological,
biological and chemical processes, such as sedimentation, coagulation, evaporation, sedimentation
of colloidal and their further consolidation on the bottom of water body or, finally, due to pollutants
assimilation with the living organisms. The level of self-purification in each water body depends
on certain factors, such as temperature, water level, river flow rate, hydrological regime, tidal
regime, amount of inorganic compounds in water, sediment characteristics, amount of pollutants,
phytoplankton, benthic invertebrate fauna, fish fauna, and algae species, and their distribution [30,31].

The aim of the research is to determine the distribution of nitrate and phosphate concentrations
in the water of natural and regulated for drainage streams and the influence of regulation on the
self-purification efficiency of the streams.

2. Materials and Methods

2.1. Location, Sampling Points

The research was carried out in Lithuania, in the Baltic Sea region, in the Nemunas and Venta river
basins. The research included regulated and unregulated stretches of the following streams: Terpinė
(T), Žalesa (Z), Kuosinė (K), Mėkla (M), Durbinis (D), and Uogis (U). Distribution of the relevant
stretches in the territory of Lithuania is given in Figure 2 and Table 1. The relevant stretches were coded.
The first letter indicates the relevant stream according to the first letter of its name. The second letter
indicates whether the stream is regulated or natural (the sampling place in the natural stream channel
is marked by N, in the regulated—by R). The beginning of the stretch is marked by s; the end—by e.

Figure 2. Distribution of the relevant stretches in the territory of Lithuania.
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Table 1. Characteristics of used streams.

Streams
Hydrological

Regions
It Is Regulated

Length of
Stream

The Basin
Area

Sampling Points

Terpinė South-Eastern
Highlands

from sources to 7.4
km; from 3.0 km to

the estuary
9.0 km 12.2 km2 TNs; TNe; TRs; TRe

Žalesa
South-Eastern

Highlands
from the sources to

7.6 km. 18.8 km 97.1 km2 ZRs; ZRe; ZNs; ZNe

Kuosinė South-Eastern
Highlands

from the sources to
16.0 km; from 11.0 to

7.0 km.
20.1 km 45.3 km2 KRs; KRe; KNs; KNe

Mėkla Middle Plains from the sources to
20.0 km; 26.9 km 93.3 km2 MRs; MRe; MNs;

MNe

Durbinis
Western

(Samogitian)
Highlands

from the sources to
7.8 km, from 7.4 to 7.2
km and from 4.8 to 3.0

km.

9.1 km 15.5 km2 DRs; DRe; DNs; DNe

Uogis
Western

(Samogitian)
Highlands

from the sources to
13.0 km. 27.6 km 68.2 km2 URs; URe; UNs; UNe

2.2. Time of Research, Nitrogen and Phosphorus Concentrations

Water samples for water quality analysis were taken in accordance with the sampling standard [32]
taking into consideration all the water sampling aspects. Water samples were taken once per month
in the period from August 2013 to February 2019. The investigation in different stretches lasted
12–24 months. Concentrations of nitrates (NO−3 ) and phosphates (PO3−

4 ) were determined. The amount
of nitrates in water was measured by the photometer HANNA HI 83,205 using the cadmium reduction
method and HI 93728-01 reagents. Concentrations of nitrates and phosphates in the samples taken
were determined in the Laboratory of Hydraulics of Vilnius Gediminas Technical University.

According to the average annual value of each index a water body is attached to one of the
five classes of ecological status. The obtained average annual values were compared to the values
presented in the ecological status classification according to the physicochemical quality elements
(Table 2) [33–35].

Table 2. Ecological status classification according to the physicochemical quality elements [33–35].

Index
Ecological Status of Rivers

High Good Moderate Poor Bad

mg NO−3 L−1 <5.75 5.75–10.18 10.19–19.92 19.93–44.27 >44.27
mg PO3−

4 L−1 <0.15 0.15–0.28 0.28–0.55 0.55–1.23 >1.23

In the assessment many parameters (physicochemical, hydromorphological, biological) are used
to determine the ecological status class. In the given article we have only rated according to two of
them, NO−3 and PO3−

4 .

For the assessment of river self-purification from biogenic substances, the following simplified
river purification formula was used [36]:

α = ln
(
C0C−1

L

)
L−1, (1)

where: C0—concentration of chemical material at the beginning of the relevant river stretch mg L−1;
CL—concentration of chemical material at the end of the relevant river stretch mg L−1; L—length of
river stretch km; α-river purification coefficient km−1.

The statistical method of one-way analysis of variance (ANOVA), at confidence level of 95%,
was used to determine whether the mean values of the self-purification coefficients for natural and
regulated streams differed significantly. SPSS Statistics software was used for statistical processing.
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2.3. Distribution of Sediment and Used Agricultural Areas

Distribution of sediment and used agricultural areas in the relevant river basins was studied
according to the information provided in the Spatial Information Portal of Lithuania [37]. The portal
provides data about typological units and gradation of the analyzed soil contour of the used agricultural
area, also about land irrigation status and water logging, variety of soil cover, climatic conditions, soil
stoniness, agrochemical properties, base index, and soil productivity index of the analyzed soil contour.
However, the determination of the agents influencing the self-purification intensity of the stretches of
the studied streams is very complex, due to the abundance and diversity of the factors and will be
probably addressed in the future.

3. Results

According to the Spatial Information Portal of Lithuania, the main sediment in the relevant river
basins is sandy loam and light loam which are prevailing in all basins. The river basins also contain
light and medium loam, adhesive sand, light and average clay, and peat. Distribution of the used
agricultural areas within the river basins showed that the largest part of the river basins is taken up by
permanent grasslands, arable lands, forests, urbanized territory, and pastures (Table 3).

Table 3. Soil gradation, used agricultural areas and soil productivity index of the river basins.

Terpinė (T) Žalesa (Z) Kuosinė (K) Mėkla (M) Durbinis (D) Uogis (U)

Surface Gradation According to Fere

80% of sandy loam;
other:

40% of sandy
loam; other:

80% of sandy loam;
other:

60% of light loam;
other:

50% of sandy
loam; other:

60% of sandy loam;
other:

1. light loam, 1. light loam, 1. sand, 1. sandy loam, 1. loam, 1. light loam,
2. medium–heavy

loam, 2. peat, 2. loam, 2. peat, 2. clay, 2. peat,

3. peat 3. humus 3. peat 3. medium–heavy
loam 3. peat 3. sand

Used Agricultural Area in a Regulated Stream Stretch (Rs–Re)

forest, urbanized
territory

grassland,
forest arable, grassland arable, grassland,

urbanized territory
arable,

grassland arable

Used Agricultural Area in a Natural Stream Stretch (Ns–Ne)

grassland grassland,
forest forest arable urbanized

territory arable, grassland

Average Soil Productivity Index in a River Basin

32 30 30 47 34 43

The research and analysis of results showed that nitrate concentrations according to their amount
and period are distributed rather differently. Many results showed that water quality in the relevant
streams exceeded the limit value of good ecological status (nitrate concentrations 10.18 mg NO−3 L−1)
and could be attributed to moderate and poor ecological status. The worst results were represented by
Terpinė, Mėkla, and Kuosinė streams. The best ecological status was found in Žalesa stream [38].

The worst water quality was observed in winter months since at this time of the year maximum
concentrations of nitrogen oxides were determined which corresponded to the poor or bad ecological
status: in Terpinė stream, at point TRe (41.5 mg NO−3 L−1, in December); in Mėkla stream, at point
MNs (81.4 mg NO−3 L−1, in March); MRe (76.4 mg NO−3 L−1, in February); in Kuosinė stream, at point
KRs (24.5 mg NO−3 L−1, in January); in Durbinis stream, at point DRe (26.1 mg NO−3 L−1, in December).
During vegetation period nitrate concentrations were lower. This was especially characteristic of the
Durbinis, Mėkla (Figure 3), and Uogis streams (Figure 4). However, in the Kuosinė (Figure 5) and
Terpinė streams the relatively large nitrate concentrations were measured even in vegetation period.
This could be caused by a more abundant fertilization of arable lands in summer and autumn. The
average annual consumption of fertilizers in Lithuanian agriculture in recent years (2016–2018) is
162,000 tons of nitrogen (N) and 52,000 t of phosphorus (P2O5). Winter crops were fertilized with
100–150 kg (N) ha−1 and 50–75 kg (P2O5) ha−1, sugar beet 100–130 kg (N) ha−1, and 80–90 kg (P2O5)
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ha−1 [39]. As a result, a higher amount of nitrate pollutants is washed out into the rivers. In summer
time, due to a shallow water the river water is less diluted.
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Figure 3. Nitrate concentrations (NO−3 ) in natural (N) and regulated (R) stretches of Mėkla stream.
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Figure 4. Nitrate concentrations (NO−3 ) in natural (N) and regulated (R) stretches of Uogis stream.
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Figure 5. Nitrate concentrations (NO−3 ) in natural (N) and regulated (R) stretches of Kuosinė stream.

The measurement results showed that phosphate concentrations according to their amount and
period, same like nitrates, are distributed rather differently and water quality in streams frequently
exceeded the limit value for good ecological status (phosphate concentrations 0.28 mg PO3−

4 L−1) and
corresponded to the poor or bad ecological status (Figure 6). Very high phosphate concentrations were
measured in the Durbinis stream where no seasonality was observed since phosphate concentrations
were very high during all months. The maximum concentration measured was 2.5 mg PO3−

4 L−1. Based
on this concentration the river water corresponded to the bad ecological status (>1.23 mg PO3−

4 L−1).
In Uogis stream (Figure 7), according to phosphate concentrations in water in a period of even four
moths (March, May, June, and December) at the beginning of regulated stretch (point Urs) the ecological
status of the stream was bad, however at the end of natural stretch (point Une) in a period of six months
(March, April, June, July, November, and February) the stream had a prevailingly good ecological status,
and in the remaining six months (May, August, September, October, December, and January) high
ecological status. According to phosphate concentrations the Kuosinė stream (Figure 8) represented
high ecological status of water quality in January, February, June, and October as well as poor ecological
status in December, March, and July in KRs stretches
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Figure 6. Phosphate concentrations (PO3−
4 ) in natural (N) and regulated (R) stretches of Mėkla stream.
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Figure 7. Phosphate concentrations (PO3−
4 ) in natural (N) and regulated (R) stretches of Uogis stream.

Figure 8. Phosphate concentrations (PO3−
4 ) in natural (N) and regulated (R) stretches of Kuosinė stream.

Based on the measured concentrations of nitrates and phosphates the average values at the end of
stretches and self-purification coefficients were calculated in order to find out how the river is able to
purify itself from pollutants. The average concentration of nitrates in natural stretches was twice lower
than that in regulated stretches, i.e., 9.3 ± 2.7 and 18.5 ± 6.1 mg NO−3 L−1, respectively. The average
concentration of phosphates in natural stretches was also lower than that in regulated stretches, i.e.,
0.4 ± 0.2 and 0.7 ± 0.2 mg PO3−

4 L−1, respectively.
The average change of concentrations, determined at the beginning and at the end of river

stretches, and the calculated self-purification coefficients showed that streams purify better in natural
stretches, further research into organic matter could, of course, further substantiate the purification
efficiency. Decrease in nitrate concentrations in natural stretches was 8.8 ± 5.0, in regulated−3.0 ±
2.9 mg NO−3 L−1, decrease in phosphate concentrations was 0.2 ± 0.1 and 0.2 ± 0.2 mg PO3−

4 L−1,
respectively (Table 4). The average nitrate self-purification coefficient of all streams was 0.50 ± 0.22
km−1 in unregulated stretches, and 0.15 ± 0.21 km−1 in regulated stretches. The average phosphate
self-purification coefficient in natural stretches was 0.28 ± 0.12 km−1, in regulated −0.14 ± 0.12 km−1.
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Table 4. Average decrease in nitrate and phosphate concentrations in natural and regulated stream
stretches and self-purification coefficients (R-regulated stretch, N-natural stretch).

Stream

Decrease in Nitrate
Concentrations, mg

NO−3 L−1

Nitrate Self-Purification
Coefficient α, km−1

Decrease in Phosphate
Concentrations, mg

PO3−
4 L−1

Phosphate Self-Purification
Coefficient α, km−1

N R N R N R N R

Terpinė 2.7 ± 5.7 0.2 ± 4.5 0.13 ± 0.22 −0.09 ± 0.28 0.1 ± 0.8 −0.5 ± 0.9 −0.03 ± 0.18 −0.24 ± 0.53
Žalesa 3.3 ± 1.7 0.8 ± 2.8 1.01 ± 0.38 0.26 ± 0.62 0.1 ± 0.3 0.3 ± 0.2 0.32 ± 0.61 0.25 ± 0.14

Kuosinė 8.6 ± 1.7 5.3 ± 2.5 0.99 ± 0,41 0.08 ± 0.05 0.2 ± 0.1 0.2 ± 0.2 0.15 ± 0.12 0.18 ± 0.20
Mėkla 19.1 ± 14.2 3.9 ± 15.0 0.27 ± 0.90 0.39 ± 0.47 0.1 ± 0.1 0.3 ± 0.6 0.15 ± 0.10 0.04 ± 0.15

Durbinis 14.5 ± 24.5 1.2 ± 20.4 0.27 ± 0.38 0.15 ± 1.10 0.4 ± 0.5 0.4 ± 0.5 0.22 ± 0.22 0.29 ± 0.38
Uogis 3.3 ± 1.4 3.9 ± 1.7 0.38 ± 0.27 0.11 ± 0.06 0.2 ± 0.2 0.5 ± 0.3 0.74 ± 0.34 0.24 ± 0.11

Total in relevant
streams 1 8.8 ± 5.0 3.0 ± 2.9 0.50 ± 0.22 0.15 ± 0.21 0.2 ± 0.1 0,2 ± 0,2 0.28 ± 0.12 0.14 ± 0.12

1 Average data of all relevant stream stretches.

What concerns separate streams, the best phosphate self-purification coefficient was determined in
natural stretches of Uogis (0.74 ± 0.34 km−1) and Žalesa (0.32 ± 0.61 km−1). The nitrate self-purification
coefficient in the natural stretch of Žalesa even reached 1.01 ± 0.38 km−1, and in the natural stretch of
Kuosinė −0.99 ± 0.41 km−1. The negative values of self-purification coefficient were calculated in the
regulated stretches of Terpinė stream (Table 4).

A high value of self-purification coefficient in the natural stretch of Žalesa stream could be
influenced by the adjacent permanent grasslands and forests. Decrease in pollutant concentrations
can also be determined by the dilution of polluted water with surface and underground waters. It
should be mentioned that the right tributary flows into the Žalesa in the stretch ZNs–ZNe. The
inflowing stream water could dilute the nitrate-polluted water of the Žalesa and thus contribute to the
decrease in nitrate concentrations. The natural stretch of the Kuosinė stream is surrounded by forests.
The self-purification was influenced not only by a natural river stretch but also by the adjacent used
agricultural land, since it was likely that the access of nitrates into water was limited.

Nitrate self-purification coefficients are obviously different when comparing natural and regulated
stretches of Terpinė stream (Table 4; Figure 9).
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Figure 9. Nitrate (NO−3 ) self-purification coefficient in Terpinė stream.

The whole TNs-TNe stretch is a natural part of the Terpinė stream abundant in meanders thus the
river flow rate is lower and detention of nitrates is higher. Nitrate (NO−3 ) self-purification coefficient
α in a vegetation period (stretch TNs-TNe) is positive α = 0.10; 0.12 km−1. In winter season due to
rotting vegetation and frozen land the increase in the amount of nitrates could be noticed in the stretch
of natural channel α = −0.02; −0.07 km−1.
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In the regulated part of stream, the amount of nitrates is frequently increasing in a flowing
direction. In spite of that, in the samples of TRs the least amount of nitrates was determined in the
whole period of research. This phenomenon could be explained by the fact that there is a dam before
the stretch TRs–TRe and the existing pond operates as a settler, therefore retention of nitrates takes
place all year round. The average self-purification coefficient of the stretch α is equal to 0.10 km−1. The
slopes of the stretch TRs–TRe are very high and steep, a sharply descending relief increases river flow
rate thus causing intensive bank erosion and slope landslips, whereas vegetation prevails on the upper
part of the slope and in a protective riparian zone [40]. The average self-purification coefficient of the
stretch α = −0.09 km−1.

The one-factorial dispersion analysis showed that the average self-purification coefficients, at a
confidence level of 95%, vary essentially in the Žalesa, Terpinė, and Kuosinė streams. The average
self-purification coefficients, with a confidence level of 95%, do not essentially vary in the Durbinis,
Mėkla, and Uogis streams. Phosphate self-purification coefficient in regulated and natural river
stretches, at a confidence level of 95%, is not essential in the Kuosinė, Durbinis, Mėkla, Žalesa, and
Terpinė streams, though it varies essentially in Uogis stream. The results obtained show that nitrate
self-purification is more effective than phosphate self-purification. The average nitrate concentration
in natural stretches is lower than that in regulated stretches, 9.3 ± 2.7 and 18.5 ± 6.1 mg NO−3 L−1,
respectively. Decrease in the average nitrate concentration in natural and regulated stretches is 8.8
± 5.0 and 3.0 ± 2.9 mg NO−3 L−1, respectively. The average nitrate self-purification coefficient, at a
confidence level of 95%, in natural stretches is 0.50 ± 0.22 km−1, in regulated stretches −0.15 ± 0.21
km−1, and this difference is essential.

The average phosphate concentration in natural stretches is also lower than that in regulated
stretches, 0.4 ± 0.2 and 0.7 ± 0.2 mg PO3−

4 L−1, respectively. The change in the average phosphate
concentration in natural and regulated stretches is almost the same, 0.2 ± 0.1 and 0.2 ± 0.2 mg PO3−

4
L−1, respectively. The average phosphate self-purification coefficient, at a confidence level of 95%, in
natural stretches is 0.28 ± 0.12 km−1, in regulated stretches −0.14 ± 0.12 km−1, and this difference is
not essential.

The distribution of nitrate and phosphate concentrations in rivers is also influenced by the
underground water, which we consider relatively small and similar, unfortunately it is not analyzed in
detail in our research. However, in the future, in order to get a more detailed analysis of nitrate and
phosphate changes, a more detailed assessment of groundwater (underground water fluxes, quantify
the nutrient fluxes) should be carried out.

4. Discussion

The research results show that nitrate and phosphate self-purification in the regulated stretches of
separate streams takes place slower or not at all since the self-purification coefficients were negative.
Negative self-purification rates indicate that larger amounts of nitrate and phosphate pollutants are
sometimes discharged into the river, although the inflow from the surrounding areas is similar but
still variable, so regulated streams, sometimes natural also fail to treat itself. Seeking to prevent
pollutants from getting into the rivers the protective riparian zones are defined along the riverbanks [41].
Industrial activities, carried out in protective riparian zones, has a direct, usually negative impact on
water quality, therefore it is very important that they are observed. In order to improve water quality in
rivers and streams of Lithuania it is suggested to naturalize them to the extent possible. After getting
into the rivers and streams of Lithuania, nitrates and phosphates are better self-purified in natural
than in regulated stretches. In order to restore a disturbed hydrological and environmental balance of
regulated streams it is important to retain their drainage function without increasing maintenance costs.
Therefore, seeking to improve self-purification of streams the so-called soft naturalization measures are
suggested: to allow woody vegetation grow on river slopes, to form natural obstacles for water flow,
and other elements in flood plains that are characteristic to wetlands [2,42]. The research evaluates the
water quality of streams only in terms of nitrate and phosphate concentrations in water, but many
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other physicochemical, hydro morphological, and biological parameters, for instance organic fraction
of nutrients that also have a significant impact on a river′s ecological status should be taken into
consideration to fully assess the ecological status of the river and differences in the ecological status of
natural and regulated streams.

Nitrate and phosphate concentrations are greatly influenced by man-or animal-made dams. The
formed ponds act as precipitators, resulting that significantly less nitrate concentrations flow out from
the pond [43]. Research in the Nevėžis River Basin [22] shows that beaver ponds (comparing annual
concentrations of inputs and outflows) retain relatively more phosphorus than nitrogen and more
soluble mineral N and P compounds: on average 28% nitrate and ammoniacal nitrogen and 43% of
orthophosphate phosphorus. But organic forms are much less retained. The retention of total N and
total P is therefore 7% and 27%, respectively.

When planning renovation of drainage systems, the authors Šaulys and Barvidienė [44] suggest
to take into consideration the Lithuanian hydrological regime, and natural and industrial conditions.
Though the territory of Lithuania is relatively small, due to a variety of factors, which form and
redistribute run-off, the feeding type and hydrological regime of surface water bodies are rather
different. Lithuanian surface water bodies are divided into three hydrological regions based on relief,
precipitation and soil [45,46]. Moreover, having taken into consideration the increase in soil productivity
index due to drainage, abandoned agricultural land, possible breakdown of drainage systems, and
dynamics in crop production, it was determined that the highest need for drainage systems renovation
is in the Middle Lithuania region, the average in the Coastal Lowlands and South-Eastern Highlands,
and the lowest in the Western (Samogitian) Highlands.

In terms of the need for renovation of drainage systems it is suggested that soft naturalization
measures are first applied in the regulated stretches of the Durbinis and Uogis streams, and in other
regulated streams of Western (Samogitian) Highlands. A more intensive application of naturalization
measures is suggested for the Žalesa, Kuosinė, and Terpinė streams, and other regulated streams of
South-Eastern Highlands, since the mentioned streams are crossing territories where the prevailing
soil is sand and sandy loam, moreover, the soil productivity index is relatively low.

The works focused on mechanical naturalization of regulated streams in Lithuania have already
started [47], though mechanical naturalization of regulated streams financially is rather expensive, the
benefit for water quality and ecological diversity has not yet been comprehensively investigated and
scientifically justified [24,48,49]. Therefore, no intensive mechanical naturalization works are proposed
so far for the regulated streams of Lithuania. In the future, the ecological status of regulated rivers
should be studied and evaluated in as many parameters as possible, at the same time contributing to
the broader public awareness of the rationalization of the application of naturalization processes.

5. Conclusions

It was determined that the self-purification of streams from nitrates and phosphates is more
effective in natural stretches than in stretches regulated for drainage purposes.

Decrease in the average nitrate () concentration in natural and regulated stream stretches was
8.8 ± 5.0 and 3.0 ± 2.9 mg NO−3 L−1, respectively. The average nitrate self-purification coefficient, at a
confidence level of 95%, in natural stretches was 0.50 ± 0.22, in regulated stretches −0.15 ± 0.21 km−1,
and this difference is essential.

The change in the average phosphate concentration in natural and regulated stream stretches
is almost the same, 0.2 ± 0.1 and 0.2 ± 0.2 mg PO3−

4 L−1, respectively. The average phosphate
self-purification coefficient, at a confidence level of 95%, in natural stretches is 0.28 ± 0.12, in regulated
stretches −0.14 ± 0.12 km−1, and this difference is not essential.

During the warm vegetation period, concentrations of nitrates in water were (could be) in most
cases lower than during the cold period of the year. Increased concentrations of nitrates could be
caused by fertilization of arable lands. Increased nitrate concentrations could also be affected by the
adjacent communities of garden-plots, this is a possible unevenness of inflow from surrounding areas.
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In terms of the need for renovation of drainage systems it is suggested that soft naturalization
measures are first applied in the streams of Western (Samogitian) Highlands, Coastal Lowlands, and
South-Eastern Highlands to improve their self-purification processes and where the need for renovation
of drainage systems is low.
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Abstract: To assist river restoration efforts we need to slow the rate of river degradation. This study
provides a detailed explanation of the hydraulic complexity loss when a meandering river is
straightened in order to motivate the protection of river channel curvature. We used computational
fluid dynamics (CFD) modeling to document the difference in flow dynamics in nine simulations
with channel curvature (C) degrading from a well-established tight meander bend (C = 0.77)
to a straight channel without curvature (C = 0). To control for covariates and slow the rate
of loss to hydraulic complexity, each of the nine-channel realizations had equivalent bedform
topography. The analyzed hydraulic variables included the flow surface elevation, streamwise
and transverse unit discharge, flow velocity at streamwise, transverse, and vertical directions,
bed shear stress, stream function, and the vertical hyporheic flux rates at the channel bed.
The loss of hydraulic complexity occurred gradually when initially straightening the channel from
C = 0.77 to C = 0.33 (i.e., the radius of the channel is three-times the channel width), and additional
straightening incurred rapid losses to hydraulic complexity. Other studies have shown hydraulic
complexity provides important riverine habitat and is positively correlated with biodiversity.
This study demonstrates how hydraulic complexity can be gradually and then rapidly lost when
unwinding a river, and hopefully will serve as a cautionary tale.

Keywords: river engineering; meander bend; CFD simulation; hydraulic complexity

1. Introduction

River meanders are a common landform in alluvial systems, characterized by sinuous patterns of
planform curvature of channel banks and bedform topography within those banks. Classic bedform
features include point bars on the inner bank and pools along the outer bank centered at the
meander bend apex, and riffles upstream and downstream of the bend [1–3]. The meander planform
curvature generates a centrifugal force on river water and creates non-uniform depths and velocities,
which shapes the bedform topography in alluvial rivers. As one travels streamwise downriver,
the rising and falling of bedform topography generates drag and steering on river flows, creating a
complex feedbacks between topography and flow [4]. The hydraulic features of meanders include
streamwise velocity separating from the inner bank about the apex and attaching to the outer bank,
a superelevated water surface forming along the outer bank, eddies forming downstream of the point
bar, and helical corkscrew patterns of cross-channel flow. This hydraulic complexity is known to
control the pressure distributions along the riverbed and therefore induce patterns of surface water
downwelling into the streambed balanced by groundwater upwelling into the channel, a mixing
process important for species and water quality called hyporheic exchange [5].

Water 2020, 12, 1680; doi:10.3390/w12061680 www.mdpi.com/journal/water145
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In a natural alluvial system, the meander bend planform will evolve through a repeating cycle
of straight to curved channels with coordinated bedform adjustments. Initially, straight channels
the viscosity of water and roughness of channel banks leads to depositional bars opposite erosional
pools, which then experience meander elongation and a decreasing radius of curvature. Ultimately,
the evolution culminates in a meander neck cutoff, at which point an oxbow lake may occupy
the abandoned meander bend and the upstream and downstream sections of channel are joined
by a straight channel, with a radius of curvature reset to infinity [6,7]. This repeating cycle of
meander evolution is at different stages, initiation to completion, along the streamwise path of a
river. Flows within meander bends generate hydraulic complexity [8–10] . The hydraulic complexity
at a meander bend further influences river ecosystems. Gualtieri et al. [11,12] demonstrated how
hydraulic complexity metrics succinctly represent flow patterns and structures utilized by riverine
biota, and greater complexity is correlated with more habitat types and greater biologic diversity.
Common hydraulic complexity metrics include river velocity and depth gradients, which are known
to support species life cycles, such as spawning, feeding, and resting [11]. The importance of hydraulic
complexity to riverine species richness [13] is in keeping with other ecological systems, where a
positive correlation exists between biodiversity and habitat heterogeneity [14].

Riverine meander evolution has too often been cut short by river straightening, and as
communities realized the associated loss of ecosystem services they are eager to restore these meanders
as well as reduce their future loss [15]. River meanders have been removed to repurpose the floodplain
for development or provide local flood water relief (while exacerbating flood levels downstream).
However, human modification of rivers too often leads to unintended consequences on river flows,
sediment transport, riverbank stability, and aquatic suitability, making river meander loss a significant
public and private concern. A successful river management target is a self-sustaining system with
dynamic equilibrium for hydrological, geomorphological, and ecological processes [16]. In an analysis
of how to meander bend curvature affects hydraulics and hence ecosystems, it is best to keep constant
variables of flow stage, i.e., depth, and bedform topography within the channel banks. Bankfull stage,
when water is at the threshold of leaving the channel, is a standard depth for such analysis.

The goal of this research is to quantify the extent that hydraulic complexity degrades when a
highly evolved meander bend at the bankfull stage is straightened, while maintaining equivalent
bedform topography associated with a highly sinuous meander. The research is approached from the
perspective of valuing river flow hydrodynamics and surface water–groundwater exchange patterns
associated with high sinuosity meanders, and views the straightening of the channel as a departure
from, and the restoration of the sinuosity as a return to, a target value. In order to examine the
independent adjustment of planform curvature and bedform topography, we used computational
fluid dynamics (CFD) models to simulate flow dynamics in the channel water column and at or in
the channel bed, including hyporheic fluxes across the channel bed [17–21]. The desired outcome of
this study is the knowledge to help river managers and engineers better understand the hydraulic
complexity associated with their river meanders and to guide their channel designs which increasingly
rely upon river steering structures to create curvature or bedform.

2. Methods

To systematically change planform curvature while keeping equivalent bedform topography,
we used a commercial CFD model (Flow3D R©) as a virtual river system that coupled the surface water
flow and groundwater movement in one domain. We describe the range of the channel curvature
with variable C, defined as the ratio of the channel width, B to the centerline radius of channel
curvature, R. A straight channel has a C = 0, while a high sinuosity meander bend might have a C > 0.5.
Nine experiments with gradually changed curvature from a tight bend to a straight channel were
simulated by maintaining equivalent cross-section profiles. The output of these simulations were then
used to investigate the hydraulic complexity response to the channel curvature changes. Note that the
purpose of this study is to investigate the flow responses to meander curvature changes solely, not to
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bedform topography. There was no sediment transport and associated self-adjusted river bedform
evolution included in the experiment setup.

CFD Model

The CFD model used finite-element methods to solve the velocity and pressure variables using the
fully 3D transient conservation of mass and momentum equations. Flow depth was controlled by the
pressure boundary conditions at both upstream and downstream boundaries. Flow surface was treated
as a free surface boundary by applying the volume-of-fluid (VOF) technique [22] which computed
fluid volume fraction as one variable in each grid cell. The mass continuity was represented as
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In these equations, VF is the fraction volume open to flow, ρ is the fluid density, c is a constant
(approximately the sound speed), p is pressure, t is time, Ai is the area fractions for flow in the
i(x, y, z) direction, and ui(u, v, w) denote the velocities in i directions, fi is the viscous acceleration
terms. R and ξ are transformation coefficients depend on the choice of the coordinate system is in use.
When Cartesian coordinates (x, y, z) are used, ξ = 0 and R = 1. When cylindrical coordinates (r, θ, z)
are used, y derivatives in the equation will be converted to azimuthal derivatives:
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→ 1

r
∂

∂θ
, (5)

which is accomplished by using the equivalent form:
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r

∂
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= R

∂
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, (6)

where R = rm/r, y = rmθ, and rm is a fixed channel radius. In the meantime, ξ = 1. Readers are
referred to the FLOW-3D users manual (https://www.flow3d.com) for more information.

Turbulence was simulated using the filtered Large Eddy Simulation (LES) model. The LES model
solved the instantaneous flow fluctuations at the grid-scale and estimated the sub-grid turbulence
variables using eddy viscosity terms, which provided better near boundary turbulence predictions
than the classic two-equation k − ε models [17,23]. The sediment bed was treated as a homogenous
porous media with uniform porosity. To allow for the coupled surface water–groundwater mixing,
a porous riverbed was simulated within the same domain by applying a drag coefficient (DRG) on
the momentum equations, determined using the Kozeny–Carman relation based on the sediment
propoerties such as grain size and porosity:

DRG = 180ν(
1 − n

n
)2 1

d2
50

, (7)
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where ν is the kinematic viscosity of water, n is the sediment porosity. Note that DRG only applies to
the porous media to slow down the flow velocity and mimic the Darcy flow behavior. For the surface
flow part, DRG was not activated.

The CFD model simulated river flows were verified in our previous study [21] using Ecole
Polytechnique Federale de Lausanne (EPFL) curved flume experiment observations reported by
Blanckaert [24]. This flume had a width B = 1.3 m, a 9 m long straight inflow channel with a slope of
0.002, a 193◦ meander bend with centerline radius of curvature R = 1.7 m, which results in a C = 0.77,
and a straight outflow channel. Flow discharge was 89 l/s, with a mean flow depth H = 0.14 m,
Reynolds number Re = 68 ×103, and Froude number Fr = 0.41. A flume substrate particle diameter of
1.6 mm to 2.2 mm (d50 = 2 mm) was used to obtain an equilibrium bed, which was defined as with
sediment inflow equaling outflow [24]. Bedform topography of the bend was mapped using acoustic
limnimeter to a 450 × 50 grid and made digitally available to the authors. Identical flume geometry
settings and boundary conditions were imported into the CFD model for river flow simulations.
The computational domain was constructed based on a cylindrical coordination system with 130 grids
along the radial or transverse axis n (x in Cartesian coordinate), from 0 m to 1.3 m, 300 grids along
the azimuthal or streamwise axis s (y in Cartesian coordinate), from 0◦ to 193◦, and 50 grids along
the vertical axis z, from −0.3 m to 0.2 m. Bedform roughness was represented using a recommended
roughness height of 0.037 m for this very experiment [25]. The goodness of fit (R2) between observed
and simulated velocity profiles were greater than 0.75 at most cross-sections, indicating the CFD model
captured the major flow dynamic patterns in both streamwise and transverse directions and was
adequately simulated the meander bend 3D river flows. The readers are referred to Figure 2 in Zhou
and Endreny [21] for detailed model verification processes.

Given that the EPFL flume experiment did not include hyporheic exchange processes, we
verified the capability of estimating hyporheic exchange rates for the CFD model using a 30 cm
wide, 700 cm long, 50 cm deep Armfield R© S series recirculating flume filled with 0.3 m depth
sediment. The sediment bed had an average depth of 30 cm featuring a pool-riffle sequence with a
wavelength of 0.5 m. Dye was released at multiple points along the surface of the sediment bed and
was tracked through the transparent wall of the flume. The hyporheic flow vectors simulated by the
CFD model agreed well with observations. We also successfully modeled and verified the penetration
front movements with the results observed in Elliott and Brooks [26] Run9 experiment. Both model
verification campaigns suggest that the CFD model adequately captured the hyporheic flow directions
and velocity, as well as the depth of the active hyporheic zone in the bedform. The readers are
referred to Figures 2, 4 and 6 in Zhou and Endreny [27] for more details about the hyporheic process
verifications. After being verified by the observations, the CFD models have the potential to explore
the flow behavior under different boundary conditions [28].

3. Hydraulic Complexity Variables

Nine planform curvatures with C = 0.77 (EPFL flume), 0.5, 0.4, 0.33, 0.25, 0.14, 0.08, 0.05, and 0
(straight channel) were simulated in this study (Figure 1). Each experiment used the equivalent
C = 0.77 bedform topography by stretching the 3D bedform topography around the channel centerline
to maintain uniform cross-section profiles between curvatures. Each CFD simulation used the same
cylindrical computational gridding and numerical methods established for the C = 0.77 simulation.
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Figure 1. Geometries and bed topography settings of the nine computational fluid dynamics (CFD)
simulations with channel curvature (C) changed from 0.77 to 0.

Meander bend hydraulic complexity for these simulations were characterized using CFD
output variables based on the flow surface elevation and flow velocity, with vs, vn, and vz

velocity vectors representing flow in the s (streamwise), n (transverse), and z (vertical) directions,
respectively. The hydraulic complexity variables were normalized when possible, and included
(1) normalized flow surface elevation (h/H), where h is the local flow surface elevation, H is the average
flow surface elevation; (2) normalized depth averaged streamwise and transverse unit discharge
(qs/UH and qn/UH)., where qs and qn are the unit discharges at s and n directions, equal to <vs>× h
and <vn>× h; U is the bulk velocity; “< >” denotes depth averaging; (3) normalized depth averaged
streamwise velocity at bankfull depth (<vs>/U); (4) bed shear stresses distrubution, represented by

the bed friction coefficient, Cf = u∗2

U2 , where u∗ is the shear velocity at the boundary, u∗ = ub
u+ , ub is

velocity magnitude at the bottom grid, u+ is dimensionless velocity for a hydraulically rough wall
computed with the modified wall function [29], u+ = 2.5ln zb

ks
+ 8.5 where zb is the grid size and

ks is the roughness height which was 6 mm; (5) vertical hyporheic flow, represented by the vertical
flux 2 cm below the water-sediment interface (vzbed/U); (6) secondary circulation represented by
depth averaged normalized vertical velocity (<vx>/U) for the size; and normalized transverse stream
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function, ψ/UBH for the direction and strength (positive values indicate clockwise circulation when
facing upstream). The ψ/UBH was computed as

ψ =
1
2
(

n∫

ni

vzn dn −
z∫

zi

vnn dz), (8)

in which the ni and zi represent the cross-sectional and vertical coordinates.
The CFD simulated output of the river flows and associated hydraulic complexity for all nine

channel curvatures with C = 0.77 topographic bedform was projected into a straight channel (C = 0)
to facilitate inter-comparison. Distance along the streamwise axis s is reported relative to channel
width B as s/B. Each hydraulic complexity variable is initially presented as the simulated values at
the C = 0.77, C = 0.33, and C = 0 planform curvature to illustrate spatial patterns for each variable.

4. Results

4.1. Flow Surface Elevation

The normalized flow surface elevation (h/H) patterns were very sensitive to planform curvature
(Figure 2), with large differences in the inlet section (<1.5 s/B longitudinal position) emerging between
C = 0.77 and C = 0.33, and between C = 0.33 and C = 0. Similarities between the C = 0.33 and C = 0
did exist, and included a semicircle of maximum flow surface values over the pool (left bank centered
at 1.5 s/B) and a minimum flow surface value along the right bank over the point bar apex. These areas
of similarity in h/H were regulated by bedform topography, but curvature and superelevation effects
suppressed bedform topographic control for C > 0.33. At the tighter curvature of C = 0.77 the
centrifugal forces elevated the water surface to h/H ≥ 1.08 and the zone of maximum values stretched
from the inlet to 2 s/B and pinched into a narrower lateral extent, while the water surface at the
opposite bank dropped to h/H ≤ 0.92 from 0 to 1.4 s/B, followed by other zones of lowered surface
values (h/H < 1) at 2 s/B and from 3 s/B to 4 s/B. The complete absence of planform curvature in
the C = 0 system did not prohibit bedform topography from creating a backwater effect behind the
point bar, noted by the zone of maximum h/H along the right bank from 0 s/B to 1 s/B.

The impact of planform curvature was illustrated with transverse plots of h/H at 1.5 s/B, the point
bar apex (Figure 3). Considering the normalized flow surface elevation as a function of normalized
transverse distance, (h/H) = Fh(n/B), the second order derivative of the function Fh′′(n/B) was
used to identify the convexity of the flow surface curves with positive and negative values indicating
convex and concave surfaces, respectively. We find that C = 0.33 was the divide that separated the
h/H patterns into two types. In tight meander bend with C > 0.33 the transverse pattern of h/H was
convex, and for mildly curved channels with C < 0.33 it had a concave pattern. At a curvature of
C = 0.33 the h/H profile Fh′′(n/B) was close to zero and the h/H profile was flat. The mechanism
might be that the centrifugal effects piled up the water in high curvature channels and created convex
h/H superelevation transverse profiles at the meander apex, while open meanders the bedform
topography created backwater effects and concave h/H transverse profiles.
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Figure 2. Flow surface elevation (h) normalized by H at C = 0.77, C = 0.33, and C = 0 conditions.
n denotes the lateral coordination with n = 0 at channel center and B denotes the channel width.

Figure 3. Normalized flow surface profiles for the nine simulations at the point bar apex 1.5 s/B.
The insert plot shows the second order derivative of normalized flow surface elevation in the transverse
direction, Fh′′(n/B), which gives the convexity or concavity of the surface profile curves.

4.2. Streamwise and Transverse Unit Discharge

The unit discharge, which represents a mass redistribution of water within the channel, was less
sensitive to channel curvature. The unit discharge in the streamwise (qs/UH) (Figure 4) direction
had relatively stable spatial patterns of maximum and minimum values with changing curvature.
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This suggests their spatial patterns were regulated by bed topography and the larger conveyance
regions opened by pools and smaller conveyance regions constrained by point bars. This topographic
control was illustrated by comparing streamwise unit discharge for C = 0.77, 0.33, and 0 at the left
bank pool and the right bank point bar conveying. Nearly 90% of the downstream mass was conveyed
along the left half (i.e., the pool side) of the channel for all curvatures, while along the right bank at
station 2 s/B there was upstream mass transport, indicating the existence of backwater eddy and flow
separation for all curvatures. The maximum streamwise unit discharge occurred at about 1.5 s/B,
right above the deepest part of the pool. Differences in streamwise unit discharge patterns between
C = 0.77 and C = 0 emerged along the left bank stations 2.5 s/B to 3.5 s/B, where mass transport
increased by 50% as curvature increased. In this post-apex section of the meander bend there was
greater sensitivity of streamwise mass flux to curvature.

The distribution of transverse unit discharge, qn/UH, were also largely insensitive to curvature,
where C = 0.77, 0.33, and 0 each experienced a pronounced transport to the outer bank (positive values)
upstream of the apex and transport to the inner bank further downstream (Figure 5). The impact of
bed topography was noted in the damped oscillation patterns of qn/UH with the maximum leftward
mass transport at 1 s/B, just upstream of the point bar, and rightward transport at about 2.3 s/B,
downstream of the pool. As curvature increased, the single ovate shaped hot-spot of outer-bank
directed mass transport that extended beyond the apex for C = 0.77, became split at the tip for C = 0.33,
and then reduced to a smaller region for C = 0 (Figure 5). A parallel set of changes occurred in
inner-bank-ward mass transport, where the initiation of this inner bank transport region moved further
downstream as curvature reduced from C = 0.77 to C = 0. The differences in mass transport between
the C = 0.33 and C = 0 simulations were only about 5% based on transversely averaging (< qn/UH >)
(Figure 6). The inset of Figure 6 shows the likelihood (here we use coefficient of determination, R2) of
< qn/UH > between each curvature and the straight channel condition (C = 0, R2 = 1). The lower the
R2, the transverse unit discharge is more complex than in the straight channel.

Figure 4. Streamwise unit discharge qs/UH for channel curvature C = 0.77, 0.33, and 0 conditions.
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Figure 5. Transverse unit discharge qn/UH for channel curvature C = 0.77, 0.33, and 0 conditions.

Figure 6. Transverse unit discharge averaged over the transverse direction. The inset shows the R2 of
transverse unit discharge < qn/UH > between each curvature, C, and the straight channel condition
(C = 0, R2 = 1); a lower R2 suggests greater hydraulic complexity for transverse unit discharge.

The distribution of transverse unit discharge, qn/UH, were also largely insensitive to curvature,
where C = 0.77, 0.33, and 0 each experienced a pronounced transport to the outer bank (positive values)
upstream of the apex and transport to the inner bank further downstream (Figure 5). The impact of
bed topography was noted in the damped oscillation patterns of qn/UH with the maximum leftward
mass transport at 1 s/B, just upstream of the point bar, and rightward transport at about 2.3 s/B,
downstream of the pool. As curvature increased the single ovate shaped hot-spot of outer-bank
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directed mass transport that extended beyond the apex for C = 0.77, became split at the tip for C = 0.33,
and then reduced to a smaller region for C = 0 (Figure 5). A parallel set of changes occurred in
inner-bank-ward mass transport, where the initiation of this inner bank transport region moved further
downstream as curvature reduced from C = 0.77 to C = 0. The differences in mass transport between
the C = 0.33 and C = 0 simulations were only about 5% based on transversely averaging (< qn/UH >)
(Figure 6). The inset of Figure 6 shows the likelihood (here we use coefficient of determination, R2) of
< qn/UH > between each curvature and the straight channel condition (C = 0, R2 = 1). The lower the
R2, the transverse unit discharge is more complex than in the straight channel.

The results showed that the R2 was greater than 0.8 in all channels and greater than 0.98 in
C < 0.33 channels. With increasing channel curvature, the R2 remained constant until it started to
drop rapidly from 0.95 at C = 0.33 to 0.8 at C = 0.77.This analysis suggested that the transverse unit
discharge is generally insensitive to curvature, especially in moderately curved channels (C < 0.33).

4.3. Streamwise Velocity Distribution

The streamwise velocity distributions, quantified by the first moment of depth-averaged
streamwise velocity < vs > /U, had spatially varying sensitivity to curvature, which was most
pronounced at the channel inlet (Figure 7). In the inlet the maximum was along the right bank in
C = 0.77 but was along the left bank in C = 0. These differences in streamwise velocity are explained
by curvature and its role in transverse velocity gradients. In C = 0.77 the shorter streamwise distance
along the inner bank caused an increase in < vs > /U from the inner bank to the outer bank [30].
Curvature also caused differences in magnitude of < vs > /U between the C = 0.77 and C = 0 channels
from 2.5 s/B to 4 s/B, with the maximum < vs > /U increased and concentrated near the outer
bank area.

The first moment of depth averaged streamwise velocity < vs > /U, which is the center of
gravity of the streamwise flow distribution, has an exact transverse location denoted by n/B, where n
= 0 at the channel center and n/B = 0.5 at the left bank (Figure 8). For all planform curvatures the
first moment of < vs > /U oscillated, originating near n/B = 0 at the channel inlet, approaching the
left bank distance n/B > 0.2 at s/B = 1.5, and then returning toward the channel center n/B = 0.1 at
s/B = 2. This oscillation was explained by flow separation upstream of the point bar, the subsequent
relocation of maximum streamwise velocities near the outer bank, and the return of those maximum
velocities toward the channel center at the meander outlet. Sensitivity to curvature was observed
from 2 s/B to 4 s/B, where the amplitude of oscillation in the first moment of < vs > /U diminished
with decreasing curvature; oscillating by 0.35 n/B for C = 0.77 and oscillating by 0.15 n/B for C = 0.
For high curvature channels (C > 0.33) with tight meanders, flow entered the meander bend along
the right half of channel due to a curvature induced potential vortex, while in moderately curved
C < 0.33 channels flow entered the meander along the left half of the channel due to a point bar
backwater effect. At channel location 2 s/B the maximum leftward amplitude was n/B = 0.4 from the
channel center for the C = 0.77 simulation and n/B = 0.25 from the center for the C < 0.33 simulations.
The coefficient of determination for the first moment of < vs > /U between C = 0 and other simulations
resulted in R2 > 0.95 for C < 0.33 channels, but ranged from 0.6 to 0.88 for the C > 0.33 channels
(the insert in Figure 8). As the meander bend tightened and C approached 1.3 the R2 varied greatly
with curvature, while in channels with C < 0.33 the R2 was relatively insensitive to changes in curvature,
suggesting bedform topography was a stronger influence than planform curvature on the streamwise
velocity distribution.
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Figure 7. Normalized depth averaged streamwise velocity < vs > /U for channel curvature C = 0.77, 0.33,
and 0 conditions. .

Figure 8. The first moment of normalized depth averaged streamwise velocity < vs > /U,
which represents center of gravity of the streamwise flow distribution, along the channel. The inset
shows the R2 of the first moment of < vs > /U between each curvature and the straight channel
condition (C = 0, R2 = 1); a lower R2 suggests greater hydraulic complexity for the first moment of
depth averaged streamwise velocity.
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4.4. Bed Shear Distribution

The bed shear distribution, C f , is determined in part by near-bed velocities (Figure 9). Along the
right bank side at the channel inlet, the bed shear was evidently controlled by the bed topography,
with maximum values for all planform curvatures extending up to the point bar. At the point bar
cross-section the bed shear was controlled by bedform topography over the point bar, with a minimum
C f values for C ≤ 0.33 curvatures, suggesting conditions for sediment deposition. However, opposite
the point bar the bed shear was controlled by planform curvature, with maximum C f values in the
C = 0.77 simulation and minimum C f values in the C = 0 simulation. These maximum C f values in the
C = 0.77 were over the pool area from 1 s/B to 2.5 s/B, where sediment erosion was most active. Note
that the artificial strips observed in bed shear C f distribution are caused by the structured meshing
approach used to represent the bedform topography. This factor could be reduced/smoothed if a finer
mesh is applied.

Figure 9. Distribution of river channel bed shear C f for channel curvature C = 0.77, 0.33, and 0 conditions.

4.5. Vertical Hyporheic Exchange

The vertical hyporheic exchange patterns were sensitive to planform curvature, but more than
half of the bed was controlled by bedform topography (Figure 10). Since the magnitude of vertical flux
was very small (about three orders of magnitude lower) compared with the bulk velocity (U), here we
only analyzed the direction of the hyporheic flux direction (i.e., upwelling, downwelling, or neutral),
among the simulations. In C = 0.77 the upwelling area occupied a dominant amount of cross-sectional
bed area from the inlet to 2 s/B, followed by another large swath of upwelling between 2.5–3.5 s/B,
while the downwelling area occupied about 20% of the total area and was primarily located to the left
bank from 0.5 s/B to the outlet due to the strong downward flow along the pool area. By contrast,
the largest patch of upwelling in the C = 0 simulation extended from the inlet to the point bar,
with another patch connected to the left bank centered at 3 s/B. Bedform topographic controls on

156



Water 2020, 12, 1680

hyporheic flux were identified by similar patterns of flux direction for C = 0.77, 0.33, and 0 and were
located in the pool opposite the point bar, on the lee side of the point bar at 2 s/B, and in a patch
attached to the left bank at 2.5 s/B.

Figure 10. Normalized vertical hyporheic flux vzbed/U at 2 mm below sediment surface for channel curvature
C = 0.77, 0.33, and 0 conditions. Positive indicates upwelling of groundwater into the river channel.

4.6. Secondary Circulation Patterns

Vertical velocity distributions and transverse stream functions are highly related to the secondary
circulation patterns. The normalized depth-averaged vertical velocity distribution had areas sensitive
to planform curvature and other areas more sensitive to bedform topographic control (Figure 11).
All three curvatures had strong negative vertical velocities at the left bank from 0.5 s/B to 1.5 s/B,
with flow downwelling into the pool, and all curvatures had positive vertical velocities centered at
2.5 s/B where the rise in bed caused upwelling currents. However, only the tight meanders (C > 0.33)
had maximum vertical velocities in the pool, initiating at 1.5 s/B, while the straighter channels
had a small region of maximum vertical velocities over the right bank point bar apex. Only in the
C > 0.33 channels was the presence of a strong secondary circulation cell present, with maximum and
downwelling and upwelling collocated over the pool.
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Figure 11. Normalized vertical velocity <vz>/U for channel curvature C = 0.77, 0.33, and 0 conditions,
with positive values upward flows, negative values downward flows.

The transverse stream function distributions (ψ/UBH) at the meander apex revealed the presence
of flow cells rotating around the streamwise axis for the three curvatures (C = 0.77, 0.33, and 0).
A cross-sectional view of the stream function and transverse flow cell vectors for 1.8 s/B (Figure 12)
showed a clockwise (looking upstream) secondary circulation present in all curvatures, centered in the
pool. A patch of negative stream function values was also present for all curvatures, located against the
top half of the outer bank. The intensity of rotation increased with decreasing curvature, where C = 0.77
had maximum stream function values of 0.3 and C = 0 had maximum values of 0.1. The centroid of the
rotation lifted higher into the water column with increasing curvature, and the lateral extent of rotation
was reduced with decreasing curvature. This was seen by the stronger C = 0.77 circulation cell tightly
centered in the pool z and n domain, while the weaker C = 0 circulation cell was lower in the water
column and stretched into the point bar bench and outer bank. The pattern and strength of vertical
and rotational flow patterns were strongly influenced by curvature and its centrifugal effects. For mild
curvatures of C < 0.33 there were similarities in the pattern and strength of the secondary circulation,
indicating the strong influence of bedform topography in these more open curvature channels.
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Figure 12. Transverse stream function distribution ψ/UBH reveals the secondary circulation of
transverse flow cells rotating at the meander apex 1.5 s/B for channel curvature C = 0.77 (A),
C = 0.33 (B), and C = 0 (C), with positive values representing clockwise rotation direction when facing
upstream, and negative values representing counter-clockwise rotation when facing upstream.

5. Discussion and Conclusions

This study has quantified how straightening a previously sinuous river channel impacts the
spatial variation in water depth, velocity, and their products which create hydraulic complexity. As a
river meander is straightened, the loss to hydraulic complexity is initially gradual and then is abrupt
when the river curvature decreased below a threshold of C = 0.33, i.e., the radius of the channel is
three times of the channel width. Leopold and Wolman [2] also identified a planform curvature of
approximately C = 0.33 as a threshold below which the river meanders no longer support the process
of flow separation and the associated hydraulics of wake zones and eddies.

River management can refer to these findings as a guide to hydraulic patterns about meander
bends at different river curvature. Such a guide could direct data collection to document and confirm
spatial patterns of depth, velocity, and the hydraulic complexity metrics. In cases where river meanders
were straightened and bedform topography were degraded, river managers might use this study
to consider at least two approaches to restoration. If floodplain encroachment prohibits restoration
of full curvature, managers might try restoration of the bedform topography associated with full
curvature. Such bedform manipulation can be supported with boulders, submerged logs, vegetation,
and other techniques (discussed below). Without constraints of floodplain encroachment, managers
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might be able to restore channel curvature along with its bedform topography. Given the sudden
loss to hydraulic complexity when curvature drops below the threshold of C = 0.33, rivers should
be managed to maintain a range of meander curvatures that exist above this threshold in order to
support the morphodynamic and associated biotic functions of rivers. While this is the first study
to systematically document how the loss of curvature leads to progressive and then rapid loss of
hydraulic complexity, other studies have documented the links between curvature and river functions.

The morphodynamic connections to river curvature include the generation of transverse,
or secondary circulation patterns [31,32], which establish feedback loops between the dynamics
of sediment transport and morphology of bed topography [33,34]. Our experiments documented how
the loss of secondary circulation cells was associated with changes patterns of maximum velocities
in three directions and a loss of vortices others have shown useful for biota. Liao et al. [35] used
high-speed video to show how fish benefit from the rich 3D flows common to high curvature meanders,
using vortices to decrease energy expenditure as they migrate up-river.

As these findings are referred to for guidance in managing river meanders, it is important
to reiterate this study used a fixed-bed experimental design, while most natural rivers will have
mobile-beds where the substrate can move in larger flows. The fixed-bed condition allowed for
establishing bed topography associated with high curvature meanders, even in lower curvature
conditions. To achieve this in the field, river restoration uses fixed, in-channel forms such as boulders
to steer the river water and achieve multiple goals of reducing channel bank erosion and enhancing
hydraulic complexity and ecosystem services such as habitat and hyporheic exchange [36,37]. In most
alluvial rivers sediment ultimately deposits and scours around these forms, in complex ways that
extend beyond the reach of this study. To make progress in this complex environment of river research,
we controlled the covariate of the bedform to understand the role of curvature. To further address the
issues of mobile bed dynamics, we recommend follow on research to provide detailed estimates of
equilibrium bed scour and deposition caused by different channel curvatures. Another limitation is
that the bed topography is defined as equivalent across the experiments. However, the decreasing
of the channel curvature also related to bedform changes with a shrinking outer bank and extending
inner bank, which may also contribute to the flow pattern changes.

In conclusion, this study detailed where river flow about a meander bend loses hydraulic
complexity when the river is straightened. This has implications for protecting and restoring river
curvature to manage river ecosystem services. Below is a summary of changes to river flow complexity
when a river meander is modified from high curvature to straightened:

1. A weakening of the superelevated water surface along the outer bank at the meander apex
(see Figures 2 and 3) , and a diminishing transverse unit discharge (Figures 5 and 6).

2. The creation of an uninterrupted band of high magnitude streamwise unit discharge along the
outer bank, which had previously been limited to an area about the meander apex (Figures 4 and 8),
and associated loss of high flows along the inside bank just upstream of the point bar (Figure 7).

3. The loss of large magnitude bed shear stresses in the pool at the meander apex and establishment
of a larger zone of near-zero bed shear about the point bar (Figure 9), and the related loss of large
swaths of upwelling flow of groundwater into the channel at the apex along the outer bank and
downstream of the apex along the inner half of the channel (Figure 10).

4. The loss of a tightly coupled upward and downward vertical velocities along the outer bank at
the meander apex (Figure 11) and the associated weakening and shifting of secondary circulation
transverse flow cells (Figure 12).
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Abstract: Hyporheic zones (HZs) influence biogeochemistry at the local reach scale with potential
implication for water quality at the large catchment scale. The characteristics of the HZs (e.g., area,
flux rates, and residence times) change in response to channel and aquifer physical properties, as well
as to transient perturbations in the stream–aquifer system such as floods and groundwater withdraws
due to evapotranspiration (ET) and pumping. In this study, we use a numerical model to evaluate the
effects of transient near-stream evapotranspiration (ET) on the area, exchange flux, and residence time
(RT) of sinuosity-induced HZs modulated by regional groundwater flow (RGF). We found that the
ET fluxes (up to 80 mm/day) consistently increased HZ area and exchange flux, and only increased
RTs when the intensity of regional groundwater flow was low. Relative to simulations without ET,
scenarios with active ET had more than double HZ area and exchange flux and about 20% longer
residence times (as measured by the median of the residence time distribution). Our model simulations
show that the drawdown induced by riparian ET increases the net flux of water from the stream to
the nearby aquifer, consistent with field observations. The results also suggest that, along with ET
intensity, the magnitude of the HZ response is influenced by the modulating effect of both gaining and
losing RGF and the sensitivity of the aquifer to daily cycles of ET withdrawal. This work highlights
the importance of representing near-stream ET when modeling sinuosity-induced hyporheic zones,
as well as the importance of including riparian vegetation in efforts to restore the ecosystem functions
of streams.

Keywords: hyporheic zone; hyporheic exchange; evapotranspiration; groundwater modeling;
riparian vegetation

1. Introduction

The hyporheic zone (HZ) plays a crucial role in basic ecosystem functions in riparian corridors,
being the region of an aquifer where there is some degree of mixing between stream water and
groundwater. Focusing at the local reach scale, the exchange of water, solutes, and biota to and from
the stream gives the HZ unique hydrodynamic and chemical properties [1], as well as a rich diversity of
microbial communities [2]. Hyporheic exchange allows solutes carried by a stream to temporarily reside
in the geochemically and microbially active streambed and banks [3], which can create the microfauna
and solute residence times (RTs) necessary for critical biogeochemical transformation [4]—for example,
retention of nutrients [5] and metals [6]. Thus, hyporheic exchange influences major environmental
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engineering problems such as degradation of water quality [7], stream restoration [8], and the integrity
of riparian ecosystems [9].

Spatiotemporal changes of the HZ’s characteristics such as area, fluxes, and residence times can
have a significant impact on its potential for biogeochemical transformation. For example, changes
in the areal extent of the hyporheic zone can dictate the location of hotspots for biogeochemical
transformations [10,11]. Similarly, changes in hyporheic flux strongly constrain the mass and spatial
distribution of reactants available for transformations within the hyporheic zone. Lastly, hyporheic
residence times can serve as a proxy for the likelihood that a solute will be consumed during a
biogeochemical reaction (e.g., denitrification), and therefore to quantify the HZ’s biogeochemical
potential [6,12]. This can be done by comparing the HZ’s RTs with a characteristic timescale for the
reaction of interest, typically defined as the reciprocal of a reaction rate constant [13,14].

In general, the hyporheic zone hydrodynamics and its associated characteristics are defined by
the porous media properties (e.g., permeability [15], porosity, specific yield, and dispersivity [14]);
modulators such as regional groundwater flow [16], pumping [17], and evapotranspiration fluxes [18];
and drivers such as pressure gradients induced by interactions with geomorphic features (e.g., bedforms
and meanders) [11,19–22]. In this work, we focus on the case of lateral hyporheic exchange driven by
channel sinuosity (exchange between the channel and its banks) [11,19,22,23] as it is modulated by
regional groundwater flow and riparian evapotranspiration.

Near-stream vegetation (e.g., phreatophytes) and diel cycles of radiation influence the
hydrodynamics of the HZ though the combined effect of transpiration (root uptake) and evaporation
of surface water, soil water, and groundwater within the alluvial valley. The evapotranspiration
process results in a diurnal cycle of alluvial valley water withdraw, where the local water table
declines throughout the day and recovers at night [24]. Lowering of the water table induces additional
hydraulic gradients from the channel to the alluvial valley, potentially enhancing the hyporheic exchange
process [23,25]. Patterns of fluctuations similar to the riparian ET diel cycles are commonly observed in
near-stream well hydrographs [26] and stream discharge measurements [27]. These fluctuations have
been attributed directly to evapotranspiration (ET) in areas where other potential perturbations on water
table fluctuations (e.g., well pumping and barometric pumping) were considered negligible [24,28].

Despite the effects riparian ET has on fundamental aspects of the HZ’s hydrodynamics, relatively
few numerical models of the HZ account for any amount of ET, and fewer have attempted to quantify the
relationships between ET and metrics such as HZ area, exchange flux, and RTs. With this in mind, the
goal of this work is to identify the magnitudes of ET withdrawal necessary to alter major characteristics
of lateral reach scale hyporheic exchange, across a range of regional groundwater conditions. This goal
is central to our ongoing effort to identify and maximize the potential for environmentally beneficial
hyporheic activity along river corridors.

To meet our goal, we modeled and evaluated the effects of transient near-stream ET in a numerical
model for lateral reach scale hyporheic exchange. To put the results in proper context, the effects of ET
were compared with results from previous modeling studies (e.g., [11,14,19]) that have simulated a
range of stream morphologies and ambient groundwater conditions to identify maximum values for
HZ area, hyporheic exchange flux, and RTs.

Using a finite-element model, Cardenas [11,19,20] explored the relationship between sinuosity-driven
hyporheic exchange, channel sinuosity, and regional groundwater flow. Their simulations showed that
channel morphology, as represented by sinuosity, exerts a dominant control in the shape and fluxes
within the HZ. The exchange through homogeneous meanders is characterized by broad power law
residence time distributions (RTDs) extending across several orders of magnitude, from minutes to
decades. This is an important finding that suggests prolonged effects of hyporheic exchange on the
biogeochemical transformation potential at scales that range from the reach to the watershed [20].
Specifically, gaining or losing regional groundwater flow (RGF) conditions compress the HZs toward
meander apexes and shorten residence times [11]. As sinuosity increases, the sensitivity to RGF
decreases and steeper transverse regional water table gradients are needed to compress the HZ [11].
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Boano et al. [13] used a similar modeling framework to make a direct connection between
hyporheic flow, RTs, and biogeochemical transformation in the intra-meander zone. Hyporheic flow
was simulated in meanders with a wide range of channel sinuosities, producing flow paths and
residence time distributions that vary widely between scenarios. Then, a reactive solute transport
model was used to simulate a sequence of redox reactions as a steady supply of dissolved organic carbon
was supplied by the channel to the HZ. These biogeochemical simulations show the tight connection
between residence time distributions and the potential for denitrification. In particular, Boano et al. [13]
highlighted the usefulness of comparing threshold biogeochemical timescales (associated to the
reaction of interest) with the HZ’s residence times in order to quantify the effects of stream morphology
on the biogeochemical potential of the HZ. Expanding upon this work, Gomez et al. [14] used the
biogeochemical model from Boano et al. [13] with the numerical flow model from Cardenas [11,19]
to establish numerical relationships between sinuosity, water table gradient, hydraulic conductivity,
aquifer dispersivity, and RTDs. Keeping aquifer dispersivity constant, changes in the other aquifer and
morphological parameters either stretched or compressed the RTD for each simulation. By comparing
those RTDs with biogeochemical timescales [13], each set of control parameters could be used to
classify a meander as a net sink or source of nitrate.

In an investigation of the relationship between riparian ET and streamflow diel cycles, Wondzell et al. [23]
examined ET-induced fluctuations in streamflow at the mouth of a watershed. When compared to data
from previous stream-tracer experiments performed throughout the watershed, they concluded that the
combination of ET signals from local and watershed scales produced a nonlinear relationship between
ET and streamflow. The study results also suggested that some observed water table fluctuations were
in response to ET perturbation effects being transported along hyporheic flow paths. In other words,
the effects of ET on hyporheic exchange can persist in the HZ beyond the time scale associated with the
daily cycle. This is consistent with the memory effects found by Gomez-Velez et al. [29] in the context
of flood event perturbations.

Efforts to characterize the effects of transient model boundaries on HZ exchanges and RTs,
and in turn on the biogeochemical potential of HZs, have been limited and remain inconclusive.
Gomez-Velez et al. [29] explored the effect of dynamic (or transient) perturbations due to flood events
on lateral hyporheic exchange. These perturbations result in a wide variation in exchange fluxes and
residence times. The variable perturbation in the model took the form of transient stream discharge,
representing flood pulses of varying duration and intensity. Gomez and Wilson [30] drew similar
conclusions after modeling transient flow in a generic flow system, where large enough fluctuations in
the model perturbations create entirely new modes in the resulting distributions of residence time
distributions. The results of Larsen et al. [31], however, suggest that dynamic perturbations from flood
pulses and ET affect HZs on different spatial and temporal scales. The study ran multi-year simulations
of hyporheic exchange, all with seasonal-timescale flood pulses and some with ET changing on a
daily cycle. The ET boundary had different effects on HZ metrics at different temporal scales: on a
monthly timescale, hyporheic exchange fluxes increased by several orders of magnitude; six-year mean
residence times decreased by over half compared to no ET. The authors concluded that seasonal flood
pulses produced separate characteristic RTDs from the ET effects taking place at shorter timescales.

The limited studies of transient conditions in hyporheic models leave some aspects of the research
in a state of debate. Characteristic hyporheic RTs have been used to estimate the potential for
biogeochemical transformation in HZs [13,32], but many studies have reported multimodal RTDs are
inadequately described by a single characteristic RT [20,21]. Wondzell et al. [23] and Larsen et al. [31]
suggest that transient model conditions produce complex multimodal distributions because they affect
HZ transport and storage dynamics on multiple timescales. This is particularly important given than
biogeochemical timescales for oxygen and nitrate consumption in meanders can vary over nine orders
of magnitude from 10−2 to 106 days [14].
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2. Materials and Methods

2.1. Conceptual Model

We used MODFLOW-2005 to build a finite-difference model of the hyporheic exchange process
modulated by ET and regional groundwater flow (RGF) (Figure 1). Our conceptual model is based
on the model previously proposed by Cardenas [11,19] and revisited by Gomez et al. [14] and
Gomez-Velez et al. [29]. The generic domain represents one side of an alluvial valley overlying an
impermeable surface. The valley is constrained on the x-y plane by the outer edge of the valley on
one side and the valley’s stream on the opposite side. The left and right (upstream and downstream,
respectively) domain edges are periodic boundaries, i.e., they are boundaries beyond which the stream
meanders repeat periodically and indefinitely. The model domain is vertically-integrated in a 2 m-thick
layer, the stream fully penetrates that layer, and the alluvial aquifer is homogenous and isotropic.
The stream channel is sinusoidal, with fixed head values varying linearly along the arc-length of
the channel.

 

Figure 1. Overview of the finite-element model domain, with all boundary conditions labeled.
The near-stream area outlined in black, encompassing the smaller area outlined in red, is the full
extent of the vegetated riparian area, simulated with MODFLOW’s EVT boundary condition. The area
outlined in red is the area of interest pictured in proceeding figures. The dashed red line corresponds
to the segment of the stream–aquifer interface along which MODPATH particles were released. Blue
lines correspond to constant head (CHD) boundaries.

All four edges of the model domain were represented by the MODFLOW Time-Variant Specified
Head package (constant head, or CHD). These constant heads varied linearly along a single border to
produce the desired mean head gradients in the x- and y-directions and thereby control mean water
table configurations before the addition of ET [11]. The near-stream ET was generated by MODFLOW’s
Evapotranspiration package (EVT) and the riparian vegetation was represented as a band of EVT cells
running adjacent and parallel to the stream. The EVT cells ran on a daily cycle of hourly pumping rates
(Figure 2), to reflect the observed sub-daily effects of solar radiation on groundwater ET [27]. Transport
of stream water through the aquifer was modeled both as a conservative solute using the Modular
Three-Dimensional Multispecies Transport Model (MT3DMS) [33], and as a series of discrete particles
using the particle-tracking program MODPATH [34]. Observations from these transport software
packages were used to calculate different metrics (described in Section 2.3) and did not interact or
exchange data.
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Figure 2. Daily schedules of evapotranspiration pumping rates in the vegetated zones of the model.
Schedules are color-coded according to the maximum pumping rate (mm/day) achieved in each
schedule, and labeled in shorthand (e.g., ET80 =maximum rate of 80 mm/day).

To represent an infinitely long stream and vegetated zone, the domain was expanded beyond
the central 2 wavelengths of the stream that make up the representative area of interest (Figure 1, in
red). Measurements of all metrics aside from HZ area come exclusively from this area. The top, right,
and left edges of the domain (in plan view, Figure 1) were expanded until the total steady-state fluxes
entering or leaving those edges during active ET (80 mm/day, the maximum withdrawal rate simulated)
were within 5 percent of the same fluxes from simulations without active ET (see the description of
scenarios below). Then, wavelengths with active ET zones were added upstream and downstream of
the area of interest until, under transient conditions with daily ET cycles, drawdown and head within
the area of interest experienced a maximum change of <5% due to the additional ET wavelengths.

The top boundary of the vegetated zone ET was established in a way that places it at least 30 m
away from the stream at all points along the stream. This was done to maintain a more consistent
thickness to the vegetated zone ET, in sync with the sine wave of the stream, than would have been
produced with a straight line running along the x-axis of the domain. The 30 m vegetation width is
consistent with recommendations from the USDA [35] for riparian buffers. A more detailed description
of how this boundary was created in ModelMuse [36] is provided in the Supplementary Materials.

Some aspects of the model were chosen with the goal of avoiding numerical instability and water
budget imbalances in the finite-difference solution. The model’s x-y grid was initially given a regular
cell size of 4 × 4 m, but the cells in the area of interest were refined to 0.4 × 0.4 m, with several rows
and columns of transitional cells in-between. This gives the model over 47,000 active cells total and
over 22,000 active cells in the area of interest alone. The MODFLOW Geometric Multigrid (GMG)
solver package was chosen because it kept water budget discrepancies below 0.1% for all steps in all
simulations. All solver packages solve the same equations for groundwater flow, but with different
algorithms that allow some to arrive at satisfactory solutions when others will not [37].

2.2. Modeling Scenarios

Five different scenarios for ET withdrawal rates were applied, based on the daily maximum ET
rate (ETmax): 0, 20, 40, 60, and 80 mm/day. These scenarios will be abbreviated from here onward
as ET0, ET20, ET40, ET60, and ET80, respectively. These values cover the full range of ET activity
found in the literature [26,27,38,39]; but it should be noted the ET withdrawal rates produced in the
ET80 scenarios will be impossible for phreatophytes to achieve in most climate zones. The mean
head gradient of the aquifer in the y-direction (Jy) was also altered between simulations to produce
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different scenarios of ambient groundwater flow. The ratio of the regional groundwater flow gradient
in the y-direction (Jy) to the one in the x-direction (Jx) is given by Jy/x = Jy/Jx. This ratio represents the
magnitude of the regional groundwater flux constraining the hyporheic exchange, and it is positive
for gaining conditions, negative for losing conditions, and zero for neutral conditions. We explored
five different scenarios for Jy/x, with values of 2, 1, 0, −1, and −2. These scenarios will be abbreviated
from here onward as J + 2, J + 1, J0, J − 1, and J − 2, respectively. Most model parameters were kept
constant across all simulations, to reduce the total number of simulations and simplify the analysis of
the parameters that were changed. The main model constants can be found in Table 1.

Table 1. Constant values for major geomorphic and aquifer parameters.

Parameter Symbol and Units Constant Value

Sinuosity S, (-) 1.87
Wavelength λ, m 40

Down-valley water table gradient Jx, (-) 0.00125
Hydraulic conductivity K, m/h 3.5

Porosity ϕ, (-) 0.25
Specific yield Sy, (-) 0.20

Longitudinal dispersivity αL, m 10

The EVT cells were set with extinction depths at the bottom of the model layer (2 m) and
withdrawal coming from the top of the model layer. As a result, the real withdrawal rate of an active
EVT cell was a fraction of the maximum possible withdrawal rate of a given time step (the hly values
of pumping rates in Figure 2), with the fraction being proportional to the head in the cell:

ETR = ETP × (h/2) (1)

where ETR is the real withdrawal rate (mm/day) of a cell, ETP is the maximum potential withdrawal
rate (mm/day) for that time step, and h is the head (m) in the cell. An extinction depth of 2 m is a
plausible value for riparian phreatophytes, based on ranges of values produced in previous modeling
studies [40–42].

Each simulation was run with one steady-state flow step, one steady-state solute transport
step, and then 744 steps (31 days) of hly ET and transient solute transport (Table 2). Representative
measurements of stream water concentrations and flow terms needed for area and flux metrics were
taken from the 31st day of the transient simulation. The particle tracking used for residence time
calculations ran beyond the first 31 days for reasons described below. Post-processing of model data
was completed with a combination of tools from ModelMuse and scripts written in R [43]. For more
detailed explanations of the model setup and execution, see the Supplementary Materials.

Table 2. The changing status and activity of the MODFLOW, MT3DMS, and MODPATH software
through a simulation’s time steps.

Start Time Step End Time Step MODFLOW MT3DMS MODPATH

−1 0 Steady-state Inactive Inactive
0 1 Transient Steady-state Inactive
1 720 Transient Transient Inactive

720 721 Transient Transient Particles released
721 744 Transient Transient Particles travel
744 variable Transient Transient Particles travel

2.3. Characterization of the Hyporheic Exchange

The areal extent of the HZ was evaluated using a geochemical definition proposed by
Triska et al. [44] and used by Gomez-Velez et al. [29], where the HZ is the area within the aquifer
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composed of more than 50% stream water. The geochemical definition of the hyporheic zone has
been identified in previous research [13,14,32] as an effective method of predicting the potential for
biogeochemical reactions. At the beginning of each simulation the stream water, with an initial
concentration of 1 g/m3, was released from the upstream half of the central wavelength of the stream
into the aquifer with an initial concentration of 0. At the end of each simulation, each cell with a final
stream water concentration greater than 0.5 g/m3 was added to the HZ area (AHZ). The percent increases
in AHZ relative to the corresponding ET0 scenarios (i.e., with the same Jy/x) were also calculated.

The active ET in this model acted as a sink distributed across a wide band of cells, some of them up
to 30 m away from the stream. Two flux metrics were developed to provide a look at fluxes throughout
that distributed sink as well as fluxes exchanged along the stream–aquifer interface. The first metric
was a net flux term in the y-direction (Qy), evaluated cell by cell with positive terms flowing toward
the stream. Cross-sectional profiles of Qy values in the central wavelength were plotted for direct
comparison between simulations.

The second flux metric was a normalized dimensionless flux (F) describing exchange along the
stream–aquifer interface. On the 31st day of each simulation, a daily average flux was calculated for
the stream–aquifer interface of the central two stream wavelengths using ZoneBudget. This daily
average flux was made dimensionless (Q*):

Q* = Qave/(Khc
2) (2)

where Qave is the calculated daily average flux (m3/h), K is hydraulic conductivity (m/h), and hc is a
characteristic head value (1 m). Then the Q* terms were normalized to the ET0 simulation with the
same Jy/x:

F = Q*/Q0 (3)

where F is the normalized dimensionless flux and Q0 is the dimensionless daily average flux from the
respective ET0 simulation.

Because the model was transient and there were changes in model storage, aquifer residence
times (RTs) were estimated with a Lagrangian approach, which involved tracking individual particles
through time as they traveled through the area of interest. Along the upstream half of the central
wavelength, a particle was placed on every cell face along the stream–aquifer interface at a depth of
1m, for a total of 125 particles. Before release, MODFLOW was run with a wind-up time that replicated
the conditions imposed on the model for the other metrics: one steady-state flow step with no ET and
then 720 transient time steps (30 days) with daily cycles of ET withdrawal. After this wind-up time,
the particles were released and MODFLOW was run with the same daily ET cycle until all particles
had exited the area of interest. Sets of particles were released during the 1st, 6th, and 12th hours of the
31st day, to explore the sensitivity of the metrics described below to particle release time.

The RT (h) of each particle was weighted according to the volumetric fluxes of stream water
entering the HZ at the time the particles were released, along the section of the stream–aquifer interface
where particles were released. Flux-weighted RT values (RTFW, h) are defined as:

RTFW = RT*(QP/QT) (4)

where QP is the flux represented by a particle (m3/h) entering the aquifer at the cell face corresponding
to the starting location of that particle, and QT is the total flux of stream water entering the aquifer
(m3/h) along all cell faces on the upstream half of the central meander bend. Flux-weighted RTs were
divided by a characteristic timescale of 24 h to produce dimensionless RT (RT*) values reflecting the
24 h-long cycle of ET withdrawal. For each simulation, these dimensionless values were arranged
in histograms, cumulative distribution functions (CDFs), and plotted as a function of dimensionless
arc-length distance (σ*):

σ* = σ/σT (5)
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where σis the distance (m) along the arc-length of the upstream half of the central meander bend,
increasing when moving downstream, and σT is the total arc-length of the upstream half of the bend.
Median RT* values from all scenarios were plotted once as a function of Jy/x and ETmax, and then median
RT* values from active ET scenarios were normalized to their respective ET0 scenarios and plotted again.

To provide mechanistic explanations of how hydraulic head influences the above metrics, contour
maps of drawdown and head were interpreted in terms of how they affected the velocity and direction of
groundwater flow paths relative to ET0 scenarios. Snapshots of drawdown and head contours were taken
on the 31st day of the five ET80 simulations. On the head contour maps, the general orientation of the
contours was estimated by drawing a straight line between two points: the top apex of the left meander
bend in the area of interest and the cell with the lowest head value in the area of interest (Figure 1).
The orientation of this line was recorded as an azimuth, or degrees clockwise from north. The average
head gradients of these lines were also calculated. For each of the five simulations, these orientations and
gradients were compared between the 6th and 12th h snapshots. These metrics were used to compare
conditions just before the daily cycle of active ET with conditions while ET = ETmax. The patterns in the
drawdown maps were not quantified but used to support conclusions drawn from other metrics.

Time sensitivity was quantified using earlier methods. The ET in this study was expected to affect
the stream–HZ–alluvial aquifer system similar to the use of flooding events in Gomez-Velez et al. [29],
in that dynamic ET rates would produce dynamic responses in all of the above metrics. The intensity of
change in these responses depend on the sensitivity of the aquifer to the daily cycles of ET withdrawal,
and this sensitivity was quantified with an adapted version of a hydraulic time constant (th) used in
Gomez-Velez et al. [29]:

th = (Syλ
2)/(Kb) (6)

where Sy is specific yield, λ is meander wavelength, and b is aquifer layer thickness. The hydraulic
time constant was compared to the time scale of one cycle of ET withdrawal (24 h) to establish the
relative importance of ET perturbations on the near-stream aquifer:

Γ = th/24 (7)

If Γ < 1, the aquifer was considered insensitive and the water table configuration would likely not
change in response to the daily cycle of ET withdrawal; if Γ > 1, the opposite was true.

3. Results

3.1. Hyporheic Zone Area

Compared to their base ET0 simulations, all regional groundwater flow (RGF) scenarios (intensity
of RGF is proportional to Jy/x) showed relative increases in the hyporheic zone area (AHZ) during
simulations with active ET (Figure 3). The greatest relative increases were found in gaining scenarios
(Jy/x > 0), where AHZ increased over 100% from ET0 to ET80. The strongest losing scenario (Jy/x < 0) had
markedly smaller growth, with just over a 6% increase from ET0 to ET80.

Active ET simulations also showed altered HZ geometry. For gaining and neutral scenarios, the
HZ expanded primarily along the y-axis of the domain. In losing scenarios, any growth or movement
of the HZ was along the x-axis (see the fourth and fifth rows in Figure 3). After the steady-state
transport step in each simulation, the shapes and sizes of the HZ did not change on daily timescales,
and so only a single final snapshot was taken from each simulation.

3.2. Net Groundwater Flux

For the net flux in the y-direction (Qy), gaining scenarios were the only scenarios to show any
movement in the divide between positive terms representing net flux away from the stream and negative
terms representing net flux toward the stream (Figure 4a,b top). Increasing ET rates, whether through
the hly progression of one simulation or between simulations with different ETmax, corresponded to
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the divide moving away from the stream and a greater fraction of the active ET zone showing a net
flux away from the stream. Although this divide did not move in neutral and losing scenarios, these
scenarios’ profiles of discrete Qy values (Figure 4c–e, bottom) still showed greater flux away from the
stream in scenarios and time steps with higher ET rates. This increased flux away from the stream
could be seen in lower average values, lower minimum values, and lower values at the stream–aquifer
interface (A’ location on each profile). Of those three indicators, the values at the stream–aquifer
interface may be the most crucial because they were direct measurements of exchange between stream
water and hyporheic water. On average, when comparing ET0 scenarios to corresponding 12th h ET80
scenarios, Qy values at the stream–aquifer interface decreased by 117%, with a maximum difference of
11% between Jy/x scenarios. All active ET scenarios displayed increased flux away from the stream
regardless of ETmax, with the only difference being that smaller ETmax corresponded to smaller Qy

values. To simplify the snapshots the ET0 scenarios were only compared to ET80 scenarios. Qy values
from the last 12 h of the daily ET curve were identical and symmetrical to those from the first 12 h, so
only snapshots from the first 12 h are shown.

 

Figure 3. Maps of hyporheic zone area (AHZ) as a function of maximum daily ET (ETmax) (columns)
and regional groundwater flux (Jy/x; positive for gaining, negative for losing) (rows). Each map is a
snapshot taken at the 12th h of the last day of the simulation. The percentages listed are the percent
increases in AHZ relative to the corresponding ET0 scenarios (left column). The colors on each map
correspond to concentrations of stream water that have entered the aquifer; the range of concentrations
are different for each simulation and so the colors cannot be compared between maps. The colors follow
a rainbow gradient where blue indicates lower concentrations and red indicates higher concentrations.
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Normalized dimensionless flux (F) increased across all Jy/x scenarios when directly comparing ET0
simulations with their respective ET80 simulations (Figure 5). In other words, all ET80 simulations
produced F > 1. For neutral and losing scenarios, all increases in ETmax corresponded with increases in
F, and ET80 F values fall between 1.5 and 1.7. Gaining scenarios produced F < 1 at lower ETmax and
eventually F > 1 starting at ET60 for J + 1 and only at ET80 for J + 2. The lowest F values, both overall
(0.87) and on average (0.94), were produced in J + 2 scenarios.

 

Figure 5. Normalized dimensionless flux (F) for each regional groundwater flux (Jy/x; positive for
gaining, negative for losing) scenario, plotted as a function of ETmax.

3.3. Residence Time

For all simulations, the difference in median RT* between particle release times was less than 5%.
The RT* values used for analysis came from the particles released during the 1st h of the 31st day of
each simulation.

The residence time distributions (RTDs) displayed in the histograms and cumulative residence
time distributions (CRTDs) in the CDFs developed unique shapes in response to both Jy/x and ETmax.
Gaining simulations displayed a strong early mode and long tail (Figure 6a,b), and this basic RTD
shape did not change between ET0 and active ET scenarios. Neutral simulations produced a similar
early mode distribution with no ET (Figure 6c, top), but with a less severe peak and a more gradual
decline in the tail. With active ET, the early mode remained but a larger number of particles clustered
around a range of high RT* values, eventually producing a smaller secondary mode in that range
at the highest ETmax (Figure 6c, bottom). Compared to ET0, median RT* and standard deviation
more than doubled in ET80. Progressing from ET0 to ET80, losing scenarios (Figure 6d,e) began
with large early modes that shifted to higher and higher RT* values, eventually settling close to the
median RT*. J − 2 scenarios (Figure 6e) began with several smaller secondary modes that shrank and
disappeared as ETmax increased. Active ET decreased standard deviations and compressed RTDs for
all losing scenarios.
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Changes in median RT* as a response to ETmax corresponded to the absolute magnitude of Jy/x.
As ETmax increased, intensely gaining and losing scenarios (|Jy/x| = 2) produced mostly decreases in
median RT*, and less intense and neutral scenarios (|Jy/x| = {0, 1}) produced mostly increases in median
RT* (Figure 7). The largest changes in median RT* were over 20%: ET40 to ET60 and ET60 to ET80 in
neutral scenarios produced >20% higher median RT*, and ET20 to ET40 in strongly gaining (J + 2)
scenarios resulted in >20% lower median RT*.

 

Figure 7. (a) Median dimensionless RT (RT*) for all regional groundwater flux (Jy/x; positive for gaining,
negative for losing) scenarios as a function of ETmax. (b) Median RT* values from active ET scenarios,
normalized to their respective ET0 simulations.
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Regional water table slope also affected the spatial distribution of RTs along the stream–aquifer
interface. Gaining scenarios (Figure 8a,b) produced near-normal distributions of RT*, with the highest
values close to σ* = 0.5 and the lowest values close to σ* = {0, 1}. The greatest changes in RT* from
ET0 to ET80 occurred near σ* = 0, with decreases of over 90% in J + 2 and increases of over 2000% in J
− 1. Neutral scenarios (Figure 8c) had comparatively flat spatial distributions, with slightly higher
RT* closer to σ* = 0. Nearly all RT* values increased from ET0 to ET80, with maximum increases of
over 300% around σ* = 0.65. With no ET, losing scenarios (Figure 8d,e) displayed two spatially distinct
modes of RT*, where average RT* was about four to five times higher where σ* < 0.5 compared to σ*
> 0.5. At ET80, the high RT* modes dropped and the low RT* modes rose to produce a flat spatial
distribution like the ones seen in neutral scenarios. The greatest changes in RT* were from increases in
RT* where σ* < 0.5; these increases were >300% in J − 1 and >200% in J − 2.

The point-to-point noise on the spatial distribution graphs is due to the fine-scale jagged edge
of the stream–aquifer interface. This resulted in alternating groups of particles being initially placed
on either side of the ideal, perfectly sinuous stream–aquifer interface being approximated by the
model domain. This, in turn, produced RTs based on flow paths that are slightly too long or too short.
To reduce some of this noise and make the spatial distributions more legible, the values plotted are
moving five-point averages of the original RT* values.

3.4. Drawdown and Head

For all scenarios, the maximum observed drawdown was close to 0.1 m and centered on the top
edge of the vegetated zone farthest from the stream (Figure 9), indicating the stream was the major
source of recharge to the riparian aquifer. If the ET zone was drawing in a similar quantity of water
from the alluvial valley, maximum drawdown values could be expected along the center of the ET
zone, equidistant from the stream and alluvial valley.
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Figure 8. Cont.
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Figure 8. Moving 5-particle average RT* as a function of regional groundwater flux (Jy/x; positive
for gaining, negative for losing) and initial particle placement along the upstream half of the central
meander bend. Comparing ET0 and ET80 scenarios for (a) J + 2, (b) J + 1, (c) J0, (d) J − 1, and (e) J − 2.

For the head distributions (Figure 10), increased ET rates resulted in contour lines in the ET zones
orienting themselves away from the stream and forming steeper gradients in some locations (see
Table 3). Contour lines in gaining and neutral scenarios reoriented so the lowest head value in the
area of interest moved away from the stream. In losing scenarios, the lowest head value in the area of
interest did not reorient at all relative to the point placed at the meander apex. All scenarios produced
a steeper head gradient when ET was active, with neutral and losing scenarios producing slightly
higher changes in gradient.
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Figure 9. Snapshots of drawdown (m) at different h of the day, as a function of regional groundwater
flux (Jy/x; positive for gaining, negative for losing) (rows). All snapshots came from simulations with
ETmax values of 80 mm/day. Drawdown values are relative to the head values from the first h of the
day of each respective simulation.

Table 3. Contour line orientations and average head gradients for all regional groundwater flux (Jy/x)
scenarios at ET80. All delta values are 12th h conditions −6th h conditions.

Jy/x Head Contour Azimuth, ◦ Head Gradient, %

6th h 12th h Δ 6th h 12th h Δ

2 117 82 35 0.115 0.179 0.064
1 117 75 42 0.114 0.213 0.099
0 96 70 26 0.125 0.253 0.128
−1 65 65 0 0.185 0.307 0.122
−2 65 65 0 0.256 0.376 0.120

The reoriented head contours formed unique patterns depending on the Jy/x scenario. In gaining
and neutral scenarios, the contours formed a trough of lower heads parallel to the main axis of the
stream; losing scenario contours did not form a trough but compressed towards the stream without a
major change in their orientation. When ET = ETmax, the greatest steepening of head gradients was
consistently at the apexes of meander bends where the distance between the stream and maximum
drawdown values was smallest. In Figures 9 and 10, only ET80 snapshots are shown, since all active
ET scenarios displayed similar patterns. Likewise, J + 1 and J − 1 scenarios were omitted because they
showed trends like those of J + 2 and J − 2, respectively.
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Figure 10. Snapshots of head (m) at different h of the day, as a function of regional groundwater flux
(Jy/x; positive for gaining, negative for losing) (rows). All snapshots came from simulations with ETmax

values of 80 mm/day.

3.5. Aquifer Sensitivity

For all model simulations, the aquifer sensitivity parameter Γ was constant at 1.9. This means
the duration of effects produced by a daily cycle of ET was almost twice as long as the daily cycle
itself. With Γ > 1, perturbations in the water table from ET were not expected to significantly affect the
aquifer at sub-daily timescales [28].

4. Discussion

4.1. Hyporheic Zone Area

The patterns of changes in HZ area sizes and shapes can be explained as the result of active ET
altering head distributions and flow paths. In gaining and neutral scenarios, ET temporarily reoriented
groundwater flow paths away from the stream and towards the trough of low heads that developed.
This means groundwater was flowing away from the stream for a period of h every day, compared
to ET0 scenarios where flow paths toward the stream were constant. This change was what gave
gaining and neutral HZs larger areas growing primarily in the y-direction when ET was active. Losing
scenarios experienced much smaller changes in the orientation of head contours, and so their HZs did
not undergo much growth or change in shape.

The width of the vegetated belt (30 m) also had a strong influence on HZ geometry because it
controlled how head distributions were reoriented. The vegetated belt, represented in this study by
the cells with active ET, was wide enough to reach into the alluvial valley well beyond the edge of
the stream. This was where troughs of low head values formed in gaining and neutral scenarios, and
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therefore where stream water particles were drawn during h of the day with high ET rates. Preliminary
tests of the model domain, not detailed in this study, found that a much narrower vegetated belt led to
smaller AHZ values relative to no-ET scenarios. The preliminary model had identical values for all
the model constants listed in Table 1, but a vegetated belt width of only 2 m. Water table depressions
from these ET cells were focused in a narrow band close to the edge of the stream, and stream water
particles entering the aquifer tracked more closely to the stream and exited the aquifer more quickly
than without ET.

With the addition of ET, HZ areas grew on a scale comparable to the changes produced in other
studies by varying basic geomorphic and aquifer parameters and/or adding a dynamic perturbation
like ET. In identically-shaped (S = 1.87, λ= 40 m) intrameander zones, Cardenas [12] reduced HZ areas
by about 80% when increasing and decreasing Jy/x (J0 base case, increased to J + 2 and decreased to J −
2). At higher ETmax, the neutral and gaining scenarios in this study increased the HZ area close to or
surpassing that amount. Gomez-Velez et al. [29] mapped the growth of HZs in response to flood pulses
across a range of aquifer sensitivities (Γvalues). Comparing those maps to the growth seen in this study,
the results of gaining and neutral scenarios were similar to what Gomez-Velez et al. [29] produced in less
sensitive (1 < Γ< 10) simulations.

With Γ > 1 for this study, AHZ was insensitive to hly changes in ET because the hydraulic signal
produced by ET took much longer than one h to propagate through the area of interest (i.e., th > 1 h).
Keeping Jy/x constant, it is also clear the HZ did respond to changes in ETmax between simulations.
In the field, ETmax is primarily dependent on the intensity of solar radiation, especially in energy-limited
environments like riparian zones [27,38]. This is also true for the h-to-h changes in ET withdrawal
rates. Daily maximum solar radiation follows long-term cyclic (seasonal) fluctuations [38,39], so it
follows that active riparian ET could affect AHZ on primarily seasonal timescales.

4.2. Net Groundwater Flux

Like AHZ, net flux in the y-direction (Qy) and normalized dimensionless flux (F) were dependent
on the head patterns that developed with active ET. Active ET rearranged head contours so that more
water was drawn from the stream into the aquifer, regardless of whether the simulation was originally
gaining or losing. All profiles of discrete Qy values (Figure 4, bottom) captured this: values decreased
across the profile, and gaining scenarios showed some cells reversing from positive to negative. When
ET = ETmax, the divide between positive and negative Qy cells coincided with the troughs of low head
values that developed in gaining scenarios.

In gaining scenarios with lower ETmax, F values dropped below 1 because daily average flux
from the aquifer to the stream decreased more than daily average flux from the stream to the aquifer
increased (Figure 5). At higher ET rates, both trends continued, but eventually, the decrease in flux to
the stream was outpaced by increases in flux to the aquifer, resulting in more total exchange flux than
at ET0 (F > 1). Looking at gaining scenarios only, the ET rates at which F dropped below 1 correspond
to the ETmax values for simulations where head contours either did not reorient themselves beyond
the x-axis or did so only briefly. In other words, even during ETmax in the ET20 and ET40 gaining
simulations, head contour trendlines never produced an azimuth below 80 degrees (Table 3). Neutral
and losing scenario F values only increased with ET because their head gradients did not reorient
as strongly or at all in response to ET. These results support the idea that increases in F were due to
increases in exchange flux from the stream to the aquifer. The process captured here by which ET
increased net flux to the aquifer has been observed in field studies of lateral hyporheic exchange [23,25],
suggesting the ET in this model functioned in a way comparable to conceptual models developed from
field data.

Increasing ET did draw more water into the ET zone from the alluvial valley, but it was less than
the water drawn in from the stream. Comparing ET0 results with ET80 results for all Jy/x scenarios,
active ET produced an average 0.024% increase in volumetric flux from the alluvial valley, measured at
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the A location cell in the Qy profiles. Using the same scenarios, active ET produced an average 0.17%
increase in flux from the stream, measured at the A’ location cell.

The flux metrics developed in previous modeling studies focused on the exchange at the
stream–aquifer interface, and therefore can be more easily compared to F than Qy. In general, previous
flux metrics were a variation on a Darcy flux term, where the total or average volumetric flux entering
or leaving the HZ was divided by the surface area of the stream–aquifer interface. Some of these Darcy
fluxes were then made dimensionless by dividing by hydraulic conductivity and two characteristic
length terms (see Equation (2)). Each study depicted a slightly different hyporheic exchange flux; but
the patterns the studies observed in response to changes in stream morphology, aquifer characteristics,
and transient perturbations can still be compared to the effects of ET in this study.

In Cardenas [12], a dimensionless hyporheic flux term was established by dividing the total
Darcy flux entering the HZ by hydraulic conductivity. This made the term insensitive to changes
in flux leaving the HZ, which this study’s F term accounted for. Since the dimensionless values
were then normalized to neutral (Jy/x = 0) scenarios, however, it still describes how a part of the
hyporheic exchange flux would respond to changes in ambient groundwater flow. Cardenas [12]
showed exponential decreases in their flux term with increases in |Jy/x|. At |Jy/x| = 2 and S = 1.87, flux
was about 70% reduced; in this study, changes in F ranged from -15% to +65%.

Gomez et al. [14] developed two interrelated metrics: a dimensionless Darcy flux normal to the
stream, and a dimensionless volumetric exchange flux per unit stream length. Both metrics were used
to describe flux leaving the HZ and entering the stream. Since ambient groundwater flow was kept
neutral (Jy/x = 0) in this model, these flux terms captured all exchange at the stream–aquifer interface
on the downstream half of the meander bend of interest, and this outgoing flux was symmetrical to
the incoming flux on the upstream half of the meander bend. As stream sinuosity (measured here
as the ratio of meander amplitude to wavelength) was increased from 1/16 to 6/16, the maximum
dimensionless Darcy flux increased over 150% and volumetric exchange flux increased 200% [14].
Neutral scenarios from this study with a similar sinuosity (15/40, the same ratio as 6/16) achieved a
maximum increase in F of about 65%. It is likely this study’s simulations produced localized changes
in exchange flux higher than 65%, since F values were based on flux magnitudes averaged across 24 h
and two full stream wavelengths, unlike the metrics used in Gomez et al. [14].

Gomez-Velez et al. [29] established separate metrics for dimensionless fluxes entering the HZ and
those leaving the HZ, measured along sections of the stream where the net movement of water was
out of and into the stream, respectively. The difference between the fluxes became the net flux leaving
the HZ, which was then made dimensionless. In response to a flooding event, dimensionless net flux
first decreased and turned negative as stream stage rose and pushed water into the aquifer. Once the
stream stage dropped, head gradients reversed and the net flux term increased [29]. These net flux
values were not normalized, but all modeled flooding events started at a neutral base case where net
flux = 0. Net flux and the total flux used in this study could give very different results for the same
scenario, if that scenario had ≈ 0 net flux. The maximum F values in this study were from a scenario
comparable to the minimum net flux values produced in Gomez-Velez et al. [29] because they both
represented moments where the majority of exchange flux was moving from the stream to the HZ,
meaning the net flux /≈ 0. When directly comparing the total dimensionless flux in this study (before
being normalized to ET0 scenarios; values not shown) to the minimum dimensionless flux values
in Gomez-Velez et al. [29] from simulations with comparable Γ, ET produced responses an order of
magnitude lower than those produced by flood events.

4.3. Residence Time

The patterns of flux-weighted RTDs can be explained by comparing them to the changes seen
in spatial distributions of RT* (Figure 8). Because these RT* values were flux-weighted, they reflect
changes in a combination of particle travel times and spatially-varying flux at the stream–aquifer
interface. Higher RT* values were a result of longer particle travel times in the area of interest,
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higher flux entering the aquifer where and when the particle was released, or a combination of both;
the opposite is true for lower RT* values. The strong early mode observed in gaining scenarios
was produced by stream water originating near meander apexes. The shape of these RTDs did not
fundamentally change from ET0 to ET80 because active ET did not alter the general shape of RT*
spatial distributions. For neutral scenarios, the early mode in the ET0 RTD came primarily from stream
water close to σ* = 1. With the addition of active ET, RT* values for that section of the stream–aquifer
interface remained largely unchanged, but the RT* values further upstream increased and eventually
formed a second mode much higher than the first. The average change in RT* from ET0 to ET80 where
σ* ≥ 0.8 was 19.9; the same average change where σ* < 0.8 was 135.9. In losing scenarios, early modes
in the RTDs for ET0 came from stream water close to σ* = 1 and any later secondary modes present
represented water from further upstream. Adding and then intensifying active ET flattened out spatial
distributions of RT*, shifting all modes toward the median and reducing standard deviations.

The trends of median RT* values also correspond to changes in spatial distributions of RT*.
Neutral scenarios produced the largest increases in median RT* because increases in ETmax led to
larger RT* for all stream-origin water. For weakly gaining and losing scenarios, increasing ETmax

caused some sections of σ* to produce lower RT*, but those decreases were outpaced by increased RT*
elsewhere along σ*, resulting in small but consistent increases in median RT*. In strongly gaining and
losing scenarios, the opposite was almost always true: decreases in RT* for some stream-origin water
outpaced increases in RT* for other stream-origin water. The sole exception can be seen in J + 2 results
when moving from ET60 to ET80. Here, RT* values from σ* < 0.3 had already dropped to ~0 by ET60,
but RT* values from σ* > 0.3 still substantially increased.

Previous studies of RTDs in lateral HZs have used mean [29] and mode [13,14] RTs as characteristic
timescales for further comparison and analysis. Their choices reflect the model domains that produced
particular RTD shapes as well as the subsequent analyses performed. This study used (flux-weighted,
dimensionless) median RT values so comparisons to timescales in other studies could be made with
the understanding that half of the particles modeled in this study were reaching or exceeding some RT.
This is a straightforward way to conceptualize whether simulations were allowing HZ water to reach
the timescales necessary for biogeochemical transformation reactions.

Boano et al. [13] produced strongly bimodal probability distributions of flow paths generated
in intrameander zones of increasing sinuosity, the lowest sinuosity being higher than the S = 1.87
used in this study. The two modes of each distribution reflected different travel times at the neck and
apex of meander bends, with the difference between them increasing with sinuosity. These modes
were then used as minimum and maximum RTs and compared to timescales for the biogeochemical
transformation of organic carbon in order to map the resulting chemical zonations of the HZ. Increasing
their meander sinuosity from 2.5 to 5.0, Boano et al. [13] decreased their minimum RT mode by about
200% and increased their maximum RT mode by about 140%. As mentioned in Section 3.3, this study
produced maximum increases in median RT* of about 20% when comparing ET0 scenarios to their
respective ET80 scenarios.

Building on this work, Gomez et al. [14] compared their own RTDs to the biogeochemical
timescales proposed by Boano et al. [13], but within a model based on the domain used in Cardenas [11]
and this study. Gomez et al. [14] chose the first and primary mode of their RTDs as a characteristic
timescale. A dimensionless version of the characteristic mode (τ*) increased as sinuosity increased and as
dispersivity decreased. In response to increasing ETmax, median RT* increased at a rate comparable to τ*
responding to sinuosity, but at a much lower rate than τ* responding to dispersivity. In Gomez et al. [14],
modes other than the characteristic mode also shrank and disappeared from probability distributions
with higher sinuosity and lower dispersivity. Increasing ETmax was demonstrated to have a similar
effect for J − 2 scenarios. Based on characteristic timescales developed in Gomez et al. [14] by applying
the definitions of Boano et al. [13] to the data of Zarnetske et al. [14], the simulations in this study
produced median RT* values below the threshold timescales for the transformation of organic carbon
(tDOC = 2.10 days) and nitrate (tNO3 = 0.92 days), but above the threshold timescale for oxygen (tO2 = 0.20
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days), discounting median RT* values from J − 2 scenarios. RT* values are dimensionless, but since
they were made dimensionless by dividing RTs of h by a characteristic 24 h, they are equivalent to RTs
in units of days.

Gomez-Velez et al. [29] tracked the dimensionless mean RT of all flow paths discharging to the
stream from the HZ at a given time during and after flood events. These dimensionless values were
normalized to mean RTs from base flow conditions, and these normalized dimensionless values were
plotted across time to show relative changes in mean RT as flood pulses interacted with the HZ. For this
study, a similar plot of RT changes through time was unnecessary because RT* values demonstrated
almost no change in response to varying release time for water particles. Even in simulations with
comparable Γ values, the RTs from Gomez-Velez et al. [29] were variable in response to flooding
whereas RTs from this study did not respond to ET. This difference in response may be because a
single daily cycle of ET drew much less water into the aquifer than a flood simulated with similar Γ
values. The greater exchange flux from the flood could penetrate farther into the alluvial valley and
subsequently take much longer to return to the stream. In some simulations, Gomez-Velez et al. [29]
had a part of the HZ detach itself from the intrameander zone and travel down-valley, similar to
how particles were pulled into the trough of depression in neutral scenarios of this study. Since this
study’s particle flow paths did not change if the daily cycle of ET withdrawal rates remained constant,
neutral field conditions with a similar aquifer sensitivity could possibly provide a steady supply of
stream-origin water to the alluvial valley beyond the intrameander zone. Even outside the geochemical
limit of the HZ, this could enhance reaction potential in areas of the aquifer further from the stream by
providing aquifer environments reactants unique to the stream.

4.4. Model Assumptions and Limitations

The MODFLOW and related models used in this study made assumptions about aspects of the
hyporheic system that have been demonstrated to affect hyporheic form and function. The assumptions
were made either to keep the study focused on the addition of the dynamic ET sink, so the results could
clearly answer the primary research question; or they were made due to the limited time available to
run, process, and analyze additional scenarios.

The stream modeled here had an idealized channel morphology, but most of its major
characteristics were representative of what can be found in both natural and engineered channels.
The stream was assumed to be perfectly sinusoidal, with a constant sinuosity of 1.87 extending
indefinitely both upstream and downstream of the domain. Natural channel meanders are often
asymmetrical and irregular because of fluctuations between bends in meander wavelength and radius
of curvature [45]. Even so, sinusoidal channels can approximate symmetrical and regular meanders
produced naturally [45] as well as those engineered to promote meandering and intrameander HZs [46].
Variation in sinuosity has been demonstrated to control hyporheic exchange fluxes [11,14], RTs [13,14],
and potential for biogeochemical transformation [13]. Sinuosity was kept constant in order to limit
the number of simulations, and a constant value was chosen that fell within the ranges of S explored
by studies modeling similar domains [11,14,19,29], for ease of comparison. A sinuosity on the higher
end of these ranges was chosen to represent a possible situation where a stream is engineered to
enhance meandering, and thereby enhance hyporheic exchange flux [47]. Models of slow, meandering,
high-order streams from Gomez-Velez and Harvey [48] indicate they produce higher RTs in lateral
HZs, and therefore have enhanced potential for biogeochemical processing through lateral exchange
compared to higher-relief and lower-order streams.

Taken together, the static aquifer parameters (Table 1) describe a homogeneous aquifer of sand
to silty sand. These parameter values were chosen to remain consistent with the ranges of values
explored in previous studies [11,13,14,19,29], for ease of comparison. If the model had been designed
to represent a gravel aquifer by increasing hydraulic conductivity, specific yield, and porosity, it is
possible the time constant Γ would have dropped below 1 and the aquifer would have been more
sensitive to hly changes in ET. Studies exploring the effects of median grain size on lateral hyporheic
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exchange indicate that a gravel aquifer also would have likely produced higher exchange fluxes at the
stream–aquifer interface [12,48].

Some parameters of the model domain were made homogeneous to reduce the number of
parameters altered between simulations, but are known to be widely heterogeneous in the field.
Assuming the aquifer was completely homogeneous ignored the effects of common paleochannels
in intrameander zones, where they have been observed to significantly alter RTDs by providing
preferential flow paths for water and solutes [49]. Riverbed and bank sediments in the stream–aquifer
interface can hold and transmit water very differently than surrounding aquifer sediment [50]. Since
the stream was the only source of water in this model, changing the basic characteristics of this liminal
boundary could have strongly influenced the flux of stream water to the aquifer both overall and
between hly time steps. Altering the model to represent these elements as heterogeneous would have
made results more realistic, but also would have added a complex parameter (degree of heterogeneity)
to be accounted for when attempting to interpret the effects of ET on this model.

The boundary conditions of this model were central to its representation of the stream–aquifer–ET
system, and some of the assumptions of those boundary conditions limited the realism and variety of
situations explored. The model stream, represented with MODFLOW’s CHD package, maintained
static head despite the adjacent ET sink. This implies the stream was large enough to act as an infinite
supply of water to the aquifer. If stream heads had been allowed to fluctuate in response to drawdown
in the vegetated zone, the feedback of hydraulic signals could have produced more complex patterns
of results like those seen in Gomez-Velez et al. [29]. The static CHD values enforced quasi-steady-state
regional groundwater fluxes (RGFs) throughout the rest of the model domain. Fluxes between cells
(and by extension, heads) could vary between timesteps, but still generally oscillated around average
values, collectively producing a simulation-average water table. These quasi-steady-state groundwater
tables helped clarify the hydraulic signals produced by transient ET, but also preclude modeling
long-term dynamic equilibrium trends such as regional water table decline and the subsequent response
of phreatophyte roots. Long-term decline of average groundwater levels would need to be modeled
across a series of simulations where all CHD boundary conditions were altered to enforce new RGF
regimes that produced lower water tables.

Many of the assumptions made about the EVT boundary simplified the physiology of the riparian
vegetation being modeled. The extinction depth of 2 m may not be appropriate to represent many
riparian phreatophyte species, at least in part because of the group’s wide variability in extinction
depths [42]. Considering that Carroll et al. [42] reported 90% confidence interval values (0.3 to 9 m),
no single value would have been fully representative, and 2 m appears to be plausible for riparian
phreatophyte species with shorter rooting depths. The model also assumed the phreatophytes were
evenly spaced in the vegetated zone and withdrew water at an identical rate set for all EVT cells,
before the variation due to head differences. Even spacing is possible when a restored intrameander
zone is first being planted, but many field conditions will deviate. Spatial variations in ET could make
patterns of drawdown and head less uniform, leading to less predictable flow paths and RTDs.

The EVT package also produced ET withdrawal rates that varied linearly with head. As Shah et al. [41]
indicate, an exponential decay relationship more closely matches field observations of ET withdrawal for
forested cover. Unlike the EVT package, the Evapotranspiration Segments (ETS) package can have its
formula adjusted to account for the exponential and otherwise nonlinear relationships between water
table depth and parameters such as Sy, the fraction of vadose zone contribution to ET, and rooting
density [41]. The EVT package cannot adjust its linear decay of ET and therefore cannot represent
these parameters with the same degree of realism. Despite this, the EVT package is adequate for its
purpose in this work. The low-order approach of the model included simplifications to the simulation
of ET and basic aquifer characteristics, to the point that parameters the ETS package could more
accurately represent were already simplified or did not apply. For example, the model aquifer’s Sy was
constant at all depths; MODFLOW models only saturated flow and therefore could not capture the
depth-dependent contribution of the vadose zone to ET; and the root network density of hyporheic
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trees was assumed to be completely homogeneous with depth. The EVT package still captured the
essential aspect of the relationship between ET and water table depth: a model cell achieved ETmax at
depth = 0, ET = 0 at the extinction depth, and some fraction of ETmax in-between.

As was noted in Section 2.2, the most extreme ET withdrawal rates produced in the ET80 scenarios
lie outside what is physically possible in most climate zones [26,27,38,39]. This limits the usefulness of
some results in understanding the field conditions of sinuosity-induced hyporheic flow. However,
results from ET80 scenarios still contribute to a more thorough exploration of the relationship between
the magnitude of ET perturbances and the magnitude of hyporheic zone response. This exploration is
central to the goal of this work stated in Section 1.

The temporally symmetrical results for head, drawdown, and flux may be due in part to the
assumption of a symmetrical ET curve (Figure 2). This curve was based on the hydrograph used to
control the flood stage in Gomez-Velez et al. [29], but it was also a fair approximation of ET estimated
in the field [51] and calculated in models with ideal “clear sky” conditions [38]. Despite this, all field
estimates of ET reveal day-to-day variation in ETmax due to fluctuations in solar radiation [26,38,51], or
deviations from the clear sky ideal. Including this variation in the diel ET schedule could be crucial for
accurately modeling ET in areas with high cloud cover.

5. Conclusions

Hyporheic zones provide unique and critical environments for the mixing of stream water and
groundwater. The degree of that mixing depends on static characteristics of the HZ and dynamic
changes to sinks and sources of water, such as riparian ET. We explored the effects of near-stream ET in
a numerical model of lateral hyporheic exchange. The primary question for this study was: will the
introduction of dynamic ET to a numerical hyporheic model diminish HZ area, hyporheic exchange
flux, and RTs?

Across the full range of maximum daily ET pumping rates and ambient groundwater orientations
explored, ET increased HZ area and hyporheic exchange flux. RTs increased in neutral and weakly
gaining and losing conditions but decreased under stronger gaining and losing conditions. Some
of these changes were noticeable even at lower ET intensities: HZ areas grew substantially at ET20;
areas of the intrameander zone reversed Qy orientations in gaining scenarios at ET20; and median RT*
decreased by over 20% in strongly gaining scenarios from ET20 to ET40. The changes produced by ET
in HZ area and hyporheic exchange flux were comparable to the scale of changes produced in similar
modeling studies by altering aquifer characteristics, varying geomorphology, or introducing another
time-varying disturbance; but only at higher ET intensities, such as ET60 and ET80. The response
of RTs to ET was consistently smaller than the response produced in other studies, in some cases by
orders of magnitude. This suggests that at lower ET intensities riparian ET could still be useful in
productively altering HZs, but may play a secondary role in HZ modeling when compared to the
effects of flood pulses [29,31].

The central mechanism for these responses was the reorientation of local minimum head values
away from the stream, resulting in increased flux from the stream to the aquifer. The response of
each model simulation to ET depended largely on whether ambient groundwater flow did or did not
compliment these locally reoriented head gradients. Gaining scenarios demonstrated the greatest
growth in HZ area; losing scenarios showed the greatest increases in F; and effects on RT were mixed,
but neutral RTDs were altered the most. This study indicates ambient groundwater flow exerts a
strong control on the hyporheic response to ET, but whether it enhances or diminishes those responses
depends on the desired effect.

The results of this study should be taken with the understanding that some of the underlying
assumptions of the model limit its applicability to real stream restoration scenarios. For the restoration
of large, low-relief streams specifically, the addition of a wide belt of near-stream phreatophytes can
enhance HZ area, RTs, and exchange flux, provided local Jy/x stays below 1. Establishing an accurate
model of ambient groundwater flow and calculating aquifer sensitivity are crucial to predicting how ET
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will affect the HZ in the long-term. For example, this model was effective at preserving the geometry of
the HZ because of the low aquifer sensitivity to ET, but results from Gomez-Velez et al. [29] suggest that
if sensitivity had been higher ET would have increased fluxes of stream water into the HZ, potentially
by an order of magnitude. Some of the positive effects of ET were only achieved at higher ET rates,
which may be impossible to achieve in climate zones with low potential ET.

Future models of sinuosity-induced hyporheic exchange should explore the consistency of effects
produced by ET across a wider variety of conditions for the aquifer, stream, and ET sink. This work
included the Γ sensitivity term from Gomez-Velez et al. [29] to highlight the importance of describing
model sensitivity, but it was not the primary focus of the study. A global sensitivity analysis of Γ
with respect to the major metrics of this study would simplify the relationships of model parameters
while further investigating whether riparian ET as it is currently modeled produces reasonable results.
Replacing the static stream with a dynamic, head-dependent flux boundary would allow the model to
represent streams small enough to have their stage lowered by nearby ET. Stream stage fluctuations
would directly affect fluxes of stream water to the aquifer, which was the primary mechanism for
changes to the HZ in this study. Introducing spatial heterogeneity into aquifer characteristics and
day-to-day fluctuations in the ET schedule would likely provide more realistic results that can inform
future efforts to restore the ecosystem services of lateral hyporheic zones.
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