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Preface to ”Research on Cosmic Rays and Their

Impact on Human Activities”

Radiation that comes from outside of the Earth continuously interacts with us, even if we do not

even notice it. More often than we think, its presence can affect many aspects of human activities.

Some of the latest studies on cosmic rays, both those that are low and high energy, are described in

this book, providing a snapshot of the latest research in the scientific field and beyond.
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1. Introduction

It is well known that the galactic cosmic-ray spectrum extends over 14 orders of
magnitudes in energy and about 12 in intensity, and the detection methods can be divided
into two classes. First, there is the “direct detection” of the primary cosmic rays in space or at
high altitude, which includes experiments on stratospheric balloons, satellites, etc. Second,
there is the “indirect detection” of secondary particles, namely, the extensive air showers
produced by a primary cosmic-ray particle impinging the atmosphere. The first method is
more adapted to studying the low-energy portion of the spectrum, while the second one is
more suited to investigating the region at high or even ultra-high energies. Moreover, while
low-energy particles have been more easily studied in the past, their variability in time
(mostly linked to solar activity) is continuously challenging scientists, who are trying to
model such variation to asses potential risks for human health and activities on the ground
and in space. On the other hand, high-energy particles (linked to a galactic or extra-galactic
origin) are more difficult to measure, due to the large sensitive areas required to obtain
some statistical significance, but they are somewhat more dangerous and show a lower
degree of variation.

During the last few decades, new experiments with advanced techniques have been
looking to unveiling the properties of cosmic radiation, both at low and high energies.
In this Special Issue, both direct and indirect measurements are presented, coming from
experiments in data collection or already completed data collection. Emphasis is placed on
low-energy electrons and protons detected in flight, and during geomagnetic storms. As
for indirect detection, the muon flux determination and modulation at ground are studied
in great detail. Some of the most interesting results are presented, and a couple of new
techniques in cosmic-ray detection reported.

2. Outlook

The Special Issue starts with several articles dealing with direct measurements of
cosmic rays in flight, in different periods of the solar activity.

The variability of the low-energy particle populations (mostly electrons and protons in
the sub-Mev or MeV energy range) during the strong geomagnetic storm of 25–26 August
2018 is discussed in [1,2].

In [1], the temporal and spatial distributions of the extremely/very low frequency
(ELF/VLF) wave activities and the energetic electron fluxes in the ionosphere are described.
This work is based on the observations by a set of detectors onboard the China Seismo-
Electromagnetic Satellite (CSES-01). It is shown that the energetic electrons at energies
below 1.5 MeV get strong enhancements during the whole storm time on both the day and
night side. Moreover, a good correlation of the ionospheric ELF/VLF wave activities with
energetic electron precipitations during the various storm evolution phases is revealed.

Appl. Sci. 2021, 12, 3459. https://doi.org/10.3390/app12073459 https://www.mdpi.com/journal/applsci
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Variations in the precipitating fluxes are also spotted in correspondence with changing
geomagnetic activity.

In [2], the electron rates from the High-Energy Particle Detector (HEPD-01), one of the
main payloads onboard the CSES-01 satellite, are studied during the whole period of the
same August storm. It has been found that the rate of electrons in the MeV energy range is
characterized by a depletion during the storm’s main phase and by a clear enhancement
during the recovery, caused by large sub-storm activity, with the key role played by auroral
processes mapped into the outer belt. A post-storm rate increase is localized at L-shells
immediately above ∼3, mostly driven by non-adiabatic local acceleration—caused by
possible resonant interaction with low-frequency magnetospheric waves.

In the work by Martucci M. et al. [3], the inner radiation environment—better known
as South Atlantic Anomaly—is studied comparing data from the aforementioned High-
Energy Particle Detector with the NASA AP9 radiation model at Low-Earth Orbit. This
model provides useful information on the energetic protons in the near-Earth environment,
but it is still largely incomplete as to some features. The estimation reported in this analysis
will serve as the starting ground for a forthcoming extensive testing and validation of other
current theoretical and empirical models.

Remaining in the field of direct detection, a new method that makes it possible to
use an ultra-thin calorimeter for direct measurements of cosmic rays with energies of TeV
and higher is shown in [4]. Due to large fluctuations in shower development, the low
statistics of the analyzed events and the large size required for the calorimeter, make it
almost impossible to determine the primary energy of an incoming particle. A solution
to these problems is proposed on the basis of a lessening fluctuation technique, based on
the assumption of the universality of the development of cascades initiated by particles
of the same energy and mass. The size of the cascade and the rate of its development
are analyzed and the whole method was tested using the calorimeter of the PAMELA
collaboration, showing that the primary energy can be determined on the ascending branch
of the cascade curve, solving the problems associated with the need to increase the thickness
of the detector and with the limitation of the analyzed events.

Touching then the topic of the impact of the radiation on the human activities, the
study of the dose absorbed from more heavy particles by spacecraft and crews in a certain
radiation environment is crucial to understand the real risks linked to space-flights. For
example, in [5], the radiation dose deposited by atmospheric neutrons in human tissues is
evaluated. The goal of this work is to obtain the overall dose that atmospheric neutrons
(with energy from 1 to 1000 MeV) deposit in tissues of the human body, which means blood,
adipose, bone and brain, as a function of both altitude and latitude. With the help of the
Geant 4 software, a numerical simulation is developed. The analysis of the atmospheric
neutron fluxes obtained from the Excel-Based Program for Calculating Atmospheric Cosmic-
Ray Spectrum (EXPACS) shows that the dose deposited by these neutral particles increases
with the increase in altitude and latitude, e.g., for an altitude of high mountain (4 km),
the dose is increased ∼19 times; while, for an altitude of commercial flights (10 km), it is
increased ∼156 times.

For what concerns the higher energies, the increased dangers related to the augmented
penetration power of particles is balanced by the relatively low fluxes. Nevertheless, the
nature of these particles is not fully understood, leaving many questions unanswered.

In the work reported in [6] by Di Sciascio G., the detection of galactic cosmic rays
from ground with air shower arrays up to 1018 eV is described. The aim of this paper is to
discuss the conflicting results in the 1015 eV energy range and the perspectives to clarify
the origin of the so-called ‘knee’ in the all-particle energy spectrum, crucial to give a solid
basis for models up to the end of the cosmic ray spectrum. The basic techniques used in
reconstructing primary particle characteristics (energy, mass, and arrival direction) from
the ground are provided, highlighting why indirect measurements are difficult and results
are still conflicting.

2
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Entering the topic of the characterization of the indirect detection on ground, three
papers propose different techniques for the muon flux analysis. Some new insights on
cosmic-ray muons are reported in [7]. In this paper, the authors present some interesting
results on these particles registered by a digital gamma-ray spectrometer’s active shield,
made of five large plastic scintillators. In analogous active shields working in anticoin-
cidence mode with germanium detectors, the generated data are used only as a gating
signal and are consequently not stored. However, thanks to digital acquisition applied in
designed novel gamma-ray spectrometers, it has become possible to use generated data to
reduce the germanium detector background (cosmic rays veto system) and also to initialize
long-term monitoring of the muon flux intensity. Fourier analyses also reveal the presence
of daily (24 h), near-monthly (27 days) and over bi-monthly (68 days) cycles.

Problems of digital processing of Poisson-distributed data time series from various
counters of radiation particles, photons, slow neutrons etc. are relevant for experimental
physics and measuring technology. In [8] a low-pass filtering method for normalized
Poisson-distributed data time series is proposed and a digital quasi-Gaussian filter with a
finite impulse response is designed. Moreover, the results of testing such filtering method on
model and experimental Poisson data from the URAGAN muon hodoscope, are presented.

Finally, the Cosmic-Ray Extremely Distributed Observatory (CREDO) project—
established to detect ultra high-energy cosmic ray particles—is described in [9]. Among
other and more conventional detection techniques, it makes also use of cameras in smart-
phones as particle detectors, creating a extremely innovative and highly educational method
of experimental observations. In this paper the search for cosmic-ray muons, recorded
using this method, is presented.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The Cosmic-Ray Extremely Distributed Observatory (CREDO) was established to detect
and study ultra high-energy cosmic ray particles. In addition to making use of traditional methods
for finding rare and extended cosmic ray events such as professional-grade Extensive Air Shower
(EAS) arrays, as well as educational ‘class-room’ detectors, CREDO also makes use of cameras in
smartphones as particle detectors. Beyond the primary scientific goal of the CREDO project, to detect
Cosmic Ray Ensembles, is the equally important educational goal of the project. To use smartphones
for EAS detection, it is necessary to demonstrate that they are capable of effectively registering
relativistic charged particles. In this article, we show that the events recorded in the CREDO project
database are indeed tracing incoherent cosmic ray muons. The specific observed distribution of
zenith angle of charged particle direction corresponds to that expected for muons. It is difficult, if
not impossible, to imagine different mechanisms leading to such a distribution, and we believe it
clearly demonstrates the suitability of smartphone-based detectors in supporting the more traditional
cosmic ray detectors.

Keywords: cosmic rays; Extensive Air Showers; particle detectors; Cosmic Ray Ensembles

1. Introduction

The cosmic ray energy spectrum extends from below ∼100 MeV [1] up to ∼1020 eV [2].
The spectrum and composition of cosmic rays for energies up to the “knee” is compatible
with diffusive shock acceleration mechanisms [3]. The maximum energy achievable in
this shock acceleration process is at about PeV region [4,5]. The types of objects in the
Universe that are able to accelerate particles at even higher energies are limited in number.
In the case of ultra high-energy cosmic rays, it seems that there are few places capable of
accelerating particles above 1020 eV: large scale shocks surrounding galaxy clusters, internal
or external shocks of starburst-superwinds, Active Galactic Nuclei (AGN) or Gamma-Ray
Bursts, AGN flares, jets, magnetars, lobes of giant radio galaxies, see [6] for a review of

Appl. Sci. 2021, 11, 1185. https://doi.org/10.3390/app11031185 https://www.mdpi.com/journal/applsci
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these. Some of the exotic models can be verified by searching for new, rather unexpected
behavior of cosmic rays at the highest energies. One of them is a focus of the Cosmic-Ray
Extremely Distributed Observatory (CREDO) Collaboration. This global approach allows
the testing of hypothesized events of ultra-high energy cosmic ray ‘bunches’ observed as
simultaneous Extensive Air Showers (EAS) over the entire exposed surface of the Earth:
so-called Cosmic Ray Ensembles (CRE) [7–9]. Such a phenomenon has never been seen,
but there are several models under which such an event is a possibility.

To observe such events, a system operating on that global scale is required. Due to the
extreme geographical scale of the data acquisition, the CREDO Collaboration makes use of
non-expert science enthusiasts. They participate in research with their own mobile devices
equipped with the CREDO Detector application [10] which enables detection of ionizing
radiation using the CMOS sensors.

(with their own smartphones). The idea of using an array of smartphones as cos-
mic ray/muon detectors is a quite recent possibility—as the density of smartphones per
squared km is a significant feasibility parameter [11]. This was realized, to some extent,
by the DECO [12,13] and CRAYFIS [14] projects, and even in muon flux determination
measurements [15], but at the same time the quality of individual data as well as the idea
itself was criticized [16,17].

The possibility of registering an EAS by detectors of such small active area requires a
large number of smartphones concentrated in a relatively limited footprint. The typical
EAS array of contemporary cosmic ray experiments consists of hundreds of detectors
exceeding several square meters in size (e.g., KASCADE in Karlsruhe [18]; MAS at Mount
Chacaltaya [19], or GRAPES at Ooty [20]).

To effectively study cosmic ray physics at energies of 1019 (1020) eV, the density of
smartphones (constantly working taking “dark” frames) should be 5000 (1000) per km2 [17]
or as few as 400 [11], which remains a challenging scale of detectors. To have an EAS
smartphone array comparable to the large experiments like Pierre Auger Observatory or
Telescope Array, we would require millions of phone cameras across an area of thousands
of square kilometers, all permanently ‘on’. The goal of registering every EAS from each
CRE at close to 100% effectiveness, and measuring its characteristics (total number of
particles, their distribution with respect to shower core, and incoming direction) is simply
unfeasible. However, it may be possible to detect some signal from any CRE using a
coincidence across very distant sets of detectors (smartphones).

Another noted challenge is the contamination of smartphone camera signals by sources
other than cosmic ray. In principle, this includes the housing of the camera itself, as a smart-
phone is not made to be “low radiation background”. It typically contains many radioactive
nuclei of isotopic composition similar to the Earth’s crust, which constantly decay to give
signals in the semiconductor camera matrix elements. The U, Th, and K nuclei present, for
example, in the walls are obvious sources of the unwanted background [16]. Ultimately we
need to determine experimentally whether smartphones can be used as cosmic ray particle
detectors, or if this background noise removes the possibility of measurement in practice.

To address this issue, we approach it from the opposite case. We make the assumption
that particles, other than cosmic muons, do not have a characteristic distribution; unlike
the very well known distribution demonstrated by single cosmic ray muons. In Section 3,
we will show that long traces fit perfectly to the known muon relation, so we conclude that
other sources of charged particle contamination in this particular region is small, but on
the other hand, for short traces it may be significant and cannot be eliminated in practice.

2. Registration and Analysis of the Smartphone Recordings

The cosmic ray CREDO Detector application for smartphones is available freely at
Google Play. The active users send their records to the CREDO database. They have access
in turn to all the data from other users to download, study, and analyze for their own
Citizen Science efforts. In the CREDO database, there are approximately a million images
registered with the smartphone camera’s lens obscured.
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Such recorded images should consist mostly of black pixels. When this condition is
met, the CREDO Detector application starts working. If a particle of secondary cosmic
radiation, muon (or possibly a particle of local radiation source), passes through the active
layer of the smartphone camera it will stimulate some of the pixels. A few to several dozen
pixels, distributed in a cluster of shapes that range from circular to extended lines, should
then appear brighter on the roughly homogeneous black background. In one 24-h period
there can be anything from one to several hundred detections.

Events in which very long traces are visible can potentially be the tracks of cosmic ray
muons that passed through the camera at large angles. This possibility is, in theory, easily
verifiable. The zenith distribution of such incident angles of single incoherent muons is
well established, and is actively measured by small, even portable, muon telescopes often
created and operated by students [15,21–24] as a demonstration of their detectors. In this
paper, we will show that the majority of CREDO registered events are due to real muons
with a recovered zenith angle distribution as expected.

The data used to obtain the results presented below consist of more than 100,000
CREDO database registrations obtained by one (very active) user with only one camera.
The CREDO application draws a lot of power, and practically can only be used for extended
periods when connected to a charger. Therefore, the cameras actively connected to the
CREDO network usually rest permanently in the same place, which means that once
placed horizontally they remain in this position permanently, and we do not have to be
concerned of blurring the distributions by uncontrolled changes in the camera matrix
plane. The registrations are available as PNG files cropped from the whole camera frame
to 60 × 60 pixels around the brightest pixel in the frame.

Some events in the database are caused by the single pixel noise signal near the edge
of the camera, and the image does not consist of 60 × 60 pixels around the brightest pixel.
This reduces the number of pictures used in the present analysis from 1 × 105 to 6 × 104.
Examples are shown in the top row in Figure 1. Signals are roughly proportional to the
ionization energy loss in the particular matrix pixels, but it should be noted that some
corrections (unknown in practice) have been applied to the photos by the internal camera
software. The box 2D-histograms are given in the middle row in Figure 1 which scale in
size with the ionization energy. The bottom row is the process by which the main axis of
the “muon tracks” are identified.

2.1. Determination of Noise

For each registered event, we determined the average dark pixel brightness and its
standard deviation σ using only regions far from bright pixels (these are either intrinsic ‘hot
spots’ on the chip or from the suspected signal itself). This procedure was then repeated
after removing the pixels which exceeded 2σ above the initially-estimated average. At this
stage, all pixels containing (potentially) everything associated with the registration of a
cosmic ray muons (and ’hot spots’) are omitted. Statistics from the, over 3000, remaining
pixels in each frame allowed us to obtain a well-defined average brightness of dark pixels
and its intrinsic variance. These are considered reliable values attributable to the noise in
each recorded event.

2.2. The Elongation Axis

The next step in the analysis was to find the main symmetry axis of the track. First we
selected all pixels that exceeded the threshold (equal to the previously estimated average
signal of the dark pixel noise, plus 10× its finally determined standard deviation). We have
confirmed that using a factor of 5 instead of 10 does not significantly influence the results,
as the signal we observe is so much brighter than the average noise value.

For the selected pixels (i.e., those above the dark pixel threshold) we determined the
‘main axis’ of the track. There are, in principle, many ways to determine this, and we
have tested several: inertia ellipses, the Hough algorithm line, the smallest sum of squared
distances weighted by squares of the brightness, and even the brightness only. They all
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give very similar results as the images of the tracks in each picture are clear, and regardless
of how they are linearized the ‘main axis’ of the track is (almost) always the same. The
lines are shown in the bottom row in Figure 1.

a) b) c)

Figure 1. Three example pictures (a–c) of traces from the CREDO database. The top row shows the original smartphones
images, the middle row shows the same events with the size of boxes proportional to the pixel signal (registered light). The
bottom row presents the estimated main axis of the “muon tracks“.

2.3. The Length of the Track

All pixels exceeding the threshold described in the section before are projected onto
the newly-identified main axis of the analyzed trace. Assuming that the axis is the real
main axis of the track the obtained histograms represent the ionization along the trace. The
respective examples are shown in Figure 2. If we deal with a trace of a relativistic cosmic ray
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particle (muon), the signal pixels should have roughly the same brightness (with obvious
geometric corrections). Such idealized situations are encountered only rarely, however.

a) b) c)

Figure 2. Projections of the pixel signal along the main track axis for the events shown in Figure 1 on (a–c) plots, respectively.
Abscissa is the position along the track axis (in px) and units on the ordinate shows the sum of brightness of the projected
pixels (from 0 to 255 for empty and saturated pixel, respectively). The horizontal dashed lines are the values of the cuts
used to determine the length of the track (see text for details).

The ends of the track were found by tracking to the left (and to the right) from the
point with the highest projected brightness, until the signal values become smaller than
limit chosen by trial and error. We defined this limit as a fraction of the second projected
brightest bar in the histograms. The values are shown in Figure 2 as dashed lines. Using
just the brightest histogram bar value the procedure could be subject to fluctuations to the
larger extent. The value of this fraction was selected comparing the results of the algorithm
with the subjective perception of the observer. Eventually, the value of 30% was established.

In some cases there is a very small gap in the trace, as it seen in the first (top left)
image in the example shown in Figures 1 and 2a, where we can guess that the real track
continues on both sides of the two histogram bins with the summed brightness value below
the threshold line (Figure 2). Other times, the gap can be quite long as the third column
exemplifies, where it extends over 5 histogram bins (Figure 2c). The question then arises if
we are dealing with a single track, or a random contamination of unknown origin. Before
we attempt to answer this question, we first have to define some relevant variables.

2.4. Zenith Angle of the Particle Track

The zenith angle of the particle track Θ, if we assume that it is indeed the trace left by
a particle passing through the entire photosensitive layer of the camera, is naturally deter-
mined by the track length observed in the camera plane and thickness of the photosensitive
layer of the camera matrix itself.

Θ = arctan
l
h

(1)

where l is the track length, and h is the depth of the sensitive layer of the matrix in the
smartphone camera. Measuring the track length distribution, we can obtain the zenith angle
dependence of the observed particle flux. It can then be compared with the prediction of a
model. For example, if we assume that particle flux reaches the Earth surface isotropically,
the zenith angle distribution observed by the flat horizontally placed detector will be of the
form dN/d(cos(Θ)) ∼ cos(Θ). With non-isotropic, but still a power-law in the variable
cos(Θ), the simple power-law form of the observed distribution is expected.
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The cosmic ray single muon zenith inclination angle distribution has been known for
nearly 80 years [25,26] and many different measurements confirm that it is quite accurately
described as

f (Θ) = cosγ Θ (2)

with the index of γ ∼ 2. We will use this simple relation to test our algorithms for observed
track identification.

2.5. The Track Length Determination Algorithms

There is, in general, high subjectivity to the interpretation of the images of long tracks
with complex and complicated traces. Thankfully, these cases are rare, but they affect the
tails of the track length distribution. The algorithm for the track length determination is
especially sensitive to the treatment of the multi-component pictures, when the gaps in the
traces are seen.

After the projection of the pixel brightness along the identified track’s main axis, the
gaps in the histogram are clearly visible (see Figure 2) and the question then arises where
the real particle track ends, if it is, of course, the real particle track in the first place. This
question can be further expanded into more detailed ones: how long can the gaps be
allowed in a single track, and how to treat the cases with the longer gaps. In principle,
we can accept just the longer length regardless, or we can reject the entire frame from the
track length distribution estimation procedure. We have tested several of these possibilities,
noting as before that, with the appropriate method, the true cosmic ray muon tracks are
expected to follow the power-law distribution of cos(Θ).

The results of the six procedures are shown in Figure 3. The respective cos(Θ) distri-
butions are shown there. To convert from l to Θ (or to cos(Θ)), the depth of the camera’s
photosensitive layer is set here, for the time being, to 5 px. For simplicity we will, hereafter,
measure all distances, and the track length, as well as the thickness of the matrix sensitive
layer, using as a unit a single matrix pixel size (px). This is quite a natural unit if we are
dealing with the same camera, as is in the case of the present work. The thickness of the
photosensitive layer will be considered later in this paper.

We explore in detail below the tested algorithms using the examples in Figure 3.
Initially, we explore the steps within the least restrictive algorithm:

(a) acceptable gaps in the histogram tracks are of length up to 4 px (as shown in Figure 2)
but exactly one track is seen in the picture,

(b) as above up to 4 px gaps are accepted but ‘multiple track’ events are included.

In the middle row of Figure 3, we compared results of algorithms for ‘multiple track’ cases

(c) allowing events with large gap (up to 5 px) in the track,
(d) only the small gap (only below 3 px) is acceptable.

In the lower row of Figure 3, we present results for single-track cases and a very strong
criterion for the gap length in the track

(e) only 1 px long gaps, at most, are accepted,
(f) no gaps at all are allowed.

Most noticeably, we can see that the details of the algorithm used are primarily re-
sponsible for determining the very long tracks (large zenith angles) distribution. Rejections
of the multiple tracks events affect mostly those very long tracks, which are about 1% of
the overall population. Then the statistics of all plots in Figure 3 is very close to the total
count of 60,000 regardless.

We can now compare in detail the measured distributions obtained using the six
algorithms described above, restricted to the 40◦ < Θ < 70◦ region. The upper limit is
based on a simple statistical argument and has practically no influence on the results of
the fitting procedure. The lower limit of 40 degrees is related to the additional smoothing
of the short track lengths due to the dimensions, and even the geometry, of the camera
pixel matrix. An exact zenith track should give a track length of zero px, a slightly inclined
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track may give a track length of 1 px (or even
√

2), if it passes through an edge. In
addition, the actual structure of the camera matrix is obviously unknown (detailed pixel
shapes, spacing, etc.). All of this makes the contents of the first few bins of the path length
histogram difficult to interpret and thus difficult to correct for all these effects. It should
also be remembered that events in which only one pixel signal is above the threshold are
rejected by the acquisition software. In the limited region, we see a near linear behavior in
log × log scale, thus the power-law of the cos(Θ) distribution. The most restrictive criteria
(case Figure 3f) is determined to be the most conservative, and most suitable.

a) b)

c) d)

e) f)

dN
/d

 c
os

( 
 )

Θ
co

s(
  ) Θ

cos(  )Θ

Figure 3. The observed distribution of cos(Θ) for camera sensitive layer depth h equal to 5 px for
different track length determination procedures: (a–f) (see text for detaied explanation for subfigures).
The dotted line represents the expected dependency of the form cos2(Θ).

To be more specific, we calculate values of χ2 comparing the measured distribu-
tion with predictions for cosmic ray muons (using h = 5 px). In the angular range
40◦ < Θ < 70◦ there are 10 histogram bins and the respective six values are: 723, 278, 302,
237, 99, and 36. It should be remembered that these are not results of any minimization
procedure, and normalizations were fixed in each case at the point of Θ ≈ 40◦.

Henceforth, we will use the most restrictive algorithm to determine the track lengths.

3. Results

With the selected algorithm, we study the distribution of the length of the tracks
recorded on smartphone photos stored in the CREDO database, in order to determine
whether it is consistent with the zenith angle distribution of the muon (∼cos2(Θ)). The
degree of the expected accordance will show the confidence of using the smartphone
cameras as cosmic particle detectors.

We start detailed studies with the distribution of the track length as it is shown as the
histogram in Figure 4.
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Predictions assuming that we are dealing with the cosmic ray muons with the known
zenith angle distribution are also shown. These distributions differ for different values
of the camera photosensitive layer thickness h. The thickness of the particular camera
we used in this work is not known precisely, leaving the value of h to some extent a free
parameter which can be constrained by the data itself. We present here results for 3 px,
5 px, 10 px, and 15 px and the predictions of the best fitted value of h. Details of the fitting
procedure are given below.

N(  )

=15px

10px

5px
3px

[px]l

l

h

Figure 4. Measured track length distribution. Lines are shown for comparison with the predictions
calculated for various values of smartphone camera matrix sensitive layer thickness (h) measured
using individual pixel size (px): 3 px—dotted line, 5 px—thin continuous line, 10 px—dashed line,
and 15 px—dot-dashed line. The thick solid line represents the result of our best fitted h (details in
the text). On the abscissa, the value of the trace length measured, again, in the pixels size (px) is
shown. All distributions are normalized at one point (l = 5 px).

In Figure 4, we see that the measured distribution is close to the predictions for a
width (h) close to 5 px. However, it can be seen that this agreement is not perfect at both
long track lengths, as well as for very short lengths. Regardless, the distribution of track
length presented in Figure 4 can be converted to the zenith angle distribution (assuming
we have captured cosmic ray particle traces). Zenith angle distribution is more suitable for
studying cases of small angles (short trace lengths). In Figure 5, we present the comparison
between the predictions obtained using different values of h.

The length of the track determined with the algorithm described above, if expressed in
single pixel size (px), is, by definition, an integer number. For small values of h, which are
expected in modern smartphone cameras, the measured zenith angle, given by Equation (1),
would have to be discrete numbers. The resolution for small angles, at which most particles
arrive at, is very limited. For larger angles, longer tracks, where the resolution of a
determined angle is superior, the flux is substantially smaller, thus the simple zenith angle
is not the best variable to study.

However, Figure 5 also suggests that for small angles, where most of the events occur,
the matrix sensitive layer thickness is close to 5 px. While the short track discrepancy may
be due to the measurement uncertainty, the discrepancy for large l values can be mitigated
by selecting an appropriate value for the photosensitive layer thickness h.

The χ2 minimization procedure was used on the cos(Θ) distribution shown in Figure 6
where results are obtained for different assumptions about the thickness of the photosensi-
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tive layer parameter h. We have compared it with the expected power-law spectrum with a
slope corresponding to the distribution of cosmic ray muons. This slope is given by the
thick line in Figure 6.

= 3px

10px

5px

15px

dN
d 
___

Θ

[deg]Θ

 

h

Figure 5. Zenith angle distribution obtained for various values of camera matrix thickness (h). The
expected cos2(Θ) dependence is given by the thick line.
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Figure 6. Observed distributions of cos(Θ) calculated with different assumptions of the thickness of
the camera matrix sensitive layer: empty circles for h = 3 px thickness, solid circles—5 px, triangles—
10 px, and squares—15 px layer thickness. The solid line represents the expectations for the cos2(Θ)

dependence and our best fit h = 5.7 px (details in the text). The right end of the abscissa corresponds
to the vertical muons, while the left one to almost horizontal (89◦) tracks.

The distribution of the variable cos(Θ) illustrates very nicely the behavior of the long
and very long (about horizontal) tracks. Due to the problems with short tracks we have
fixed the normalization at the point corresponding to the zenith angle of ∼40◦ and used
only bins corresponding to 40◦ < Θ < 70◦. The minimum value of χ2 for 10 normal

13



Appl. Sci. 2021, 11, 1185

degrees of freedom was found to be 6.7 for the h = 5.7 px. This best solution found is shown
in Figures 4 and 6 by the thick solid line.

It should be noted here that in [13,27] a similar analysis was performed and the authors
concluded that the camera they used had a matrix sensitive layer thickness (termed in their
work the “depletion thickness”) of 29.2 ± 1.5 px, greatly exceeding our measurements. The
more recent measurements of [15] have results that are compatible with a thickness of the
camera matrix close to 3 px. The former analysis was based on as few as 200 registered
events, the later on approximately 230 tracks. The analysis presented in this paper is
based on about 60,000 tracks and hence we believe represents a significant advancement in
the field.

4. Summary

We have explored the method of analyzing pictures taken by a smartphone camera
with the lens obscured. In these instances, some tracks are clearly visible exceeding the
dark frame camera noise. In most cases, the determination of this track length is not a
significant challenge. Different methods of determining the track’s main axis were tested,
and lead to near indistinguishable results overall. There was some uncertainty for very
long tracks corresponding to incoming particle with zenith angles greater than 80◦ (almost
horizontal). We removed these associated ambiguities by eliminating ‘long gap events’,
showing this ultimately to be a satisfactory solution.

The analysis of the track length distribution with the camera sensitive layer thickness
considered as a ‘free parameter’ adjusted to the observations, agreed well with the results
obtained found with a reasonable value of about 5 px (5.73 ± 0.04 px), where the unit of
measure (px) is the size of the individual camera matrix pixel.

5. Conclusions

We have shown that the distribution of the zenith angle of particles responsible for the
emergence of tracks in the smartphone captured images is in agreement with the expected
distribution of the zenith angle of single, incoherent, cosmic ray muons. This confirms
the idea that smartphones can operate in practice as ’particle pocket detectors’, sensitive
to charged relativistic cosmic particles and hence can be used effectively by the CREDO
Project and other similar initiatives.
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Abstract: This study reports the temporal and spatial distributions of the extremely/very low
frequency (ELF/VLF) wave activities and the energetic electron fluxes in the ionosphere during an
intense storm (geomagnetic activity index Dst of approximately −174 nT) that occurred on 26 August
2018, based on the observations by a set of detectors onboard the China Seismo-Electromagnetic
Satellite (CSES). A good correlation of the ionospheric ELF/VLF wave activities with energetic
electron precipitations during the various storm evolution phases was revealed. The strongest
ELF/VLF emissions at a broad frequency band extending up to 20 kHz occurred from the near-end
main phase to the early recovery phase of the storm, while the wave activities mainly appeared at
the frequency range below 6 kHz during other phases. Variations in the precipitating fluxes were
also spotted in correspondence with changing geomagnetic activity, with the max values primarily
appearing outside of the plasmapause during active conditions. The energetic electrons at energies
below 1.5 MeV got strong enhancements during the whole storm time on both the day and night side.
Examinations of the half-orbit data showed that under the quiet condition, the CSES was able to depict
the outer/inner radiation belt as well as the slot region well, whereas under disturbed conditions,
such regions became less sharply defined. The regions poleward from geomagnetic latitudes over 50◦

were found to host the most robust electron precipitation regardless of the quiet or active conditions,
and in the equatorward regions below 30◦, flux enhancements were mainly observed during storm
time and only occasionally in quiet time. The nightside ionosphere also showed remarkable temporal
variability along with the storm evolution process but with relatively weaker wave activities and
similar level of fluxes enhancement compared to the ones in the dayside ionosphere. The ELF/VLF
whistler-mode waves recorded by the CSES mainly included structure-less VLF waves, structured
VLF quasi-periodic emissions, and structure-less ELF hiss waves. A wave vector analysis showed
that during storm time, these ELF/VLF whistler-mode waves obliquely propagated, mostly likely
from the radiation belt toward the Earth direction. We suggest that energetic electrons in the high
latitude ionosphere are most likely transported from the outer radiation belt as a consequence of
their interactions with ELF/VLF waves.

Keywords: ionosphere; ELF/VLF waves; energetic electron precipitations; storm-time feature; CSES
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1. Introduction

Within the solar-terrestrial system, the ionospheric layers can mirror both Earthward
and Sunward disturbances at various scales. From the Earth direction, namely from the
lithosphere or atmosphere, the disturbances include the relatively weak but detectable
seismic precursor anomalies [1], the strong radio waves emitted by powerful ground-based
very low frequency (VLF) transmitters [2], the harmonic radiation from the electric power
lines [3], and the strong whistler-mode waves induced by lightning/thunderstorms in the
atmosphere. From the Sun direction, the disturbances coming from above the ionosphere
are mainly related to the Sun, which releases coronal mass ejections (CMEs) and solar
flares, as well as the resultant geomagnetic storm/substorm activity. In particular, there is a
magnetic field-line mapping of the magnetosphere onto the high-latitude ionosphere, along
which field-line currents, possibly associated with magnetospheric polarization fronts,
enter the post-midnight ionosphere and leave it from the pre-midnight side, thus feeding
the strong aurora electrojet [4,5]. This makes the ionosphere a highly dynamic system
where a variety of intense electromagnetic emissions and energetic particle precipitations
are detected due to multiple layer interactions with the lithosphere, atmosphere, and
magnetosphere, as well as solar wind [4–8].

The electromagnetic emissions excited in the extremely/very low frequency (ELF/VLF)
range [9–13] are the most direct outcomes of this dynamic system. The most commonly ob-
served typical electromagnetic waves at ELF/VLF bands are the whistler-mode
waves [9,14–18], which include the whistler-mode VLF chorus [12,16,19], quasi-periodic
waves [13,15,20], ELF hiss [21–23], and strong whistlers induced by lightning, VLF radio
wave transmitters, or other sources [22,24]. These typical whistler-mode waves play signif-
icant roles either in the acceleration or loss process of relativistic electrons in the Earth’s
outer radiation belt [14,17,25]. The VLF chorus mainly appears at frequency from 0.1 to 0.8
f ce (the equatorial electron cyclotron frequency) and can efficiently accelerate relativistic
electrons (E > MeV) [14]. Zhima et al. [10] firstly found the evidence of whistler-mode cho-
rus penetrating the plasmapause and entering into the low altitude ionosphere, and Zhang
et al. [26] firstly reported that chorus waves in the magnetosphere accelerated energetic
electrons (1–3 MeV) in the ionosphere from the China Seismo-Electromagnetic Satellite
(CSES) observations. ELF hiss waves are structure-less and incoherent electromagnetic
waves that preferentially appear at a broad frequency range from several hundred Hz to
3 kHz, playing vital roles in either the loss of energetic electrons or the formation of radi-
ation belt slot region [22,27,28]. Another important ELF/VLF whistler-mode wave often
appearing in the ionosphere is the quasi-periodic (QP) wave at frequencies from several
hundred Hz to ~4 kHz with varying periodic modulations of wave intensity over time
scales from several seconds to a few minutes; they are often observed by low Earth orbit
(LEO) satellites and ground stations [13,15]. Zhima et al. [20] reported the well-pronounced
rising-tone structure QP waves and simultaneous energetic electron precipitations (from
~400 keV to 1 MeV) in the high-latitude ionosphere firstly based on the CSES’s observations.

Because they are simultaneously observed with the strong ELF/VLF wave activity,
changes in the fluxes of energetic particle populations are usually checked for. In the context
of radiation-belt dynamics, it is widely accepted that ELF/VLF whistler-mode waves
represent the main candidate for the acceleration/loss of particles during storm time [17,29],
so they have been given increasing attention due to their impact on the dynamics of near-
Earth space. Benck et al. [18] revealed the global distribution of ionospheric ELF/VLF
wave intensities and energetic electron precipitations during an intense magnetic storm
by making use of DEMETER (Detection of Electromagnetic Emissions Transmitted from
Earthquake Regions) observations (altitude: ~710 km in 2004), and a good correlation
between waves and particle precipitations at different stages of storm evolution was
revealed. Still relying on DEMETER observations, Zhima et al. [9] statistically analyzed the
temporal–spatial variations of the ionospheric ELF/VLF waves during all the intense CME-
driven storms that occurred from 2005 to 2009 (altitude: ~660 km), specifically showing
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how the ELF/VLF waves in different frequency ranges were excited across the L shell space
during the evolution of this type of storms.

Since the successful operation of the French DEMETER satellite (2005–2010), which
was mainly dedicated to the investigation of ionospheric disturbances possibly associ-
ated with the strong earthquakes, volcanoes, or anthropogenic activities from the litho-
sphere [30], a growing number of studies [8,11,31,32] obtained from DEMETER observa-
tions have been suggesting that satellites probing electromagnetism in LEO space can be
regarded as promising tools to monitor natural hazards [33].

However, since DEMETER was decommissioned in December 2010, there lacks similar
type of electromagnetic satellite in the ionosphere to provide first-hand observations for
studying natural disasters until the recent successful launch of the CSES on 2 February 2018
at an altitude of 507 km in the ionosphere [33,34]. The CSES is part of China’s Zhangheng
mission, which is aimed to launch both electromagnetic and gravity satellites in near-Earth
orbit within the next few decades. The Zhangheng mission is named after the ancient
scientist Zhangheng who invented the world’s first seismoscope in the second century
CE. The Zhangheng-01 (ZH-1) mission is dedicated to the electromagnetic satellites with
three planned consecutive launches—it is also known as the CSES; Zhangheng-02, in the
preparation phase at present, is dedicated to gravity satellites.

The first probe of the CSES mission was successfully launched into a sun-synchronous
circular orbit. The second probe will be launched into the same orbit before December 2022,
but it will operate at the opposite side of the Earth, which means that two probes will be
operating on both the day and night sides of the ionosphere by 2023 (the first probe was
designed to span a five-year lifetime but is expected to operate longer).

Since its successful launch in 2018, the CSES has been providing valuable measure-
ments about the electromagnetic field across a broad frequency range from ultra-low
frequency (ULF) to very low frequency (VLF), and even to the high frequency (HF) of the
electric field, as well as fluxes of energetic electrons at energies from 0.1 to 50 MeV. In view
of the importance of electromagnetic wave activities and energetic electron populations for
natural hazard science, the purpose of this paper was to investigate the features of waves
and particles in LEO space by using CSES observations. Based on previous DEMETER
studies [9,18] (at altitudes from ~660 to 710 km), this work presents CSES data to describe
the temporal and spatial distribution of the ionospheric ELF/VLF waves and energetic
particle fluxes during the G3-class storm (Dst minimum of −174 nT) that occurred on
26 August 2018. A brief introduction to the CSES and associated payloads is provided in
Section 2, while the distributions of ionospheric ELF/VLF waves and energetic electron
fluxes are presented in Section 3. Section 4 offers a discussion concerning experimental
observations, and Section 5 briefly summarizes the main results.

2. Satellite and Data

The main scientific objective of the CSES is to monitor ionospheric perturbations
associated with natural hazards (mainly with strong earthquakes) in the quest for possible
earthquake forecasting. To serve the need of emergence response to disastrous earthquakes,
such as the 2008 Mw 7.9 Wenchuan earthquake, the CSES was designed to provide real-time
data over China’s territory via a direct downlink to the ground segment.

The CSES completes 15.2 orbits around Earth per day, with an orbital period of
~94.6 min and a five-day recursive period over the same geographic area with the ascend-
ing/descending node local time of 02 a.m./02 p.m., respectively. Its payloads allow for
the measurement of the electromagnetic field, energetic particles, and in-situ and profile
ionosphere parameters. The diverse physical parameters obtained by the CSES can support
the comprehensive research of geo-/space physics and radio science.

The payloads involved in this study are briefly introduced here. The background
geomagnetic field is measured by a high precision magnetometer (HPM) [35], which
includes two fluxgate sensors [36] and a coupled dark-state magnetometer [37], providing
both vector and scalar values of the total geomagnetic field in a frequency range from DC
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to 15 Hz and a sampling rate of 1 Hz for the scalar geomagnetic field detection. The variant
magnetic field from 10 Hz to 20 kHz is measured by a tri-axis search-coil magnetometer
(SCM) mounted on the end part of a 4.5-m-long boom to avoid the artificial electromagnetic
interferences induced by the satellite platform itself [38,39]. The SCM provides data in the
three frequencies bands of ULF (10 to 200 Hz), ELF (from 200 Hz to 2.2 kHz), and VLF
(1.8 to 20 kHz) with sampling rates of 1024 Hz, 10.24 kHz, and 51.2 kHz, respectively. The
electric field is detected by an electric field detector (EFD), which consists of four spherical
sensors mounted at the near-end part of four booms (4.5 m long) [40], measuring the electric
field in four frequency channels: ULF (DC to16 Hz), ELF (from 6 Hz to 2.2 kHz), VLF (1.8 to
20 kHz), and HF (from 18 kHz to 3.5 MHz), with sampling rates of 128 Hz, 5 kHz, 50 kHz,
and 10 MHz, respectively. The energetic particles are recorded by the high energetic particle
package (HEPP), with three sub-detectors (HEPP-H, HEPP-L, and HEPP-X) providing
the energy spectrum and pitch-angle distribution of charged particles (protons: from
2 MeV to 200 MeV; electrons: from 100 keV to 50 MeV) and soft X-ray emission from solar
events [41,42]. In this study, HEPP-L was selected to measure electron fluxes at energies
from 0.1 to 3 MeV and corresponding pitch-angle distributions. HEPP-L contains nine
silicon-slice units and one anti-coincidence detector with an angular resolution of 5◦ and a
maximum field-view of 100◦ × 30◦ [42].

3. Observations

Figure 1 shows major parameters describing the solar wind conditions and the ge-
omagnetic activity indices Dst and Kp from 20 August to 4 September 2018. It can be
seen that the north–south component of the interplanetary magnetic field (IMF Bz) in
the GSM (geocentric solar magnetospheric) coordinate system suffered a slight northern
enhancement of up to ~9 nT at ~14:00 UT on 25 August 2018 before suddenly turning
southward with a steep drop to the minimum value of −16.8 nT at 05:00 UT on 26 August,
followed by a very fluctuating recovery back to an average value of ~0 nT. This prolonged
southward alignment of the IMF Bz triggered a dayside magnetic field line reconnection at
the magnetopause, directly inducing a strong geomagnetic storm during which the geo-
magnetic equatorial Dst index dropped to the minimum value of −174 nT at 06:00 to 07:00
UT on 26 August, followed by a long-term recovery phase lasting until 3 September 2018.
The source for this intense geomagnetic storm was identified as the interplanetary coronal
mass ejection (ICME) from the Sun that occurred downstream of a filament eruption on 20
August 2018 [43]. In particular, from the point of view of solar wind velocity, this ICME
event was pretty interesting, since a fast speed of more than 600 km/s, along with the
subsequent consistent slowdown to less than 400 km/s and slight recovery, was reached
prior to the onset of the geomagnetic storm before again giving rise to a fast speed (up to
~500 km/s) in the early recovery phase and a new marked decrease in the late part of the
recovery. The solar wind dynamic pressure, which was a direct indicator of solar wind and
ion and electron density, intensely increased during the main and early recovery phases,
reached the peak at the early recovery phase, and remained fluctuating around 2 nPa for
the most of other times.

The effects of this geomagnetic storm on Earth’s ionosphere were investigated by
Younas et al. [44] based on multi-parameter measurements, including total electron content
(TEC), geomagnetic field intensity, and O/N2 ratio data, and theit results showed that a
positive ionosphere storm (increase of TEC) in the southern hemisphere and a negative
storm in the northern one were formed. Yang et al. [5] also reported simultaneous responses
from multi-type CSES payloads to this event, thus leading to the assessment of the good
performance of the CSES in reacting to the different phases of the storm. Strong ELF/VLF
emissions were especially observed, with the simultaneous enhancement of energetic
electron fluxes in the South Atlantic Anomaly (SAA), outer/inner radiation belt, and slot
region [5].

In the following section, we mainly focus on the temporal and spatial distributions of
the storm-time ELF/VLF waves across a broad frequency band from 200 Hz to 20 kHz, as
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well as the energetic electron fluxes at energies 0.1 MeV < E < 3.0 MeV by using data from
the SCM, EFD, and HEPP-L onboard the CSES.

Figure 1. The variation of solar wind conditions and geomagnetic Dst and Kp indices from 20 August
to 4 September 2018. From top to bottom: (a) the z component of the interplanetary magnetic field in
the geocentric solar magnetospheric (GSM) coordinate system (interplanetary magnetic field (IMF)
Bz), (b) solar wind velocity, (c) solar dynamic pressure, (d) geomagnetic activity Kp index, and
(e) Dst index.

We adopted the superposed epoch analysis method by defining the reference time
t0 as the time of Dst minimum (from 06:00 UT on 26 August 2018), as we did in previous
work [6]. We mainly computed the average power spectral density (PSD) values of the
electric and magnetic field at a frequency range of 1 kHz < f < 2 kHz, as well as the average
energetic electron fluxes data at an energy level of 1 MeV < E < 3 MeV for each orbit. Then,
these data were binned as a function of L shell in steps of 0.2 L, with a time interval of 1 h
in the epoch time period from t0 − 30 h to t0 + 90 h (namely, from 00: 00 UT 25 August to
00:00 UT 30 August).

The results are presented in Figure 2 (dayside) and Figure 3 (nightside). As seen in
Figure 2c,d, before the storm initial phase that began at epoch time t0 − 16 h (14:00 UT on
25 August 2018) and indicated by a slight increase of Dst index, the ionosphere remained
in a relatively quiet electromagnetic environment (denoted by the blue areas in Figure 2c,d
from epoch time t = −30 h to −16 h). Meanwhile, along with the consistent southern
reversal of IMF Bz and the corresponding decrease of the Dst index, the wave activities
started to grow up (~t = −9 h) and reached ELF/VLF maximum emissions around the
end of the main phase and the beginning of the recovery phase (t = −2 to 20 h). We can
see a close correlation between the ELF/VLF wave activities, the IMF Bz, and the solar
wind (velocity and pressure); when IMF Bz and solar wind were stable at times when IMF
Bz was close to 0 nT, the wave activities were weak (e.g., 20 h < t < 28 h and 60 h < t <
72 h), while when the solar wind conditions were strongly fluctuating, strong ELF/VLF
emissions were observed (e.g., 2 h < t < 20 h).

21



Appl. Sci. 2021, 11, 2617

Figure 2. The variation of ionospheric extremely/very low frequency (ELF/VLF) wave intensity and energetic electron
fluxes during the geomagnetic storm that occurred from 25 to 29 August 2018. (a) IMF Bz in the GSM coordinates, (b) Dst
index, (c,d) the power spectral density (PSD) values of the magnetic and the electric field at frequency range from 1 to
2 kHz, and (e) the energetic electron fluxes at energy level from 1 to 3 MeV. Data were integrated by the superposed epoch
method [9], and the vertical solid line denotes the reference time t0 that is the time of Dst minimum on 06:00 to 07:00 UT on
26 August 2018. The y axis in (c–e) indicates the L shell from 1 to 7. The white blank regions denote data gaps.

Figure 3. Same as Figure 2 but for the nightside ionosphere.

Figure 2e shows that the energetic electron populations at 1 MeV < E < 3 MeV were
also smaller before the initial and early main phases but gradually increased to a higher
level during the near-end main phase and remained to be enhanced during the whole
recovery phase. The energetic electron populations were stronger at L shell between ~2
and 3, where it was expected to find the inner radiation belt [26]. Figure 2 shows that both
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waves and fluxes clearly reflected the remarkable temporal variability of the boundary of
the inner radiation belt (i.e., filling and fluctuations of the magnetosphere slot region).

Figure 3 shows the results for the nightside ionosphere, where the ELF/VLF wave
activities and electron fluxes also showed a close correlation of the different storm phases,
though with a relatively weaker intensity than the dayside. It is interesting that in the
nightside ionosphere, the waves at 1 kHz < f < 2 kHz were predominantly enhanced during
the main phase in contrast to the ones at dayside; this feature is worth further exploration
after more storm cases are accumulated.

To further depict the temporal and spatial distribution of the wave activities of all
the ELF/VLF frequency bands, we divided the electromagnetic field measurements into
seven frequency bands: 0.2–1 kHz, 1–3 kHz, 3–6 kHz, 6–9 kHz, 9–12 kHz, 12–15 kHz, and
15–20 kHz. By using the same method from Figure 2, the average PSD values of each band
from each orbit were computed and binned as a function of L shell values in a step of 0.2 L,
with a time interval of 1 h in the epoch time period from t0 − 30 h to t0 + 90 h. Similar for
the energetic electrons, the fluxes from the six energy bands were integrated: 0.1–0.5 MeV,
0.5–1 MeV, 1.0–1.5 MeV, 1.5–2.0 MeV, 2–2.5 MeV, and 2.5–3 MeV.

Figures 4 and 5 show the results of ELF/VLF waves in the magnetic field from the
day and night side ionospheres, respectively. In Figures 4 and 5, the black vertical dashed
lines denote the reference epoch time t0. It can be seen that the arrival of an ICME at the
magnetopause location directly led to strong ELF/VLF wave activities in the ionosphere.
Specifically, before the ICME hit the magnetopause (t < t0 − 16 h), the ELF/VLF wave
activities at all frequency bands were relatively quiet. At the early stage of main phase
(from t0 − 16 h to ~t0 − 4 h), the ELF/VLF waves were mainly excited at frequencies below
6 kHz. However, from the near-end main phase to the early recovery phase (from t0 − 6 h
to ~t0 + 6 h), the wave activities significantly grew up in the entire frequency range from
0.2 to 20 kHz. During the long recovery phase, the wave enhancements mainly occurred
below 6 kHz. These results from the CSES were consistent with our previous statistical
analysis for CME-driven storms based on DEMETER observations [9].

Figure 4. The temporal and spatial evolution of the ionospheric ELF/VLF wave intensities at frequency range from 0.2 to
20 kHz at the magnetic field in the dayside ionosphere, revealed by the search-coil magnetometer (SCM) onboard the China
Seismo-Electromagnetic Satellite (CSES) during the geomagnetic storm on 26 August 2018. From top to bottom: the PSD
values at different frequency bands of (a) 15–20 kHz, (b) 12–15 kHz, (c) 9–12 kHz, (d) 6–9 kHz, (e) 3–6 kHz, (f) 1–3 kHz, and
(g) 0.2–1 kHz. The overlapping black curves denote the location of plasmapause estimated by the (h) Dst index. The vertical
dashed line denotes the time of the Dst minimum.
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Figure 5. Same as Figure 4 but for the ELF/VLF wave intensities of the magnetic field in the nightside ionosphere.

Figure 5 shows that the nightside wave activities were weaker than those on the day-
side. They also predominantly appeared at frequency below 3 kHz, and the phenomenon
of the whole frequency band enhancement only appeared during the hours when the
Dst reached its minimum values. The results of the electric field are not presented here,
partially because they showed very similar features to those seen in the magnetic field
and partially because there were high noises over the equatorial area that originated from
instruments or satellite platforms (see the strong horizontal enhancement denoted by black
rectangles in Figures 8 and 9 in Discussion Section).

We also estimated the location of the plasmapause by using the empirical linear model
of O’Brien and Moldwin [45], which was based on the magnetic indices Kp and Dst values.
According to that model, the plasmapause (denoted by the black curves superposed on
the plots in Figures 4 and 5) was significantly compressed during the storm time from
L shell values of ~5 to ~3. According to the estimated plasmapause location, it can be
said that the strong wave emissions at the frequencies below 6 kHz mainly occurred at
a broad L shell extension (covering the L shell from ~1 to 7), both inside and outside the
plasmapause; meanwhile, waves at frequencies higher than 9 kHz mainly appeared outside
the plasmapause (L shell ~3 to 7), which means that waves in this portion of the spectrum
mainly appeared in the radiation belt (more likely in the outer radiation belt).

Figures 6 and 7 show the temporal and spatial evolution of energetic electron fluxes at
energies from 0.1 to 3 MeV in the day and night side ionospheres, respectively. During the
main phase of the storm, the electron flux at E < 1 MeV intensely increased, but the ones
at higher energy level E > 1.5 MeV decreased (see t = −12 h to 0 h). Subsequently, during
the recovery phase of the storm, when the solar wind parameters and the Dst index were
returning back to their nominal level, the fluxes at E > 1.5 MeV got enhanced to about 2
orders higher than those at the pre-storm values. Features in electron flux variations during
storm evolution were consistent with earlier DEMETER observations in storm time [18].

Clearly, the precipitating flux increased with the geomagnetic activity level, with
the primary maximization out of the plasmapause under active conditions. Specifically,
sub-MeV (below E > 1.5) electrons showed strong enhancements across the whole storm
time on both the day and night sides, as well as both inside and outside the plasmapause;
however, for E > 1.5 MeV, the fluxes were mainly enhanced over the plasmapause.
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Figure 6. The dayside temporal and spatial evolution of energetic electron fluxes at energies from 0.1 to 3 MeV detected by
high energetic particle package (HEPP)-L on board the CSES during the storm that occurred on 26 August 2018. From top to
bottom: (a) 2.5–3 MeV, (b) 2–2.5 MeV, (c) 1.5–2.0 MeV, (d) 1.0–1.5 MeV, (e) 0.5–1 MeV, and (f) 0.1–0.5 MeV; (g) the Dst index.
The overlapping black curves denote the location of the plasmapause estimated from Dst values. The vertical dashed line
marks the time of the Dst minimum.

Figure 7. Same as Figure 6 but for the nightside ionosphere.
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4. Discussion

We present two half-orbit observations from the CSES as examples to discuss the exact
electromagnetic environment in the ionosphere under geomagnetic quiet (Figure 8) and
disturbed conditions (Figure 9).

Figure 8. The ELF/VLF wave activities and energetic electron fluxes on the dayside ionosphere
during magnetic quiet time recorded by No. 0030970 on 24 August 2018. From top to bottom:
(a,b) power spectral density values of the magnetic and electric fields, (c) the energetic fluxes at
energy band from 0.1 to 3.0 MeV, and (d) the energetic electron fluxes distributions along the
pitch angles. Data are displayed as a function of universal time (UT), magnetic local time (MLT),
geomagnetic latitude (mlat), and L shell, respectively.

Figure 8 shows some typical half-orbit data of the CSES under a quiet space weather
condition recorded by orbit No. 0030970 on 24 August 2018 (denoted by the vertical line
Figure 1). The ELF/VLF waves are presented by the PSD values of the magnetic and
electric fields (Figure 8a,b), respectively. The overlapping dashed curves represent the local
proton cyclotron frequency f cp, which was computed by the total magnetic field values
provided by the HPM onboard the CSES.

From the energy spectrum of energetic electrons at 0.1 MeV < E < 3 MeV (Figure 8c), the
outer/inner radiation belt is clearly visible (denoted by black arrows). In addition, we can
see from Figure 8 that even under quiet space weather conditions at geomagnetic latitudes
between ~40◦ and ~70◦, there was a much higher level of ELF/VLF wave activity and
energetic electron fluxes than the lower latitudes. Since the CSES is switched off at latitudes
over ~65◦, the region above 70◦ cannot be observed by it. Note that the electric field
enhancement over the equatorial area (denoted by black rectangle in Figures 8b and 9b)
was due to artificial interferences from the EFD.

The variation of energy spectrum with respect to the local pitch angle distributions
was further examined, as shown in Figure 8d, by using data from the nine silicon-slice
units of HEPP-L onboard the CSES. Distinctly, at high latitudes over 50◦, where ELF hiss
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waves appeared below 900 Hz, the energetic fluxes overwhelmingly got distributed at
pitch angles from ~65◦ to 120◦. The region within geomagnetic latitudes ±30◦ saw that
the energetic electron fluxes dramatically declined, but the wave activities simultaneously
enhanced at a frequency higher than f cp.

Figure 9. Same as Figure 8 but under disturbed space weather conditions in the nightside ionosphere
recorded by orbit No. 0031290 on 27 August 2018.

Figure 9 shows data from another half orbit that were recorded by orbit No. 0030970
during geomagnetic storm time on 27 August 2018 (recovery phase, denoted by the vertical
solid line in Figure 1). Compared to the quiet condition in Figure 8, the CSES witnessed
much stronger ELF/VLF activities and energetic electron fluxes enhancement under the
active storm condition. Three typical electromagnetic waves could especially be identified,
as follows:

(1) The ionospheric hiss waves that mainly appeared at frequencies around/below f cp
at geomagnetic latitudes from 20◦ (relatively weak) to 65◦ (predominantly) or at frequencies
above f cp to 800 Hz over the equatorial area with 20◦, showing structure-less wave spectral
property [22]; (2) the non-structured VLF waves at frequencies from ~1000 to 1800 Hz at
high latitudes over 55◦; and (3) the structured quasi-periodic structures (QP waves) at
latitudes from ~35◦ to 50◦ [20].

For energetic electron fluxes, the CSES saw a direct enhancement of E < 0.9 MeV along
the entire orbit trace, as well as increases of particles 0.1 MeV < E < 3 MeV at high latitudes
around ~55◦ to 60◦. It has to be noted that there were three silicon units that got saturated
(see the arrow in Figure 9d); such saturation phenomena only occur under geomagnetically
disturbed conditions, and data from the saturated silicon units were eliminated in the
statistical analysis from Figures 6 and 7.

In contrast to the quiet condition presented by Figure 8c, the slot region in Figure 9c
is invisible; such disappearance can be ascribed to large scale precipitation extending
to very low L shell region (L~2). In other words, the slot region was refilled by a large
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quantity of energetic particles that were probably accelerated or scattered through the
ELF/VLF wave–particle interaction process in the outer radiation belt. The slot region
refilling phenomena during this storm time was also investigated by Zhang et al. [26] based
on a conjugated observations between the CSES and RBSP (Radiation Belt Storm Probes),
and they found that the ELF/VLF whistler-mode chorus waves in the radiation belt could
efficiently accelerate and diffuse the relativistic electrons at the extremely low L shell area
in the ionosphere.

We further computed equatorial pitch angles by using the field-line tracing method based
on the IGRF (International Geomagnetic Reference Field) model and the total magnetic field
intensity recorded by the HPM onboard the CSES (see details in the work of Zhima et al. [20]).
Figures 10a and 11a show the observed local pitch angles, Figures 10b and 11b the computed
equatorial pitch angles for the half orbits of Figures 8 and 9. It can be seen that for geo-
magnetic latitudes higher than ~40◦, the computed equatorial pitch angles for the local
observed particles were overwhelmingly lower than the equatorial loss cone (denoted by
the thick black dashed lines in Figures 10b and 11b), indicating these particles in the high
latitude ionosphere as basically lost. However, at lower geomagnetic latitudes roughly
within ±40◦, we can see that certain particles were larger than the equatorial loss cone,
indicating that they were most likely trapped instead of precipitation into this orbit space. It
can be said that the CSES provided a good coverage of the energetic particle precipitations
in the high latitude ionosphere.

Figure 10. The comparison between the observed local pitch angels (a) and the computed equatorial
pitch angles (b) for orbit No. 0030970 on 24 August 2018. The thick dashed line in (b) displays the
equatorial loss cone (see text). T1–T9 with different colors in the legend denote the results from the
nine silicon-slice units of HEPP-L onboard the CSES.

After investigating a large amount of half orbit data (with every day of 62 half orbits)
from 20 August to 4 September 2018, some basic features of energetic electron fluxes could
be recovered: (1) under the quiet condition, the CSES could well depict the outer/inner
radiation belt and the slot region (as Figure 8) well, whereas under disturbed conditions,
such a region boundary was invisible due to large scale precipitation extending to very
low L shells; (2) the regions poleward from geomagnetic latitudes 50◦ corresponded to
the highest electron precipitation without any distinction between solar quiet or active
conditions, and the regions below geomagnetic latitudes 30◦ generally got precipitations
during the storm time and occasionally at quiet time; and (3) the ELF/VLF waves recorded
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by the CSES mainly included structure-less VLF whistler waves, structured quasi-periodic
emissions, and structure-less ELF hiss waves. On the contrary, no whistler-mode chorus
waves were found during this storm. Specifically, Figure 9 shows an example of the
existence of whistler-mode waves with both non-structured (at the geomagnetic latitudes
over 55◦) and structured QP waves (at latitudes of 30◦ to 40◦) at frequencies from 900 to
1200 Hz, as well as ELF hiss waves below the local proton cyclotron frequency f cp.

Figure 11. Same as Figure 10 but for orbit No. 0031290 on 27 August 2018.

Thanks to the availability of waveform data below 2.5 kHz along the whole orbit
trajectory, we could conduct a wave vector analysis to discuss the propagation features for
these typical ELF/VLF whistler-mode emissions that occurred during the storm time. The
wave propagation parameters for the ELF/VLF waves are shown in Figure 12, and they
were computed by the singular value decomposition method [46] under the geomagnetic
field aligned coordinate system (FAC) of the CSES (see details in Section 3.2 of the work of
Zhima et al. [20]).

Figure 12 shows the wave vector analysis results for the ELF/VLF waves at northern
high geomagnetic latitude regions (corresponding to the right part of Figure 9). The
ellipticity value (Figure 12c), which is the ratio of the axes of polarization ellipse (+1
means right-hand circular polarization, −1 means left-hand circular polarization, and 0
means linear polarization), indicated that waves (900 Hz < f < 2000 Hz) and hiss waves
(f < f cp) were of the right-handed polarized whistler-mode and their wave normal angles
(θk) (Figure 12d) generally varied in the range of around 40◦ to 65◦. This suggested that
waves obliquely propagated to the background magnetic field. Figure 12e shows the
azimuthal angles (ϕk) (±180◦: decreasing L shell direction; 0◦: increasing L shell direction),
which present values near 180◦, suggesting that the observed ELF/VLF waves propagated
towards the Earth direction (that is, in the decreasing L shell direction). The planarity
of waves (Figure 12f), which represents the wave propagation mode, exhibited a value
mostly equal to +1, meaning that the observed waves were coming towards the spacecraft
as plane waves. The Poynting fluxes (E × H) were computed by the six components of the
electromagnetic waves [20]. It can be seen from Figure 12 that Poynting fluxes (S) mainly
dominated in the perpendicular direction to the background magnetic field instead of the
parallel directions.
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Figure 12. The wave propagation parameters computed by the singular value decomposition (SVD)
method for the ELF/VLF waves in the high-latitude ionosphere during the geomagnetic storm
recorded by orbit No. 0031290 on 27 August 2018. From top to bottom: the sum of the PSD values
of the three components of the magnetic field (a) and the electric field (b); the ellipticity (c); the
wave normal angle (d) and the azimuthal angle (e) for wave vector k; and the planarity (f) and the
perpendicular and parallel component of the Poynting vector (S⊥, S||) (g,h).

According to Figure 12, the ELF/VLF whistler-mode waves obliquely propagated
from the outer radiation belt towards the satellite along the Earth direction. Such peculiarity
agreed with previous studies [17,29] that highlighted that in the high latitude ionosphere,
these particles most likely propagate from the outer radiation belt and precipitate into the
ionosphere (or into the atmosphere) as a consequence of their interactions with ELF/VLF
waves. Zhima et al. [9] and Fu et al. [47] interpreted the generation of ELF/VLF waves in
the ionosphere as mostly likely being due to the strong temperature anisotropy after solar
wind energetic particle injections during storm time, which provides free energy for wave
excitation to amplify the ELF/VLF waves in the upper ionosphere.

5. Conclusions

This study reports the temporal and spatial distributions of ELF/VLF wave activities
and energetic particle enhancement in the mid-high latitude ionosphere during storm
time based on observations from the SCM, EFD, and HEPP-L payloads onboard the CSES,
which has been operating in low Earth orbit at an altitude of 507 km from February 2018
to present.

The 26 August 2018 intense storm resulted from an ICME event from the Sun, leading
to strong ELF/VLF emissions and energetic electron precipitations in the upper ionosphere.
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The superposed epoch analysis for ELF/VLF waves and particles indicated that before the
ICME hit the magnetopause, the wave activities and particle precipitation were relatively
weak in the ionosphere, and the climax of wave excitations mainly appeared during the
near-end main phase and the early recovery phase. Regarding frequency, the waves at
frequencies below 6 kHz mainly occurred at the early stage of the main phase; a broad
frequency band wave from f cp to 20 kHz was remarkably excited from the near-end main
phase to the early recovery phase. During the long period of the recovery phase, the wave
enhancements mainly occurred below 6 kHz. The wave activity in the nightside ionosphere
showed a good correlation with the evolution of the geomagnetic storm, but the amplitude
of such was weaker than that on the dayside its spatial scale was also narrowly distributed.

The energetic precipitating fluxes increased with geomagnetic activity and reached
their maximum during the early recovery phase, as primarily observed outside of the
plasmapause. The energetic electrons at an energy level below 1.5 MeV got strong enhance-
ments during the entire storm time on both the day and night side (relatively stronger than
the ones on the dayside), and they also appeared both inside and outside the plasmapause;
for particles E > 1.5 MeV, the fluxes mainly got enhancement from outside the plasmapause.

An investigation into a large amount of half orbit data in the whole time period
showed that under the quiet condition, the CSES depicted the outer/inner radiation belt
in the slot region well, whereas under disturbed conditions, such regions were invisible
and dominated by precipitations of E < 1 MeV all along the CSES orbit space. The regions
poleward from the geomagnetic latitude of 50◦ corresponded to the highest electron pre-
cipitation regardless of the quiet or active conditions; the regions equatorward below 30◦
were usually enhanced during the storm time and occasionally during the quiet time.

The ELF/VLF waves recorded by the CSES during the storm time mainly included
structure-less VLF waves, structured ELF/VLF quasi-periodic emissions, and non-structured
ELF hiss waves. A wave vector analysis indicated that the ELF/VLF waves were right-
handed polarized whistler-mode waves, and they obliquely propagated from some area
higher than the satellite (most likely from the outer radiation belt) to the Earth direction.
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Abstract: The radiation belts in the Earth’s magnetosphere pose a hazard to satellite systems
and spacecraft missions (both manned and unmanned), heavily affecting payload design and re-
sources, thus resulting in an impact on the overall mission performance and final costs. The NASA
AE9/AP9/SPM radiation models for energetic electrons, protons, and plasma provide useful infor-
mation on the near-Earth environment, but they are still incomplete as to some features and, for some
energy ranges, their predictions are not based on a statistically sufficient sample of direct measure-
ments. Therefore, it is of the upmost importance to provide new data and direct measurements to
improve their output. In this work, the AP9 model is applied to the China Seismo-Electromagnetic
Satellite (CSES-01) orbit to estimate the flux of energetic protons over the South Atlantic Anomaly
during a short testing period of one day, 1 January 2021. Moreover, a preliminary comparison with
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proton data obtained from the High-Energy Particle Detector (HEPD) on board CSES-01 is carried out.
This estimation will serve as the starting ground for a forthcoming complete data analysis, enabling
extensive testing and validation of current theoretical and empirical models.

Keywords: trapped particles; South Atlantic Anomaly; AE9/AP9/SPM models; radiation belts

1. Introduction

The radiation belts, also known as Van Allen belts, are regions of the Earth’s magneto-
sphere where energetic charged particles are subject to long-term magnetic trapping. The
outer belt is mostly populated by electrons with hundreds of keV to MeV energies, while
the inner belt mostly consists of an intense radiation of energetic protons (from MeV up
to a few GeV), electrons/positrons (up to ∼8 MeV), and a minor component of ions [1,2].
Proton populations with energies above a few tens of MeV originate from the β-decay of
free neutrons produced in the interaction between galactic cosmic-rays and the Earth’s
atmosphere in a mechanism called Cosmic Ray Albedo Neutron Decay (CRAND) [3,4]. Since
the discovery of the Van Allen radiation belts, after the launch of the first Explorer satellites
in 1958 and the Pioneer in 1959 [5,6], the scientific community has been considerably
involved in modeling this space radiation environment. All these efforts were mostly
aimed to meet the practical need of better understanding the significant radiation hazard
to spacecraft and human crews. Several studies reported a direct association between the
dynamic radiation environment and system or subsystem performances [7,8]. To address
and solve these problems, more accurate, comprehensive, and up-to-date space radiation
environment models have been developed by the National Reconnaissance Office (NRO)
and the Air Force Research Laboratory (AFRL); the new AE9/AP9/SPM set of models for
high-energy electrons, protons, and space plasma, respectively, is derived from 45 datasets
obtained from sensors on board various satellites. These datasets have been processed to
create maps of the particle fluxes along with estimates of uncertainties from both imperfect
measurements and space weather variability [9]. A detailed comparison between the older
AE8/AP8 and the newer AE9/AP9 models is reported in [10].

Gradual deterioration of spacecraft systems and components—and their overall
performances—with accumulated dose is a fact, and various failures, due to phenom-
ena associated with Single Event Effects (SEEs) or electrostatic discharge, are particularly
common.

The first empirical models of the radiation belts, developed in the 1960s and 1970s by
NASA, tried to describe and represent the radiation environment and their early versions,
namely, AE8 and AP8 [11], were widely employed in spite of their limitations, especially at
low altitudes [11–13]. Despite being successful in describing the radiation environment,
even AE9/AP9/SPM are partly incomplete, and often their predictions are not based
on a statistically sufficient sample of direct measurements [10]. For this reason, it is of
key importance to test them and, above all, to provide new and reliable datasets from
in-flight instruments to improve their output and accuracy. Among the scientific payloads
on board the China Seismo-Electromagnetic Satellite (CSES-01), in Low-Earth Orbit since
February 2018, the High-Energy Particle Detector (HEPD) has gone through an intense
period of testing and calibration, and it is able to measure >3 MeV electrons and >35 MeV
protons with high efficiency. With an overall expected mission duration of >5 years, and
together with other similar missions planned in the coming years, measurements from
HEPD could enable the testing and validation of the aforementioned models. In this work,
we have used orbital information from CSES-01 and the AP9 model to estimate the flux of
trapped protons over the South Atlantic Anomaly (SAA) during a short testing period, i.e.,
January 1, 2021, in order to assess the radiation level at CSES orbit in view of a comparison
to experimental HEPD data in a forthcoming publication. A brief description of the South
Atlantic Anomaly is given in Section 2, while some details on the CSES mission and the
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HEPD payload are given in Section 3. The analysis is described in Section 4, results are
presented in Section 5, and, finally, a brief discussion is presented in Section 6.

2. The South Atlantic Anomaly

The South Atlantic Anomaly (SAA) is one of the most well-known features of the
Earth’s magnetic field. It emerges as a consequence of the tilt (∼10◦) between the magnetic
dipole axis of the Earth and its rotational axis and of the offset (∼500 km) between the
dipole and the Earth centers. It can be considered as the response of an inverse flux
path at the core–mantle boundary of the radial component of the geomagnetic field—
located approximately under the South Atlantic Ocean, which generates the hemisphere
asymmetry of the Earth’s magnetic field [14]; this region is characterized by an extremely
low intensity of the geomagnetic field, and its behavior suggests that this asymmetry could
be connected to the general decrease of the dipolar field and to the significant increase of
the non-dipolar field in the Southern Atlantic region [15,16]. The extent area of the SAA
at the surface of the Earth has been continuously growing since instrumental intensity
measurements were made available. Several studies relate this as an indicator of a possible
upcoming geomagnetic transition (excursion or reversal). It is generally accepted that such
transitions are anticipated by flux patches of reversed polarity, slowly appearing at low- or
mid-latitude, which migrate towards the pole [17,18].

The spatial and temporal evolution of the geomagnetic field has been monitored
since 1832, when Carl-Friedrich Gauss performed the first intensity measurements in
this region [19]. It has been shown that the magnetic dipole strength has been continu-
ously decreasing [20], and data from the Swarm mission [21] revealed that two different
patches are present over South America and near the coast of Africa, the latter growing
at a rate of −2.54 × 105 nT per century [22]. A correct modelization of the SAA is of
capital importance due to the high impact it has on human health and on instrumental
efficiency [23]. Furthermore, recent studies indicate that the extent of the anomaly follows a
log-periodic acceleration, resembling the behavior of a system that moves toward a critical
transition [24].

3. The CSES Scientific Mission

The China Seismo-Electromagnetic Satellite (CSES-01) [25] is the first of a series of
multi-instrument monitoring satellites scheduled for launch in the next few years; it is
designed to study the near-Earth environment, addressing variations of the electromagnetic
field, plasma parameters, and particle fluxes linked to natural sources or artificial emitters.
The main scientific objective of this mission—resulting from a Chinese/Italian joint effort—
is to investigate possible correlations between the aforementioned perturbations and
the occurrence of high-magnitude seismic events, but it is also well suited for studying
a wide variety of space-weather phenomena triggered by solar–terrestrial interactions
on short (i.e., geomagnetic storms, solar particle events, etc.) and long time-scales (i.e.,
cosmic-ray propagation, composition, etc.) [26,27]. A recent perspective [28] explained that
claims based on self-organized criticality stating that at any moment any small earthquake
can eventually cascade to a large event do not stand in view of the results obtained by
natural time analysis [29,30]. The CSES-01 satellite, based on the Chinese 3-axis-stabilized
CAST2000 platform (total mass ∼ 700 kg), is flying on a sun-synchronous polar orbit at
a ∼507 km altitude, with a 97◦ inclination, a period of 94.6 min, and a 5-day revisiting
periodicity. Nine scientific payloads are present on board CSES: two sets of particle
detectors, namely, the High-Energy Particle Package (HEPP) [31] and the High-Energy
Particle Detector (HEPD) [32]; a High-Precision Magnetometer (HPM) [33]; a Search-Coil
Magnetometer (SCM) [34]; an Electric Field Detector (EFD) [35]; a Global Navigation
Satellite System (GNSS) Occultation Receiver [36]; a Langmuir Probe (LAP) [37]; a Tre-
Band Beacon transmitter (TBB) [38]; and a Plasma Analyzer Package (PAP) [39].
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The High-Energy Particle Detector

The High-Energy Particle Detector (HEPD) is a light and compact (40.36 cm × 53.00 cm
× 38.15 cm, total mass ∼45 kg) payload designed and built by the Limadou team, the Italian
branch of the CSES Collaboration. The apparatus is made up of a series of sub-detectors:

• A tracking system, including two 213.2 mm × 214.8 mm × 0.3 mm double-sided sili-
con microstrip planes. Each silicon plane is divided into three identical independent
sections, each of which containing two silicon sensors.

• A trigger system, consisting of one EJ-200 plastic scintillator layer segmented into six
paddles (20 cm × 3 cm × 0.5 cm apiece), each one read out by two Photo-Multiplier
Tubes (PMTs).

• A range calorimeter composed of two sections: The upper part is a tower of 16 EJ-200
plastic scintillator planes (15 cm × 15 cm × 1 cm), each one read out by two PMTs. The
lower part is a 3 × 3 matrix of Lutetium-Yttrium Oxyorthosilicate (LYSO) inorganic
scintillator crystals—5 cm × 5 cm × 4 cm each; each of the nine crystals is read out by
one PMT located at its bottom side; and

• an anti-coincidence (VETO) system composed of five EJ-200 plastic scintillator planes
(0.5 cm thick), each one read out by two PMTs.

The instrument is optimized to detect electrons in the 3 to 100 MeV energy range and
protons between 35 and 250 MeV, as well as light nuclei. In these three years of flight, after a
long period of calibration and testing, HEPD has been able to measure fluxes of low-energy
galactic protons with great precision [40] and to observe the effects of the geomagnetic
storm of August 2018 [41]. All the capabilities assessed in these years make HEPD well
suited for the analysis of low-energy electrons and protons with good angular resolution
and stability over time, which is particularly useful in highly anisotropic flux conditions
like the ones encountered in SAA. More technical details can be found in [32,42,43].

4. Materials and Methods

The AE9/AP9/SPM set of models (version V1.50.001-release date December 2017)
was downloaded from the Virtual Distributed Laboratory (VDL) website of the Air Force
Research Laboratory (https://www.vdl.afrl.af.mil/programs/ae9ap9/, accessed on 1
February 2021). Element Set (ELSET) data—including Two-Line Elements (TLE) for the
CSES satellite on 1 January 2021—have been retrieved from the Space-Track website
(https://www.space-track.org/, accessed on 1 February 2021) and inserted in the code
to generate the ephemeris of the satellite (at a 5 s resolution). The Simplified General
Perturbations (SGP4) (the SGP4 propagator considers secular and periodic variations due
the oblateness of the Earth, gravitational effects from Sun and Moon, and orbital drag and
decay.) propagator has been preferred to the default Kepler with J2 perturbation effects, for
cross-checking purposes. Indeed, these orbital results have been further compared to the
ones obtained using 2-min broadcast information downloaded from the satellite itself, to
verify the correctness of the procedure. This cross-check includes the following:

• TLEs propagation using a chain of custom programs (including various SGP4 routines)
to comply with the technique employed by the AE9/AP9 models;

• IGRF-13 [20] model-based routines have been applied to the calculated trajectory
to reconstruct the intensity of the magnetic field at a 1 second resolution, together
with McIllwain’s L parameter in dipolar approximation [44]; these will be useful
benchmarks in the future comparison to HEPD data.

After these steps, two sets of geographical/geomagnetic coordinates have been ob-
tained: one calculated by NASA routines and another extracted by Limadou external
routines used for trajectory propagation and magnetic field reconstruction since launch. A
comparison between such datasets has been performed to assure the best possible agree-
ment over the chosen testing period—January 1, 2021. The resulting discrepancies are
<0.08% for LATs/LONs, <0.13% for altitude, and <0.21% for magnetic field intensity.
Small discrepancies are probably due to the models using the last TLE entry for orbit
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propagation, unlike external code picking the TLE closest in time. After ephemeris genera-
tion, an omnidirectional differential spectrum of trapped protons as a function of kinetic
energy was created using AP9. This spectrum, averaged over all orbits of a single day, is
shown in Figure 1; the blue arrow represents the HEPD low-energy thresholds for protons
(30 MeV). Inside the inner radiation belt, trapped electron populations present a sharp
threshold at ∼8 MeV, thus electrons of higher energy are virtually nonexistent. This means
that in our future analysis, trapped protons will not be affected by any low-energy elec-
trons contamination inside the SAA, consequently improving HEPD sensitivity to protons
measurements.

Figure 1. Omnidirectional differential spectrum of trapped protons (blue squares) as a function of
kinetic energy, obtained from the AP9 model and averaged over all the orbits of the testing day—1
January 2021. HEPD low-energy threshold for protons (30 MeV) is also depicted as a blue arrow.

The AP9 model could also be very useful to help define a fiducial area on the Earth’s
surface (longitude vs. latitude) that may be applied to the future HEPD data analysis of
trapped particles. However, the geographical extension of the inner belt (and consequently
of the SAA) is largely dependent on energy, as shown in Figure 2. The surface contours
for the >1, >10, and >100 MeV trapped protons are depicted as red, blue, and green
curves, respectively, in the panel. These contours highlight how the low-energy trapped
proton component is distributed in the southern regions of the SAA-even superimposing
to the outer belt, while higher energy populations are more clearly enclosed in the classical
boundaries of the inner belt, i.e., in the area above Brazil and the Atlantic Ocean.
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Figure 2. Geographical extension of the SAA for >1, >10, and >100 MeV protons (respectively, blue,
red, and green curves in the panel), obtained from the AP9 model.

For a further, more precise comparison with experimental HEPD data, four different
20 min orbit portions were selected among those crossing the SAA , in order to build the
related time-profiles of protons at various energies (With a period of 94.6 min, the satellite
makes ~15 complete orbits per day.):

• orbit 1-13:26:00/13:54:00
• orbit 2-15:02:00/15:20:00
• orbit 3-16:32:00/16:56:00
• orbit 4-18:07:00/18:29:00

These passages over the SAA are represented in Figure 3 as a function of the geograph-
ical coordinates; while orbit 1 crosses the SAA in the outermost and peripheral region, orbit
3 crosses the bulk of the Anomaly, where particle fluxes are expected to be higher.

Figure 3. Representation of the four orbits chosen for the time-profile evaluation as a function
of geographical latitude and longitude; orbit 1 appears to be more peripheral with respect to, for
example, orbit 3.

5. Results

The differential, omnidirectional energy spectra of trapped protons along the four
portions of orbits depicted in Figure 3, all generated by the AP9 model, are shown in
Figure 4. As energy increases, the spectrum in each orbit decreases with a somewhat
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different steepness, as expected. This is, in fact, due to the different aspects of the trapping
mechanism, which is the resulting effects of cosmic ray albedo neutron decay (CRAND),
solar proton injection, and radial diffusion [45]. The CRAND mechanism is the principal
trapped proton source above ∼100 MeV, and the shape of the albedo neutron vertical
spectrum above the geomagnetic cut-off is very similar to the one observed in trapped
protons, i.e., the spectrum is decreasing as energy increases. On the contrary, the solar
injection is more relevant below ~100 MeV (and it is more important for L > 2), while
the radial diffusion tends to redistribute trapped particles in different L, so its effects are
more complex. As a result, the trapped proton flux is strongly anisotropic and the overall
spectrum changes rapidly, heavily depending on the region (latitude, longitude, L, etc.)
where it is estimated.

Figure 4. Differential, omnidirectional energy spectra of >10 MeV trapped protons obtained with
the AP9 model and averaged over each CSES-01 orbit (see title above each panel). In each orbit, the
spectrum decreases as energy increases, as expected.

The time profiles (5-s resolution) for the >10 MeV trapped protons along the orbits
defined above are also shown in Figure 5. In each panel, the color palette relates to the
different particle energy. Note that during each portion of the CSES-01 orbits, the spectra
possess a different shape as a function of time. For example, during orbit 1, trapped fluxes
tend to decrease very rapidly, while for the other orbits this decrease is slower. This is due
to the fact that orbit 1 crosses the SAA region only in its peripheral section, so the trapped
population is only encountered for a small amount of time. Furthermore, in each panel
it seems that energetic protons are more concentrated in the internal sectors of the SAA,
while low-energy protons are more widely distributed and spread over a larger area; this
was inferred also from Figure 2, and it is another proof of the high variability of trapped
fluxes inside the inner belt.
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Figure 5. Time profiles (5-s resolution) of 10–300 MeV trapped protons estimated from the AP9
model along CSES orbits 1–4 (from the top left panel to the lower right panel). As expected, higher
energies have lower fluxes, while lower energies tend to have higher fluxes.

To assess the level of agreement between the AP9 model and the experimental data,
a preliminary analysis was conducted using omnidirectional ∼50 MeV calibrated proton
data from HEPD, obtained following the same procedure used in [40]. As can be seen
from the four panels in Figure 6, the agreement seems to be good, even if some small
discrepancies are evident, mostly in the peripheral regions of the SAA; these are probably
due to the different operational definition of South Atlantic Anomaly that was used to
derive the data with HEPD (For the HEPD data analysis, we define the South Atlantic
Anomaly as the region enclosed in a value of the magnetic field >20,000 nT.). Further
studies are needed to verify the agreement even in a longer time period and with the
extensive use of simulations.

For the purposes of this preliminary analysis, the uncertainties of the AP9 model—
related to measurement, gap-filling, or dynamic variations due to space-weather processes—
are not taken into account. A future, more complete comparison with HEPD observations
will require a precise assessment of the AP9 confidence levels, in order to better evaluate
the match with experimental data. Considering that CSES-01 will be operative in a period
of strong minimum between the end of the 24th solar cycle and the start of the 25th, no
major effect related to space weather variability is expected.
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Figure 6. Time profiles (5-s resolution) of 50 MeV trapped protons estimated from the Ap9 model and
compared with preliminary data of ∼50 MeV proton data (black circles) from the HEPD instrument
on board the CSES-01 satellite. The analysis has been carried out using the procedure described in [40].
The agreement between the data and the model appears generally good, despite showing small
discrepancies, especially in the peripheral regions of the SAA. Only statistical errors are reported.

6. Discussion and Conclusions

The NASA AE9/AP9/SPM set of models represents an important approach to specify
the radiation environment for modern satellite design applications. In this work, this suite
of models has been employed to estimate trapped proton fluxes over the South Atlantic
Anomaly for some orbits of the China Seismo-Electromagnetic Satellite on 1 January 2021.
This is intended as a starting point for a future analysis that will include data from the
High-Energy Particle Detector. After three years of calibration and testing, HEPD has
proven capable of measuring low-energy particle fluxes (>3 MeV electrons and >35 MeV
protons) with precision and stability over time; among the others, these two characteristics
in particular are very suitable for the measurement of strongly anisotropic particle fluxes,
such as those trapped in SAA. Thus, HEPD, together with the other payloads on board
CSES (such as those of the HEPP suite), can provide excellent cross-calibration for these
radiation environment models at LEO. A preliminary analysis on HEPD proton data has
been conducted to assess the agreement between the AP9 model and experimental data,
and it seems already acceptable, even if some discrepancies—that need to be studied—are
present. It is important to remember, as already mentioned, that there is also a certain
number of known issues in these models:

• There are no reliable data for inner region electrons at energies <1 MeV and spec-
tral/spatial extrapolation of the few existing datasets can lead to large deviations.

• There are no data for high-energy protons (>150 MeV). AP9 goes out to 400 MeV only
by using physics-based model extrapolation techniques.

Moreover, much of the validation of these models was performed using the Van Allen
Probe mission [46], which provided a rich set of energetic particle and plasma data from
the many instruments the spacecraft carried on board, together with a good pitch angle
and energy resolution; unfortunately, after the end of the mission, new data are necessary
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to continue validation and to explore higher energy ranges with more statistics. HEPD
proved to be able to cover this role, performing measurements with precision and stability
in time; besides, new CSES missions (with more HEPD-like particle detectors) are already
planned for the next years, greatly expanding the data-taking period by several years into
the 2020s.
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Abstract: Problems of digital processing of Poisson-distributed data time series from various coun-
ters of radiation particles, photons, slow neutrons etc. are relevant for experimental physics and
measuring technology. A low-pass filtering method for normalized Poisson-distributed data time
series is proposed. A digital quasi-Gaussian filter is designed, with a finite impulse response and
non-negative weights. The quasi-Gaussian filter synthesis is implemented using the technology of
stochastic global minimization and modification of the annealing simulation algorithm. The results
of testing the filtering method and the quasi-Gaussian filter on model and experimental normal-
ized Poisson data from the URAGAN muon hodoscope, that have confirmed their effectiveness,
are presented.

Keywords: Poisson data; time series; quasi-Gaussian filter; digital filtering; optimization; global
minimization; annealing simulation algorithm

1. Introduction

The article proposes a low-pass filtering method for Poisson-distributed data time
series, based on a specially developed digital low-pass filter with finite impulse response
(FIR filter), with gain equal to one at zero frequencies and non-negative weighting factors.

Here, low-pass filtering is applied in order to reduce noise in Poisson-distributed
data to ensure the recognition of emerging fluctuations of mathematical expectations in
them. Poisson-distributed, or Poisson data are found in various physical systems, for
example, related to the heliosphere and magnetosphere of the Earth; the fluctuations of
mathematical expectations of these data may contain information regarding the structures
and characteristics of these systems.

A particular feature of the Poisson data origin is that they contain sufficient noises; it
is known, for example, from [1] that their variance is numerically equal to mathematical
expectation. Noise reduction in Poisson data can be achieved using common FIR filters [2,3],
to which, within the framework of this article, we refer the filters based on commonly used
windowing techniques, frequency sampling and inverse Fourier transforms [4,5]. However,
there are a number of scientific and technical problems for which their application is not
fully effective, for example, (1) recognition of small (in size and duration) mathematical
expectation fluctuations in Poisson datasets; (2) digital processing of Poisson data with
small mathematical expectation values.

Common FIR filters can potentially be used for the mentioned tasks, and their syn-
thesis can be implemented according to given dimensions and cutoff frequencies. The
synthesis procedures for common FIR filters are, in essence, the variants of approximation
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procedures for the specified species frequency response (FR) types; the accuracy of the FR
approximations depends on the specified dimensions for the synthesized filters. Obviously,
at large dimensions, the accuracy of these approximations is high and the errors in the
resulting cutoff frequencies are small. For the case of small dimensions, the approxima-
tion accuracy turns out to be low and, as a consequence, cutoff frequencies are realized
with significant errors which prevent low-pass filtering. We can assume that the filtering
procedure proposed here should be performed by filters with low dimensions and cutoff
frequencies and with gain values equal to one in order to avoid mathematical expectation
distortions, and with non-negative weight factors in order to provide non-negativity of
filtering results taking into account the Poisson property of the data.

The indicated problem leads to the need to formulate the synthesis problem for a
special digital low-pass FIR filter, which takes into account the requirements—restrictions
on dimensionality, cutoff frequency, gain at zero frequencies, and weighting factors.

Here, a FIR filter is proposed, which is further denoted as a quasi-Gaussian filter, the
frequency response of which is formed on the basis of approximating a Gaussian function
and ensuring the implementation of the mentioned constraints conditions using a special
optimization method.

Gaussian filters, the frequency response of which is implemented based on the approxima-
tion of the Gaussian function, are widely used in modern scientific and technical practice [6,7].
However, as a rule, the known variants of Gaussian filters with the approximation of the
frequency response do not take into account the above-mentioned conditions (restrictions).

Problems of digital processing of Poisson data time series from muon counters in
muon detectors and telescopes [8], counters of elementary particles of alpha-beta-gamma
radiation, photon counters, slow neutrons, etc. [9], taking into account their specificity,
are relevant for experimental physics. Digital processing of Poisson data, including the
Gaussian filtering application, can be outside of experimental physics, for example, in
medical technology for imaging blood vessels and tumor therapy with particle beams, in
measuring technology for tribological studies of the surfaces of metal parts, in astronomy
for gamma telescopes, in muon tomography for recognizing cavities in rocks, and building
structures and many other applications.

One of the applications of the designed filter proposed here is the digital processing
of the data from the URAGAN muon hodoscope (MH) designed by NRNU MEPhI [10,11].
The MH is a computerized measuring device that estimates the intensities of muon fluxes
by counting the number of elementary particles—muons—registered in its detector for a
set of solid angles with a set time step. Within the framework of this article, MH can be
interpreted as a distributed set of muon counters, consisting of primary and secondary
information converters.

From each primary MH transducer, the initial Poisson data—time series of random
non-negative integers N(Tk)—the quantities of Poisson-distributed events recorded in
a given solid angle at time intervals (T(k − 1), T(k − 1) + T0k), k = 1, 2, . . . , k0, where
T = 1 minute. Due to the features of the MH design, registration intervals T0kare random
with a uniform distribution law in the range T0 min ≤ T0k ≤ T0 max < T.

From each secondary MH transducer, the 1-minute-sampled normalized Poisson data
Y(Tk) are generated for a given solid angle by reducing to one second and calculating the
averaged normalized Poisson data Y(T0n) with an hourly discreteness according to the
following relations:

Y(Tk) = N(Tk)/T0k, Y(T0n) =
1

60

k=60n

∑
k=1+60(n−1)

Y(Tk), n = 1, 2, . . . , T0 = T · 60. (1)

Data resulting from (1) are produced for the whole set of solid angles; next, they are placed
into time series of matrix MH data in the database [12].
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2. Method

2.1. Quasi–Gaussian Digital Low-Pass Filter
2.1.1. Statement of the Problem

One-dimensional FIR filter synthesized here is built according to the following differ-
ence equation:

X(T0n) =
s0

∑
s=0

asY(T0(n − s)), n = 1, 2, . . . , (2)

where r0 = s0 + 1 is the FIR filter dimension, aT = (a0, a1, . . . , as0) is a weight factors vector,
X(T0n) is the output time series, Y(T0n) is the FIR filter input—the hourly normalized
Poisson data time series from MH according to (2), which begins from the values Y(T0(1 −
s0)), Y(T0(1− s0 + 1)), Y(T0(1− s0 + 2)), . . .. Transfer function (TF) H(jωT0, a) for filter (2)
is defined as follows:

H(jωT0, a) =
s0

∑
s=0

ase−j2πωT0s. (3)

Here ω is the TF frequency parameter. For (3), a normalized fequence is introduced,
w, ωT0 = wπ, 0 ≤ w ≤ 1.0, and its discrete values are calculated: wl

dw = 1.0/L0, wl = dw(l − 1), l = 1, . . . , L, L = L0 + 1. (4)

The frequency response (FR) H(wl , a) = |H(jwl , a)|, considering (3), is the following:

H(wl , a)2 = H2
1(wl , a) + H2

2(wl , a),

H1(wl , a) =
s0

∑
s=0

as cos(2πwls),

H2(wl , a) =
s0

∑
s=0

as sin(2πwls)

(5)

for discrete normalized frequencies wl , l = 1, . . . , L according to (4). The cutoff frequency
wc for FR (5) is found based on the equality |H(jwA, a)|2 = 0.5.

For a low-frequency FIR filter synthesis, the FR of the prototype filter is used, based
on a Gaussian function H0g(w, wc0)

H0g(w, wc0) = exp(−(w/wc0)
2). (6)

2.1.2. Synthesis Requiements

The problem of synthesis of the supposed FIR filter is solved based on the approxima-
tion of the FR function H0g(wl , wc) (6) in discrete points wl , l = 1, . . . , L with a FR function
Hg(wl , 0) according to (5). A functional S(H0g, a, wc) is formed:

S(H0g, a, wc) =
L

∑
l=1

[(
s0

∑
s=0

asCs(wl))
2 + (

s0

∑
s=0

asSs(wl))
2 − H2

0g(wl , wc)]
2. (7)

Obviously, the FR (5) represents a function which is polyharmonic in frequency wl . In
case the prototype filter FR frequency derivative has discontinuities or is subject to strong
alternations, e.g., if FR is a trapezoidal function, then the FR of the synthesized FIR filter,
obtained based on approximation, will contain fluctuations due to the so-called Gibbs effect.
Elimination and reduction of these fluctuations are usually achieved by choosing a suitable
smooth prototype filter FR function. The smoothness requirement is largely satisfied by the
Gaussian function (6).It should be noted that the Gaussian function is naturally suitable for
the FR of a low-pass filter, since its values (6) practically differ from zero only in the region
of low frequencies.

The requirements listed in the Introduction lead to formalized requirements:
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a. Ensuring that the gain at zero frequencies is equal to one:

1 = H(0, a) =
s0

∑
s=0

as, a ∈ A1, A1 = {a : (1 =
s0

∑
s=0

as)}; (8)

b. Ensuring non-negativity of coefficients:

a ∈ A0, A0 = {a : (0 ≤ as, s = 0, 1, . . . , s0)}; (9)

For the synthesis procedure, it is assumed to set a small value r0, based on the a priori
known duration of fluctuations, and some small cutoff frequency value wc for a prototype
filter. The quasi-Gaussian filter synthesis procedure, consisting of finding the optimal coef-
ficients a◦s , s = 0, 1, . . . , s0, taking into account the requirements a,b, Equations (8) and (9)
the predefined r0and wc, is performed on the basis of the approximation problem, which
reduces to the implementation of conditional minimization:

a◦(wc) = arg{ min
a∈A0,a∈A1

S(H0g, a, wc)}. (10)

For a given small dimension r0 of the synthesized quasi-Gaussian filter and a given
small cutoff frequency wc for a prototype filter, the value for cutoff frequency to be found
for a quasi-Gaussian filter is wcg, and the filter FR for the frequencies wl is denoted as
Hg(wl , wcg, a◦), l = 1, . . . , L .

The minimization of (10) could be performed based on modified direct zero-order
optimization methods, taking into account the restrictions (8) and (9). However, because
the (7) functional is multi-extremal, traditional modified direct methods, for example, using
the coordinate descent method, the Hook–Jeeves method, the random descent method,
etc. [13] do not provide successful minimization. The listed methods, as a rule, lead to
“getting stuck” with search procedures in local minima.

2.2. Quasi–Gaussian Filter Synthesis Procedure

We can synthesize the quasi-Gaussian filter based on the technology of stochastic
global minimization of the (7) functional with the constraints (8) and (9) using the opti-
mization algorithm for annealing simulation [14,15]. To implement it, we will use the
simulannealbnd.mat software module from the Matlab Global Optimization Toolbox [16].

Let us form a parallelepiped of constraints A0 of dimension r0 with boundaries
ar, r = 1, . . . , r0—a ∈ A0, A0 = {a : (0 ≤ ar ≤ ar, r = 1, . . . , r0)} and a new—with
respect to (7)—functional S(H0g, a) with a penalty term taking into account the constraint
equality (8). Let us implement the global minimization of S(H0g, a) taking into account A0
using [16].

Let us set the initial vectors for the first iteration a1(I) ∈ A0, uniformly distributed
in A0, I—a single descent procedure , I = 1, 2, . . . , I0, I0—a total number of descent
procedures. Let us assume that each descent procedure consists of m0—a total number
of iterations, m—a single iteration, m = 1, 2, . . . , m0. During descent, we assume that the
initial value of the vector of parameters for (m + 1)-st iteration is equal to the calculated
optimal value for the vector of parameters for m-th iteration—am+1(I) = a◦m(I) . In
each iteration, we perform n0 descent steps, n is a descent step number, n = 1, 2, . . . , n0.
Next, we will calculate the sequence of the functional S(m0, I)= S(H0g, a◦) values and
the corresponding optimal vectors a◦(m0, I), I = 1, 2, . . . , I0. For global minimization, we
search for the optimal index I◦ corresponding to the minimum of the S(m0, I) functional,
and the optimal vector a◦ using brute force:

I◦ = arg( min
1≤I≤I0

S(m0, I)}, a◦ = a◦(m0, I◦).

On Figure 1, the example plots of the minimized S(m, I) functionals are displayed,
depending on iteration number m and the descent procedure number I. Functionals are
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shown starting with m = 2, since for m = 1 their values are very large. Here, m0 = 20;
as the iteration number increases, the values of the functionals decrease. During the
optimization process, a movement is made in a r0-dimensional space from one local
minimum to another.

2 4 6 8 10 12 14 16 18 20
0.03

0.035

0.04

0.045

Iteration number, m

S
(m

,I)

Figure 1. Plots of descent procedures—minimization of functionals S(m, I), I = 1, 2, . . . , I0, m =

1, 2, . . . , m0.

Let us consider an example of quasi-Gaussian FIR filter synthesis. Based on the
analysis of hourly experimental MH data from [12], it was found that the durations of
possible fluctuations of the mathematical expectation in them were, on average, ≈10 ÷ 20 h
and more. The dimension value r0, that could possibly allow the recognition of such
fluctuations in mathematical expectations, was equal to 8. For a prototype filter FR (6), the
parameter wc0 was related to the assigned cutoff frequency wc based on (6)

(0.5)1/2 = exp(−(wc/wc0)
2), wc0 = wc/(0.5 · ln 2)1/2.

We assign the cutoff frequency wc = 0.1, find wc0 and define H0g(w, wc)—the proto-
type filter FR. By defining L we set the number of discrete normalized frequencies wl of
calculations of the functional (7) for 0 ≤ wl ≤ 1.0, let us assume that L = 100 in our calcu-
lations. The polyharmonic FR function |H(jw)| (5) is formed from components performing
1, 2, . . . , s0 fluctuations in this interval. For the accepted values L and r0, one period of
the polyharmonic component with the maximum frequency corresponding to the number
s0 in (5), accounted for ≈15 sampling points of normalized frequencies wl , l = 1, . . . , L,
which fully provided a fairly accurate calculation of the functional (7) necessary for direct
search.

Let us calculate the vector of factors a◦, form the synthesized quasi-Gaussian filter FR
Hg(w, wcg, a◦) and define the cutoff frequency wcg = 0.175 .

For the comparison, let us synthesize a common FIR filter using the fir1.mat module [3].
For the dimension r0 = 8 and the assigned cutoff frequency wc = 0.1 we find out the final
cutoff frequency wc f = 0.275; let us denote the FR as Hf (w, wc f ). On Figure 2, the FR plots
for H0g(w, wc), Hg(w, wcg, a◦), Hf (w, wc f ) are displayed. It is seen that, in case of low r0 ,
the quasi-Gaussian filter FR was characterized by a better approximation to the prototype
filter FR than the one of the common FIR filter.
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Figure 2. FR plots: H0g(w, wc) (line 1), Hg(w, wcg, a◦) (line 2), Hf (w, wc f ) (line 3).

Note that the proposed FIR filter, with the same dimension as the common FIR
filter, made it possible to provide a lower value of the cutoff frequency than the realized
cutoff frequency for the common FIR filter. The calculated cutoff frequencies of resulting
FRs for common FIR filters synthesized using frequency sampling method and Fourier
transforms [3,4] insignificantly (by ≈5–7% ) differ from the cutoff frequency wc f = 0.275.
This gives a reason to make a conclusion about the advantages of a quasi-Gaussian filter
over standard FIR filters.

3. Results

3.1. Testing the Method and the Quasi–Gaussian Filter on Model Normalized Poisson Data
3.1.1. Testing on Model Hourly Data Using Statistical Modeling

Testing of the proposed method and quasi-Gaussian filter was carried out on model
hourly normalized data using statistical modeling [17]. For this purpose, on the basis of
the Matlab module exprnd.mat [18], exponentially distributed model random numbers
τi, i = 1, 2, . . . were generated, with their mean value τM0 , and the evenly distributed
random registration time intervals T0k, k = 1, 2, . . . within the range T0 min ≤ T0k ≤ T0 max.
The number of Poisson model events NM(Tk) was counted on the registration time intervals
T0k. Finding NM(Tk) was carried out by solving the conditional maximization problems:

NM(Tk) = arg{max NM}i > 0, (11)

providing that T0k − ∑NM
i=1 τ, where for T0k, k = 1, 2, . . . k0 the range bounds T0 min = 57 s,

T0 max = 59.5 s were assigned (see the Introduction section). Initial model 1-minute-
sampled and normalized Poisson-distributed data were constructed according to (11) and
the calculation of relations NM(Tk), similar to (1):

NM(Tk) = NM(Tk)/T0k, k = 1, 2, . . . k0. (12)

The modulation of the average number of Poisson events in order to model decreases
(increases) in the mathematical expectation was carried out by specifying the mean value
function τM0(Tk) on the intervals (T(k − 1), Tk) for k from (12). For this, the relative
modulation function μ(Tk), k = 1, 2, . . . , k0 was formed and the initial temporal index of
the modulation decrease ka, the duration of the decrease dka and the depth of the relative

52



Appl. Sci. 2021, 11, 4524

decrease dμ ;. The function μ(Tk) was represented by the relations μ(Tk) = 1 − dμ for
ka ≤ k ≤ ka + dka, μ(Tk) = 1 for 1 ≤ k < ka, ka + dka + 1 ≤ k ≤ k0.

For the calculation example, the average number of Poisson model events per minute
was set NM0 = 25, normalized average NM0 = NM0/T, modulated normalized
mean NM0(Tk) = NM0μ(Tk) = NM0μ(Tk)/T, k = 1, 2, . . . , k0 and the parameter
τM0(Tk) = 1/(NM0(Tk)− 1) was calculated.

Based on [18], random exponentially distributed numbers with τM0(Tk) and random
evenly distributed values with T0 min = 57s, T0 max = 59, 5s were generated, with the
use of which by (11), model Poisson data NM(Tk) and by (12)—normalized Poisson data
NM(Tk) were calculated. Further, similarly to (1), a time series of averaged model hourly
normalized Poisson data was formed:

YM(T0n) =
1

60

k=60n

∑
k=1+60(n−1)

NM(Tk), n = 1, 2, . . . , n0, n0 = ent( k0/60). (13)

For modeling, we assumed k0 = 6000, which corresponded to the model minute data pro-
duced during 4.166 days. For the modulation function, the values ka = 1920, dka = 1440
and dμ = 0.02 were taken. Model hourly averaged data YM(T0n) for (13) with n0 = 100,
na1 = 32, na2 = n1 + dna dna = 24.

Figure 3 shows an example of statistical modeling results: the jagged light gray line
with index 1 displays the YE(T0n) plot; the solid line with index 2 denotes the fragment of
XEG(T0n) which is the result of filtering the model dataset using a quasi-Gaussian filter;
for comparison, the dashed line with index 3 denotes the fragment XEF(T0n) which is
the result of filtering the model dataset using the software module fir1.mat [3]. Model
piecewise constant modulating function YM0(T0n) = NM(T0n), represented by a dotted
line (index 4), m0 + dm = YM0(T0n) = 0.4165 for 1 ≤ n < na1, na2 ≤ n < n0,
m0 = YM0(T0n) = 0.4087 for na1 ≤ n ≤ na2, where the value of dm = 0.833 × 10−2

corresponded to the predefined 2% decrease. The plots show that the result of the quasi-
Gaussian filter application (line 2) is a better approximation to the model piecewise constant
modulation (line 4) than the result of a common FIR filtering (line 3).
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Figure 3. Fragments of model datasets YM(T0n) (line 1), filtering results XMG(T0n) (line 2), XMF(T0n)
(line 3) and model modulating function YM0(T0n) (line 4).

The calculation of approximate estimates of filtering errors for the quasi-Gaussian filter
and fir1-filter was performed by calculating the root-mean-square (RMS) errors according
to the following formulas for datasets YM0(T0n), YMG(T0n), YMF(T0n):

σ2
MG = 1

n0
∑n0

n = 1(YM0(T0n)− YMG(T0n))2, σ2
MF = 1

n0
∑n0

n = 1(YM0(T0n)− YMF(T0n))2. (14)
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Results of a large number of tests performed for (14) showed that the σMG error values
for XMG(T0i) regarding YMG(T0n) are, on average, 15–30% less than the corresponding σMF
error values for XMF(T0i). An overview of model XMG(T0i) and XMF(T0i) (Figure 3) made
it possible to ensure that the minimum duration of the interval, within which recognition
for the decrease dμ = 0.02 can be performed, is 12–24 h.

The proposed method and the quasi-Gaussian filter provided more noise reduction
than a common FIR filter. Consideration of the results of statistical modeling made it
possible to draw a conclusion about the efficiency of the quasi-Gaussian filtering method.

3.1.2. Estimation of Mathematical Expectation and Its Root Mean Square Errors

Testing of the method and quasi-Gaussian filter for estimating the mathematical
expectation and the RMS of its errors depending on dna—the duration of decreases and
dμ—the relative decrease value were carried out using statistical tests [17]. Random
datasets YM(s, T0i), XMG(s, T0i), XMF(s, T0i) , s = 1, 2, . . . , M, where s is the number of
the dataset, M is the total quantity of datasets. The estimates of mathematical expectation
m◦

g(dna, dμ) and RMS values σ◦
g (dna, dμ) for XMG(s, T0i) for a set of values dna and dμ

m◦
g(s, dna, dμ) =

1
na

na1+dna

∑
n = na1

XMG(s, T0n), m◦
g(dna, dμ) =

1
M

M

∑
s = 1

m◦
g(s, dna, dμ),

σ◦
g (s, dna, dμ) =

1
na − 1

na+dna

∑
n = na

(XMG(s, T0n)− m◦
g(s, dna, dμ))2,

σ◦
g (dna, dμ) =

1
M

M

∑
s = 1

σ◦
g (s, dna, dμ).

(15)

The coefficients of relative errors ε◦gm(dna, dμ), ε◦gσ(dna, dμ) of the quasi-Gaussian filter as
ratios of errors m◦

g(dna, dμ)− m0 and RMS σ◦
g (s, dna, dμ) to the values of dm reductions are

the following:

ε◦gm(dna, dμ) = (m◦
g(dna, dμ)− m0)/dm, ε◦gσ(dna, dμ) = (σ◦

g (dna, dμ))/dm . . . (16)

The coefficients ε◦gm, ε◦gσ, calculated for dna, dμ, characterized the recognition capabilities of
quasi-Gaussian filtering model decreases. Similarly, using (15) and (16) m◦

f (dna, dμ) and
σ◦

f (dna, dμ) for XMF(s, T0n) and the coefficients ε◦f m(dna, dμ), ε◦f σ(dna, dμ). On Figure 4,
the results of statistical tests are displayed, where M = 500. The ε◦gm(dna, dμ) coefficients
plots are the solid lines with indices 1, 2, and the ε◦f m(dna, dμ) plots are the dashed lines
with indices 3, 4. The coefficients ε◦gm, ε◦f m are given depending on the duration with the
values dna = 12, 24, 48, 72 h and relative decreases in dμ, taking the values of 0.01 (indices
1, 3) and 0.03 (indices 2, 4).

The effect of quasi-Gaussian filtering was determined based on the calculation of
δε◦f g,m—the rates of errors with respect to the mathematical expectations:

δε◦f g,m(dna, dμ) = (ε◦f m(dna, dμ)− ε◦gm(dna, dμ))/ε◦gm(dna, dμ) (17)

The results of the δε◦f g,m calculations according to (17) for some dμ and dna values are:

1. δε◦f g,m = 0.115 (11.5%) for dna = 24 and dμ = 0.01;

2. δε◦f g,m = 0.196 (19,6%) for dna = 24 and dμ = 0.03.

Analysis of the error values showed that the ε◦gm rate values appeared to be about
10–30% lower than the ε◦f m values. The nature of the dependencies of the estimates of
the error coefficients for the ε◦gσ and ε◦f σ root mean square values for the same dna and
dμ parameters is almost the same: the ε◦gσ are also ≈10–30% lower than the ε◦f σ. This
means that, for the recognition of decreases small in duration and magnitude, the use of a
quasi-Gaussian filter is more preferable than the use of a common FIR filter.
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Figure 4. Results of calculating the coefficients of relative errors ε◦gm, ε◦f m.

3.2. Testing the Method and the Quasi–Gaussian Filter on Experimental Normalized Poisson Data
from the URAGAN Hodoscope

Testing in this section consisted of determining the performance and capabilities of
the proposed method and the quasi-Gaussian filter for recognizing small in duration and
magnitude decreases in time intervals for the experimental hourly normalized Poisson
data registered by the URAGAN hodoscope, taken from [12].

For analysis, a time interval was selected from 09/02/2017, 20:00 UTC to 09/18/2017,
15:00 UTC, with a total duration of 15.6 days. During this interval, the heliosphere was
turbulent due to strong solar coronal mass ejections (CMEs) The CMEs that occurred on
that period, caused intense geomagnetic storms that were discussed, for example, in [19,20].
The emerging CMEs caused modulations of muon fluxes recorded in MH and led to lower
mathematical expectations (including the ones due to Forbush decreases) in Poisson MH
data.

MH data were the matrix series of distribution functions of the intensities of muon fluxes
YE(i, j, T0n), defined in a rectangular region i = 1, . . . ,N1, j = 1, . . . ,N2, N1 = 90, N2 = 76,
n = 1, 2, . . .. Solid angles correspond to azimuth and zenith indices i, j, ϕi = Δϕ(i − 1),
ϑj = Δϑ(j− 1) , Δϕ = 1◦, Δϑ = 4◦ in which the registered particles were counted. MH data
YE(j0, i0, T0n) were a time series with indices j0, i0; the considered interval was determined for
nE min ≤ n ≤ nE max, nE min = 5900, nE max = 6275 (counting hours for [12] began from the
first hour of 2017).

Figure 5 shows the results of quasi-Gaussian filtering and interval recognition with re-
ductions in mathematical expectation. The original data YE(T0n) for j0 = 30, i0 = 31 were
denoted by light gray jagged lines (index 1). Fluctuations in data with a period of ≈24 h
and an amplitude of ≈0.0037–0.0040 are due to the daily rotation of the MH with the Earth.
Line with index 2 depicts the data XEG(T0n) filtered based on quasi-Gaussian filter. The
recognized intervals of intensity decrease, intensity recovery and intensity mathematical
expectation decrease were denoted by a piecewise linear spline-like dashed line XES(T0n)
(index 3). Analysis of intervals 5969–6043, 6127–6189 based on XES(T0n) leads to a con-
clusion that the mathematical expectation values of decreases on them were Δm1 = 0.01,
Δm2 = 0.005 for the relative decrease rates dμ1 = 0.027, dμ2 = 0.020. For YE(T0n)
and XEG(T0n), the mathematical expectations on these intervals were m◦

E1 = 0.3505,
m◦

E1 = 0.3510, and m◦
EG1 = 0.490, m◦

EG2 = 0.3520, respectively, on average. The errors of
the mathematical expectations estimates were Δm◦ = 0.0010 −−0.0015, which is 10–30%
from the mathematical expectation values obtained, and this led to successful recognition
of decreases with the relative decrease rates of 0.02–0.03.

Testing on experimental MH data made it possible to draw a conclusion about the
efficiency of the quasi-Gaussian filtering method and its satisfactory capabilities for recog-
nizing small fluctuations of the mathematical expectations.
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Figure 5. Results of quasi-Gaussian filtering and identification of regions with Forbush decreases:
original data (line 1), filtered data (line 2), recognized intervals of various muon flux intensity (line 3).

4. Discussion

The comparison between the model data filtering result obtained using the proposed
filter and the one obtained using the fir1 (plots on Figure 3) shows that the resulting
time series are close to each other; however, the XMG(T0i) seems to be closer to the
initial model. The main quantitative result of testing the method and the quasi-Gaussian
filter on model normalized Poisson datasets included the calculations for (14) for a set of
realizations/ The resulting errors σMG for XMG(T0i), on average, by 15–30% less errors
σMF for XMF(T0i). This means that the proposed filtering method provided better filtering
(noise reduction) than the standard FIR filter. Consideration of the results of statistical
modeling made it possible to draw a conclusion about the efficiency of the method and the
quasi-Gaussian filter.

Further tests of the new method on model data, aimed at estimating the mathematical
expectation and its RMS errors with respect to the durations and magnitudes of model
decreases, showed the method capabilities in disturbance recognitions. It can be seen on
Figure 4 that the coefficients ε◦gm turned out to be less than the values of the coefficients
ε◦f m, on average, by about 10–30%. The nature of the plots of coefficients ε◦gσ and ε◦f σ for the
RMS for the same parameters dna, dμ is almost the same—the coefficients ε◦gσ are less than
the values of the coefficients ε◦f σ, on average, also by ≈10–30%. From the point of view
of recognizing decreases in duration and magnitude, the use of a quasi-Gaussian filter is
more preferable than a common FIR filter.

Finally, tests made on real experimental datasets from a muon hodoscope display the
method application to data processing and recognition of intervals of decreasing and recovering
muon flux intensity. Due to the noise reduction in XEG(T0n), it became possible to clearly see
the intervals of quiet data ( Figure 5), intervals with decreases and recoveries and intervals
with declines in mathematical expectation; all these recognized intervals were denoted by a
line XES(T0n) (index 3 on Figure 5). On the intervals with the boundary points 5900–5954,
6057–6121, 6197–6276 there were quiet data, on the time intervals 5969–6043, 6127–6189 a
decrease in mathematical expectation was observed, the time intervals 5955–5970, 6044–6056,
6122–6126, 6190–6196 corresponded to data with decreases and recoveries. On the intervals
5969–6043, 6127–6189, it is quite possible to recognize relative reductions in mathematical
expectation. The errors of the mathematical expectations estimates were Δm◦ = 0.0010–0.0015,
which is 10–30% from the mathematical expectation values obtained, and this led to successful
recognition of decreases with the relative decrease rates of 0.02–0.03 and an average duration
of mathrm approx 10 h.

Testing the proposed method and quasi-Gaussian filter for data variants with indices
j0 = 31, i0 = 30, allowed to obtain results that are almost similar to those depicted
on Figure 5); the errors in the estimation of the boundary points of the sections during
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recognition with depressions amounted to δn ≈ 2–5 h. Thus, testing on experimental MH
data allowed us to make a conclusion about the efficiency of the method and the quasi-
Gaussian filter and their satisfactory capabilities for recognizing mathematical expectation
small in duration and magnitude.

5. Conclusions

The proposed filtering method for time series of normalized Poisson-distributed data,
which was based on the developed digital low-pass quasi-Gaussian filter with a finite
impulse response, a gain equal to one at low frequencies and non-negative weighting
coefficients, turned out to be efficient; the FR of the low-frequency quasi-Gaussian filter of
small dimension was characterized by a better approximation to the prototype filter FR
than the FR of common FIR filters.

Testing the filtering method based on the quasi-Gaussian filter for the problems of
recognizing small in duration and magnitude fluctuation decreases (increases) in math-
ematical expectations using statistical modeling and statistical tests have confirmed its
effectiveness:

• The proposed method provided a decrease in errors in the filtered time series in
comparison with the error values for standard FIR filters, by ≈15–30%; the method
made it possible to recognize the mathematical expectation fluctuations with a relative
decrease of 0.02 and duration of ≈12–24 h;

• The proposed method and the developed quasi-Gaussian filter provided relative error
coefficients for mathematical expectation and root mean square values that appeared
to be ≈10–30% less than the error coefficients for common FIR filters.

Testing the method and the low-frequency quasi-Gaussian filter on experimental
Poisson data made it possible to draw a conclusion about its satisfactory capabilities for
recognizing decreases with relative decrease coefficients ≈0.020–0.030.

The proposed method of noise reduction and a quasi-Gaussian filter have favorable
prospects of using radiation particle counters for digital information processing in problems
of experimental physics and measuring technology.
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Abstract: On 25 August 2018, a G3-class geomagnetic storm reached the Earth’s magnetosphere,
causing a transient rearrangement of the charged particle environment around the planet, which was
detected by the High-Energy Particle Detector (HEPD) on board the China Seismo-Electromagnetic
Satellite (CSES-01). We found that the count rates of electrons in the MeV range were characterized
by a depletion during the storm’s main phase and a clear enhancement during the recovery caused
by large substorm activity, with the key role played by auroral processes mapped into the outer
belt. A post-storm rate increase was localized at L-shells immediately above ∼3 and mostly driven
by non-adiabatic local acceleration caused by possible resonant interaction with low-frequency
magnetospheric waves.
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1. Introduction

Magnetic storms represent major signatures of variability in the Sun-Earth interac-
tion. Such events appear as magnetic disturbances caused by bursts of radiation and
charged particles emitted from the Sun in the form of coronal mass ejections (CMEs), solar
flares, co-rotating interaction regions (CIRs), etc. [1,2]. These nonlinear and multiscale
processes involve a vast set of plasma regions in the mutually interacting magnetosphere
and ionosphere.

The terrestrial magnetosphere is under the permanent action of the solar wind. An
increase in the solar wind dynamic pressure and a southward direction of the interplanetary
magnetic field (IMF) are considered among the fundamental factors in magnetic storm
development [3,4]. Under the solar wind driver, global changes occur in the magneto-
sphere following two principal dynamic triggers: magnetic reconnection at the dayside
magnetopause [5] and viscous-like interactions causing magnetospheric convection [6].
One major consequence is the change in the fluxes of charged particles that constitute
the magnetospheric ring current [7]. In cascade, the magnetosphere, which is mapped to
the upper ionosphere through a system of field-aligned currents, can exchange momen-
tum, energy, and particles with the latter by means of a variety of interactions [8,9]. For
example, the transport of plasma between the plasmasphere and ionosphere is severely
impacted by altered geomagnetic activity, leading to convection-driven erosion and refilling
of the plasmasphere [10] or depletion due to reduced upward flux from the perturbed
ionosphere [11].

Discerning physical phenomena that mark the solar-terrestrial environment is not the
sole goal of the investigation of storm phenomena, since currently, geomagnetic storms
and substorms can severely impact infrastructures at the ground level and in space, also
posing a hazard to human health [12–17].

On 25 August 2018, the China Seismo-Electromagnetic Satellite (CSES-01) encountered
the first strong magnetic storm since its launch on 2 February 2018. In this paper, after a
sketch of the CSES-01 mission and the High-Energy Particle Detector (HEPD) in Section 2,
a description of the major solar and geomagnetic characteristics of the storm is reported
(Section 3). The magnetospheric disturbance was strong enough to trigger a response in the
HEPD instrument; this is presented on the basis of HEPD trigger rate variations observed in
the MeV energy range as a function of time and the McIlwain L-shell parameter (Section 4).
Observations of this storm in a lower energy interval—from other particle detectors on
board CSES-01—were previously presented in [18]. We discuss our results and draw our
conclusions in Sections 5 and 6, respectively.

2. Data and Methods

2.1. CSES-01 Mission and HEPD Detector

The CSES-01 [19] is the first item of a multi-satellite constellation under construction
by several missions scheduled for the next few years. The satellite was designed for the
observation of variations in particle fluxes, plasma parameters, and the electromagnetic
field and waves, induced by both natural and anthropogenic sources in the near-Earth
space. One major goal of this Chinese-Italian space mission is to investigate possible corre-
lations between the above-mentioned perturbations and the occurrence of high-magnitude
earthquakes. Other fundamental targets are the study of space weather phenomena [18,20]
and cosmic ray propagation [21].

The CSES-01 relies on the Chinese three-axis stabilized CAST2000 platform, and it is
flying in a Sun-synchronous polar orbit at a ∼507 km altitude with a 97◦ inclination and
a five-day revisit time. Nine scientific payloads are present on board the satellite [22–30],
among which is the HEPD particle detector, which was designed and built by the Ital-
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ian Limadou Collaboration. A schematic representation of the apparatus is reported in
Figure 1. The HEPD is made up of a silicon tracking system; a trigger system that includes
one plastic scintillator layer segmented into six paddles; a range calorimeter comprising
a tower of 16 plastic scintillator planes, a matrix of 3 × 3 LYSO (lutetium–yttrium oxy-
orthosilicate) scintillator crystals, and an anti-coincidence (VETO) system equipped with 5
plastic scintillator planes, out of which 4 are placed at the lateral sides of the apparatus and
1 at the bottom (see [30,31]).

Thanks to this set of subdetectors, the HEPD is optimized to detect electrons in the
energy range between 3 and 100 MeV and protons between 30 and 250 MeV, as well as light
nuclei. In addition, the apparatus can detect different particle populations (solar, trapped,
galactic, etc.) according to the satellite position (defined by the McIlwain L-shell parameter)
and detected energy.

Figure 1. Schematic of the HEPD detector. All mechanical structures (as well as the lateral VETO
plane located in the front) have been removed from the figure for visualization purposes.

The transmission of a dedicated command allows setting one of the eight predefined
trigger mask configurations [32], which are the result of different logic combinations of
counters from the various subdetectors. Hence, the different trigger masks define the
aperture and the energy acceptance of the instrument. The trigger condition, labeled as
T, corresponds to an above-threshold signal only in the trigger plane, and it is associated
with the lowest energy threshold. By requiring a deeper penetration of the particle inside
the detector (i.e., using the trigger plane counters and a set of tower planes in “AND”
configuration, such as T & P1, T & P1 & P2, and so on), the geometric factor of the HEPD
decreases, and consequently, the energy threshold for triggering increases. In July 2018
(late commissioning phase), the HEPD was configured with a trigger condition, labeled
as T & P1 & P2, which corresponds to event acquisition and processing only when the
released signals in the trigger plane and the first two calorimeter planes (P1, P2) are above
predefined thresholds. However, for each of the predefined masks, even when not selected
for the online acquisition, a rate meter independently provides the corresponding trigger

61



Appl. Sci. 2021, 11, 5680

counting rate (1 s resolution). In this paper, we used the rate meters of three trigger masks
(T, T & P1, and T & P1 & P2), corresponding to the integral number of particles per second
above different energy thresholds.

Due to adjustments in attitude and additional scheduled maneuvers, the CSES-01
payloads are usually switched off at latitudes below −65◦ and above +65◦. However,
the HEPD can benefit from its large field of view (±60◦) and geometrical acceptance to
collect particles at large L-shells, though for a short time per day. Figure 2 shows the
Monte Carlo-based geometrical factor of the HEPD for electrons in three different trigger
configurations. In the current one (T & P1 & P2), the geometrical factor reaches a plateau
value of ∼500 cm2sr at energies larger than ∼30 MeV.

Figure 2. The HEPD geometrical factor for electrons, as estimated from Monte Carlo simulations, as
a function of kinetic energy and trigger configuration.

2.2. NOAA19/POES Satellite

NOAA19 is the youngest element in the constellation of the National Oceanic and
Atmospheric Administration (NOAA) Polar Orbiting Environmental Satellites (POES),
moving along a Sun-synchronous low-Earth orbit (revisit time: 102 min; inclination: 98.7◦)
at an altitude of ∼850 km, and currently serving as the Prime Service Mission.

The onboard SEM-2 package mounts the Medium Energy Proton and Electron De-
tector (MEPED) [33], also including two couples of 30◦-wide telescopes, of which two
are approximately zenith-pointing (MEPED-0◦) and two have an azimuthal orientation
(MEPED-90◦). The electron telescope pair operates in the range from 40 to 2500 keV, over
four integral energy channels (E1: > 40 keV; E2: > 130 keV; E3: > 287 keV; E4: > 612 keV).

The Sub-MeV fluxes used in this study were from the MEPED-90◦ electron telescope
in the E2 channel, which represents the best compromise in terms of detection efficiency
over the available energy range [34] vs. proton contamination [35].
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2.3. DMSP Satellite

The auroral observations used in this study were from the Defense Meteorological
Satellite Program (DMSP), consisting of a group of polar, Sun-synchronous satellites flying
at ∼850 km with a period of ∼100 minutes [36]. The DMSP mission focuses on the
observation of the near-Earth space plasma environment. In particular, we used the Special
Sensor Ultraviolet Spectrographic Imager (SSUSI) instrument on board the DMSP, which
is designed to measure far-ultraviolet emissions via imaging spectrograph (SIS) mapping
through 5 spectral bins: 121.6 nm (HI Lyman α), 130.4 nm (OI), 135.6 nm (OI), 140–160
nm (N2 LBHS) and 160-180 nm (N2 LBHL) [37]. The image resolution is 16 × 156 pixel,
while the time resolution (i.e., time to fly above the polar region and acquire an image) is
between 20 and 30 min [37].

2.4. RBSP Satellites

The dual-spacecraft Radiation Belt Storm Probes (RBSPs) move along highly elliptical
orbits (extending from 1.2 to 5.8 RE) at an inclination of 10◦, thus offering a non-ionospheric
point of view due to direct penetration of the radiation belts.

The Relativistic Electron-Proton Telescope (REPT) on board the satellites of the RBSP
class measures electrons in differential bins in the energy range ∼1–20 MeV with high
detection efficiency above 5 MeV. A background partly due to galactic cosmic rays primarily
afflicts the REPT measurements in the highest electron channels [38].

2.5. Magnetopause and Plasmapause Position Models

The magnetopause position was obtained by means of the Tsyganenko [39,40] T01
magnetospheric field model. T01 is a semi-empirical model in which the total magneto-
spheric field of external origin comes from the sum of the Chapman-Ferraro current and
contributions from cross-tail, ring, and field-aligned currents. All these contributions are
calculated taking into account the solar wind (SW) dynamic pressure, the interplanetary
magnetic field (IMF) configuration, and the Dst index. For the present analysis, we used
the SW and IMF observations stored in the OMNI CDAWeb repository.

The plasmapause location was assessed using the Liu and Liu [41] model, which is
based on the experimental THEMIS-D satellite plasmapause crossing database. The model
is based on the following equation:

φ = 2π(MLT/24),

Łpp = a1 · [1 + aMLTcos(φ − 2πaphi/24)] · log10|Dstindex|+
+b1 · [1 + bMLTcos(φ − 2πbphi/24)],

where MLT is the magnetic local time. The parameters used in the calculation of Łpp are
reported in Table 1.

Table 1. Parameters used to estimate the plasmapause location.

a1 aMLT aphi b1 bMLT bphi

Dstindex −1.111 −0.2416 21.502 6.013 −0.0565 23.3214

3. The August 2018 Geomagnetic Storm

On 20 August 2018, a large-scale filament gradually erupted from a quiet region of the
Sun into an interplanetary CME (ICME) that affected the Earth’s environment a few days
later, starting on late 25 August 2018 [42] and giving rise to the third largest storm of Solar
Cycle 24.

Figure 3 shows the SW parameters as retrieved by the ACE satellite (at the Lagrangian
L1 point) from 23–31 August 2018. The magnetic cloud impinged the Earth’s magneto-
sphere between 25 August at ∼12:15 UT and 26 August at ∼10:00 UT. Looking at Figure 3,
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we were able to determine the ICME boundaries [43] using the IMF behavior (Panel a) in
conjunction with the SW temperature (Panel c) and the SW dynamic pressure (Panel d).
Indeed, upon the ICME’s arrival, the SW temperature decreased from ∼9 × 104 K to
∼1.5 × 104 K, while the IMF increased to 18 nT, lasting for approximately 12 h. At the
same time, the IMF underwent a smooth rotation, leading to a prolonged (∼22 h) south-
ward orientation (Panel b) at ≈14:30 UT on 25 August. Finally, the solar wind dynamic
pressure fluctuated between ∼4 nPa and ∼10 nPa. A CIR followed on 26 August: the
SW temperature increased from ∼ ×104 K to nearly 30 × 104 K around 12:20 UT, with
the pressure increasing from ∼2 nPa to ∼8 nPa, as the solar wind stream was crossing a
negative polarity high-speed stream (HSS) [42].

Figure 3. Solar wind parameters observed by the ACE spacecraft at L1: (a) IMF intensity; (b) IMF Bz

component; (c) proton temperature; (d) dynamic pressure of the solar wind; (e) Sym-H index; (f) AE
(black), AL (red), and AU (blue) indices. The SW parameters are expressed in the Geocentric Solar
Magnetospheric (GSM) coordinate system.

To evaluate the consequences of the ICME impact on the Earth’s environment, we
used the Sym-H index (which mirrors the dynamics of the symmetric part of the ring
current [44]) and the AE index (which indirectly measures the energy deposition rate in
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the polar ionosphere [45]). On 26 August, Sym-H (Figure 3e) showed a rapid decrease,
reaching its minimum value (∼ −190 nT) at 07:57 UT. This structure mimics the behavior
of the Bz component of the IMF, which shows a long-lasting (∼10 h) negative value starting
at 16:52 UT of 25 August. This trend is clearly related to the southward IMF carried by the
magnetic cloud [43]. As a consequence of this long interval of negative Bz, the SW plasma
could flow inside the Earth’s magnetosphere, possibly due to the occurrence of magnetic
reconnection at the magnetopause between the geomagnetic field and the IMF [42].

The large bursts in the AE index (black line in Figure 3f) can be related to a sequence
of fast relaxation events, possibly stemming from an activity in the near-Earth magnetotail
regions in the form of a sequence of loading-unloading releases of energy [46,47]. Such
processes give rise to a great amount of particle precipitation in the high-latitude region as
confirmed by the behavior of the AL index (red line), which is excellently correlated with
the negative turn of Bz. AL (and hence AE) peaks are directly related to the north-south
flip of Bz between 11:00 UT and 21:00 UT on 26 August, induced by the arrival of the CIR.

4. HEPD Response to the August 2018 Storm

Figure 4 illustrates a comparison between the HEPD count rate maps before (20–23
August; upper panel) and after the impact of the storm (25–27 August; lower panel). In the
top panel, the southern polar region presents a larger trigger rate than the northern one.
This is due to the dipole tilt angle, which, in August, allowed the CSES-01 to explore higher
geomagnetic latitudes in the Southern Hemisphere than in the Northern Hemisphere. In
the bottom panel, an increase in the count rate is evident at both northern and southern
latitudes—especially in the southern region—as a consequence of the storm’s arrival.
Both maps are related to trigger configuration T in Section 2, which requires an above-
threshold signal only in the trigger plane and allows detecting the lowest energetic electrons
(>3 MeV). As concerns protons, their contribution to the trigger rate increase is negligible
due to the absence of direct injection from solar energetic particles (SEPs) during this
specific storm event [48]. For visualization purposes, we excluded the South Atlantic
Anomaly (SAA) region, which is characterized by extremely high particle rates. For this
purpose, we selected magnetic field values larger than 23,000 nT. For this analysis, we
calculated magnetic field values by using the International Geomagnetic Reference Field
(IGRF) series of mathematical models, in particular the IGRF-12 candidate [49].

The increased particle rate, during the storm time, is also visible as a function of the
L-shell and time in Figure 5. The first three panels show the HEPD count rates for three
different trigger configurations: from top to bottom, T, T & P1, and T & P1 & P2. The
increase in the number of calorimeter planes used for trigger generation resulted in a higher
energy threshold for electron detection (>3 MeV, >4.5 MeV, and >8 MeV, respectively),
thus reducing the particle rate. For comparison, the time evolution of the Dst index is
shown in the bottom panel of Figure 5. As can be inferred by a strong decrease of the Dst
down to ∼−190 nT, the start of the storm’s main phase was on late 25 August, exactly in
coincidence with the increase of the HEPD particle rates.
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Figure 4. Comparison between an HEPD trigger rate map before the occurrence of the geomagnetic
storm, from 20–23 August (upper panel), and after the impact of the storm, from 25 August to 27
(lower panel). The maps are related to trigger configuration T, requiring an above-threshold signal just
in the trigger plane and providing the lowest energy threshold for electron detection (>3 MeV). For
visualization purposes, we excluded the South Atlantic Anomaly region, characterized by extremely
high particle rates.
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Figure 5. Top three panels: Trigger rates for three different HEPD configurations over the period August-September 2018;
from top to bottom, T, T & P1, and T & P1 & P2. Adding more calorimeter planes to the trigger configuration results in
increasing the energy threshold for electron detection (>3 MeV for T, >4.5 MeV for T & P1, and >8 MeV for T & P1 & P2).
The proton contribution to the trigger rate increase is negligible due to the absence of direct injection from SEPs. The vertical
white lines are due to a lack of data. Bottom panel: Time evolution of the Dst index.

5. Discussion

The hit of the ICME gives rise to a compression of the magnetosphere and a backward
motion of the plasmasphere, as shown in Figure 6. Indeed, the magnetopause (black line),
modeled using the T01 model [39,40] at the moment of the minimum value of the main
phase of the geomagnetic storm (i.e., Dst minimum), steps back from ∼10RE before the
storm down to ∼7.7RE (RE being the Earth’s radius); while the plasmapause, evaluated
by the model of Liu and Liu [41], moves from ∼5RE down to ∼3.8RE. On the other
hand, the position of the inner boundary of the outer radiation belt (ORB) should reach
LORB = 3.5, in accordance with the relation of Tverskaya [50] (|SymH|max = c · L−4

ORB,
where c = 3 × 104 nT).

A depletion of the particle count rate (Figure 5) during the main phase of the storm is
followed by a clear enhancement during recovery, which coincides with large substorm
activity (>1000 nT) as measured by the AL index (red line in Figure 3f). The increase can
be spotted at L-shells �3 for energies above 3 MeV (Figure 5, top panel) and, to a lesser
extent, at L-shells �4 for energies above 4.5 MeV (Figure 5, second panel).
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Figure 6. Magnetopause (black line) and plasmapause (red line) profiles as evaluated using the
Tsyganenko T01 and the Liu (2014) models, respectively. The reference frame is the GSM. The
SW parameters used in the T01 model are: P = 8.7 nPa; By,IMF = 4.5 nT; Bz,IMF = −16.8 nT;
Dst = −174 nT. The Dst index value used in the plasmapause model is the same as in T01.

As a comparison, the >130 keV electron fluxes measured over the same period by
the 90◦ Medium Energy Proton and Electron Detector (MEPED) on board the NOAA19
satellite are reported in Figure 7. The azimuthal telescopes of the MEPED class are af-
fected by small >280 keV proton contamination even at large L-shells in disturbed periods
(<0.6% at 4 < L < 7) [35].

The sub-MeV MEPED-90◦ observations appear fairly consistent with their MeV coun-
terpart detected by the HEPD, yet reaching flux peaks two orders of magnitude larger
than the count rates captured at higher energies. The arrival of the ICME triggered a clear
slot-filling event that lasts several days after the impact, with flux enhancements reaching
L-shells lower than those occupied by MeV electrons, in accordance with the apparent
“barrier” revealed by the Van Allen Probes to significant inward transfer of ultrarelativistic
electrons below L ∼2.5 [51].

Figure 7. Integral electron fluxes (>130 keV) measured by the MEPED-90◦ directional telescope on board the NOAA19
satellite over the period Aug-Sept 2018. As reported in [35], proton contamination remains modest in this class of azimuthal
detectors even at large L-shells in disturbed periods (<0.6% at 4 < L < 7).

Prolonged and intense substorm activity during recovery (Figure 3f) shows that
auroral processes play a non-negligible role in the analysis of particle acceleration in the
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ORB and that electrons can undergo a quick acceleration on typical timescales of auroral
substorms. Taking into account that the auroral oval (AO) is mapped into the outer portion
of the ring current (see [52] and the references therein) can help us better understand the
connection between auroral processes and ORB dynamics. Indeed, Figure 4 shows a clear
lowering of the AO region in concurrence with the storm (lower panel) with respect to the
quiet reference conditions (upper panel). Such results are in agreement with ultraviolet
(UV) observations by DMSP/SSUSI [37,53] for both hemispheres (Figure 8c,d). Indeed,
UV images in the right column of Figure 8 display clear auroral precipitation at lower
latitudes than during pre-storm conditions (left column) as a consequence of the high level
of geomagnetic activity induced by south-oriented Bz,IMF (see Figure 3) and the expansion
of the AO boundaries towards lower latitudes (red dashed lines in Figure 8).

Figure 8. The auroral ultraviolet images by the SSUSI instrument on board the DMSP satellite. Panel (a) refers to the quiet
Northern Hemisphere observations; Panel (b) refers to the quiet Southern Hemisphere observations; Panel (c) refers to
the stormy Northern Hemisphere observations; Panel (d) refers to the stormy Southern Hemisphere observations; the red
dashed curves refer to the upper and lower boundaries of the auroral oval. The red curve refers to CSES-01’s orbit. The
selected reference is the Altitude Adjusted Corrected Geomagnetic (AACGM) coordinate system.

Peaks in the particle count rate during the recovery phase pinpoint a phenomenon of
electron acceleration in the radiation belts, which could be ascribed to either adiabatic radial
transport or nonadiabatic local heating by resonant interaction with very-low-frequency
(VLF) waves [54]. Indeed, in order to make a discrimination between the two drivers,
one can observe the radial phase space density (PSD) profiles of REPT electrons—directly
monitored in the core of the belts—in the invariant (μ,K,L∗) space at fixed μ and K.

Radial diffusion moves (mostly 90◦ pitch angle, i.e., equatorially mirroring) electrons
across different L∗ values while the μ and K invariants remain conserved, thus producing
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PSDs with a monotonic decrease from the outer source. Conversely, local acceleration
makes PSDs increase over a limited L∗ range, with local peaks and negative radial gradients
at higher L∗ values. Here, we set K at 0.1 REG

1
2 under T04 field modeling, which addressed

electrons with pitch angles generally greater than 45◦ and measured nearly continuously
by the REPT instrument over a still broad range of L∗ [55]. On the other hand, electron
energy corresponding to a particular μ changes with L∗, such that, fixing μ at 4500 MeV

G ,
the range between ∼3 MeV and ∼7 MeV can be monitored.

Following the evolution of REPT PSDs from late 26 August to early 30 August
(Figure 9), at higher L∗ values, peak structures with negative gradients were recovered,
which, along the previous revelation of persistent chorus waves during the August 2018
event [56], calls for a dominance of local heating.

Figure 9. Radial PSD profiles at constant μ (4500 MeV
G ) and K (0.1 REG

1
2 ) for RBSP-A/REPT electrons

of energies between approximately 3 MeV and 7 MeV along both inbound and outbound crossings
of the radiation belts. Complementary RBSP-B/REPT profiles (not shown) are consistent with their
A counterpart.

6. Conclusions

The study of geomagnetic storms and other space weather phenomena is crucial to
better understand the mechanisms taking place during solar events and to prevent their
effects on technological and anthropic systems, such as reduced satellite operations, failures
in spacecraft electronics, radio communication problems, etc.

On 25 August 2018, the CSES-01/HEPD particle rate meters were able to detect the
effects of a G3-class, ICME-driven geomagnetic disturbance characterized by marked
magnetosphere compression and plasmasphere erosion.

In our analysis, a depletion of HEPD count rate at the storm’s main phase was
observed, followed by a clear rate enhancement during its recovery phase. This increase
was detected at L-shells �3 for electron energies above 3 MeV, and, to a lesser extent, at
L-shells �4 for electron energies above 4.5 MeV. These results were consistent with the
behavior of integral sub-MeV fluxes measured by the MEPED-90◦ electron telescope on
board the NOAA19/POES satellite, over the same period. The enhancement of HEPD
trigger rates suggested a phenomenon of acceleration of energetic electrons, which lasted
several days. The discrimination between adiabatic radial transport and non-adiabatic
local heating was made by inspection of the PSD profiles of the REPT magnetospheric
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electrons from late 26 August to early 30 August, whose negative gradients were in favour
of the latter, with corroboration by persistent chorus wave interactions previously revealed
by other payloads on board the CSES-01 for the same storm.

During the recovery phase, the HEPD trigger rate enhancement was in coincidence
with prolonged and intense substorm activity (> 1000 nT), as measured by the AL index.
This followed the HEPD orbits crossing the auroral oval region, which expanded during
the storm and was marked by UV enhancement especially in the Southern Hemisphere, as
detected by the SSUSI instrument on board the DMSP satellite. This occurrence showed that
auroral processes cannot be neglected when studying the dynamics of particle acceleration
in the ORB, since energetic electrons undergo quick acceleration on typical timescales of
auroral substorms.

Considering the sky-rocketing focus on space weather studies in this last decade,
HEPD’s results prove promising, especially in view of the already-planned constellation
of CSES satellites in the next few years (CSES-02 is currently under construction). It is
worth noticing that this set of satellites will take shape in a period when several other
missions, which contributed to the monitoring of the near-Earth environment, will be either
deactivated or well beyond the end of their scheduled lifetimes.
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Abstract: This paper presents the results of cosmic ray muons flux monitoring registered by a digital
gamma-ray spectrometer’s active shield made of five large plastic scintillators. In traditional, i.e.,
analogue active shields working in anticoincidence mode with germanium detectors, the generated
data are used only as a gating signal and are not stored. However, thanks to digital acquisition
applied in designed novel gamma-ray spectrometers enabling offline studies, it has not only become
possible to use generated data to reduce the germanium detector background (cosmic rays veto
system) but also to initialize long-term monitoring of the muon flux intensity. Furthermore, various
analyses methods prove the relevance of the acquired data. Fourier analyses revealed the presence of
daily (24 h), near-monthly (27 days) and over bi-monthly (68 days) cycles.

Keywords: digital gamma-rays spectrometer; cosmic veto; active shield; muons; muon flux periodicity

1. Introduction

Low-background gamma-ray spectrometry is commonly used in research studies
of materials characterized by trace concentrations of gamma-ray emitting radioisotopes.
Hence, it finds applications in various fields of science, such as from neutrino physics to
environmental research [1–3]. In such investigations, it is vital to use advanced shielding
systems to reduce the background radiation of gamma-ray detectors (mainly HPGe).

One of the main components of background radiation is terrestrial gamma radiation,
which spectrometers’ passive shield can efficiently reduce. However, passive shield layers
and their width must be appropriately selected in order to minimize the impact of internal
gamma radiation from traces of radionuclides present in the shield’s construction materials
and any isotopes produced by interactions of cosmic rays with those materials. In low-
background detection systems, contributions from air radioactivity, namely radon and its
daughter isotopes, are not negligible [2,4].

Another important source of background radiation in gamma-ray spectrometers are
particles of secondary cosmic rays. At sea level, the secondary particles flux consists of
hadrons, neutrons, gamma quanta, electrons, muons, nucleons and antinucleons [5]. Of
these charged particles, muons are the most abundant, with a mean energy of around
4 GeV. The intensity of the muon flux depends on the zenith angle θ of the incident particle,
which at sea level can be expressed as follows (1):

(θ) = I(0◦)cosn(p)(θ), (1)

where n(p) is the particle momentum-dependent exponent and n ≈ 2 for muons with
energies of a few GeV [6]. This relation explains the necessity of shielding gamma-ray
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detectors in both vertical and horizontal directions. The most significant contribution to
the radiation background is from particles with 0◦ zenith angle (vertical direction) [1].

Secondary cosmic rays passing through the shielding may deposit their energy in
the germanium crystal (producing continuous background component) as well as gen-
erate neutrons and photons via several processes such as muon-induced hadronic and
electromagnetic cascades, muon capture and muon-induced spallation reactions [2,7,8].

The cosmic rays background component can be reduced by using active shields
consisting of detectors (plastic scintillators or multiwire Charpak chamber) surrounding a
passive shield. In the case of particle detection (in the preset coincidence time window) by
the active shield’s detector and the germanium detector, the signal from the latter is not
stored. This is the principle of the so-called classical (analogue) cosmic ray veto system.

However, the development of digital signal processing systems allowed one to apply
digital analyzers (digitizers) as critical components of nuclear spectroscopy electronics and
substitute a few discrete electronic devices used in analogue electronics. Such a device
provides information about the registration time, energy and pulse shape of each significant
signal generated by the detector. Furthermore, using digital analyzer allows all generated
data to be stored for later processing (offline), enabling the application of various data
exploration techniques. Since 2018, a low-background, gamma-ray spectrometer with an
active shielding and digital acquisition system has been operating in the Department of
Nuclear Physical Chemistry, at the Institute of Nuclear Physics Polish Academy of Sciences
(IFJ PAN), in Krakow, Poland [1].

In this paper, we present the results of analyses of data generated by the spectrometer’s
active shielding. As mentioned above, these data are used to reduce the germanium detec-
tor background. Furthermore, offline data analysis makes it possible to develop a continu-
ous cosmic-ray muons monitoring system. Hence one device, namely a low-background,
digital gamma-ray spectrometer, can simultaneously performs experiments from two
branches of physics, namely low-background gamma-ray spectrometry and astrophysics.

2. Materials and Methods

The spectrometer is equipped with a Broad Energy Germanium detector BE5030
(Canberra, USA) with relative efficiency of ≥48% and a composite passive shield in a
cubic shape with an internal layer made of lead cast over 2500 years ago. The active
shielding consists of five large, five cm thick plastic scintillation detectors EJ-200 with
photo-multipliers ET 9900 (Scionix, Nl). These detectors are mounted outside the passive
shield. TOP and BOTTOM detectors are placed horizontally while the latter three—FRONT,
SIDE and REAR—are placed vertically. The relative positioning of all spectrometer’s
detectors is depicted in Figure 1. The detectors’ preamplifier signals are transmitted
directly to the inputs of a digitizer DT5725 (CAEN, Italy), where data acquisition and signal
pre-processing are performed.

The digital analyzer DT5725 allows simultaneous acquisition of data generated by
up to eight detectors (at this moment, in our setup six inputs are occupied) with a max-
imum time resolution of 4 ns. Registered data consist of pulse time registration, height
(proportional to deposited particle energy) and shape. Raw data generated by the dig-
itizer are stored in a PC as six files (in *.csv format), which are further processed using
purposely written software VETO. Commissioning and optimization processes of the
described spectrometer and software development and its properties are discussed in
detail in [1].

The data were collected from 1 September 2018 to 30 April 2020. Since the described
spectrometer is primarily used to measure low-active gamma-ray emitting samples, the
obtained data may be divided into two groups, namely short and long-period data. Short
period data consist of data generated by scintillation detectors during single gamma-rays
spectrometric measurement, which last up to 6 days. Data acquisition is stopped at the
end of measurements in order to replace the sample in the spectrometer’s chamber and/or
refill the liquid nitrogen dewar. Such breaks last up to 30 min, after which the subsequent
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gamma-ray spectrometric measurement along with registration of cosmic ray particles by
scintillators is restarted. The long-period data consist of all digitizer output files generated
from 1 September 2018 to 30 April 2020. During this time, 256 gamma-spectrometric
measurements were carried out, and as a result 1280 output files of scintillation detectors
were generated (total size 270 GB). In this paper, data generated by scintillators TOP
(horizontal) and FRONT (vertical) were used to analyze the long-term modulations of
muon flux.

 

Figure 1. The relative positioning of the low-background, digital gamma-ray spectrometer’s detectors.
In blue—horizontally (TOP and BOTTOM); in yellow—vertically placed scintillators (FRONT, SIDE
and REAR). Each of the scintillators is 5 cm thick. The device is in operation at the Institute of Nuclear
Physics Polish Academy of Sciences. Some parts of the passive shield (e.g., the lead walls) are hidden.

For this work, the atmospheric pressure data were obtained thanks to the cooperation
with the Institute of Meteorology and Water Management National Research Institute. Data
are collected at the Meteorological Station located at the Kraków-Balice Airport. The station
is located 6 km west of IFJ PAN, and data were recorded hourly with a high accuracy
of 0.1 hPa. The measurements contain pressure values at the station level of 237 m asl
(above sea level). It is worth mentioning that the pressure values did not differ from the
long-term data series. Only a clear diurnal course was found, which exceeded 1 hPa. The
lowest pressure values are recorded in the afternoon, while the highest at night and in the
morning. These hours coincide with the strongest and weakest convective movements in
the atmosphere, respectively.

In the case of analyses of variations of cosmic rays intensity using detectors located at
ground level, atmospheric pressure effects must be taken under consideration [9,10]. The
influence of atmospheric pressure on the intensity of the cosmic ray flux is defined as the
barometric effect, which includes the following components [11]:

• Absorption having a negative impact on the intensity of the muon flux. With increasing
atmospheric pressure (and thus the amount of matter in the air column), the probability
of absorption and scattering of particles is increased;

• Decay also demonstrating the negative effect, including the increase in the number of
muons decays with increasing atmospheric pressure, which is caused by the increase
in the height at which muons are generated;

• Generation defines the positive impact on the muon flux intensity and considers the
increase in the number of pions produced with increasing pressure.

Near the Earth’s surface, the dominant factor is absorption one; considering that air
density is usually the highest near the ground, the knowledge of the atmospheric pressure
at the level at which the detection is performed is sufficient for determining the value of
the barometric effect [12].
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The normalized deviation of the recorded muon flux from the average depends on the
change in atmospheric pressure [13]:

ΔI
I

= βPΔP, (2)

where ΔI
I is the normalized deviation of muon count rate, ΔP is the deviation of the

atmospheric pressure from the mean and βP is the so-called barometric coefficient.
The βP coefficient (expressed in (%/hPa)) can be determined by assuming a linear

correlation between changes in the normalized muon flux intensity and variations in
atmospheric pressure. Therefore, it is essential to estimate the βP value only during the
most geomagnetically quiet days [14].

Pressure corrected data are analyzed using various statistical tools. In order to investi-
gate any correlation between subsequent registered events, the autocorrelation function
(ACF) of a sequence of time intervals between pulses generated by detectors is determined.
The autocorrelation function indicates the Pearson correlation coefficient between values
of the same series as a function of time lag. Furthermore, Fast Fourier Transform (FFT) of
a given time series is performed, allowing the investigation of any periodic components.
Prior transformation, mean and linear trends have been subtracted from the sequence.

In the case of long-period data, a threshold normalization procedure was necessary.
The spectrometer’s configuration and optimization procedures allow a fixed threshold
level for the scintillators spectra to 300th ADC channel to be set [1]. This procedure allowed
redundant data (mainly registered gamma rays) which did not increase the effectiveness
of the cosmic ray veto system to be reduced up to around 24 times However, to limit the
influence of any signal threshold level fluctuations or gain changes in the digital acquisition
circuit which may have occurred in data collected over a long period and cause uncontrolled
changes in the recorded number of counts, normalization of the spectra discrimination
level was carried out [14]. The normalization procedure involved cutting off part of the
energetic spectra located below the ADC channel containing 30% of the maximum number
of counts recorded in one channel in a given spectrum (i.e., the highest point in the energy
spectrum, see Figure 2). The prepared output files were used to determine a time series of
hourly muon count rates for the whole period considered.

Figure 2. Scintillator energy spectra discrimination procedure to eliminate fluctuations in the thresh-
old level and signal gain. The black curve is the scintillation detector spectrum with a fixed threshold
level set to the 300th ADC channel; the red dashed line represents 30% of the maximum number of
counts registered in one channel in the given spectrum. The blue vertical line indicates the ADC
channel defining the normalized discrimination level. The part of the spectrum below this channel is
not used in further analyses.
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3. Results and Discussion

3.1. Short Period Data

Distributions of pulses generated by the scintillators in unit time t should correspond
to Poisson distributions with an expected value equal to λt. This value (for a chosen
time interval) depends mainly on the area of the detector and its vertical or horizontal
position. Figure 3 presents distributions of the numbers of counts registered in one second
by the scintillation detectors TOP, BOTTOM and FRONT. In order to obtain experimental
data (the cyan, red and pink lines in Figure 3), Poisson distributions were fitted with
expected count rates λTOP = 71.93 counts/s (black), λBOTTOM = 18.88 counts/s (green) and
λFRONT = 14.43 counts/s (blue) for TOP, BOTTOM and FRONT detectors, respectively. The
horizontal detectors registered more particles in unit time than the FRONT detector, which
was placed vertically. Additionally, Figure 3 demonstrates a great amount of data registered
by a digital gamma-ray spectrometry system and supports the demand for the optimization
process. Such factsare in accordance with previous research results described in [1]. Further
data analyses involved the verification of the presence of correlated structures in detector
signals. The gamma-ray measurement investigation lasted approximately 119 h.

Figure 3. Expected count rate distributions for scintillation detectors: TOP (71.93 counts/s), BOTTOM
(18.88 counts/s) and FRONT (14.43 counts/s).

Figure 4a presents values of the ACF in the examined series in cases of up to ten events
lag and from 10–1000 events lags. The ACF values oscillate around zero, indicating that
there were no correlations in this signal. This means that practically every registered muon
can be considered as a single independent event. The same results were achieved for other
scintillators, implying that singular scintillators detect non-correlated cosmic-ray muons.
Additionally, conducted analyses proved that signals generated by scintillation detectors
are stochastic Poisson processes [15].

Figure 4b shows the obtained results from FFT analysis of the sequence of counts
registered in one second by the TOP detector. A flat frequency spectrum (and, consequently,
flat power spectrum) proves that data generated by the individual scintillation detectors
during single gamma-ray spectrometric measurement correspond to white noise, and it
is impossible to detect, using single scintillators, correlated muons created in the same
air-shower event. This is because the time resolution of an active shield scintillator is mainly
determined by two signal shaping parameters: the rise time of the trapezoid generated
by the digitizer’s energy filter and the length of its flat part [1]. Since the main purpose
of the constructed active shield, muon detection, requires correct evaluation of the pulse
height, the total shaping time is around 12 μs, much longer than the intervals between any
possible registered cosmic-ray particles generated in the same air-showers.
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Figure 4. (a) Autocorrelation function of time intervals between events registered at the TOP scintillator. As shown, there
is no correlation in the examined series. (b) Discrete Fourier transform analysis of the sequence of counts registered by
detector TOP in 1 s. No significant periodicities were found. Similar results were obtained for other detectors: BOTTOM,
FRONT, REAR and SIDE.

Bearing in mind the previous results, coincidence events of signals from different scin-
tillators have been studied. Coincidence events from four scintillation detectors, namely
TOP, BOTTOM, FRONT and REAR, were found using the VETO software. The detection
system registered 471 events of four-fold coincidences during the investigated gamma-
spectrometric measurement. Figure 5 presents the distribution of the coincidence events
found as a function of the maximum time interval between pulses from the same event.
Due to the non-linear geometric positioning of the considered scintillators, generated
signals must come from at least two correlated muons from the same air-shower. Fur-
thermore, the width of the distribution (σ = 12 ns) is comparable with the digitizer time
resolution, and correlated muons time travel through the distance between scintillators.
This feature is interesting from the novel CREDO project point of view [16], which focuses
on studying cosmic rays and cosmic-ray ensembles. The presented detection system in-
cludes five plastic scintillators, which may play the role of a reference detector, that are
complementary to other detection systems (e.g., smartphones’ cameras) already applied in
the CREDO project [16].

3.2. Long-Period Data

For long-period data, the barometric coefficient βP was established. During investi-
gations, only data collected on the ten most quiet days of every month were used. The
list of those days was acquired from the International Quiet Days (IQD) database (http:
//wdc.kugi.kyoto-u.ac.jp/qddays/ accessed on 14 February 2021) [17]. Figure 6a presents
relative deviation of the muon count rate ΔI

I as a function of pressure deviation ΔP. The
blue markers represent all data from the period studied, while the red markers represent
data recorded only on IQD days. The correlation coefficient between these values and the
pressure changes indicates strong negative correlation (r1,TOP = −0.75). The βP coefficient
was determined by a least squares fit, and its value was βP,TOP = −0.168(2) %/hPa. The
value was used to correct the data and to eliminate the dependence of the muon flux inten-
sity on the atmospheric pressure using the Equation (2). The obtained results are presented
in Figure 6b. The value of the correlation coefficient after data correction r2,TOP = −0.08
confirms a significant reduction in this dependence. In the case of the FRONT detector,
analyses were performed to allow an estimate of βP,FRONT = −0.153(2) %/hPa, which
reduced the data correlation from r1,FRONT = −0.72 to r2,FRONT = 0.09.

80



Appl. Sci. 2021, 11, 7916

Figure 5. Distribution of 471 coincidence events registered by TOP, BOTTOM, FRONT and REAR
detectors. To obtain the data, a Gaussian distribution has been fitted (μ = 32 ns; σ = 12 ns).

Figure 6. Determination of the barometric coefficient for the data recorded by the TOP detector.
(a) Relative deviation of muon count rate as a function of pressure deviation for all data (blue
markers) and for International Quiet Days (IQD) data—red markers. The correlation coefficient
between the IQD data and the pressure variations was r1 = −0.75. Obtained barometric coefficient
βP = −0.168 %/hPa. (b) Pressure corrected data; correlation coefficient reduced to r2 = −0.08.

Figure 7a shows the normalized intensity of the muon flux registered by the detec-
tor TOP before correction for changes in atmospheric pressure (which are depicted in
Figure 7b). The pressure corrected data demonstrated in Figure 7c,d for scintillator TOP
and FRONT, respectively, show less variability. It should be noted that seasonal variation is
still clearly visible; however, seasonal changes do not affect the final results for the analyzed
period (20 months).

81



Appl. Sci. 2021, 11, 7916

Figure 7. (a) Normalized changes in the muon flux intensity recorded by the TOP detector before correcting for atmospheric
pressure, (b) changes in atmospheric pressure, (c) corrected muon flux intensity Icorr registered by scintillator TOP and (d)
corrected muon flux intensity Icorr registered by scintillator FRONT.

Fast Fourier transform analysis was conducted on the pressure-corrected data, and
the obtained results are presented in Figure 8.

  

Figure 8. Discrete Fourier analysis of long-term muon intensity registered by scintillation detector TOP (a) and FRONT (b).
Periodicities in time series 24 h (along with harmonics 12 h and 8 h), 27 d and 68 d have been found.

In the case of the TOP detector, the FFT algorithm allowed identification of the diurnal
periodicity (24 h) with harmonics components (12 h and 8 h) of muon flux caused by the
rotation of the Earth and its relative motion in the solar magnetic field, modulated by
solar wind [18,19]. Furthermore, a periodic component with a period of around 27 days
was identified. This variability is associated with the effect of the Sun’s rotation, causing
variations in both intensity of solar wind particles and their speed [18,20]. In addition,
a periodicity of about 68 days is noticeable in the frequency spectrum but its origin is
unclear. Takai et al. (2016) [21] conducted a frequency analysis of the eight-year time
series of muon flux recorded during the MARIACHI experiment. The authors identified
a signal component, among others, with a period of about 62.5 days (which is the closest
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to the result obtained in presented research), but unfortunately its interpretation was not
provided. Hence the 68day periodicity needs to be further analyzed.

The results of the FFT analyses of the signal generated by detector FRONT (Figure 8b)
confirmed diurnal (with 12 h harmonics). In addition, there are 27 and 68 days periodicities
in the horizontal component of cosmic ray flux registered by the vertical scintillator.

4. Conclusions

This paper presents the capabilities of a low-background digital gamma-ray spec-
trometer which expand its fields of applications and the analysis techniques to correct and
extract information of the data generated by an active shield detector. Usually, such data
are used only to reduce the germanium detector radiation background; thus, it is not saved
or analyzed. Our approach, involving digital data acquisition and offline analysis, allows
both tasks to be fulfilled simultaneously.

In the case of short period time series (i.e., data generated by a single scintillator during
a single gamma-spectrometric measurement), research studies indicated that, according to
expectations, the number of pulses generated by scintillators in unit time (in our case, 1 s)
follows a Poisson distribution, and the time intervals between the pulses are not correlated.
Moreover, by using the fast Fourier transform, the absence of periodic structures in these
series was demonstrated.

Relatively long period data were defined as the hourly mean count rates of the regis-
tered cosmic rays. Investigations demonstrated strong negative correlations between the
recorded muon flux and atmospheric pressure at ground level. The estimated barometric
coefficients allowed data generated by detectors TOP and FRONT to be corrected for
pressure. These corrected data were used in the analysis by using the FFT technique, and
periodic components have been identified in both time series, including those related to
the rotation of the Earth (with a period of 24 h) and the rotation of the Sun (a period of
about 27 days). The periodicity with a 68 days period remains unexplained.

To summarize, by using a digital data acquisition system, it is possible to expand the
research potential of the low-background gamma-ray spectrometer by numerous methods
to explore collected measurement data and to allow monitoring of cosmic-ray muons flux
registered by the active shield’s detectors. Moreover, this device may find applications
in the CREDO scientific project and other investigations focused on various phenomena
correlated with the intensity of muon flux (e.g., earthquakes [22]).
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Abstract: The evaluation of the radiation dose (RD) deposited by atmospheric neutrons in human
tissues is of vital importance due to the potential damages that over exposure to this radiation may
cause to human health. The goal of this work was to obtain the RD that atmospheric neutrons with
energy from 1 to 1000 MeV deposit in tissues of the human body (blood, adipose, bone and brain)
as a function of both altitude and latitude. With the help of the Geant4 software, we developed a
numerical simulation that allowed us to reach our goal; atmospheric neutron fluxes were obtained
from the Excel-Based Program for Calculating Atmospheric Cosmic-Ray Spectrum (EXPACS). We
found that the RD deposited by atmospheric neutrons increases with the increase in altitude and
latitude, e.g., for an altitude of high mountain (4 km), the RD is increased ∼19 times; while, for an
altitude of commercial flights (10 km), the RD is increased ∼156 times; in both cases, regarding the
RD at sea level. We also found that, in the range of energies from 1 to 100 MeV, the RD deposited
in the bone tissue sample is considerably lower that the RD deposited in the blood, adipose and
brain tissue samples. On the other hand, for the range of energies between 200 and 1000 MeV, the
RD deposited in the bone tissue sample is considerably greater that the RD deposited in the blood,
adipose and brain tissue samples.

Keywords: atmospheric neutrons; radiation dose; passengers and flight crew; cosmic rays

1. Introduction

The atmospheric air showers are initiated by high-energy primary cosmic rays that
enter the atmosphere isotropically from outer space, producing a large number of secon-
daries particles in a serie of successive collisions with target nuclei of the atmospheric
constituents [1]. The primary cosmic rays which consists predominantly of protons, al-
pha particles and heavier nuclei are influenced by the galactic, the interplanetary, the
magnetospheric and the geomagnetic magnetic fields while approaching the Earth [2].

In addition, the incoming cosmic rays with energies below about 20 GeV are modu-
lated by the interplanetary magnetic field which is embedded in the solar wind [3], the
expanding magnetized plasma generated by the Sun, which decelerates and partially
excludes the lower energy cosmic rays from the inner solar system. There is a significant
anticorrelation between solar activity and the intensity of the cosmic rays with the energies
already mentioned.

Atmospheric neutrons are secondary particles resulting from interactions of primaries
with nuclei of air constituents. It is useful to distinguish low-energy neutrons with energies
less than about 10 MeV from high-energy neutrons. Low-energy neutrons are mostly
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evaporation products of excited nuclei and manifest an isotropic angular distribution.
High-energy neutrons can be produced by hadronic collisions but also in charge exchange
reactions of leading particles at very high energies, the angular distribution of high energy
neutrons is anisotropic [2]. In addition, when high-energy particles collide with the atoms
in the aircraft material, producing a local shower of particles, including electrons, lighter
ions, gamma rays, and neutrons that are dangerous to human health [4].

Because the neutrons are produced by charged particles they inherit and also exhibit
both latitude and longitude effects. Furthermore the flux of the low-energy neutron
component is modulated by the solar cycle; in addition, strong solar flares may cause
significant neutron fluxes in the atmosphere [2], sporadic enhancements of solar cosmic ray
fluxes are also caused by coronal mass ejection, in these events the particles are accelerated
to energies of hundreds of MeV up to several GeV [5,6].

The secondary energetic particles interacting with the human body may potentially
cause an increase in cancer risk as the dose equivalent exposure increases, particularly in
passengers and flight crew [7]. High RD may cause the breaks, potentially lethal to the
cell by damaging the DNA strands, while low RD of ionizing radiations seems to have
carcinogenic effects, even after years or decades, both in the exposed individuals and in
subsequent generations [8]. The atmospheric neutron component of this complex radiation
field, in particular, holds special interest in the cancer research community. At aircraft
altitude (flight level around 10 km) of the total radiation dose deposited by secondary
particles, the contribution of neutrons is around 40% [9].

The potential negative effect of atmospheric neutrons on human health is the moti-
vation to carry out the present work, in this, we developed a numerical simulation using
Geant4 software, with which, we calculated the radiation dose (RD) deposited by atmo-
spheric neutrons in various tissues of the human body as function of the fluxes of these
particles for various altitudes and latitudes; however, in all these geographical points
we have maintained the same longitude (0◦), since these will allow us to show the great
variations of the RD as a function of altitude and latitude.

In this work, we have focused on the RD that atmospheric neutrons deposit in human
tissues, if the readers want to know the effects of charged particles, they can read for
example [6,8,10].

2. Materials and Methods: Setup of the Simulation

Excel-Based Program for Calculating Atmospheric Cosmic-Ray Spectrum (EXPACS)
calculate cosmic ray fluxes of neutrons, protons, muons, electrons, positrons, and photons
nearly anytime and anywhere in the Earth’s atmosphere [11].

In Figure 1, we show the atmospheric neutron spectra for various altitudes obtained
with EXPACS for geographical points with a latitude of 0◦ and a longitude of 0◦. These
data were calculated for the year 2020, period of minimum solar activity.

Figure 1. Atmospheric neutron spectra for various altitudes at geographical points with a latitude of
0◦ and a longitude of 0◦. See text for more details.
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In Figure 2, we show the atmospheric neutron spectra for various latitudes obtained
with EXPACS for geographical points with an altitude of 10 km and a longitude of 0◦.
These data were calculated for the year 2020, period of minimum solar activity.

Figure 2. Atmospheric neutron spectra for various latitudes at geographical points with an altitude
of 10 km and a longitude of 0◦. See text for more details.

The Geant4 software is a toolkit for the simulation of the passage of particles through
matter. It is used for a variety of applications domains, including high-energy physics, as-
trophysics and space science, medical physics and radiation protection [12]. Geant4 is used
extensively in medical physics applications such as particles beam therapy, microdosimetry
and radioprotection. The basic extensibility of the toolkit has facilitated its expansion into
new user domains, such as biochemistry, material science and non-destructive scanning.

For this simulation we used as source, fluxes of 5 × 105 neutrons with kinetic energies
between 1 and 1000 MeV. We also used tissues of blood (G4_BLOOD_ICRP, ρ = 1.06 g/cm3),
adipose (G4_ADIPOSE_TISSUE_ICRP, ρ = 0.95 g/cm3), bone (G4_BONE_CORTICAL_ICRP,
ρ = 1.92 g/cm3) and brain (G4_BRAIN_ICRP, ρ = 1.04 g/cm3) as samples obtained from
Geant4 material’s database, with a spherical geometry with a radius of 5 cm. These
samples are tissues equivalent reported by The International Commission on Radiological
Protection (ICRP). The ICRP is the primary body in protection against ionising radiation, it
is a registered charity and is thus an independent non-governmental organisation created
by the 1928 International Congress of Radiology to advance for the public benefit the
science of radiological protection [13].

With the help of Geant4 software, we got the RD that neutrons deposit in the different
sample tissues as a function of neutron’s energy, the neutrons were injected isotropically to
each of the samples. We arbitrarily choose geographic points, all of them with the same
longitude (0◦), at these points, we calculated the RD that neutrons deposited in the samples
for different altitudes and different latitudes.

To obtain the RD in the tissues, we used the spectra shown in Figures 1 and 2 to calcu-
late the neutron flux for each energy of interest, in addition, these fluxes were calculated for
periods of one hour over the spherical area of the samples, later we multiplied the neutron
flux and the RD deposited per neutron, for each energy, finally we added all products to
obtain the RD deposited in the tissues.

3. Results and Discussion

When calculating the RD that neutrons deposit in the different sample tissues, under
the conditions mentioned in the previous section, we obtained the statistical error less than
1% for each calculated value. Since statistical errors are relatively small, we decided not to
point them out in Figure 3 that we present in this section.

In Figure 3, we show the RD that neutrons deposit in the samples as a funtion of their
kinetic energy. In this figure, we can see three sections with different behavior of the RD
deposited in the samples as a function of the energy of the neutrons; first, for energies of 1
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to 20 MeV the RD curves show an increase with the energy of the neutrons; second, for
energies of 20 to 500 MeV the RD curves are approximately flat; finally, for greater energies
at 500 MeV the RD curves show an increase with the energy of the neutrons.

Figure 3. Radiation dose deposited by 5 × 105 neutrons to each energy in the tissue samples. This
result was obtained by a numerical simulation.

In Figure 3, we can also observe that, neutrons with energy less than 200 MeV de-
posited a less RD in the bone sample compared with the RD deposited in the other samples,
whereas that, the RD deposited in the adipose sample is greater than the RD deposited
in blood and brain samples; this is due to the chemical composition of the tissues, for
adipose tissue the dominant element is carbon, for blood and brain tissues is oxygen and
for bone tissue are oxygen together with calcium. Neutrons with energy equal or greater
than 200 MeV deposited a higher RD in the bone sample compared with the RD deposited
in the other samples, this occurs because the cross section of the neutron varies with the
kinetic energy of this particle.

Considering the RD deposited by the neutrons in the bone tissue sample as a reference,
in the range of energies from 1 to 100 MeV, the RD deposited in the blood, adipose and
brain tissue samples are 167.9%, 182.8% and 172.3% respectively; while, for the range of
energies between 200 and 1000 MeV, the RD deposited in the blood, adipose and brain
tissue samples are 81.0%, 80.8% and 80.5% respectively.

The neutron fluxes as a function of the altitude and the geographical latitude were
calculated under the conditions mentioned in the previous section. In Figure 4, we show
the RD that neutron with energies between 1 and 1000 MeV deposited in the tissue samples
for an altitude between 0 and 10 km above sea level. To avoid overlapping of the curves,
we have multiplied them by a factor shown in their respective labels.

In Figure 4, we can see that the RD deposited in the tissue samples is minimal at sea
level and increases with height, the reason for this is that the neutron flux increases with
increasing height. All curves have the same behavior. From the data obtained from the
simulation and considering as reference the RD deposited by neutrons at 0 km above sea
level, for an altitude of 4 km, corresponding approximately to an altitude of high mountain,
the RD is increased ∼19 times, while, for an altitude of 10 km, corresponding to an altitude
of commercial flights, the RD is increased ∼156 times.
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Figure 4. Radiation dose deposited in blood, adipose, brain and bone tissue samples by atmospheric
neutrons with energies between 1 and 1000 MeV, as a function of the altitude for a latitude of 0◦ and
a longitude of 0◦. This result was obtained by a numerical simulation, the RD was calculated for a
period of one hour in spherical samples with a radius of 5 cm. See text for more detail.

In Figure 5, we show the RD that neutron with energies between 1 and 1000 MeV
deposited in the tissue samples as a function of the latitude for an altitude of 10 km above
sea level and a longitude of 0◦. To avoid overlapping of the curves, we have multiplied
them by a factor shown in their respective labels. We can see that the RD deposited in
the tissue samples is lower in equatorial zones (∼0◦); the above is due to the fact that
in these zones the rigidity cutoff is maximum, containing lower flux of cosmic rays and
consequences a lower production of atmospheric neutrons. In polar zones (∼80◦), the flux
of cosmic rays is greater due to the low-rigidity cutoff which implies a greater production
of atmospheric neutrons and consequently a higher RD deposited in the tissue samples.
The RD in polar zones is approximately 4.3 times higher than the RD in equatorial zones
for an altitud of 10 km.

Figure 5. Radiation dose deposited in blood, adipose, brain and bone tissue samples by atmospheric
neutrons with energies between 1 and 1000 MeV, as a function of the latitude for a altitude of 10 km
and a longitude of 0◦. This result was obtained by a numerical simulation, the RD was calculated for
a period of one hour in spherical samples with a radius of 5 cm. See text for more detail.

The statistical errors of the data presented in Figures 4 and 5 are dominated by the
propagation of the statistical error that is generated when calculating the neutron flux from
the energy spectra, therefore, they present variations with the altitude and the latitude.
We also found that statistical errors calculated as a percentage are the same for all tissue
samples used.

The statistical errors of the RD deposited in each tissue sample of Figure 4 are 5.0%,
4.9%, 4.9%, 4.8%, 4.9%, 5.1%, 5.4% and 5.7% for altitudes of 0, 1, 2, 3, 4, 6, 8 and 10 km above
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sea level, respectively, while for the data in Figure 5 are 5.7%, 5.7%, 5.7%, 5.6%, 5.4%, 5.2%,
5.0%, 5.0% and 5.0% for latitudes of 0◦, 10◦, 20◦, 30◦, 40◦, 50◦, 60◦, 70◦ and 80◦, respectively.

4. Conclusions

In this work, and with the help of Geant4 software, first, we calculated the RD that
neutrons with energy between 1 and 1000 MeV deposit in blood, adipose, bone and brain
tissue samples; second, we calculated the RD that these particles deposit in the tissue
samples as a function of different altitudes and latitudes, in both cases, for a longitude
of 0◦.

When we considered neutrons with a flat spectra (5 × 105 neutrons for each energy)
and as a reference the RD deposited by them in the bone tissue sample, we found that in
the range of energies from 1 to 100 MeV, the RD deposited in the blood, adipose and brain
tissue samples is greater by 67.9%, 82.8% and 72.3% respectively. On the other hand, for
the range of energies between 200 and 1000 MeV, the RD deposited in the blood, adipose
and brain tissue samples is lower by 19.0%, 19.2% and 19.5% respectively.

When we obtained the atmospheric neutron spectra from [11]; we calculated the RD
deposited by these particles in different human tissues as a function of both altitude and
latitude and for a longitude of 0◦. The results are shown in Figures 4 and 5. In general,
we found that the RD deposited by atmospheric neutrons increases with the increase in
altitude and latitude, e.g., for an altitude of 4 km (altitude of high mountain), the RD is
increased ∼19 times; while, for an altitude of 10 km (altitude of commercial flights), the
RD is increased ∼156 times, respectively; in both cases, regarding the RD at sea level.
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Abstract: In this paper, we propose a method that makes it possible to use an ultrathin calorimeter for
direct measurements of cosmic rays with energies of TeV and higher. The problems of determining
the primary energy with a thin calorimeter, due to large fluctuations in shower development, the low
statistics of analyzed events and the large size required for the calorimeter, are considered in detail.
A solution to these problems is proposed on the basis of a lessening fluctuation method. This method
is based on the assumption of the universality of the development of cascades initiated by particles
of the same energy and mass. For energy reconstruction, so-called correlation curves are used. The
main analyzed quantities are the size of the cascade and the rate of its development. The method
was tested using the calorimeter of the PAMELA collaboration. Based on simulations, it is shown
that the primary energy can be determined on the ascending branch of the cascade curve. This fact
solves the problems associated with the need to increase the calorimeter thickness with an increase in
primary energy and with the limitation of the analyzed events. The proposed technique is universal
for different energies and different nuclei.

Keywords: ultrathin calorimeter; cosmic rays; direct measurements; energy reconstruction; PAMELA;
shower development universality

1. Introduction

Measurements of the chemical composition and fluxes of cosmic rays play a decisive
role in understanding the mechanisms of their acceleration and propagation. Different
cosmological models predict different elemental composition of cosmic rays and different
spectra of the elements [1–3].

Cosmic rays at energies E > 100 TeV are studied at ground-based cosmic ray stations
based on the analysis of extensive air showers [4,5]. Cosmic rays at E < 100 TeV are studied
by direct measurements outside the Earth’s atmosphere on spacecraft or high-altitude
aerostats. The main advantage of direct experiments is the ability to measure the charge of
the incident particle.

The energies of cosmic particles are measured fairly accurately for particles with
energies E < 100 GeV. Modern magnetic spectrometers can detect the primary energy with
an error of less than 10 percent. Such devices have limitations at energies of TeV and
higher [6–8].

In the region of 1–100 TeV, there is a lack of experimental methods. Today, there is
practically only one reliable method for measuring the energy of various nuclei at energies
of TeV and above: this is the ionization calorimeter method [9,10].
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At present, calorimeters are used in almost all experiments in the study of cosmic
rays, in which the equipment is placed on high-altitude balloons or spacecraft. The main
problem with this method of measuring energy is that it requires heavy devices, since the
calorimeter must have sufficient depth to determine the value of the total energy release
in the calorimeter. Moreover, the higher the primary energy, the thicker the calorimeter
should be. The huge weight of the installation makes it much more difficult to use such a
device in space experiments.

A more promising approach to determining the energy of cosmic rays based on direct
measurements is the use of a thin calorimeter. In a thin calorimeter, the entire cascade of
secondary particles is not recorded, but only the beginning of the cascade is measured.
Many methods have been developed for measuring the energy of the initial particles
using various types of thin calorimeters. However, due to significant fluctuations in the
development of the cascade, the energy resolution of thin calorimeters when measuring
hadron cascades at the present stage is 30–70% [11–19].

Most of the energy measurement methods used in modern experiments are based on
the use of a cascade curve—the dependence of the cascade size (usually, the logarithm of
the energy release, log q, at the calorimeter measurement layer is used) on the penetration
depth (d) of cascade to this measurement layer.

If the cascade curve has reached its maximum in the calorimeter, then the primary
energy is reconstructed quite accurately. However, in order to measure the maximum of
the cascade, the calorimeter must have a sufficiently large thickness. Moreover, the higher
the primary energy, the thicker the calorimeter should be.

If the maximum of the cascade curve is not reached in the calorimeter, then the energy
release at the last layer of the calorimeter, or the total energy release in the calorimeter, is
used to determine the energy. Cascade curves fluctuate significantly. The cascade can begin
to develop on the first measurement layer, for example, or on the 10th measurement layer.
Accordingly, the total energy release in the calorimeter for these two cascades will differ
significantly. Furthermore, since total energy release is used to define primary energy, large
fluctuations in total energy release lead to large errors in primary energy reconstruction.

This paper presents a lessening fluctuation method (LFM) to improve energy recon-
struction for data obtained with thin calorimeters. The proposed method is based on
the use of so-called correlation curves—the dependence of the cascade size (S = log q)
on the cascade development rate (R). The cascade development rate is understood as a
value equal to the difference in the cascade size at two measurement levels, divided by
the calorimeter thickness, during the passage of which this change in the cascade size
occurs: R = (S1−S2)/(d1−d2), where d1 and d2 are the penetration depths to these two
measurement layers. The cascade development rate depends on the primary energy and,
therefore, can be used as an additional value to improve the accuracy of the reconstruction
of the primary energy. The size–rate curves practically do not fluctuate. They coincide with
the cascade, which begins to develop at the first measuring layer, and the cascade, which
begins at the 10th measuring layer. Therefore, the energy resolution is better than using
cascade curves.

Moreover, using this method, the primary energy is reconstructed near the beginning
of the development of the cascade. Thus, with increasing energy, it is not necessary to
increase the calorimeter thickness. Moreover, the calorimeter thickness can be reduced and
an ultrathin calorimeter used.

2. Primary Energy Measurement with a Calorimeter

The technical realization of modern ionization calorimeters can be variable, but the
idea remains invariable: the primary particle enters into a dense substance (absorber), in
which numerous nuclear and electromagnetic interactions take place. It gives rise to a
cascade of secondary particles. To measure the characteristics of the cascade, the dense
substance is sandwiched with special detectors. By measurement of signals from these
detectors, the cascade curve is formed.
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By their design, calorimeters are divided into homogeneous and heterogeneous. Het-
erogeneous calorimeters consist of layers of a substance with a high density (lead, tungsten),
where particles lose their energy during passage, alternating with layers of detectors (sili-
con), where the energy released by the particles of the cascade is measured. Homogeneous
calorimeters use substances (bismuth germanate crystal, lead tungstate, etc.) which are
simultaneously both an absorber and a detector.

The geometric dimensions of heterogeneous calorimeters are usually significantly
lower than those of homogeneous ones. In addition, they have better spatial resolution as
they are segmented in both the longitudinal and lateral directions. A significant drawback
of heterogeneous calorimeters is the transient effect due to the significant difference in
the densities of the absorber and detector. Cascade curves develop differently in different
materials. Consequently, the behavior of the cascade curve is violated when the cascade
transitions from one material to another. In this regard, fluctuations in the development of
the cascade from layer to layer can be observed. The strongest fluctuations from layer to
layer are at the beginning of the development of the cascade. This makes the analysis very
difficult [20].

Several methods have been developed to measure the primary energy of cosmic rays
using different types of calorimeters.

The PAMELA calorimeter is a heterogeneous calorimeter. It consists of 22(x, y) silicon
detector planes alternating with tungsten absorber planes. The calorimeter thickness
is 16.3 radiation lengths. In the PAMELA experiment, the primary energy is estimated
from the maximum of the cascade curve describing the longitudinal profile of the shower
developed in the calorimeter. If the shower maximum is located outside the calorimeter,
then the energy released in the last layer of the calorimeter is used to estimate the energy.
This technique provides an energy resolution for protons of ~40% [14].

The NUCLEON calorimeter thickness is 15.3 radiation lengths (the silicon microstrip
detectors interleaved with thin tungsten layers). The proposed technique for primary CR
energy measurement is based on the generalized Castagnoli kinematical method (KLEM
method) developed for emulsion. In this method, the primary energy is reconstructed by
registering the spatial density of the secondary particles. Secondary particles are generated
by the first hadronic inelastic interaction in a carbon target. Additional particles are then
produced in a thin tungsten converter by electro-magnetic and hadronic interactions. This
method provides an energy resolution of ~70% [16].

CALET is a homogeneous calorimeter made of lead tungstate (PbWO4) bars arranged
in 12 layers. The total thickness of the device is equivalent to 30 radiation lengths. The
primary particle energy is calculated from the total energy release in the calorimeter. The
energy released in the calorimeter is scaled linearly with the energy of the incident particle.
The obtained energy resolution is close to 30% [17].

ATIC is a homogeneous calorimeter consisting of 10 layers of 40 bismuth germanium
scintillation crystals (BGO). The total thickness is approximately 22 radiation lengths. For
protons, most of the released energy is not recorded by the calorimeter detectors. In this
regard, the selection of events was carried out according to predetermined conditions, such
as the interaction near the upper boundary of the calorimeter. Despite this, the energy
resolution for protons is ~30% due to large fluctuations in the energy release of the hadron
cascade [11].

DAMPE is a homogeneous calorimeter of about 31.5 radiation lengths. The calorimeter
is made on the basis of bismuth germanate crystals. For energy reconstruction, MC
simulations are used to derive the energy response matrix, applying some selections. Then
a deconvolution of the measured energy distribution into the incident energy distribution
is applied. The number of events in the i-th deposited energy bin is obtained via the sum
of the number of events in all the incident energy bins weighted by the energy response
matrix. The energy resolution for protons is approximately 35% [18].

Figure 1 shows the proton energy spectra measured in various experiments. As can be
seen from Figure 1, at energies up to 100 GeV, all the presented spectra practically coincide.
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At energies higher than 100 GeV, the difference becomes more significant, and the spectrum
measurement errors are significantly higher.

Figure 1. Proton spectra of various experiments [11–19].

Modern experiments with calorimeters for 20–30 radiation lengths do not allow
measuring the entire flux of cosmic rays. Many events do not reach the maximum of the
cascade and they are excluded from the analysis. Alternatively, their energy is determined
with low accuracy. In this regard, the real energy spectrum is distorted. The higher the
energy of the primary particle, the thicker the calorimeter should be. To lift a much larger
calorimeter into space requires enormous financial cost. Therefore, it is necessary to look
for ways to reduce the influence of fluctuations in the development of the cascade on the
results of measuring the primary energy.

3. Lessening Fluctuation Method

LFM has been tested on the PAMELA calorimeter. Simulation of the development of
cascade processes formed by primary particles of various masses and energies was carried
out using the GEANT4 10.4 software package [21].

3.1. Fluctuations in Cascade Development

To determine the primary energy E based on the energy release at the observation level,
usually the following dependence is used: q = aEb, where a, b are parameters depending on
the penetration depth d and the mass of the primary particle. The equation is statistically
correct. However, q (at the observation level) strongly fluctuates in an individual event.
Therefore, in order to solve the problem of large fluctuations in the development of a
cascade, it is necessary to start with an analysis of fluctuations in individual events. For
this, we first considered individual cascades with significantly different cascade curves.

As the analyzed value of the cascade size, we used the logarithm of the energy release,
log q, at the measuring layer. The measuring levels of the PAMELA calorimeter were
equidistant. Therefore, as the cascade curved, we analyzed the dependence of the cascade
size on the layer number, L.
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The cascade, the development of which starts at the beginning of the calorimeter, is
called a fast cascade. The cascade, the significant development of which begins in the
second half of the calorimeter, is called a slow cascade.

Figure 2a shows the cascade curves for three cascades of 10 TeV protons with fast,
medium, and slow character of the development of the cascade process.

 
(a) (b) 

Figure 2. (a) Cascade curves for three showers of 10 TeV protons with fast, medium, and slow character of the development
of the cascade process; (b) The size–rate curves for the same showers.

As can be seen in Figure 2a, the total energy release in the calorimeter for these three
showers differs significantly. The total energy release by the fast shower is several times
higher than that released by the slow shower. Therefore, methods using this parameter
to reconstruct the primary energy will determine that the energy of these showers is
significantly different, while the primary energy of these showers is the same. The situation
is similar for methods that use the energy release on the last calorimeter layer as a calculated
value, since this value also differs significantly for these three showers.

Determination of the energy from the maximum of the cascade curve is possible only
for fast showers. Slow and medium showers cannot be analyzed because they do not
reach the maximum of the cascade curve. Thus, the statistics of the analyzed events are
significantly reduced. Moreover, the maximum point shifts towards greater depth with
increasing energy. Therefore, the higher the primary energy, the thicker the calorimeter
should be.

To understand how to solve the problem of large fluctuations in the development of a
cascade, it is necessary to understand what their causes are.

The behavior of the cascade curve depends on the features of the interaction of the
primary nucleus with the nuclei of the calorimetric substance. Different approaches and
methods are used in order to study features in the multi-particle production [22–26]. First,
the fluctuations of the penetration depth before the first interaction are very important.
The earlier the primary particle interacts, the faster the cascade begins to develop. Second,
fluctuations in the multiplicity of the first interaction are important. If the first interaction
is central, then many particles are produced and the cascade develops rapidly. If the first
interaction is peripheral, then the cascade develops slowly. For example, the proton that
initiated the middle cascade (Figure 2a) interacted at the beginning of the calorimeter, but
the rapid development of the cascade began only after layer 9.
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After the first interaction, each secondary particle can interact, also producing sec-
ondary particles. The parameters (the penetration depth before the first interaction, the
number of secondary particles, etc.) of each subsequent interaction also fluctuate. However,
since there are several particles in a cascade, fluctuations of individual interactions can
partially compensate each other. When there are many particles in a cascade, the property
of universality of the cascade development is realized. All cascades initiated by particles of
the same energy and mass develop in the same way [27,28].

Thus, the cascades differ greatly in the depth of the first interaction. They also differ
greatly in the parameters of the first interaction (multiplicity, peripherality, etc.). This leads
to major fluctuations at the beginning of the cascade curve. However, the cascade fluctuates
weakly if it contains many secondary particles. Thus, instead of the penetration depth, it
is necessary to find another parameter that does not depend on these fluctuations in the
development of the cascade process.

LFM is based on the use of so-called correlation curves—the dependence of the
cascade size (S = log q) on the cascade development rate R = (S1−S2)/(d1−d2). As unit
absorber (d1−d2), a thickness equal to three layers of the PAMELA calorimeter was chosen.
Therefore, the rate of shower development was calculated as the difference between the
cascade size on the L-th and L + 3 measuring layers, R = SL−SL+3.

When choosing the thickness of the unit absorber, we took into account two main
factors. The first factor was fluctuations from layer to layer. The thinner the unit absorber,
the higher the relative fluctuations of R due to fluctuations from layer to layer. Therefore,
it was preferable to choose a thicker unit absorber. The second factor was the calorimeter
thickness. The thinner the unit absorber used in the LFM, the more points on the correlation
curve could be obtained. Looking to the future, a thin unit absorber makes it possible to
use an ultra-thin calorimeter to measure primary energy.

Figure 2b shows the correlation curves for the same three showers that were presented
in Figure 2a. As can be seen in Figure 2b, in contrast to the cascade curves (Figure 2a), the
correlation curves almost coincide for fast, medium, and slow showers.

This greatly simplifies the task of determining the primary energy. Regardless of
fluctuations in the development of a shower, all proton showers of the same energy are
located on the same curve. Therefore, the energy of these showers will also be defined as
the same.

3.2. The Analysis Procedure: The Size–Rate Function

The analysis procedure consisted of several main stages.
First stage: simulation of cascades with fixed energies.
We simulated 100 cascades initiated by iron nuclei, 100 carbon cascades and 100 proton

cascades with fixed energies of 1 TeV and 10 TeV in the PAMELA calorimeter.
The mean cascade curves for these cascades are presented in Figure 3a. Error bars

show statistical errors. As can be seen in Figure 3a, the development of the proton and Fe
cascades is significantly different. At L < 8 Fe showers with energy of 1 TeV have log q
higher than proton showers with energy of 10 TeV. The most significant factors determining
the observed differences are the penetration depth before the first interaction and the
number of secondary particles formed.

Second stage: smoothing the cascade curve.
To reduce fluctuations from layer to layer, a signal accumulation method along the

spectrum was used. This method allows for a softer minimization of fluctuations from layer
to layer, in contrast, for example, to fitting with a polynomial function [29]. Smoothing was
carried out at three points in accordance with the formula:

SL =
1
3

L+1

∑
i=L−1

log qi
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where log qi is the measured value of the shower size, and SL is the accumulated value of
the shower size.

  

(a) (b) 

Figure 3. (a) Cascade curves for showers initiated by protons, C and Fe nuclei with energies of 1 TeV and 10 TeV in the
PAMELA calorimeter; (b) The size–rate curves for the same showers.

Third stage: searching for the beginning of the cascade development.
As can be seen in Figure 3a, the avalanche-like process of the cascade development

does not always begin immediately after the interaction of the primary particle with the
calorimeter substance. If the first interaction is peripheral, then the energy release from
layer to layer can not only increase, but also decrease. We considered such cascades as not
having started. In order to separate the part of the measurements in which the cascade had
not yet begun, we compared the rate of development of the cascade in adjacent layers. If
the rate of development of a cascade increased at three adjacent observation levels in a row,
then such a cascade was considered to have begun. For example, the fast cascade shown in
Figure 3a was considered to have started at the first level, the middle at layer 9, and the
slow cascade only at layer 15.

Fourth stage: plotting SR distributions.
Figure 3b shows the average size–rate dependences for the same proton, carbon and

Fe cascades as in Figure 3a.
As can be seen in Figure 3b the size–rate dependences are an ordered structure

depending on the primary energy and are practically independent of the type of the
primary nucleus. This fact can also be attributed to the advantages of the presented
approach.

Fifth stage: creating the size–rate function.
To create the SR function, we fitted the SR curves of third-order polynomial functions

for each fixed energy:
S (R) = a0 + a1R + a2R2 + a3R3 (1)

Then the coefficients a0, a1, a2, a3 were fitted depending on the energy. The size–rate
function for reconstructing primary energy was in the following form:

S(R,E) = a0(E)+a1(E)R+a2(E)R2+a3(E)R3 (2)

Using the size–rate function (2), an analysis of test cascades was performed.
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3.3. Analysis of Test Cascades

For the analysis 100 test cascades formed by primary protons, 100 carbon cascades
and 100 cascades formed by iron nuclei with random energies in the range from 1 TeV to
10 TeV were simulated.

Reconstruction of the primary energy was based on dependence (2). In order to
determine the energy of the i-th test cascade using (2), it was necessary to substitute into
the function (2) the “measured” value of the rate Rm and to vary Erec in order to minimize
the difference between “measured” value of the size Sm and the size–rate function (2):

| Sm − S(Rm,Erec)| = | Sm − (a0(Erec) + a1(Erec) Rm + a2(Erec) Rm
2 + a3(Erec) Rm

3 )| < ε

In the calculations, we used ε = 0.001. Energy reconstruction errors were calculated
using the formula:

σE =

√
∑ (E − Erec)

2

n − 1
,

where n is number of reconstructed events.
Figure 4 shows the energy resolution reached by this procedure. The energy resolution

is practically independent of the primary energy.

Figure 4. Energy resolution for p, C and Fe cascades at different energies in the PAMELA calorimeter.

In this paper, we did not consider the correlation between fit parameters and how
they affect the ultimate energy reconstruction. It is likely that an improvement in the fitting
parameters can improve the results of primary energy reconstruction.

The correlation curves presented in this paper were constructed for analysis of the
PAMELA calorimeter. In case of a change in the geometry and material of the calorimeter,
the analysis procedure must be repeated in full.

4. Conclusions

In this paper, we considered the possibility of using an ultrathin calorimeter for direct
measurements of cosmic rays with energies TeV and higher. The following problems of
measuring the energy of cosmic particles using a thin calorimeter were considered in
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detail: large fluctuations in the development of cascade processes (they lead to significant
errors in determining the energy); limiting the number of analyzed events (particles whose
cascade curves have not reached their maximum cannot be measured and they are excluded
from the analysis); large calorimeter sizes (the higher the primary energy, the thicker the
calorimeter should be). A solution to these problems is proposed on the basis of a lessening
fluctuation method. This method is based on the assumption of the universality of the
development of cascades formed by particles of the same energy and charge. For energy
reconstruction, so called, SR curves are used. The main analyzed quantities are: S—the
size of the cascade (the energy deposited on each layer of the calorimeter); R—the rate of
development of the cascade (the difference in the cascade size on two measuring layers of
the calorimeter).

Based on simulations of the PAMELA calorimeter, it is shown that the SR curves are
almost parallel to each other and practically do not depend on the depth of the cascade
development. It makes it possible to determine the primary energy for cascades that have
not reached their maximum. This fact solves the problem associated with the need to
increase the calorimeter thickness with increasing primary energy. Therefore, an ultrathin
calorimeter can be used for measurement. In addition, the statistics of the analyzed events
can be increased. Correlation curves fluctuate much less than cascade curves. Therefore,
the energy resolution for protons is improved by ~10 percent. The proposed technique is
universal for different energies and different nuclei.
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Abstract: Cosmic rays represent one of the most important energy transformation processes of the
universe. They bring information about the surrounding universe, our galaxy, and very probably also
the extragalactic space, at least at the highest observed energies. More than one century after their
discovery, we have no definitive models yet about the origin, acceleration and propagation processes
of the radiation. The main reason is that there are still significant discrepancies among the results
obtained by different experiments located at ground level, probably due to unknown systematic
uncertainties affecting the measurements. In this document, we will focus on the detection of galactic
cosmic rays from ground with air shower arrays up to 1018 eV. The aim of this paper is to discuss
the conflicting results in the 1015 eV energy range and the perspectives to clarify the origin of the
so-called ‘knee’ in the all-particle energy spectrum, crucial to give a solid basis for models up to the
end of the cosmic ray spectrum. We will provide elements useful to understand the basic techniques
used in reconstructing primary particle characteristics (energy, mass, and arrival direction) from the
ground, and to show why indirect measurements are difficult and results are still conflicting.

Keywords: cosmic ray physics; multi-messenger astrophysics; extensive air showers

1. Introduction

Cosmic rays (CRs) are the most outstanding example of accelerated particles and
represent about 1% of the total mass of the universe [1]. The riddle of the origin of this
radiation has been unsolved for more than a century. The study of CRs is based on two
complementary approaches [2]:

(1) Measurement of energy spectrum, elemental composition and anisotropy in the CR
arrival direction distribution, the three basic parameters crucial for understanding the
origin, acceleration, and propagation of radiation.

(2) Search of their sources through the observation of neutral radiation (photons and neu-
trinos), which points back to the emitting sources not being affected by the magnetic
fields, in a multi-messenger approach. We note that, however, photons and neutrinos
do not necessarily point back to their sources (see, for example, the the Ref. [3]).

In Figure 1, the primary CR all-particle energy spectrum (namely, the number of nuclei
as a function of total energy) is shown. The spectrum exceeds 1020 eV, showing a few basic
characteristics [2]:

(a) A power-law behaviour ∼E−2.7 up to the so-called “knee”, a small downwards
bend around a few PeV (1 PeV = 1015 eV);

(b) a power-law behaviour ∼E−3.1 beyond the knee, with a downwards bend near
1017 eV, sometimes referred to as the “second knee”;

(c) a transition back to a power-law ∼E−2.7 (the so-called “ankle”) around 1018.7 eV;
(d) a cutoff, probably due to extra-galactic CR interactions with the Cosmic Microwave

Background (CMB), around 1019.7 eV (the Greisen-Zatsepin-Kuzmin effect).
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Figure 1. All–particle energy spectrum of primary cosmic rays, the flux is multiplied by E3. Results
from direct and indirect experiments updated to the year 2021 are shown.

Despite the differences in flux, emphasized by multiplying the differential spectrum
by E3, all the measurements of the all-particle energy spectrum are in fair agreement when
taking into account the statistical, systematic and energy scale uncertainties. Nevertheless,
uncertainties affecting flux measurements could be underestimated for a number of reasons
discussed in this document. In a conservative approach, the spread of different results
provides a more realistic estimate of the uncertainty.

All the observed features are believed to carry fundamental information that sheds
light on the key questions of the origin, acceleration and propagation of CRs. However,
from the all-particle results alone, it is not possible to understand the origin of different
features. All models concerning sources, acceleration and propagation of the primary flux,
differ considerably for what concerns expected elemental composition as a function of the
energy. A measurement of the chemical composition is therefore crucial to disentangle
between different hypotheses.

The main structure is the “knee” observed for the first time by R.W. Williams in 1948
in the experiment which first located individual shower cores from symmetry of the fired
detectors [4,5]. The knee as a feature connected to the end of the Galactic CR flux was
first suggested in 1959 by Kulikov and Khristiansen [6]. They speculated that particles
above 1016 eV may have a “metagalactic origin”. Consequently, the observed spectrum is a
superposition of the spectra of particles of galactic and metagalactic origin. In 1962, Miura
and Hasegawa [7] reported the first observation of two spectral kinks (in both Ne and Nμ

spectra) correlating them to a steepening of the primary energy spectrum.
All experiments observed the knee at about 4 × 1015 eV but a general consensus

about the chemical component responsible for such a feature does not exist yet because
experimental results are still conflicting, as will be discussed in Section 5. Determining
elemental composition in the knee energy region is crucial to understand where Galactic CR
spectrum ends and to give a solid basis to CR models up to the highest observed energies.
The maximum energy at which the various nuclei are accelerated should be subject to a
rigidity cutoff, as proposed originally by Peters [8]. Protons will cutoff first, followed by
other nuclei according to the relation

Emax(Z) = Z × Emax(Z = 1) (1)

If the dominant primary mass of the knee is light (protons and helium), then, according
to this scheme, the Galactic CR spectrum is expected to end around 1017 eV with iron. The
sum of the fluxes of all elements, with their individual knees at energies proportional to the
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nuclear charge, makes up the CR all-particle spectrum shown in Figure 1. With increasing
energies, not only does the spectrum become steeper due to such cutoffs, but also heavier.
In this scenario, the knee would represent the end of the spectrum of CR accelerated by
SNRs in the galaxy.

Indeed, it is widely believed that the bulk of CRs up to about 1017 eV are galactic,
produced and accelerated by the shock waves of SuperNova Remnants (SNR) expanding
shells [9], and that the transition to extra-galactic CRs occurs somewhere between 1017 and
1019 eV. The experimental results, however, do not demonstrate the capability of SNRs
to produce the power needed to sustain the population of galactic CRs and to accelerate
particles up to the knee, and beyond. Indeed, to accelerate protons up to the PeV energy
domain, a significant amplification of the magnetic field at the shock is required, but this
process is problematic [10].

Unlike neutrinos that are produced only in hadronic interactions of CRs, the ques-
tion whether the observed γ-rays are produced by the decay of π0 from CR interactions
(‘hadronic’ mechanism), or by a population of relativistic electrons via Inverse Compton
scattering or bremsstrahlung (‘leptonic’ mechanism), still needs a conclusive answer. In
a hadronic interaction, the secondary photons have, on average, an energy factor of 10,
lower than the primary proton. Therefore, the quest for CR sources to be able to accelerate
particles up to the PeV range in a multi-messenger approach requires the observation of
the γ-ray sky above 100 TeV. However, the first results reported by the LHAASO exper-
iment [11,12], that is, the observation of a number of gamma sources emitting photons
beyond 500 TeV, show that SNRs are likely not the main sources of PeV CRs in our galaxy.
In fact, none of the 12 observed ultra-high energy gamma sources can be clearly described
with hadronic mechanisms operating in SNRs. We note that the highest photon emission at
1.4 PeV comes from a system of massive stars in the Cygnus Region, the so-called ‘Cygnus
Cocoon’, a possible factory of fresh CRs, as suggested by other experiments [13,14].

In this note, we will focus on galactic CRs in the PeV energy range detected from
ground with air shower arrays. This is not a place for a complete review of CR physics and
models (for which we recommend, for instance, [2,15–19] and the references therein), but
only to provide elements useful to understand the main techniques used in reconstructing
primary particle characteristics from the ground with particle arrays, and to show why
indirect measurements are difficult and the results are still conflicting.

In the next section, we will introduce the detection techniques. In Section 3 we will
describe the main characteristics of Extensive Air Showers to understand how different
observables measured by arrays are related to the properties of the primary CRs. In
Section 4, we will discuss the general scheme of the air shower array analysis. In Section 5
the experimental results in the 1014–1018 eV energy range are summarized. The prospects
for new measurements in the knee region are introduced in Section 6.

2. Detection Techniques

We can divide the experimental methods adopted to measure fluxes and elemental
composition of CRs into two categories: ‘direct’ and ‘indirect’ measurements. Generally
speaking, for all particle types:

• the higher the energy, the lower the flux;
• the lower the flux, the larger the required detector area.

The direct measurements, in principle, detect and directly identify the primary parti-
cles with detectors outside the atmosphere (on board of stratospheric balloons or satellites),
since the atmosphere behaves as a shield (see below). Since the CR flux rapidly decreases
with increasing energy and the size of detectors is constrained by the weight that can
be carried in flight, their ‘aperture’ (i.e., the acceptance measured in m2·sr) is small and
determines a maximum energy (of the order of a few hundred TeV/nucleon), at which a
statistically significant detection is possible. In fact, the number of detected events is given
by the CR flux times the detection area times the total observation time. Therefore, the
detection area limits the smallest measurable flux. In addition, the limited volume of the
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detectors makes the containment of showers induced by high-energy nuclei difficult, thus
limiting the energy resolution of the instruments in direct measurements.

At higher energies, the flux is so low (about 1 particle/m2/year around 1015 eV)
that the only chance is to have earth-based detectors of large area, operating for long
times. In that case, the atmosphere is considered as a target, and we study the primary
properties in an ‘indirect’ way, through the measurement of secondary particles produced
in the interaction of the primary particle with the nuclei of the atmosphere, the so-called
‘Extensive Air Shower’ (EAS).

Approaching the hundred TeV energy region, even in space-borne experiments, the
energy assignment is indirect since it is generally based on the energy deposition of particles
produced in the interaction of primaries in the detector itself. The reconstruction of the
total energy is then obtained by comparison with some model prediction, and therefore,
at least in that region, the boundary line between ‘direct’ and ‘indirect’ experiments is
more uncertain. In fact, important results obtained by ‘direct’ methods are conflicting due
to some still unknown systematic uncertainties probably related to the interaction model
used to assign the energy. A neutrino energy-dependent component must be estimated via
Monte Carlo simulations, an evaluation which adds some additional model dependency
for ’indirect’ measurements.

At the ground, the study of CRs is based on the reconstruction and interpretation of
EAS observables in the different components, electromagnetic (e.m.), muonic and hadronic,
Cherenkov photons, nitrogen fluorescence, radio emission. Therefore, different detectors
must be used to detect different observables.

Two different approaches are exploited:

• Arrays, to sample the shower tail particles reaching the ground. In High Energy
Particle language, a shower array is a “Tail Catcher Sampling Calorimeter”. The atmo-
sphere is the absorber and the detectors at ground are the device to measure a (poor)
calorimetric signal. Arrays are wide field of view detectors able to observe most of
the overhead sky with a duty cycle of ∼100%. Measurements are limited by large
shower-to-shower fluctuations.

• Telescopes, to detect Cherenkov photons or nitrogen fluorescence and observe the
EAS longitudinal profile. The atmosphere acts as a “Homogeneous Calorimeter”. The
duty cycle is low (∼10–15%) because telescopes can be operated only during clear
moonless nights and the field of view is small (a few degrees). On the contrary,
pointing capability and energy resolution are excellent.

Shower arrays are made by a large number of detectors (scintillators, Resistive Plate
Chambers (RPCs) or water Cherenkov tanks, for example) distributed in a regular grid
over very large areas, of an order of 104–105 m2 (see Figure 2). The shower “size”, the total
number of charged particles, and the shower arrival direction are the two key parameters
reconstructed by all arrays. The majority of EAS arrays do not distinguish between the
charged particles. From the measurement of the particle densities on the fired detectors
of the array it is possible to determine the shower core position, that is, the point where
the shower axis intersects the detection plane, and, via a Lateral Density Function (LDF),
reconstruct the size of the shower. The LDF is of phenomenological nature, determined via
Monte Carlo simulations for the particular experimental set-up [20]. The direction of the
incoming primary particle is reconstructed with a ‘time of flight’ method making use of the
relative times at which the individual detection units are fired by the shower front [20].
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Figure 2. Example of a typical air shower array (Tibet ASγ experiment located at the YangBaJing
Cosmic Ray Observatory in Tibet (P.R. China) 4300 m asl).

On general grounds, the instrumented area A determines the rate of high energy events
recorded, that is, the maximum energy via limited statistics. The grid distance d determines
the low energy threshold (small energy showers are lost in the gap between detectors)
and the quality of the shower sampling. The particular kind of detector (scintillator, RPC,
water tank) determines the detail of measurement (efficiency, resolution, energy threshold,
quality) and impact on the cost per detector Cd. In principle, best physics requires large
area A, small distance d and high quality of the sampling. However, the cost of an array
increases with Cd · A/d2, therefore a compromise is always needed. This is one of the
reason why the typical total sensitive area of a classical array is less than 1% of the total
enclosed area. This results in a high degree of uncertainty in the reconstruction due to
sampling fluctuations which add to the shower fluctuations.

The experiments devoted to study the PeV energy range have been operated at differ-
ent altitudes, ranging from the extreme altitude (5200 m asl) of BASJE-MAS [21] to the sea
level of KASCADE [22–24].

In Tables 1 and 2, the characteristics of air shower arrays operated in the last two
decades to study Galactic CR physics from ground are summarized. The atmospheric
depths of the arrays, the main detectors used, the energy range investigated, the sensitive
areas of e.m. and muon detectors, the instrumented areas and the coverage (i.e., the ratio
between sensitive and instrumented areas) are reported. The depth in atmosphere is
crucial to fix the energy threshold, the energy resolution, the impact of shower-to-shower
fluctuations, then the sensitivity to elemental composition.
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Table 1. Characteristics of different air shower arrays.

Experiment g/cm2 Detector
ΔE e.m. Sens. Instr.

Coverage
(eV) Area (m2) Area (m2)

ARGO-YBJ [20] 606 RPC/hybrid with 3 × 1011–1016 6700 11,000 0.93
wide-FoV Č Tel. (carpet)

BASJE-MAS [21] 550 scint./muon 6 × 1012–3.5 × 1016 104

TIBET ASγ [25] 606 scint./burst det. 5 × 1013–1017 380 3.7 × 104 10−2

CASA-MIA [26] 860 scint./muon 1014–3.5 × 1016 1.6 × 103 2.3 × 105 7 × 10−3

KASCADE [22] 1020 scint./mu/had 2 × 1015–1017 5 × 102 4 × 104 1.2 × 10−2

KASCADE- 1020 scint./mu/had 1016–1018 370 5 × 105 7 × 10−4

Grande [27]

Tunka [28] 900 open Č det. 3 ×1015–3 × 1018 — 106 —

IceTop [29] 680 ice Č det. 1016–1018 4.2 × 102 106 4 × 10−4

LHAASO [11] 600 Water Č 1012–1017 5.2 × 103 1.3 × 106 4 × 10−3

scint./mu/had
wide-FoV Č Tel.

Table 2. Characteristics of different muon detectors operated in some shower arrays.

Experiment
Altitude μ Sensitive Area Instrumented Area

Coverage
(m) (m2) (m2)

LHAASO 4410 4.2 × 104 106 4.4 × 10−2

TIBET ASγ 4300 4.5 × 103 3.7 × 104 1.2 × 10−1

KASCADE 110 6 × 102 4 × 104 1.5 × 10−2

CASA-MIA 1450 2.5 × 103 2.3 × 105 1.1 × 10−2

Generally speaking, near the depth of the maximum of the shower development, the
number of secondary charged particles is almost independent of the mass of the primary
particle, and the shower fluctuations are at minimum. For the knee energy region, this
depth corresponds to ≈5000 m asl. Therefore, these extreme altitudes are suitable to have
good energy resolution, to reconstruct the primary energy in a mass-independent way and
to study the shower core region in great detail, where the hadronic component feeds the e.m.
one deep in the atmosphere. As demonstrated by the ARGO-YBJ [30] and Tibet ASγ [31]
experiments, observables related to the shower core properties are almost independent on
the details of hadronic interaction models. At high altitudes, due the low energy threshold
(≈TeV), it is possible to cross-check the fluxes with direct measurements on a wide energy
range (ARGO-YBJ in the 5–250 TeV range). This cross-calibration is important due to
the conflicting results obtained not only by ground-based detectors, but also by direct
experiments. In addition, the absolute energy scale can be calibrated at a level of 10%,
exploiting the so-called “Moon Shadow” technique [20].

On the other hand, experiments located deep in the atmosphere enhance the differ-
ences in the longitudinal development of EAS of different primary masses, as the shower
is sampled well beyond its maximum. Therefore, the ratio Ne/Nμ is, in principle, more
suitable for elemental composition studies. However, shower fluctuations are much larger,
making it difficult to interpret the data. In addition, the reconstruction of the energy is typi-
cally strongly model-dependent because ‘a priori’ assumptions on the primary composition
are needed, and the calibration of the absolute energy scale is one of the major open issues.
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The great variety of layouts, observables, and reconstruction procedures to infer the
elemental composition is at the origin, in part, of the conflicting results reported by different
ground-based experiments. Arrays focused on the investigation of the knee region operated
so far are also characterized by a limited size of the instrumented area. They collected
limited statistics above 1016 eV, and were, therefore, unable to give a conclusive answer
to the origin of the knee. The poor sensitivity to elemental composition, due to the small
statistics, prevents discrimination against different mass groups, and only general trends
can be investigated in terms of the evolution of 〈ln A〉 or of “light” and “heavy” components
with energy.

3. Extensive Air Showers: The Heitler-Matthews Model

A general idea of the main characteristics of EAS and of how different nuclei produce
showers with different properties can be obtained from some relatively simple arguments,
as suggested by Heitler [32] and Matthews [33]. This toy model is useful to show how
different observables depend on the primary mass and energy, and why certain techniques
have historically been used to study elemental composition or to reconstruct the energy
spectrum. Nevertheless, detailed Monte Carlo simulations must be used to describe
quantitatively all the characteristics of these random processes, with particular care to the
role of shower fluctuations.

In a nutshell, the collision of a primary CR with a nucleus of the atmosphere produces
one large nuclear fragment and many charged and neutral pions (with a smaller number of
kaons) (Figure 3) [34]. A significant fraction of the total energy is carried away by a single
“leading” particle. This energy is unavailable immediately for new particle production.
Roughly speaking, half of the energy of the primary particle is transferred to the nuclear
fragment and the other half is taken by the pions (and kaons). The fraction of energy
transferred to the new shower particles is referred as inelasticity. Accurate description of
the leading particles is crucial because these high-energy nucleons feed energy deeper into
the atmosphere. Approximately equal number of positive, negative and neutral pions are
produced. The e.m. component, the most intense of an EAS, is produced by the photons
coming from the decay of the neutral pions. At each interaction before the charged pions
decay, nearly a third of the hadronic component energy is released into the e.m. one.

As the number of particles increases, the energy per particle decreases. They will
also scatter, losing energy, and many will range-out. Thus, the number of particles (or,
with less ambiguities in the definition, the quantity of energy transferred to secondaries
and eventually released into the atmosphere) will reach a maximum at some depth Xmax
which is a function of energy, of the nature of the primary particle and of the details
of the interactions of the particles in the cascade. After that, the energy/particle is so
degraded (will be below some “critical energy”) that energy losses dominate over particle
multiplication process, and the shower “size” will decrease as a function of depth: it grows
‘old’. Once the pions have reached an energy which is low enough, they will decay into
muons and neutrinos (π+ → μ+νμ or π− → μ−ν̄μ). The resulting muons propagate
unimpeded to the ground. The muon cascade grows and maximizes, but the decay is
slower as a consequence of the relative stability of the muon and small energy losses by
ionization and pair production.
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Figure 3. Schematic evolution of cascades initiated by a CR particle. At each step, roughly 1/3 of the
energy is transferred from the hadronic cascade to the e.m. one. Figure taken from [34].

These are the most common processes, but not at all the only ones. As an example,
successive hadronic interactions of the primary CR, interactions/decays of kaons and
muon decays, multiple scattering and production angles must also be considered (see, for
example, the the Ref. [16]). Only detailed simulations with Monte Carlo methods are able
to describe all the characteristics of these random processes.

Historically, one of the main problems in analyzing data from shower arrays was
related to the fact that each experiment used its own simulation of shower development
and detectors. This made difficult the comparison of the results and the understanding
of their differences. Starting in the 1990s, all experiments began to use the same Monte
Carlo simulation code CORSIKA [35], a framework containing different hadronic inter-
action models to describe the shower development in the atmosphere, and the software
GEANT [36] to simulate the detectors operated in the arrays. Over the years, other simula-
tion codes have been developed, in particular to describe the development of showers at
ultra-high energies, such as AIRES [37]. The main characteristics of hadronic interactions
that are relevant for EAS physics are: cross-sections (p–air, π–air, N–air), inelasticity of the
collisions, multiplicity/composition of secondaries, transverse momentum distribution,
fraction of diffractive dissociation.

New data coming from the LHC (at an energy Elab∼1015 eV) allowed to improve the
models even if some points remain critical. In fact, the situation is much worse than it may
appear from energy considerations. Measurements at colliders are limited to an angular
region that excludes the beam pipe (the so-called ’central region’), and therefore a very
large majority of the high-energy particles that are emitted at small angles (in the so-called
’forward region’) are unobservable. In EAS physics the forward region is the most relevant
because the high-energy particles feed energy in the shower down in the atmosphere.
Therefore, models tuned to accelerator measurement in the central region are extrapolated
to describe the interactions of CRs.
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Nevertheless, this simple toy model predicts the basic features of EAS development. In
the following, the e.m. and hadronic processes will be described separately in more detail.

3.1. Electromagnetic Showers

The main features of an e.m. shower profiles can be described within the simple
Heitler’s toy model of particle cascades [32]. Let us suppose that a particle (electron,
positron or photon) with energy E0 splits its energy equally into two particles after traveling
a radiation length X0 in air, and let this process be repeated by the secondaries (see Figure 4).

γ

e+ e-

n = 1

n = 2

n = 3

n = 4

(a) p

n = 1

n = 2

n = 3

n = 4

π± π0

(b)

Figure 4. Schematic view of an e.m. cascades (a), and of a hadronic shower (b). In the hadron shower,
dashed lines show π0 which do not re-interact but decay, producing e.m. sub-showers.

Let X describe the depth in the atmosphere and define the depth at which the average
CR starts interactions with the atmosphere to be X = 0 g/cm2. After n radiation lengths, we
obtain a particle cascade which has evolved into N = 2n particles of equal energy E = E0/N.
Multiplication stops when the energies of the particles are too low for pair production or
bremssthralung. This energy is the critical energy εem

c in the air (≈80 MeV, below which the
collisional energy losses are dominant).

The maximum number of particles Nmax is reached at this moment, when all particles
have the same energy εem

c , E0 = εem
c · Nmax. The depth Xmax at which the shower reaches the

maximum size is Xmax = nmax · X0, where nmax is the number of radiation lengths required
for the primary energy to be reduced to εem

c .
Since Nmax = 2nmax , we have

nmax = ln
(

E0

εem
c

)
· 1

ln 2
(2)

so that

Xem
max =

X0

ln 2
· ln

(
E0

εem
c

)
. (3)

Finally, it is interesting to estimate the elongation rate Λ, that is, the rate of increase of
Xmax with the primary energy. From the relation (3), we have

Λem =
d Xmax

d log10 E0
= 2.3 · X0 = 85 g/cm2 per decade of energy. (4)

This simple model predicts two basic features of e.m. shower development:

• Nmax increases proportional to the primary energy E0, Nmax = E0
εem

c
.

• Xmax increases logarithmically with primary energy, at a rate of 85 g/cm2 per decade
of energy.

3.2. Hadronic Showers

Air showers initiated by protons have been modeled by different authors (see, for
example, the the Ref. [38–40]) following the Matthews approach [33], similar to the Heitler
one. The main differences with the e.m. cascades are
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1. in the hadronic interactions a large number of secondary particles are produced. At
high energy, the total multiplicity of particles per collision, Ntot, reaches values of
several tens with the consequence that although the hadronic interaction lengths are
larger than the e.m. radiation one (at PeV energies λp−air � 80 g cm−2), the showers
develop faster than in the e.m. case;

2. in a hadronic interaction only a fraction of the energy E0 is available for secondary
particle production. A single leading particle, the highest energy secondary produced
in the interaction, carries a fraction (1 − κ)E0 deep in the atmosphere, where κ is the
so-called inelasticity. Therefore, a fraction 2

3 κE0 is used to produce Nch charged pions,
and a fraction 1

3 κE0 goes via neutral pions into the e.m. component;
3. the critical energy επ

c is defined as the energy at which the decay and the hadronic
interaction probabilities are equal and further particle production by π± ceases.

According to the Ref. [33], constant values Nch = 10, corresponding to an energy of
about 100 GeV, and επ

c = 20 GeV are adopted in the following.
Protons travel one interaction length and interact producing Ntot pions, all having

equal energies, Nch are charged and Ntot
3 = 1

2 · Nch neutral, which immediately decay into
photons, initiating e.m. showers. As for the e.m. cascade, we assume equal division of
energy during particle production.

In turn, the charged pions can decay in muons and neutrinos and hence, as long as
their decay length remains larger than their interaction length, they will re-interact rather
than decay. This happens for γcτπ > λπ −air/ρair, with the Lorentz factor γ = Eπ/mπ ,
the charged pion lifetime τπ � 26 ns and λπ −air � 1.5λp−air � 120 g cm−2 (since the πp
cross-section is about 2/3 the pp cross-section). This implies that pions will re-interact as
long as their energy satisfies E > Ed � 100 GeV(10−4 g cm−3/ρair). Hence, at the heights
above 10 km, where the initial development of the shower takes place, π± will re-interact
for energies greater than ∼20–30 GeV [40].

After n interactions, the Nπ = (Nch)
n charged pions produced carry a total energy of

( 2
3 )

n · E0. The energy per charged pion after n interactions is then Eπ± = E0
(3/2Nch)n . The

remainder of the primary energy goes into the e.m. component from π0 decays

Eem � E0

[
1 −

(
2
3

)n]
. (5)

After only six interactions, about 90% of the initial energy is transferred to the e.m.
component of the shower, with the remaining 10% being essentially the muons and neutri-
nos from the charged pion decays. As a consequence, most of the energy of an air shower
can be observed in its e.m. component. This is the so-called calorimetric energy which
allows to estimate the primary energy with good accuracy to detectors able to observe the
longitudinal air shower development.

Assuming that at επ
c , all pions decay, the number of muons is Nμ = Nπ± = (Nch)

nc ,
where nc is the number of interaction lengths required for the charged pion’s interaction
length to exceed its decay length

nc =
ln(E0/επ

c )

ln( 3
2 Nch)

= 0.85 lg
(

E0

επ
c

)
. (6)

Thus, the total energy is divided into two channels, hadronic and electromagnetic

E0 = Eem + Eh = εem
c · Ne + επ

c · Nμ. (7)

This equation represents energy conservation, apart from a fraction of a few percent
of the primary energy spent in the neutrino component. The relative magnitude of the
contribution from Nμ and Ne does not depend on the details of the model, but only on the
respective critical energies, the energy scales at which e.m. and hadronic multiplication
ceases. An important conclusion of this description of the hadronic cascades is that the
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energy is given by a linear combination of muon and electron sizes. This result is insensitive
to fluctuations in the division of energy between the hadronic and e.m. channels and
independent on the mass of the primary particle.

The number of muons is given by

ln Nμ = ln Nπ± = nc ln Nch =
ln(E0/επ

c )

ln(3/2Nch)
· ln

(
Nch

)
= β · ln

(
E0

επ
c

)
. (8)

Following [33], we can estimate β = ln (Nch)
ln (3/2Nch)

= 0.85 for E0 in the range 1014–1017 eV,
obtaining

Nμ =

(
E0

επ
c

)β

=

(
E0

επ
c

)0.85

∼ 9900
(

E0

1015eV

)0.85

. (9)

Including inelasticity in the Heitler model [33] changes the parameter β

β =
ln (Nch)

ln (3/2Nch)
→ ln[1 + Nch]

ln
[
(1 + Nch)/(1 − 1

3 κ)
] ≈ 1 − κ

3 ln(Nch)
= 1 − 0.14κ. (10)

The elasticity for the most energetic meson in pion–air interactions yields (1 − κ)
between 0.26 and 0.32, resulting in β = 0.90.

The electronic size can be calculated by inserting the expression (9) for the muon size
in the energy conservation relation (7)

Eem

E0
=

E0 − Nμεπ
c

E0
= 1 −

(
E0

επ
c

)β−1
. (11)

The e.m. fraction is 66% at E0 = 1015 eV, increasing to 83% at 1018 eV for proton-
induced showers.

Therefore, the number of electrons at a maximum shower for proton-induced showers is

Ne =
Eem

εem
c

=
E0

εem
c

− επ
c

εem
c

(
E0

επ
c

)β

≈ E0

εem
c

= Np
e|max

. (12)

The approximation is justified at high energies when the fraction of energy transferred
to muons is small [39].

In the framework of the superposition model, each nucleus is taken to be equal to A
individual single nucleons, each with energy E0/A and each acting independently. The
shower resulting from the interaction of the primary nucleus A can be treated as the sum of
A proton-induced independent showers all starting at the same point. Thus, while a proton
creates one shower with energy E0, an iron nucleus of the same total energy is expected to
create the equivalent of 56 proton showers, each with reduced energy (E0/56). The average
properties of showers are well reproduced by this model, though the fluctuations are clearly
underestimated and can be studied only with detailed Monte Carlo simulations of the
intra-nuclear cascade. The superposition of A independent showers naturally explains why
the shower-to-shower fluctuations are smaller for shower initiated by nuclei as compared
to proton showers.

By substituting the lower primary energy (E0/A) into the previous expressions and
summing A such showers, we obtain the following relations for the number of electrons
and muons in a shower induced by a nucleus A:

NA
e|max

= A
(

E0/A
εem

c

)
= Np

e|max
(13)

NA
μ|max

=

(
E0

επ
c

)β

A1−β = Np
μ|max

A1−β ≈ 1.69 · 104 · A0.10
(

E0

1 PeV

)0.90
. (14)
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From these relations valid at shower maximum follows:

1. The number of electrons is equal for all primary masses A, that is, is independent
of the composition. Therefore, the shower size NA

e|max
can be used as an estimator of the

energy;
2. The number of muons NA

μ|max
increases with the mass of the primary particle with

A1−β∼A0.1. Accordingly, iron-induced showers contain about 1.5 times as many
muons as proton showers with the same energy. In fact, in a shower induced by a
nucleus A, due to the smaller energy per nucleon (E0/A), the secondary pions are less
energetic. This favours a pion decay as well as an interaction of heavier nuclei higher
in atmosphere, where the air density is smaller. The number of muons can be used to
infer the mass of the primary particle. Moreover, the evolution of the muon number with
energy, dNμ/d lnE, is a good tracer of changes in the primary composition. In fact, a
constant composition gives dNμ/d lnE = β and any departure from that behavior can
be interpreted as a change of the average mass of the primaries, in a similar way as
with the elongation rate of the longitudinal development.

3. The muon size grows with primary energy more slowly than proportionally, β∼0.90.

A large number of ground-based arrays studying the knee energy region are located
deep in the atmosphere and do not sample the number of electrons at shower maximum.
Therefore, the experimental situation is not ideal because the size, used to recover the energy
of the primary particle, is mass-dependent, as discussed in Section 4. Only experiments
located at extreme altitude (above 4000 m asl) observe the electrons in the shower maximum
region for near-vertical showers with an energy in the PeV range.

Deeper in the atmosphere, arrays measure only the attenuated size

Ne|ground
≈ Ne|max · exp

(
−ΔX

Λ

)
(15)

where ΔX is the distance of the shower maximum from the ground and Λ ≈ 60 g/cm2 is
the attenuation length of the electron size after the shower maximum. Since heavy nuclei
reach the maximum of longitudinal development at smaller depths than light ones, on the
ground we have a larger electron number for air showers initiated by light particles. This
implies that, due to the steeply falling CR spectrum, showers of equal ln Ne are enriched in
light elements.

3.3. Longitudinal Development

The longitudinal development of a hadronic shower is dominated by the parallel
e.m. sub-showers produced by the π0 decays in the first interaction, at an atmospheric
depth X∗ = λp−air · ln 2 ≈ 55 g/cm2. In a good approximation following cascades can be

neglected. The energy of the single photon is Eγ =
E

π0
2 = E0

3
2

Nch
= E0

3Nch
.

From Equation (3), we have

Xp
max = X∗ + X0 · ln

(
E0

3Nch · εem
c

)
= X∗ + Xem

max − X0 · ln(3 Nch) g/cm2

where Xem
max is the atmospheric depth of the maximum of γ-induced showers with E0

primary energy and Nch is the multiplicity of charged pions in the first interaction. The
elongation rate for showers induced by protons is then

Λp = Λγ +
d

d log10 E0

[
X∗ − X0 · ln(3 Nch)

]
= 58 g/cm2 per decade, (16)

reduced from the elongation rate for purely e.m. showers. This estimation verifies Linsley’s
elongation rate theorem [41], which points out that e.m. showers represent an upper limit
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to the elongation rate of the hadronic showers. The shower maximum is expected to be
influenced by the elasticity of the first interaction, (1 − κ) = Elead/E0, where Elead is the
energy of the leading particle. For interactions with (1 − κ) > 0.5 most of the primary
energy will be transferred deeper into the atmosphere and correspondingly the shower
maximum will be deeper.

The extrapolation to a primary particle with mass A with the superposition model yields

XA
max = Xp

max − X0 · ln A (17)

Detectors able to observe the longitudinal air shower development can estimate the
primary energy with good accuracy measuring the so-called calorimetric energy, that is, the
energy of the e.m. component. With this estimator of the energy of the primary particle, the
orthogonal variable sensitive to its primary mass is the depth of the shower maximum in
terms of the number of particles, Xmax.

Therefore:

• Xmax is smaller for heavier nuclei (logarithmic dependence on A)
• Xmax is the same for same E0/A but different E0. As a consequence, the proton-

induced showers result, on average, in a larger number of particles at the observation
level compared to iron-induced events. However, the shower-to-shower fluctuations
are as large as the shift of Xmax between proton and iron thus limiting an event-by-
event assignement of a primary mass.

Despite the simplicity and the approximations of the toy model, the main characteris-
tics of the EAS development are quite well reproduced. Obviously, a detailed description
of the cascade, in particular for what concern the role of fluctuations, can be provided only
by detailed Monte Carlo simulations.

3.4. Energy and Mass

The relevance of muon measurements to the question of the primary composition has
been first remarked by the Institute for Nuclear Studies (INS) group in Tokyo [42]. They
were the first group to point out the key information that the mass of the primary particle
could be derived from a study of plots of muon versus electron number.

Due to the intuitive relation between shower to shower fluctuations and primary
mass, the study of fluctuations in the muon number distributions was historically the first
method employed to study the primary CR mass composition [42–44]. The narrowing of
the distribution of Nμ/Ne was considered to be due partly to the change in the composition
of primary particles with energy [43].

On general grounds, the elemental composition can be investigated if the total size
and the muon component depend differently from the primary energy. If we assume that
their dependences from the energy of a primary proton E0 can be described as

Ne ∝ Eβe
0 , Nμ ∝ E

βμ

0 , (18)

for a nucleus A, we have

Ne ∝
(

E0

A

)βe

· A, Nμ ∝
(

E0

A

)βμ

· A, (19)

with a mass-number dependency of the type 1 − βe and 1 − βμ, respectively. The relation
Nμ/Ne can be easily deduced

Nμ ∝ N
βμ/βe
e A1−(βμ/βe). (20)

In 1962, Linsley, Scarsi, and Rossi working at the MIT Volcano Ranch Station observed,
for the first time, a muon/electron correlation: Nμ∼A1−α · (Ne)α, thus establishing that the
muon size is a mass-sensitive observable [45].
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The Equation (13) can be transformed to obtain the energy E0 to be introduced in the
relation (14) to obtain βμ/βe∼0.86. The muon size for a given mass A as a function of the
total size Ne is then

Nμ ∝ N0.86
e A0.14. (21)

In a similar way, we can obtain the muon size as a function of the total size for a given
primary energy E0. The Equation (13) is transformed to obtain the mass A which in turn is
introduced in the relation (14)

Nμ ∝
(

E0

1 PeV

)3.17

N−2.17
e . (22)

In experiments with ground-based arrays the reconstructed number of muons and
electrons are plotted in a ln Nμ − ln Ne plane to recover the energy and mass of the primary
particle. This diagram, when combined with detailed shower simulations, proved to be a
powerful tool for extracting information on primary mass.

Therefore, it is interesting to study the electron-to-muon ratio at shower maximum

Ne

Nμ
≈ 35.1 ·

(
E0

A

)0.15

. (23)

with the energy in PeV. This ratio depends on the energy per nucleon E0/A of the primary
particle, thus showing that Ne/Nμ can be used to infer the mass of the primary particle if
the energy is measured with a different, independent observable.

We can use the relation (23) to investigate the sensitivity of EAS arrays to the primary
mass A [38,46]

lg
(

Ne

Nμ

)
= 1.54 + 0.15 · lg

(
E0

1 PeV

)
− 0.065 · ln A = C − 0.065 · ln A (24)

If the energy is reconstructed from another independent observable, the mass of the
primary CR can be determined by measuring the ratio Ne/Nμ. Therefore, the relative error
on the electron-to-muon ratio is

Δ(Ne/Nμ)

Ne/Nμ
∼ 0.15

[
ΔE0

E0
+

ΔA
A

]
∼ 0.15

[
ΔA
A

]
(25)

with the consequence that to measure the elemental composition with a resolution of one
unit in ln A the relative error on Ne/Nμ must be ≈15%. A resolution of one unit in ln A in
principle allows to reconstruct 4 (or 5 ?) different mass groups: p, He, CNO, MgSi (?) and
Fe. The large shower-to-shower fluctuations often only allow one to trace the light and
heavy components or the parameter 〈ln A〉 with energy. Similarly, from the relation (17)
follows that the position of the shower maximum must be determined with a resolution of
about one radiation length X0∼37 g/cm2 to have a resolution in ln A of one unit.

4. Reconstruction of the Energy and Mass of the Primary Particle

The crucial point in air shower observations with EAS arrays is the reconstruction of
the primary particle properties (especially energy and mass number) from the measured
quantities. In fact, analysis of shower data consists in the disentanglement of a threefold
problem involving primary energy, primary mass and modelling of hadronic interactions
(for a discussion about hadronic interactions in CR physics see, as an example, refs. [47,48]
and references therein). An intrinsic ambiguity affects the interpretation of data. Different
combinations of the two following elements can produce similar showers. As an example, a

“short” shower can be produced by a large cross-section, high inelasticity or heavy primary
mass. On the contrary, a “long” shower, penetrating deeper in the atmosphere, can be
produced by small cross-section, low inelasticity or light mass.
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(1) shower development, mainly governed by the inelasticity and by the inelastic cross section
(2) elemental composition of the primary flux, that we don’t know and want to measure

Strictly speaking, when operating with shower arrays there are no observables directly
related to the mass of the primary particle, and its measurement is very indirect. We note,
however, that the Cherenkov light emitted by a primary heavy nucleus high up in the
atmosphere (the so-called “direct Cherenkov light”) is directly related to the charge (and
therefore to the mass) of the primary particle [49,50]. Since this light is proportional to
Z2, heavy nuclei are more suited for detection. Charge resolution is about 10% for Z > 10.
The main limitation is that it can only be used over a small energy range for each atomic
charge Z.

The majority of experiments with shower arrays can therefore apply only ‘statistical’
methods according to a classical scheme:

1. From the experimental data, via some phenomenological functions determined by
Monte Carlo simulations for the particular array, the measured observables (Ne, Nhadr,
Nμ, Xmax, . . .) are reconstructed.

2. The distributions of such quantities are compared with those extracted from a detailed
simulation of the EAS development in the atmosphere in which a trial CR spectrum
is used.

3. The input spectrum is varied in order to optimize the agreement between the recon-
structed and calculated distributions of measured observables.

Therefore, a typical data analysis consists in finding a combination of primary energy
spectrum, elemental composition and hadronic interaction characteristics to obtain a con-
sistent description of the experimental results. Clearly, this is not a measurement, but only
a consistency check of some trial models. In case of discrepancy, it is difficult to identify the
origin; in case of agreement, is the parameter combination unique?

Due to the reduced resolution in the measurement of the primary mass (see Section 3),
the majority of shower arrays displayed the results only as a function of the total energy
per particle with the so-called “all-particle” energy spectrum, that is, as a function of the
total energy per nucleus, and not per nucleon. Any tentative to infere informations about
elemental composition are limited, at most, to study the evolution of the “light” (“proton-
like”) or “heavy” (“iron-like”) components as a function of the energy, with results which
critically depend on Monte Carlo predictions.

In the last two decades, a number of multi-component experiments have started
to measure, with high statistics, at the same time, different shower observables, on an
event-by-event basis. This fact allowed to exploit sophisticated analysis techniques to infer
the characteristics of the primary particle by measuring the correlation between different
components (for a review see, for example, the Refs. [39,51] and references therein).

In a nutshell,

• How to obtain the energy spectrum in shower arrays?
This is the first step in the analysis of CR data. We measure the spectrum in one
observable and make a conversion to the energy spectrum. The observable typically
used is the shower size because, as discussed in Section 3.2, the number of electrons
at shower maximum is nearly independent on the primary mass: NA

e|max
≈ Np

e|max
.

However, surface detectors are usually located deep in the atmosphere and do not
measure the number of electrons at shower maximum. Beyond the maximum, the
number of electrons is a mass-sensitive parameter, with a larger electron number for
air showers initiated by light primaries, according to a relation of the type

Ne(E, A) = α(A) · Eβ(A) (26)

where the parameters α and β depend on the primary mass A. This implies a degener-
acy in the reconstruction procedure because to recover the primary energy from the
size spectrum we must assume a given elemental composition to be measured. If the
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composition changes in the investigated energy range, the relationship between the
measured electron size and inferred energy will also vary. The number of electrons in
the core region has been used in some experiment, as well as the particle density at a
suitable given distance from the shower axis, in some large arrays (see, for example,
the Refs. [11,52]). In both cases this densities, according to Monte Carlo simulations,
are nearly independent of the primary mass.

• How do we measure elemental composition at ground?
The inelastic cross-section σFe−Air

inel of iron at 1 PeV is about six times larger than
for protons of equal energy. Hence, nuclei develop showers higher in atmosphere
(smaller Xmax) than protons, dissipating their energy much faster. Due to the shorter
interaction length and the smaller energy per nucleon and because of the reduced
attenuation of the muon component, nuclei-induced showers contain less particles in
the e.m. component deep in the atmosphere, but they carry more muons than a proton
shower of the same energy. This is the basis of the electron-muon correlation method.
Therefore, as discussed in Section 3.4, the measurement of electron and muon contents
simultaneously (with their fluctuations) has become the first and most commonly
employed technique to infer the CR elemental composition with arrays. However,
intrinsic shower to shower fluctuations limit mass resolution to a few mass groups
(see Section 3.4) and electron and muon numbers are not independent. In addition,
the muon component is heavy dependent on the details of the hadronic interactions
and the results strongly depend on the particular model used to interpret the data.
The other common technique, below 1018 eV, involves the observation of the Cherenkov
light and the study of its shape. In fact, the characteristics of the photon distribution
depend on the depth of the shower maximum, therefore on the mass of the primary
particle. The overall Cherenkov intensity provides a calorimetric measurement of the
CR energy. Cherenkov light has been measured, for instance, in hybrid experiments
by ARGO-YBJ and Tunka apparatus.
The KASCADE multi-component array was the first experiment that claimed the
measurement of the energy spectra of 5 different mass groups (p, He, CNO, MgSi,
Fe) through a complex unfolding of the Ne/Nμ diagram [22–24]. In the last two
decades, other multi-component experiments measured a number of observables that,
in principle, are mass-sensitive: steepness of the lateral distribution, characteristics of
shower core region, distribution of the relative arrival times and angles of incidence
of the muon component, characteristics of the lateral distribution of high energy
muons (the so-called “muon bundles”) measured underground, pulse shape and lateral
distribution of the air Cherenkov light, depth Xmax of the shower maximum (see, for
example, ref. [15,17]). But the study of the muon component has remained the most
used technique.

5. Elemental Composition in the 1014 to 1018 eV Region

Several experimental results associate the knee with the bending of the light com-
ponent (p and He), and are compatible with a rigidity-dependent cut-off [22–24,53–55].
However, the flux of the different components vary significantly depending on the interac-
tion model used to interpret the data [22–24]. On the contrary, other results (in particular
those obtained by arrays located at high altitudes) seem to indicate that the knee of the
all-particle energy spectrum is due to heavier nuclei and that the light component cuts off
well below 1 PeV [21,26,31,52,53,56].

In this section the measurements of the light component energy spectrum in the 1014

to 1018 eV region will be presented by using different plots to point out the conflicting
results between the experiments.

In Figure 5 the energy spectra of the light component as measured by Tibet ASγ [25,31]
and ARGO-YBJ [52] are shown. Both experiments are located in the YangBaJing Cosmic
Ray Laboratory in Tibet (China) at 4300 m a.s.l. and did not exploit a measurement of the
muon component to determine the elemental composition of the primary CR flux.
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Figure 5. Energy spectra of the light (p+He) component as measured by Tibet ASγ [25,31] and
ARGO–YBJ [52] experiments with different techniques and analyses, compared with results obtained
in direct observations by CREAM [57] and NUCLEON [58].

The Tibet ASγ Collaboration reconstructed the energy spectrum studying the shower
core region with a burst detector as well as with emulsion chambers. The ARGO-YBJ exper-
iment measured the CR energy spectra exploiting completely different and independent
approaches [52]:

• ‘Digital-Bayes’ analysis, based on the strip multiplicity, that is, the picture of the EAS
provided by the RPC strip/pad system, in the few TeV–300 TeV energy range. The
selection of light elements is based on the characteristics of the charged particle lateral
distribution [30,59].

• ‘Analog-Bayes’ analysis, based on the RPC charge readout [60], covers the 30 TeV–10 PeV
range. The energy is reconstructed (as in the previous analysis), on a statistical basis,
by using a bayesian approach.

• ‘Hybrid measurement’, carried out by ARGO-YBJ and a wide field of view Cherenkov
telescope, a prototype of the LHAASO telescopes, in the 100 TeV–3 PeV region. The
selection of (p+He)-originated showers is based on two observables, the shape of the
Cherenkov image and the particle density in the core region measured by the ARGO-
YBJ central carpet. The energy is reconstructed by the telescope with a resolution
better than 20% [56,61].

All the results are in excellent agreement. In the ARGO-YBJ experiment the selection
of (p+He)-originated showers is performed not by means of an unfolding procedure after
the measurement of electronic and muonic sizes, but on an event-by-event basis exploiting
showers topology, that is, the lateral distribution of charged secondary particles. This ap-
proach is made possible by the full coverage of the central carpet, the high segmentation of
the read-out and the high altitude location of the experiment that retains the characteristics
of showers lateral distribution in the core region. The contamination of nuclei heavier than
helium is estimated smaller than 15% at 1 PeV in all analyses.

In Figure 5 the direct measurements reported by CREAM [57] and NUCLEON [58]
are also shown. ARGO-YBJ is the only experiment that traced the (p+He) spectrum across
the knee starting from an energy so low (≈TeV) to overlap with direct measurements and
to cross-calibrate the fluxes on a wide energy range (5–250 TeV). These results show that,
when indirect measurements are capable of selecting almost pure beams, their findings are
in fair agreement with direct ones and confirm that current simulation models provide a
satisfactory description of the EAS development in the atmosphere. The cross-calibration
of fluxes in this energy range, where the boundary line between ‘direct’ and ‘indirect’
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measurements is uncertain, is very important. The low energy threshold allowed also
a calibration of the absolute energy scale at a level of 10% exploiting the Moon Shadow
technique in the 1–30 TeV/Z range [20].

As can be seen from the figure, the observations of Tibet ASγ and ARGO-YBJ are
in good agreement each other showing that the knee of the (p+He) energy spectrum is
at ≈500–700 TeV, well below the energy of knee in the all-particle spectrum. Similar
conclusions have been obtained by the BASJE-MAX experiment located at 5200 m asl [21]
and by EAS-TOP at 2000 m asl [53] and by CASA-MIA at 1450 m asl [26].

In Figure 6 the energy spectra of the light component reconstructed by the KASCADE
experiment [22–24] with two different hadronic interaction models are added for compar-
ison. The energy threshold is about 1 PeV and the experiment was located at sea level.
KASCADE did use of a complex unfolding procedure to recover the elemental composition
from the Ne−Nμ diagram in terms of 5 mass groups (p, He, CNO, MgSi, Fe). As can be
seen from the figure, both the spectra are at variance with the results obtained by Tibet ASγ
and ARGO-YBJ, suggesting that the knee of the CR all-particle spectrum at a few PeV is
due to the bending of the light component.

Figure 6. The energy spectra shown in Figure 5 compared with the results obtained by the KASCADE
experiment by using two different interaction models to interpret data [22–24].

All measurements of the light component up to about 1018 eV are summarized in the
Figure 7 and compared with the parametrization provided by Horandel [62]. Roughly
speaking, we can separate the experiments that measured the (p+He) energy spectrum in
the PeV range in 2 different groups

1. arrays located at extreme altitude (BASJE-MAS at 5200 m asl, ARGO-YBJ and Tibet
ASγ at 4300 m asl) observing a composition at the knee heavier than (p+He). These
experiments did not exploit the measurement of the muon component to recover the
elemental composition;

2. arrays located deeper in the atmosphere (KASCADE, KASCADE-Grande and Ice-
Top/Icecube) reporting evidence that the light cut-off is located at a few PeV. In
this case both low and high energy muons have been used in the classical study of
Ne–Nμ correlation.
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Measurements exploiting the longitudinal profile of the showers with Cherenkov
detectors are conflicting too. The results obtained with the ARGO-YBJ hybrid detector
(carpet and Cherenkov telescope) are in agreement with those of the carpet only, whereas
the observations of Cherenkov light by Tunka-133 are consistent with KASCADE and
KASCADE-Grande findings.

Figure 7. The energy spectra shown in Figure 6 compared with the results obtained by HAWC in the
10–100 TeV region [63] and by KASCADE–Grande [27] and IceTop/IceCube [29] combined above the
PeV. The parametrization of the light component provided by Hörandel [62] is also shown.

In Figure 8 the all-particle energy spectrum measured by several experiments in the
energy region 1016–1018 eV is shown. As can be seen, the spectrum cannot be fitted by a
single power law. We observe a spectral hardening at ∼2 × 1016 eV and a steepening
at ∼1017 eV. This result was first pointed out by KASCADE-Grande experiment [64,65],
then more firmly assessed with higher statistics and precision by Tunka-133 and IceTop-
73 [28,29], in particular for the feature at ∼2 × 1016 eV.

The light (p+He) and heavy (C-Fe group) components measured by KASCADE-Grande
are also shown. A knee is observed in the heavy component of CRs at E = 1016.92±0.04 eV,
which coincides within the uncertainties with the change of the slope in the all-particle
energy spectrum around 1017 eV. The spectral index changes from −2.76 ± 0.02 below
the knee to −3.24 ± 0.05 above. At slightly higher energies (E = 1017.08±0.09 eV), the
light component shows a hardening of the slope, with the spectral index changing from
−3.25 ± 0.06 below this ankle-like structure to −2.79 ± 0.09 above. The positions of the
changes of the slope as well as the intensities of the different components depend on the
interaction model adopted to interpret the data. The knee in the heavy component seems
visible also in the all-particle spectrum, as it is the dominant component.

The results obtained by Tunka-133, measuring the Cherenkov light deep in the
atmosphere, suggest that the mass composition becomes heavier in the energy range
1016–3 × 1016 eV, then stays heavy till 1017 eV, where the composition starts becoming
lighter. IceTop/IceCube, exploiting the high-energy muons underground, indicates an
increase of 〈ln A〉 in the energy range 1016–3 × 1017 eV [65]. However, as discussed in
the previous sections, the average logarithmic mass of CR 〈ln A〉 is used to describe the
evolution of the composition as a function of energy when the mass resolution of the
experiments do not allow a discrimination between different mass groups.
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Figure 8. The all–particle energy range in the ’transition’ region measured by different experiments.
The light and heavy components measured by KASCADE–Grande are also shown.

In Figure 8 recent measurements of the all-particle energy spectrum down to about
100 PeV by the Pierre Auger Observatory are also reported. These observations suggest
that the second knee is not a sharp feature, but a softening that extends in the interval
100–200 PeV [66]. Preliminary results based on the distribution of the depth of the shower
maximum are consistent with a spectrum dominated by heavy nuclei in the 1017 eV range
becoming lighter with increasing energy [67].

The findings of Tunka-133, IceTop/IceCube and Auger are qualitatively in agreement
with KASCADE-Grande. Despite the large uncertainty in the absolute composition, a
common general trend is reported, composition gets heavier through the knee region and
becomes lighter approaching the ankle.

In conclusion, the observations of the different ground-based arrays show two con-
flicting results regarding the maximum energy at which the light component is accelerated
in CR sources. This disagreement is summarized in Figure 9 where the ARGO-YBJ results
are compared with the KASCADE-Grande light and heavy spectra. These results cannot
be reconciled and show the existence of a still unknown systematic uncertainty that, as
discussed in previous sections, could be due to the different array characteristics (altitude,
coverage), the observables used (muons or shower core characteristics), and the dependence
on hadronic interaction models. These are certainly among the major sources of systematic
errors that affect the interpretation of shower array measurements (for a recent discussion
see, for instance, refs. [68,69]), although recent re-analyses of the KASCADE-Grande data
with the latest versions of the post-LHC codes confirm previous results [70].

Important information could be deduced, in principle, by the measurement of the flux
of atmospheric neutrinos, sensitive to the spectrum of parent CRs. In particular, the tail
of the spectrum of atmospheric neutrinos is mainly shaped by the parent protons rather
than by heavier element. As a consequence, we expect different predictions for the flux
of atmospheric neutrinos according to ARGO-YBJ and KASCADE proton energy spectra,
predictions that, in principle, can be checked at energies Eν ≥ 100 TeV if the atmospheric
neutrinos could be properly identified. Unfortunately, in this energy region the total
neutrino flux detected by IceCube departs from the existing predictions for atmospheric
neutrinos suggesting the onset of an astrophysical component. The origin of such neutri-
nos is still unknown and current experimental uncertainties do not allow to draw clear
conclusions [71].
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Figure 9. The energy spectra of the light component measured by ARGO–YBJ compared to the light
and heavy components measured by KASCADE–Grande.

6. What’s Next

The experimental situation in the 100 TeV–100 PeV energy region must be clarified to
solve the longstanding problem of the origin of the knee and to give solid foundations to
CR models up to the highest observed energies. A new experiment, able to measure, at the
right altitude and with high statistics, the elemental composition exploiting the techniques
used so far in different apparatus, is mandatory to investigate the unknown uncertainties
affecting the results so far obtained by shower arrays.

The only experiment that meets these requirement is LHAASO, a new multi-component
array developed starting from the experience of the high altitude experiment ARGO-YBJ.
The apparatus is located at high altitude (4410 m asl, 600 g/cm2) in the Daochen site,
Sichuan province, P.R. China. LHAASO is expected to measure the energy spectrum, the
elemental composition and the anisotropy of CRs in the energy range between 1012 and
1017 eV [11,12,72,73]. The experiment is constituted by a 1 km2 dense array of plastic scin-
tillators and muon detectors. At the center of the array a 300 × 300 m2 water Cherenkov
facility will allow the detection of TeV showers. An array of 18 wide field of view Cherenkov
telescopes will image the longitudinal profile of events. Neutron monitors will study the
hadronic component in the core of air showers. LHAASO will study CR physics with
different detectors and techniques starting from the TeV range, thus overlapping direct
measurements in a wide interval. In Tables 1 and 2 the characteristics of the LHAASO-
KM2A array are compared with other experiments. As can be seen, LHAASO will operate
with a coverage of ∼0.5% over a 1 km2 area. The sensitive area of muon detectors is un-
precedented (more than 40,000 m2), about 17 times larger than the CASA-MIA experiment,
with a coverage of about 5% over 1 km2. For the first time the Ne/Nμ correlation will be
studied at high altitude with high statistics. This suite of independent instruments will also
allow a deep investigation of the characteristics of the hadronic interaction models. The
capability of hybrid measurements with Cherenkov telescopes operated in combination
with a shower array have been demonstrated by the ARGO-YBJ measurement of the light
component energy spectrum.

In addition, LHAASO will act simultaneously as a wide aperture (∼2 sr), continuously-
operated gamma-ray telescope in the energy range between 1011 and 1015 eV. The first
results obtained during the first year of data taking with only a portion of the apparatus
opened for the first time the PeV sky to observations, showing that the Northern hemisphere
contains a lot of galactic PeVatrons.
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Other projects under way to investigate, with a much higher energy threshold, the
high energy tail of the galactic spectrum and the transition region are HiSCORE [74] and
GRAND [75].

7. Conclusions

The results obtained by different experiments in the 1014 to 1018 eV region can be
summarized as follows:

• Knee energy region

1. All experiments observe an all-particle knee at ≈4 × 1015 eV.
2. The absolute fluxes are in good agreement with each other and with the direct

measurements.
3. The elemental composition is conflicting. Experiments located at high and

extreme altitude (BASJE-MAS, Tibet ASγ, ARGO-YBJ, EAS-TOP and CASA-
MIA) reported evidence that the knee of the (p+He) component is below 1 PeV
and that the composition at the all-particle knee energy is dominated by heavier
nuclei. Experiments located deeper in atmosphere (KASCADE, KASCADE-
Grande, IceTop/IceCube, Tunka-133) reported evidence that the proton knee is
at the same energy of the all-particle knee.

4. A 10−3–10−4 Large Scale Anisotropy (LSA) amplitude is found at TeV ener-
gies [76].

5. A 10−4 Medium Scale Anisotropy (MSA) amplitude is observed at TeV ener-
gies [76].

• Transition region 1016–1018 eV

1. The all-particle energy spectrum measured by different experiments are in good
agreement within the systematics and with the measurements of UHE experi-
ments.

2. A concave region is observed above 2 × 1016 eV with a steepening at ∼1017 eV.
3. The dipole component of the LSA is smaller than 10−2.

The observed features in the all-particle energy spectrum seem to be consistent with
the bending of different components in a rigidity-based scenario. However, rigidity models
can be

• rigidity-acceleration models, that is, the knee can be an acceleration feature, a source
property, related to the maximum energy of particle acceleration inside the CR sources;

• rigidity-confinement models, that is, the knee is related to inefficient confinement
of particles in the galaxy. In this case, the galaxy could contain ’super-PeVatrons’,
astrophysical objects able to accelerate particles well beyond the PeV.

The first PeVatrons observed in the northern hemisphere by the LHAASO experiment
show that SNRs are probably not the main sources of PeV CRs in our galaxy. The observa-
tion of sources emitting photons above the PeV in the North suggests the need of a wide
field of view instrument in the Southern Hemisphere to monitor the Inner Galaxy and the
Galactic Center looking for super-PeVatrons (SWGO [77], STACEX [78]) to operate with
CTA-South [79].

In the coming years, the LHAASO experiment is expected to be able to measure the
energy spectra of different mass groups up to 1017 eV and to determine the energy of
the proton knee, thus clarifying the origin of the knee in the all-particle spectrum. The
suite of independent instruments that will be operated will also allow a deep study of
the characteristics of the hadronic interaction models and to investigate the uncertainties
related to the main techniques used to recover the elemental composition.
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