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Preface to ”Alternative Energy Sources”

The use of fossil fuels gave rise to enormous progress in the development of civilization in the

20th century. Fossil fuels, providing an easy availability and abundance of energy, were the main

factors assuring the creation and development of modern technologies.

The world’s economy is confronted with several problems associated with the present state

of fossil fuel exploitation, as well as challenges associated with an increasing demand for energy.

Increased atmospheric pollution, widely discussed effects of carbon dioxide emission, etc., are on one

side of the problem. The other side is the unavoidable exhaustion of fossil resources themselves.

Efforts undertaken in the name of ”energy efficiency”, tending to optimize the productivity of

energy being consumed, are very important, but physically limited.

The mitigation of energy consumption by limiting the access to the energy resources seems to be

unacceptable since it would result in stagnation or even regression in the global economy, and would

cause a worldwide decrease in the standard of life.

Consequently, new resources, as well as the development of corresponding technologies, are

needed. In fact, substantial achievements in this direction have already been made.

It is difficult to imagine instantaneous worldwide transfer to any new technology. Progress

must be achieved by the gradual replacement of the old resources and technologies with developing

ones. It would be nice to avoid big mistakes involving attempts to develop routes that go nowhere.

Therefore, there is a need for a wide spectrum of research on alternative resources, including

renewable ones, as well as those that seem to be inexhaustible (solar energy is one such example,

but resources enabling the construction of appropriate converters are more or less limited).

One of the important factors is the energy efficiency of the harvesting and exploitation of energy

derived from both fossil and alternative resources. It can be expressed as a ratio of energy delivered

by the converting system to the sum of energy fluxes consumed by that system in order to assure

its functioning. The search for conversion routes that consume only a small part of the energy being

delivered is perhaps the biggest challenge for technological development.

The notion of alternative energy covers at least two scopes of intellectual activity.

The first, more conservative one, concerns the efforts to develop technological or organizational

innovation in the steps assuring only the possibility to fulfill actual legal requirements posed by

international political organizations or country’s government.

The second seeks radical steps that usually consume more time and bigger investments, but are

aimed towards fundamental changes in technologies, and lead to fundamental changes in ecological

impact as well as similar influence on the global economy.

Both directions require systematic applied and fundamental research concerning generation, as

well as rational use of energy, and both concern the mitigation of the negative environmental impacts.

Andrzej L. Wasiak

Editor
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Sediments Breaking by Water Jet
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Abstract: Water jet technology is a key technology in the marine natural gas hydrate (NGH) solid
fluidization mining method. As an important parameter in water jet breaking NGH sediments
technology, the critical breaking velocity of NGH sediments is unknown. In the present research, an
orthogonal design experiment is carried out to study the critical velocity of NGH breakage by water
jet, using frozen soil and sand as experimental samples. First, the time it takes to reach maximum
NGH breaking depth is determined. Then, ultimate breaking distance is studied with respect to the
NGH saturation, jet pressure, and nozzle diameter. Following that, the variation of critical velocity
with NGH saturation is analyzed. Eventually, a formula to calculate the critical velocity for marine
NGH breakage by water jet process is established, and the undetermined coefficient (η) in the formula
is calibrated with the experiment data. The results show that the ultimate breaking distance is mostly
achieved within 63 s. The three experimental factors in order of the effect on the ultimate breaking
depth (from high to low) are NGH saturation, jet pressure, and nozzle diameter. The critical velocities
for marine NGH breakage corresponding to the NGH saturations of 20%, 40,%, 6%, and 80% are
5.71 m/s, 7.14 m/s, 9.60 m/s, and 10.85 m/s, respectively. The undetermined coefficient η in critical
velocity formula is 1.44 m/s.

Keywords: natural gas hydrate; critical velocity; solid fluidization method; water jet; ultimate
breaking distance

1. Introduction

Natural gas hydrate (NGH), also named as “Flammable Ice”, is considered to be an alternative
clean energy source in the 21st century because of its huge reserves [1]. The total amount of NGH
resources in the world is about 3 × 1015 m3, most of which is stored in the ocean [2–4]. According
to the types of accumulation, marine NGH can be divided into four types: the sandstone NGH
reservoir, non-sandstone NGH reservoir, seafloor mounds NGH reservoir, and disseminated NGH
reservoir [5]. Sandstone NGH reservoirs, which have a relatively high porosity and are easy to exploit,
are usually selected for production tests [6–8]. Disseminated NGH reservoirs, although accounting for
more than 90% of the total NGH reserves, are difficult to exploit with the current technology because
of low permeability [9]. The NGH resources in the South China Sea are about 85 trillion m3 [10].
However, they belong to the disseminated NGH reservoir type, and its matrix is mainly composed
of clay and silty sand. The characteristics of hydrate in the South China Sea can be summarized as
low permeability, shallow burial, and poor cementation. Although so many methods, such as heat
injection, depressurization, chemical injection, carbon dioxide replacement, and solid fluidization,
have been proposed, and are expected to be used in hydrate production [11–14]. However, for marine
disseminated NGH reservoirs, only the depressurization method and the solid fluidization method

Energies 2020, 13, 1725; doi:10.3390/en13071725 www.mdpi.com/journal/energies1
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have been technically verified by the offshore production test in the South China Sea in 2017 [14,15].
In the process of the production test with depressurization method, hydraulic slotting technology is
used to solve the problem of the low permeability of the disseminated NGH reservoir [16]. The solid
fluidization method is a new NGH production method, and its process is shown in Figure 1 [17]. First,
a small borehole is drilled with coiled tubing. Then the NGH sediment around the borehole is broken
into fine particles by water jet technology. After mixing with water, particles of hydrate, clay, and sand
form slurry. Under the action of in situ separator, clay, and sand particles are separated and backfilled.
Hydrate particles are transported to the ocean surface through the riser for further treatment [18].

Figure 1. The exploitation process of natural gas hydrate (NGH) with the solid fluidization method.
(Adapted from Qiu [17])

It can be seen that the technology of water jet breaking NGH is one of the core technologies
of both the depressurization method and the solid fluidization method. Therefore, the technology
of water jet breaking NGH has attracted the attention of some scholars. Pan [19] studied the effect
of jet velocity on erosion depth and volume of NGH sediment by numerical simulation. Chen [20]
studied the water jet erosion efficiency of hydrate-bearing sediment in the South China Sea under
various work parameters, such as jet velocity, standoff distance, and nozzle diameter with the Arbitrary
Lagrangian–Eulerian (ALE) method. Yang [21] carried out an experiment about the breaking of NGH
with water jet. The influence of target distance, NGH saturation, and jet flow rate on the breaking
depth is studied. Wang [22,23] carried out experiments of NGH breaking by water jet with frozen soil
as experimental sample, developed a water jet mining tool, and optimized the water jetting parameters
of the NGH production test in South China Sea. Wang [24] studied the effect of moving speed of mine
head, jet flow rate, and jet action number on the jet breaking effect on four aspects: borehole shape,
borehole diameter, breaking efficiency, and slurry concentration. The critical breaking velocity is an
important parameter for evaluating the object’s erodibility in water jet breaking technology. It means
that only when the jet velocity on the contact surface of the jet and the object is higher than a certain
value, will the object be damaged. In addition to evaluating the object’s erodibility, the critical speed
is also a key parameter to predict the breaking rate. However, the critical breaking velocity of NGH
sediment under the action of the water jet is still unknown.

In this research, an orthogonal design experimental study of the critical velocity of NGH sediment
under the action of water jet was carried out using frozen soil and sand as experimental samples. Firstly,
the time it takes to reach maximum NGH breaking depth is determined. Then, the ultimate breaking
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distance is studied with respect to NGH saturation, jet pressure, and nozzle diameter. Following
that, critical water jet breaking velocities corresponding to various sample saturations are calculated.
Eventually, by combining the marine NGH strength expression with the critical breaking velocity
semi-empirical formula, the formula to calculate the critical breaking velocity of marine NGH breaking
by water jet is established. The characteristic velocity (η), an undetermined coefficient in the formula,
is calibrated with the experiment data. This study will be helpful for the further research on the marine
NGH breakage by water jet.

2. Experiment Equipment and Method

2.1. Experimemt Apparatus

As shown in Figure 2, the experiment apparatus mainly includes a water supply tank, pump,
flowmeter, pressure gauge, experimental water tank, and nozzle. The volume of the water supply tank
is 4.5 m3. The pump is a plunger pump with the maximum working pressure and displacement of
30 MPa and 200 L/min, respectively. The measuring range of pressure gauge is 0–40 MPa at a 0.1 MPa
precision, and the measuring range of flowmeter is 2–20 m3/h at a 0.02 m3/h precision. The function
of the experimental water tank is to ensure that the jet is submerged. A movable baffle is installed
in the water tank between the nozzle, and the experimental sample to avoid erosion of the sample
while adjusting the test pressure. The type of nozzles used in the experiment is the cone straight type.
The length of the cone angle section and the straight pipe section of a nozzle are the same, which are
three times of nozzle diameter. The cone angle is 13◦.

 

Figure 2. Schematic of the experimental system of the NGH breaking by water jet.

2.2. Sample Preparation

NGH is very easy to decompose at environmental temperature and pressure [25]. So, frozen sand
and clay is used to instead of an NGH sediment as an experimental sample. In the early stage, it
was generally believed that the mechanical properties of hydrate were similar to those of ice [26,27].
With the development of research, there are now different views on whether the mechanical properties
of hydrate and ice, and the mechanical properties of hydrate sediment and frozen soil and sand, are
the same. Stern [28] found that ice ordinarily exhibits a strength maximum before leveling off to steady
flow stress, and methane hydrate exhibits monotonic work hardening (or strain hardening). Although
the studies of Durham [29] have shown that methane hydrate is as much as 40 times stronger than ice,
there is evidence that the tensile stress of methane hydrate was almost equal to that of ice, and the
compressive stress was slightly higher than that of ice [30]. As for hydrate deposits and frozen soils,
their differences mainly lie in the cohesion, while the internal friction angle is almost the same [31].

3
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Winters [32] suggested that when porosity and saturation of the frozen soil (sand) and the NGH
sediment are the same, their mechanical properties are consistent. Although the mechanical properties
of frozen sand and clay are not exactly the same as that of NGH sediment, it can replace NGH sediment
as an experimental sample to some extent. The experimental sample preparation is based on the matrix
particle composition of NGH sediment samples in Shenhu area of South China Sea, which consists
of clay (26.89%), silty sand (67.99%), and fine sand (5.12%). Porosity of the NGH core sample in the
Shenhu area of South China Sea is 43.6%, and its matrix specific gravity is 2.7 [33]. Clay, silt, sand, and
fine sand were blended uniformly in the same composition as that of the NGH sediments, to prepare
the matrix sample. The mass of water can be calculated according to the following formula:

mw

ms
=

ξ
1− ξ ·

ρw

ρs
Suε (1)

where: mw is mass of water; ms is mass of matrix; Su is NGH saturation; ξ is porosity; ρw is density of
water; ρs is density of matrix; ε is volume ratio of ice to water—because of the volume expansion of
water during freezing, its value is 1.1.

For the experimental samples with saturation of 20%, 40%, 60%, and 80%, the mass ratio of water
to matrix is 5.2%, 10.4%, 15.6%, and 20.8%, respectively. Evenly mixed water and matrix was poured
into molds and frozen at −18 ◦C for seven days, after which the experiment samples were prepared.

2.3. Experimemt Procedure

A few hours before the start of the experiment, sufficient ice was added into the experimental
water tank and water supply tank, to ensure the low temperature of experiment sample and jet water.
Relative positions of the nozzle and the experimental sample were adjusted, so that they were on
the same axis with a 20 mm distance. Prior to turning on the pump, the movable baffle was kept
closed. The pump was turned on and the jet pressure was adjusted. When the jet pressure reached
the experimental set point, the removable baffle was lifted to the open position, and the NGH water
jet breaking experiment was timed as started. Every certain time duration, the removable baffle was
closed to pause the jet breaking, and to record the jet breaking depth (the depth of the experimental
sample that the water jet had broken into). When the jet breaking depth did not increase any more, an
experiment of NGH jet water breaking was considered as completed. As shown in Table 1, a total of
sixteen groups of orthogonal design experiments were designed and conducted with a variation of
nozzle diameter, jet pressure, and NGH saturation.

Table 1. Orthogonal design experimental parameters of NGH breaking by water jet.

Experimental Serial Number Saturation (%) Nozzle Diameter (mm) Jet Pressure (MPa)

1 20 1.5 2.5
2 20 2.0 5
3 20 2.5 7.5
4 20 3.0 10
5 40 1.5 5
6 40 2.0 2.5
7 40 2.5 10
8 40 3.0 7.5
9 60 1.5 7.5
10 60 2.0 10
11 60 2.5 2.5
12 60 3.0 5
13 80 1.5 10
14 80 2.0 7.5
15 80 2.5 5
16 80 3.0 2.5

4
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3. Results and Discussion

3.1. Ultimate Breaking Time of the NGH Water Jet Breaking Process

For each jet breaking experiment, the sample breakage depth when the jet water could not break
into the experiment sample any further is defined as maximum breaking depth. The time it takes to
achieve the maximum breaking depth is the ultimate breaking time. Since the experimental sample is
made of frozen soil, although the sample is submerged in the water tank to maintain low temperature,
it should not be exposed to above zero degrees centigrade ambience for an excessive time. During the
jet breaking process, the major breakage happens in the early stage for a short period of time, and, as the
jet breaking proceeds, the breaking rate becomes low and breaking depth changes very little. Therefore,
based on the correlation of breaking depth and time, the breaking depth that barely changes with time
is approximately regarded as the maximum breaking depth, and the corresponding time is considered
the ultimate breaking time. Figure 3 shows the variation of breaking depth with breaking time under
various experimental conditions. As the jet breaking process proceeds, breaking depth increases with
time, and breaking depth increase slows down with time. The first 0–15 s is the fast-breaking section,
during which breaking depth increases rapidly. The following 16–63 s is the slow-breaking section
during which breaking depth increases slowly. Comparing the breaking depth and time correlations
under three experimental conditions in Figure 3, it was found that, given the same jet breaking time,
the larger the breaking depth, the more significant breaking depth increases during the slow-breaking
section, so a longer breaking time is needed to achieve the maximum breaking depth. Among all the
NGH jets breaking experimental conditions, sample saturation of 20% (lowest), jet pressure of 10 MPa
(highest), and nozzle diameter of 3.0 mm (largest) lead to the largest breaking depth, and thus results
in the longest ultimate breaking time. Under this experimental condition (Sn = 20%, P = 10 MPa,
Dn = 3.0 mm), average breaking rate (the rate of breaking depth increase is defined as breaking rate)
during the fast-breaking section is 18.6 mm/s, and the average breaking rate of the slow-breaking
section is as low as 1.4 mm/s. Breaking rate slows down further after the slow-breaking section, so the
breaking depth increase after slow-breaking section is negligible. Therefore, based on the breaking
depth vs. time curve of the experiment under sample saturation of 20%, jet pressure of 10 MPa, and
nozzle diameter of 3.0 mm, 63 s is considered ultimate breaking time. The jet breaking process is
conducted for 63 s for the following experiments.

Figure 3. Variation of breaking depth with jetting time of water jet on NGH.

5
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3.2. Ultimate Breaking Distance of NGH Breaking by Water Jet

Ultimate breaking distance, the summation of the target distance (the initial distance between
the nozzle and the experimental sample prior to the NGH water jet breaking process, 20 mm) and
the maximum breaking depth, is an important parameter to determine the critical water jet breaking
velocity. Figure 4a,d shows the variation of the ultimate breaking distance with nozzle diameter and jet
pressure when the sample saturation was 20%, 40%, 60%, and 80% respectively. The average ultimate
breaking distances corresponding to 20%, 40%, 60%, and 80% sample saturations were 230.5 mm,
179 mm, 126.5 mm, and 109.25 mm, respectively, which suggests that the higher sample saturation, the
shorter the ultimate breaking distance.

Figure 4. Variation of the breaking distances with nozzle diameter and jet pressure at various NGH
saturations: (a) NGH saturation is 20%. (b) NGH saturation is 40%. (c) NGH saturation is 60%.
(d) NGH saturation is 80%.

In orthogonal design test analysis, the range of a certain factor indicates the variation of the
factor. A larger range indicates a higher influence that the specific factor has on the experimental index.
As an example, the ultimate distance range of the sample saturation was calculated as the highest
average ultimate distance (230.5 mm) among those corresponding to four various sample saturations,
minus the lowest average ultimate distance (109.25 mm), equaling 121.25 mm. The ultimate breaking
distance ranges of nozzle diameter and jet pressure were calculated using the same method, as shown
in Table 2. In Table 2, Ki indicates the average ultimate breaking distance corresponding to Experiment
Level i. Table 2 shows that the average ultimate breaking distance Ki increases with nozzle diameter

6
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and jet pressure increase. The average ultimate breaking distance ranges of the three experimental
factors, sample saturation, jet pressure, and nozzle diameter, were 121.25 mm, 115 mm, and 112.5 mm,
respectively. This shows that the sample saturation has the greatest effect on ultimate breaking distance.
However, NGH saturation is a sediment property that could not be changed artificially. In summary,
the three factors in order of the effect on the ultimate breaking depth (from high to low) are sample
saturation, jet pressure, and nozzle diameter. There is a limitation in this orthogonal design experiment.
Although the influence of a single parameter on the ultimate breaking depth is analyzed, the influence
of interaction parameters on the ultimate breaking depth are not considered. The latter can more
clearly reveal the relationship between the ultimate breaking distance and the experimental parameters.
The main reason is that the main goal of this paper is to study the critical velocity of NGH sediment,
which is a parameter to characterize the natural characteristics of NGH sediment. So, the critical
velocity of NGH sediment is independent of jet pressure and nozzle diameter. Therefore, the interaction
study is not considered in this orthogonal design experiment.

Table 2. Range analysis table of orthogonal design experiment.

Parameter
Factor A Factor B Factor C

Saturation Jet Pressure Nozzle Diameter

K1 230.5 (20%) 101.5 (2.5 MPa) 107.5 (1.5 mm)
K2 179 (40%) 144 (5.0 MPa) 138.75 (2.0 mm)
K3 126.5 (60%) 183.25 (7.5 MPa) 179 (2.5 mm)
K4 109.25 (80%) 216.5 (10.0 MPa) 220 (3.0 mm)
R 121.25 115 112.5

3.3. Critical Velocity of the NGH

The critical velocity of the NGH breakage by the water jet is the axial water jet velocity at the
sample breakage cross section when the ultimate breaking distance is achieved. The water jet flow
velocity can be calculated based on the attenuation equation of the jet flow field. Although the water
jet flow in this study is the non-free jet inside the enclosure, its axial jet velocity follows the same
attenuation law as the free jet flow [34]. For the free jet flow, the jet flow field consists of the core area
where axial velocity keeps the same, and the diffusion area where axial velocity declines with distance
from the nozzle. Axial velocity can be expressed as Equations (2) and (3):

When x < x0

vx = v0 (2)

When x > x0

vx =
λdn

x
v0 (3)

where: x is the distance to nozzle, x0 is the length of the potential core, x0 = λdn, v0 is the initial exit
velocity of the jet, vx is the axial velocity of jet at distance x from nozzle, dn is the nozzle diameter, λ is
a dimensionless parameter to be measured experimentally, and Rajaratnam [35] recommends that the
value of λ is 6.3.

Since the target distance between nozzle and experiment sample is larger than the length of the
core area, the attenuation law of the axial velocity in the diffusion area, Equation (3), applies to velocity
calculation for this study. As defined, when jet distance x increases to the ultimate breaking distance,
the corresponding axial jet velocity is the critical water jet breaking velocity of the NGH breakage
by the water jet process. Figure 5a–d shows the variation of the critical water jet breaking velocities
with nozzle diameter and jet pressure when the sample saturations were 20%, 40%, 60%, and 80%,
respectively. With the same sample saturation, experiments conducted under various jet pressures
and nozzle diameters have almost the same critical water jet breaking velocity, which implies that
critical velocity is a feature of the broken object, in this case NGH or the experimental sample, and
is not affected by jet flow parameters. With the increase in the sample saturation, average critical

7



Energies 2020, 13, 1725

velocity under various jet pressures and nozzle diameters increases. Average critical water jet velocities
corresponding to the sample saturation of 20%, 40%, 60%, and 80% are 5.71 m/s, 7.14 m/s, 9.60 m/s, and
10.85 m/s, respectively.

 
Figure 5. Variation of the critical breaking velocities with nozzle diameter and jet pressure under
various NGH saturations: (a) NGH saturation is 20%. (b) NGH saturation is 40%. (c) NGH saturation
is 60%. (d) NGH saturation is 80%. The different colors red, green, dark blue and light blue in the figure
indicate that the nozzle diameters are 1.5 mm, 2.0 mm, 2.5 mm and 3.0 mm respectively.

To further theoretically analyze the correlation between critical velocity of NGH and NGH
saturation, the critical breaking velocity formula established by Dabbagh [36] was introduced as
Equations (4):

vcr = η

(
qu

patm

)k

(4)

where: η is a characteristic velocity, whose value equals to the critical velocity when the strength of
NGH sediment is equal to the atmospheric pressure, η needs to be measured experimentally, k is
a dimensionless exponent, its value is 0.5, Patm is atmospheric pressure, vcr is critical velocity, qu is
uniaxial compressive strength.

Because NGH sediment decomposes under normal pressure and temperature, its uniaxial
compressive strength cannot be measured directly. Therefore, the expression of uniaxial compressive
strength of NGH sediment is derived from maximum deviator stress, which is fitted with triaxial test
data. Kuniyuki [37] recommends that maximum deviator stress of NGH sediment can be calculated by
the following formula:

q f =
2· cosϕ

1− sinϕ
c0 + αSβh +

2· sinϕ
1− sinϕ

σ3 (5)

8
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where: qf is maximum deviator stress of NGH sediment, in MPa; ϕ is the internal friction angle, 33.8◦;
c0 is cohesion, 0.3 MPa; σ3 is the effective confining pressures, in MPa; α and β are undetermined
parameters, whose values are 4.64 × 10−3 and 1.58, respectively.

Regardless of the effective confining pressure, the uniaxial compressive strength of NGH sediment
is equal to triaxial compressive strength, and its expression can be written as:

qu = q f (σ3 = 0) =
2· cosϕ

1− sinϕ
c0 + αSβh (6)

Combining Equations (4) and (6), the formula for critical velocity of NGH sediment calculation
was obtained:

vcr = η

[
1

patm
·
(

2· cosϕ
1− sinϕ

c0 + αSβh

)]0.5

(7)

Substituting the experimental data to Equation (7), the characteristic velocity η was calculated, as
shown in Figure 6. Corresponding to the NGH saturation of 20%, 40%, 60%, and 80%, ηwas calculated
to be 1.41 m/s, 1.39 m/s, 1.52 m/s, and 1.44 m/s, respectively. Values of η calculated with various
saturations are close, which proves that the critical water jet velocity formula is correct. Average critical
water jet velocity under various saturations is 1.44 m/s.

 
Figure 6. The relationship between the characteristic velocity η and the NGH saturation.

4. Conclusions

Based on the experimental and theoretical analysis, the critical water jetting breaking velocity for
marine NGH breakage by water jet process was studied. Under various experimental conditions, the
deeper the NGH breakage achieved through water jetting process, the greater the breaking ability of the
water jet flow is within the same time, and therefore it takes longer to achieve the maximum breaking
depth. Given the experimental conditions in this study, maximum breaking depth was achieved in 63 s
of the NGH water jet breaking process.

Through orthogonal design experiment analysis, the ultimate breaking distance ranges of the
three experimental factors, sample saturation, jet pressure, and jet nozzle diameter, were found to be
121.25 mm, 115 mm, and 112.5 mm respectively. Hence, the order (from high to low) of the effect of the
three factors on the ultimate breaking depth is NGH saturation, jet pressure, and jet nozzle diameter.

Critical water jet breaking velocity of NGH breakage by the water jetting process was found
to increase with NGH saturation increase. Average critical water jetting velocities corresponding
with NGH saturations of 20%, 40% 60%, and 80% were 5.71 m/s, 7.14 m/s, 9.60 m/s, and 10.85 m/s,
respectively. The formula was established to calculate the critical water jet breaking velocity of the

9
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marine NGH breakage by water jet process. Using the experiment data, the undetermined coefficient η
in the critical water jet breaking velocity equation was calibrated to be 1.44 m/s. Considering that frozen
clay and sand are used instead of NGH sediment as the experimental samples in the experiment, there
will be some errors in this value η for real NGH sediment, which should be considered in practical
engineering applications.
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Abstract: An appropriate energy management strategy is essential to enhance the performance
of hybrid electric vehicles. A novel modified equivalent fuel-consumption minimization strategy
(ECMS) is developed considering the engine operating point deviation from the optimum operating
line. This paper focuses on an all-inclusive evaluation of this modified ECMS with other state-of-art
energy management strategies concerning battery ageing, engine switching along with fuel economy
and charge sustenance. The simulation-based results of a hybrid two-wheeler concept are analysed,
which shows that the modified ECMS offers the highest benefit compared to rule-based controllers
concerning fuel economy and reduction in engine switching events. However, the improvement in fuel
economy using modified ECMS has significant negative potential effects on critical battery parameters
influencing battery ageing. The results are analysed and found consistent for two different drive cycles
and three different powertrain component configurations. The results show a significant reduction
in fuel consumption of up to 21.18% and a reduction in engine switching events of up to 55% with
modified ECMS when compared with rule-based strategies. However, there is a significant increase in
battery temperature by 31% and battery throughput by 378%, which plays a major role in accelerating
battery ageing. This paper emphasizes the need to consider battery-ageing parameters along with
other control objectives for a robust assessment of energy management strategies. This study helps in
laying down a foundation for future improvements in energy management development and it also
aids in establishing a basis for comparing energy management controllers.

Keywords: parallel plugin hybrid; hybrid two-wheeler; load-levelling control (LLC); equivalent
fuel-consumption minimization strategy (ECMS); battery ageing; fuel economy; engine switching
and charge sustained

1. Introduction

Concerns over climate change, constraints on energy resources, stringent regulations on emissions
and poor energy efficiency are all pushing the transportation industry to focus more on alternative
technologies, such as Hybrid Electric Vehicles (HEVs) [1]. Plugin HEVs (PHEVs) have become the
prime focus in recent times. However, battery cost is one of the major hurdles in a PHEV to limit its
prevalence in the automotive industry [2]. The key point in using the full potential of hybridization
is by designing a proper supervisory control strategy, which manages the split of demanded power
between energy sources in the most efficient and optimum way. One of the important aspects of
PHEVs is to optimize the performance of the hybrid energy system by developing an intelligent battery
ageing-conscious energy management strategy.

Energies 2020, 13, 3122; doi:10.3390/en13123122 www.mdpi.com/journal/energies13
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Studies [3–5] suggested that hybrid electric controllers can be divided into rule-based controllers
and optimization-based controllers. Rule-based controllers are based on predefined rules based on
experience, calibration and tuning of controllers for the desired output without prior knowledge of
the trip [6,7]. Optimization controllers overcome the inherent rigidity of rule-based controllers by
using the optimal control strategy that minimizes a cost function [8,9]. The most powerful optimal
control used for optimization controller is equivalent fuel-consumption minimization strategy (ECMS)
and it is generally accepted to be a promising real-time controller because of its feasibility and
optimality [5,10,11]. In [12], Paganelli et al. have developed optimal control for a parallel hybrid and
compared the fuel consumption with a rule-based conventional strategy; the fuel consumption reduced
by 17.5% for the test cycle considered. Similarly, in [10–15], the authors C. Sun et al., J. Han et al.,
G. Paganelli et al., C. Musardo et al., L. Serrao et al. and L. Namwook et al. have implemented ECMS
and compared the results of fuel consumption and charge sustainability with rule-based strategies.
In all these references considered, ECMS shows significant improvement in fuel economy along with
charge sustenance when compared to rule-based strategies. However, the control objectives in these
references remained limited to fuel economy, tailpipe emissions and charge sustainability. The fuel
economy of any type of HEV is highly dependent on the energy capacity of the on-board energy
storage system [2]. Battery replacement cost is one of the critical factors to be explored in depth in
PHEVs concerning energy management strategies. Therefore, it is very important to estimate the effect
of energy management on battery health alongside with fuel economy and other control objectives.
The assessment of energy management strategies should always include an exclusive study of all the
powertrain components and their critical parameters. However, in the considered literature, there is no
all-inclusive study exploring the connection or real tradeoff between battery ageing, engine switching
and fuel economy.

Batteries are the most dominant choice of an energy storage system in road transport. Nonetheless,
batteries experience an irreversible degradation processes while in use, which affects the energy
capacity and the internal resistance of the storage system [9]. Battery capacity loss is due to many
factors, which include various environmental and operating conditions. High C rate operation, a low
or high state of charge (SOC), high battery temperature and the excessive depth of discharge are a
few critical factors contributing to battery health degradation [16–19]. Batteries represent a large part
of vehicle cost in a PHEV [2]. Hence, studying the effect of energy management on battery ageing
is an important criterion to consider. In [20], the authors proposed a multiobjective optimal control
problem, which considered both fuel consumption and battery ageing by converting the battery pack
replacement cost to an equivalent fuel cost. However, the limitation of [20] is that they have not
exclusively studied the effect of energy management on battery parameters influencing battery ageing:
battery temperature, battery throughput and charge/discharge C rate.

HEVs have multiple power sources, and their fuel economy and emissions can be optimized by
energy management strategy. As a result, under the influence of the energy management strategy,
HEVs frequently make transitions between different pre-defined modes to achieve an optimal
instantaneous power distribution. However, HEVs tend to suffer from issues such as drivability, starting
system reliability and excessive clutch wear during mode transition [21,22]. Unlike four-wheelers,
two-wheelers are an inherently unstable vehicle. The vehicle drivability and safety are linked to each
other in two-wheelers, especially during the vehicle cornering phases [23]. Thus, it becomes even more
important to develop an energy management strategy considering engine switching events along with
battery ageing for a hybrid two-wheeler.

None of the references considered have done a stipulated comprehensive assessment of energy
management strategies considering the battery ageing effects, engine switching events along with
fuel economy. All the studies in the considered references were limited to fuel economy and tailpipe
emissions. The evaluation and comparison of energy management strategies are incomplete without
exclusively studying the effect of energy management strategies on all the critical battery parameters
influencing battery degradation. This paper emphasizes the assessment of rule-based and optimal
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control-based strategies by thoroughly studying their effect on battery ageing parameters, engine
switching events along with fuel economy and charge sustenance.

The four controllers considered for this study are:

(1) The conventional Basic rule-based Energy Management Strategy (BEMS);
(2) The Modified rule-based Energy Management Strategy (MEMS);
(3) The conventional Equivalent fuel Consumption Minimization Strategy (ECMS);
(4) The Modified ECMS named as ECMS_LL.

Apart from the conventional BEMS and ECMS, modified rule-based MEMS and Modified
ECMS-ECMS_LL are considered for studying the effect these energy management strategies on fuel
optimality, engine switching frequency and battery parameters. These modified energy management
strategies improve the engine’s efficiency and thereby increase the fuel optimality by utilizing the
electric path favourably over the conventional strategies BEMS and ECMS. However, the increased
engine efficiency has a negative impact on battery parameters and this is one of the key focus of
this study. The study is performed for two different drive cycles—Worldwide Motorcycle Test Cycle
(WMTC) and Indian Drive Cycle (IDC) and three different vehicle configurations for the reliability of
the results. Based on the respective simulation results, conclusions are drawn as to which directs a
reciprocal relation between the battery parameters and the fuel economy in energy management.

The main contributions of this study are:

1. To design and develop a novel modified ECMS for a plugin hybrid concept two-wheeler,
which enhances the fuel optimality further when compared to traditional ECMS.

2. Evaluation and assessment of modified ECMS with traditional ECMS and other
rule-based strategies.

3. To perform an all-inclusive study and evaluation of energy management strategies considering
battery parameters influencing battery ageing (battery temperature, battery Ah throughput,
SOC and charge/discharge C rate), engine switching events and charge sustenance along with
fuel economy.

This study helps in laying down a foundation for future improvements in energy management
development and it also aids in establishing a basis for comparing energy management controllers.

The paper is organized as follows: In Section 2, the vehicle model of the full parallel two-wheeler
HEV is explained. In Section 3, the HEV energy management control problem is formulated. In Section 4,
the rule-based and optimal control-based controllers are designed and developed. Along with this,
a novel modified ECMS (ECMS_LL) is developed and implemented. In Section 5, the simulation results
of the controllers are investigated in detail for two different drive cycle and three different vehicle
configurations. The results are analyzed and thereby the conclusions are discussed in Section 6 along
with the future direction of the study.

2. Vehicle Model and System Configuration

Two different approaches to HEV modelling can be adopted: backward or forward-facing
modelling concerning the physical causality principles [24]. The former assumes that the vehicle meets
the target performance so that the vehicle speed is known and the power request is calculated using
the kinematical relationships imposed by the drivetrain. Forward-facing modelling takes, as inputs,
the driver commands, and simulating the physical behaviours of each component generates the vehicle
performance as an output. The powertrain data for the two-wheeler hybrid considered drives this
study use a simplified appropriate backwards-facing model for this purpose [24,25]. A backward
model developed by sourcing the detailed technical specifications and experimental data of engine,
electric machine and battery from the hybrid two-wheeler concept is considered for this study.
The power sources, transmission, and control system are developed using MATLAB/Simulink/State
flow environment. Since the vehicle is a concept two-wheeler and not production-ready, the actual
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technical details of the powertrain components are not disclosed. In turn, the normalised values are
displayed wherever necessary.

2.1. System Configuration

The vehicle considered for this study is a full parallel plugin hybrid concept two-wheeler and the
powertrain architecture for the vehicle is as shown in Figure 1. The system is composed of an engine,
a centrifugal clutch, an electric machine, mechanical transmission and an energy storage device (high
voltage battery).

Figure 1 shows the mechanical and electrical power flow between the powertrain components.
The electric machine is capable of power assist and charging from the engine along with pure electric
drive depending on the wheel power requirement and the battery SOC. Hard constraints corresponding
to the physical limits of the powertrain components are applied to the control input. The high voltage
battery is used for vehicle propulsion and the low voltage battery is used for small dc loads and in
starting the engine using a starter motor.

 
Figure 1. Vehicle powertrain architecture of the hybrid two-wheeler considered.

2.1.1. Vehicle Model

The plant model developed is a backwards-facing vehicle model. The longitudinal dynamics of
the vehicle are described by [26]:

dV(t)
dt

=
1

mv
.
(

Tw(t)
rw

− 1
2
ρairCdAV2(t) −Crmvg

)
(1)

where V denotes the vehicle speed; Tw denotes the wheel torque; rw denotes the wheel radius;
ρair denotes the air density; Cd denotes the aerodynamic drag coefficient; A denotes the frontal area of
the vehicle; Cr denotes the rolling friction coefficient; mv denotes the nominal weight; and g denotes
the gravitational acceleration. The vehicle is assumed to operate on a flat road. Rolling resistance is
considered as one single coefficient. The road material is taken to be hard asphalt (urban Indian roads),
the absence of liquid, nominal tyre pressure, nominal tyre temperature and tyre material of rubber.

2.1.2. Engine

The engine model developed is established using steady-state maps based on experimental data
from the hybrid two-wheeler concept vehicle. The model of the gasoline engine considered specifies
the fuel consumption in (g/kWh) as a function of its operating point, defined by the engine speed
(rad/s) and the engine torque (Nm). The engine’s fuel energy is used for charging the high and the low
voltage batteries along with vehicle propulsion as shown in Figure 1.
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The fuel flow rate
.

m f of the engine is given by a steady-state map, which is a function of engine
torque Tice and engine speed ωice, i.e.,

.
m f = f (ωice, Tice).

The power consumption of the engine can be described by the following equation:

P f uel = Qlhv· .
m f (2)

where Qlhv is the lower heating value of the fuel.

2.1.3. Electric Machine

The electric machine model is established using static maps derived from the experimental data.
The efficiency of the electric machine ηem is given by a steady-state map, which is a function of both
torque Tem and speed ωem. Therefore, the power request of the electric machine is given by:

Pem = Tem·ωem·ηem (Tem, ωem) (3)

2.1.4. Transmission

The transmission considered here is the single speed with constant efficiency of ‘0.90’. The clutch
used here is centrifugal clutch and is modelled as a simple switch. Regenerative braking is not
considered in this study as it can harm the stability of two-wheelers.

2.1.5. Battery Model

The battery is a non-linear system. The battery changes its properties based on many external and
internal factors, such as ambient temperature, internal battery temperature, state of charge operation
and the depth of discharge [9]. Electrochemical models for a Li-Ion battery as proposed by [27–29] are
suitable for battery-level simulation. However, these models are not suitable for optimal control design
because they involve a discontinuous mathematical function. Thus, a simple first-order equivalent
circuit model is used for this study. Figure 2 shows the typical first-order equivalent circuit model of
the battery. The battery can be represented as DC source VOC, RC network (Cp and Rp) and internal
resistance Ri.

Figure 2. Equivalent circuit model of the battery.

The battery internal resistance is a very important factor to calculate the SOC [30]. The battery
internal resistance changes with SOC, battery cell temperature and battery ageing. In the battery
model developed, the effect of SOC, C rate and battery cell temperature on internal cell resistance are
considered [31].

The equation for calculating the battery current is as follows [32].

Ibat =
VOC −

√
V2

OC − 4·Req·Pbat

2·Req
(4)
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where Ibat is the battery current, VOC is the open-circuit voltage, Req is the equivalent battery resistance,
and Pbat is the power in and out of the battery.

The Joule heating and the entropy effects are the major contributors for heat generation within
the battery pack. For automobile applications, where C-rate of operation is high due to varying
acceleration from the rider, the Joule heating effect dominates the entropy effect [33,34]. Hence, for the
temperature prediction model, only heat generation due to the Joule heating effect is considered.
The heat generation through the Joule heating effect is calculated using the relation Q = Ibat

2Req, where
Q is the heat generated, Ibat is the current and Req is the internal resistance. The battery is assumed to
be a homogeneous body with uniform temperature distribution, the temperature difference between
the core and the surface of the battery is not considered. The effect of ageing and state of health of the
battery is not considered in this model.

A 3D lookup table is created based on experiments results [33], which computes the internal
resistance of the battery at every time instant, based on instantaneous SOC, battery temperature, C-rate
and the direction of the current flow. The resultant resistance is used in the model for the battery
temperature rise calculation and as well for SOC calculation. The rise in the temperature calculated
by equating the heat energy in joules against heat capacity equation: Q =MCΔT, where Q is the heat
energy in joules; M is mass of the battery in kg; C is the specific heat capacity of the battery (J/kg ◦C);
ΔT temperature rise in ◦C [33].

The battery considered in the study is air-cooled. A cooling study has been done on the same type
of cells and has been found that cooling constant plays a major role while predicting temperature rise
in cells during the vehicle run condition [33]. The average cooling rate ◦C/hour is calculated from the
experiment results [31] conducted on the same cells and implemented in the battery Simulink model.

The powertrain model consisting of power train components are modelled using the experimental
data from the hybrid concept two-wheeler. The engine maps, electric machine maps and battery
model are based on the experimental data of the concept vehicle. Detailed technical specification
of the powertrain components is restricted for publishing as the vehicle is a concept vehicle and
is not production ready. However, the normalized data of the powertrain components are shared
wherever necessary.

3. HEV Energy Management Control Formulation

For an HEV following a specific driving cycle, the system state equation can be described as [35]:

.
x(t) = f (x, u, t) = − 1

Qbat
Ibat(x, u, t) (5)

where Ibat is denoted as battery current and Qbat is denoted as battery charge capacity.
The control variable u(t) represents the control output, the power split between the engine fuel

and battery. The optimal control problem to be solved by energy management is to minimize the
following performance index [35]:

J(u) =
∫ t f

0
L(u, t)dt (6)

The main optimization objective is to minimize the fuel consumption and therefore the
instantaneous cost here is the fuel flow rate or the power equivalent to it [35]:

L(u, t) = P f uel(u, t) = Qlhv
.

m f (u, t) (7)

where Qlhv is the fuel energy density and is a constant.
This optimization problem is extended for a time interval

[
0, t f

]
constrained to various local and

global constraints, which include:
Local constraints [35]:

umin(t) ≤ u(t) ≤ umax(t) ∀t ∈
[
0, t f

]
(8)
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− 1 ≤ u(t) ≤ +1

where u(t) is the power split that ranges from ‘−1’ to ‘+1’. ‘−1’ means full regeneration by engine and
vehicle traction power completely supported by engine, and ‘+1’ means full motor mode, the vehicle
traction power is fully supported by the motor.

xmin ≤ x(t) ≤ xmax ∀t ∈
[
0, t f

]
(9)

where x(t) is the SOC, which has a minimum and maximum limit of charge-sustaining mode.
Global constraints [35]:

x
(
t f
)
= x f (10)

x f is the final SOC target set for charge sustenance.
Initial conditions:

x(0) = x0 (11)

x0 is the initial SOC value set for the test.

.
x(t) = f (x, u, t) (12)

4. Energy Management Strategy Development

4.1. Energy Management Overview

A supervisory energy management controller sets the power split between the electric machine
and the internal combustion engine for all the input conditions.

Figure 3 shows the data flow between the energy management controller and the plant model,
where P is the power, ω is the rotational speed; τ is the torque; V is the vehicle velocity and B is
the brake information. The system constraints considered for the energy management controller are
derived from the key powertrain components (engine—torque, power and speed; battery—power
and SOC; electric machine—torque, power and speed). The power-split of (Pice and Pem) is the key
control output.

 

Figure 3. Control data flow block.

4.2. Drive Cycles

For this study, two drive cycles are considered; Worldwide-Motorcycle Test Cycle (WMTC) [36] and
an Indian Drive Cycle (IDC) [36], for testing and evaluating the consistency of the energy management
control operation.
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The WMTC is used as one of the reference drive cycles. This drive cycle is used for the small
engine vehicle level tests in many countries (USA, Europe, China, and Japan). It replicates an urban
drive cycle, with frequent acceleration, deceleration and start-stop conditions. The second drive cycle
considered is IDC, which is a typical Indian urban drive cycle used for testing. According to UN-ECE
regulation 168, for L category vehicle (with engine capacity < 150 cm3) with off-board charge capability,
the legislative fuel economy test that considers WMTC is done in the following steps. The CO2 is
calculated as follows.

Condition A: Test with the fully charged electrical system. Condition B: Test with the fully
discharged electrical system. Combining conditions A and B results in the following formula:

CO2(g/km) =
(EVRange×Condition A CO2) + (DAV ×Condition B CO2)

(EVRange + DAV)
(13)

where DAV is the distance between recharges: 4 km for L category vehicle and EVRange is the distance
covered by the vehicle in electric-only mode from full charge to SOCLowlimit = 20% SOC.

The condition A test was simulated using the two-wheeler plant model, the simulation result
shows the vehicle with fully charged battery takes around 4600 s (24 km), which is the EVRange and
DAV: the distance between recharges considered is 4 km (from the UN-ECE regulation). The total drive
time considered for test cases is therefore 28 km, which corresponds to 5200 s of the drive cycle. For
this study, the WMTC and IDC drive cycles are therefore extended to 1.4 h. (5200 s) with the repetition
of the cycle. The velocity and wheel power data of WMTC and IDC for a single test cycle of 600 s and
120 s are shown in Figure 4a,b, respectively.

 

Figure 4. Vehicle speed and wheel power for (a) Worldwide Motorcycle Test Cycle (WMTC) and
(b) Indian Drive Cycle (IDC).
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4.3. Engine Switching Event

Engine switching is an important criterion to analyze when it comes to two-wheelers. During the
engine cranking phase, once the ignition key is turned to initiate an engine start event, electric power
from the low voltage battery is applied to the starter motor terminals to activate the starter solenoid
and energize the DC starter motor engage the gear to the flywheel and thereby the engine is started.
Every time the starter is cycled, it is subjected to wear and tear resulting from metal-on-metal contact
on the gears and heat build-up within the electronics. Extreme environmental conditions and extreme
usage of starter motor can lead to rapid degradation of life of starting system. According to warranty
data gathered from a conventional two-wheeler of similar vehicle specifications considered, starter
motors are designed for 50,000 cycles (estimated to correspond 3 years of use). However, the life of the
starter motor also depends on the ambient conditions, engine condition (crank time required), and the
time between starts (heat build-up) [37]. For this study, it is assumed that the engine starts at the first
crank and hence the number of engine start events is equal to the number of starter system cycles.

Every time the engine switches on, it consumes a certain amount of fuel and electric power.
From the experimental data, the fuel required for a warm engine-start, including the fuel required to
chargeback the low voltage battery, is considered. The number of engine switching events is taken as a
metric for comparing the controllers and can be directly related to the starting system life.

4.4. Energy Management Objectives

The problem considered in this paper is the energy management for a full parallel plugin hybrid
two-wheeler. The essence of HEV control is the instantaneous management of the power flow from
the ICE and the EM. The HEV control strategy aims to minimize the vehicle fuel consumption whilst
maintaining the SOC, and meeting the driver demand and respecting the component limitations.
The optimization objective considered in this work is to minimize fuel consumption during a trip,
and the constraints are:

(1) Charge sustainability: the battery SOC should remain at the defined SOC target reference at the
end of the trip.

(2) The satisfaction of driver demand: at each instant, the total torque output of the powertrain
should be equal to the driver’s demand.

(3) Actuator limitations: at each instant, the output of each powertrain component (engine and
electric machine) is within its maximum torque/power rating; similarly, the total battery power is
within acceptable limits in both charge and discharge operation.

For the consistency in operation of energy management controllers, different drive cycles and
vehicle configurations are considered. Thus, along with different drive cycles, WMTC and IDC, three
different system configuration are considered, as shown in Table 1. Table 1 shows the three different
vehicle configuration taken into consideration for this study. The engine sizing is taken based on the
availability of the engine models available in the production shelf. The three values of uniformly
distributed charge C rate values from a minimum limit of 1C to a maximum limit of 5C is considered
for the study.

Table 1. Vehicle configuration table.

Vehicle Configuration Engine Sizing Battery Charge C Rate

Veh 1 80% 5 C
Veh 2 100% 3 C
Veh 3 70% 1 C
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4.5. Basic Rule-Based Energy Management Strategy (BEMS)

The rule-based controllers (BEMS and MEMS) are static controllers and the operating point of the
components; engine and electric machine are chosen using rule tables as shown in Table 2 to meet
the requirements of the driver and other components (electrical loads and battery) based on prior
experience and testing as it is typical for rule-based controllers [6]. This table is formulated based on
the rule-based controller used in the hybrid concept two-wheeler. A basic rule-based control strategy
(BEMS) implements heuristic knowledge to develop a set of event-triggered rules. This strategy is
implemented using Matlab State Flow. The five states are described as launch, electric-only, engine-only,
combined (electric and engine) and braking states.

Table 2. Basic rules used in rule-based strategy existing in the hybrid two-wheeler considered.

Mode State Battery Vehicle Conditions Eng Mot Gen Descriptions

Launch mode

Vehicle
launch

SOC >
SOCLowlimit V > 0, DT <Mmt Off On Off

Vehicle start condition with
motor alone providing the

drive torque

Vehicle
launch

SOC >
SOCLowlimit V > 0, DT >Mmt On On Off

Vehicle start condition with
motor and ICE providing the

drive torque

Vehicle
launch

SOC <
SOCLowlimit V > 0 On Off Off

Vehicle start condition with
engine alone providing the

drive torque

Pure
EV-mode

EV state SOC >
SOCLowlimit

Mmn > V > 0 and
DT <Mmt Off On Off

Vehicle run condition with
motor providing the drive

torque

ICE-mode

Charging
state

SOC <
SOCLowlimit

0 < V <Mmn,
DT <Met On Off On

Drive torque provided by
ICE alone and battery

charged by engine

ICE only
state

SOC <
SOCLowlimit

V >Mmn or DT >
Met On Off Off Drive torque provided by

ICE alone

Combined
mode

High
power

demand

SOC >
SOCLowlimit

V <Mmn,
DT >Mmt On On Off Drive torque provided by

both motor and ICE

Regeneration
mode

Braking
state

SOC <
SOCHighlimit DT < 0, V >Mgn Off Off Off No regenerative braking

Braking
state

SOC <
SOCHighlimit DT < 0, V <Mgn Off Off On Regenerative braking

Braking
state

SOC >
SOCHighlimit DT < 0 Off Off Off No regenerative braking

where V = vehicle velocity; Mmn =maximum speed limit of the motor/generator; Mmt =maximum motor torque
limit; Met =maximum engine torque limit; Men =maximum engine speed limit; Mcn =minimum clutch engage
speed; DT = demand torque; SOCLowlimit = lower SOC limit (20% SOC) and SOCHighlimit = higher limit SOC limit
(80% SOC).

4.6. Modified Rule-Based Energy Management Strategy (MEMS)

The second control strategy is MEMS, which uses Load-Levelling Control (LLC). In LLC,
the Internal Combustion Engine (ICE) is operated as close as possible to a predetermined value
known as the optimal operating point for every instant in time during the vehicle operation [4].
The engine Optimum Operating Line (OOL) is the curve that connects the minimum BSFC for each
given power. In actual practice, it is difficult to operate on the optimum operating line as the operating
points are based on the wheel torque demand. Therefore, the ICE is operated as much as possible in the
optimum operating region near the optimum operating line. The resulting power difference between
the ICE and vehicle demand is either used or contributed by an electric machine. The maximum
contribution of the electric machine is limited by the state of charge of the battery and its torque and
power limitations.

22



Energies 2020, 13, 3122

4.7. Optimal Control Solution

Equation (7), which is subjected to Equations (8)–(12), is reduced to the instantaneous minimization
problem of the Hamiltonian function H [14]. The global optimal energy management control problem
for an HEV is reduced to the instantaneous minimization problem of Hamilton function by Pontryagin’s
minimum principle, which is explained in detail in the literature [14].

The Hamilton is written as [14]:

H(x, u, t) = P f uel(u, t) − λ(t)· 1
Qbat

Ibat(x, u, t) (14)

The term λ(t) can be decoupled as [35]:

λ(t) = −Ebats(t) = −Voc,maxQbats(t) (15)

where Ebat is the battery total energy and s(t) is a dimensionless term. The Hamiltonian function can
be further interpreted as equivalent power and the expression is as follows [35]:

H(x, u, t) = P f uel(u, t) + s(t)·Pbat(x, u, t) (16)

where s(t) is called the equivalence factor, which is the weighting factor that transforms the battery
power into equivalent fuel power. In charge sustaining, HEV is the ultimate energy is from the fuel.
The battery charge and discharge are translated into equivalent fuel consumption. Equation (16)
was derived from intuitive considerations on energy balance by Paganelli [26], which resulted in the
Equivalent Consumption Minimization Strategy.

4.7.1. Equivalent Fuel-Consumption Minimization Strategy (ECMS)

The third strategy is based on the Equivalent fuel Consumption Minimization Strategy (ECMS),
which is an instantaneous approach derived from Pontryagin’s Minimum Principle (PMP) [14,15,26].
It is well known that Pontryagin’s minimum principle can be applied to the HEV energy management
problem to derive an optimal solution in the form of ECMS [38]. While heuristic control strategies such
as BEMS and MEMS do not seek to optimize energy consumption or emissions, in contrast, the ECMS
explicitly formulates a cost function for the equivalent fuel consumption to be optimized [12,13,35].
In a hybrid vehicle, a global optimization strategy usually sees the minimization of fuel consumption,
or emissions, as the main goal. Paganelli [39] used an instantaneous optimization strategy to simplify
the global optimization problem into a local optimization problem using minimum instantaneous
equivalent fuel for each time cycle as an optimization objective. The instantaneous equivalent fuel
consumption is equal to the engine’s instantaneous fuel consumption and the electric motor power
that can be converted to fuel consumption [39]. ECMS was first proposed by Paganelli and applied
to hybrid vehicle energy management strategies; to minimize the instantaneous fuel consumption,
the concept of the equivalent factor was introduced [12].

ECMS sees the battery as an energy buffer, and all the energy consumption is equated to the
engine’s fuel consumption. The battery can be viewed as a reversible energy conversion tank. For a
particular parallel hybrid system, there can be two circumstances, which are as follows:

If the power of the battery is positive, as in discharging state, the battery is charged using extra
fuel of the engine in future, as shown in Figure 5a.
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Figure 5. Energy flow diagram of a PHEV during (a) Battery charging and (b) Battery recharging
through engine [26].

If the power of the battery is negative, as in charging state, the battery energy is being stored,
which can be utilized to reduce the load on the engine, thereby saving part of the fuel as shown in
Figure 5b.

In both cases, the electric power is equated to fuel consumption in the future and the actual fuel
consumption by the engine. The instantaneous fuel consumption can be calculated as follows [14]:

.
m f uel

eqv (t) =
.

m f uel
ICE (t) +

.
m f uel

BAT(t) =
.

m f uel
ICE (t) +

S
Qlhv

PBAT(t) (17)

where
.

meqv instantaneous equivalent fuel consumption
.

mICE is the instantaneous fuel consumption
from the engine,

.
mBAT is the instantaneous equivalent fuel consumption from the battery power (both

in charging and discharging), s is the equivalence factor, which represents the conversion of electric
power into fuel consumption and PBAT is the battery power, Qlhv is the low heating value of the fuel.

The cost function for equivalent fuel minimization is:

J(xt, ut) =
.

m f uel
eqv (t) =

(
.

m f uel
ICE (t) +

.
m f uel

BAT(t)
)
=

(
.

m f uel
ICE (t) +

s
Qlhv

PBAT(t)
)
→ min (18)

where control input ut ∈ [−1.0 : 0.1 : 1.0].
Subject to the following constraints:

Preq(t) = Pice(t) + Pem(t)
SOCmin < SOC(t) < SOCmax ∀ t
0 ≤ Pice(t) ≤ Pice,max(t)
Pem,min(t) ≤ Pem(t) ≤ Pem,max(t)
ωice,min(t) ≤ ωice(t) ≤ ωice,max(t)
ωem,min(t) ≤ ωem(t) ≤ ωem,max(t)

(19)

ECMS strongly depends on the definition of the equivalence factor [39]. In the conventional
ECMS formulation, the equivalence factor represents the chain of efficiencies through which fuel
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is transformed into electrical power and vice-versa, and it changes for each operating condition of
the powertrain. The equivalence factor is tuned for both charging (schg) and discharging (sdchg) in
charge-sustaining mode for a particular test cycle so that it minimizes the absolute fuel consumption for
a given test cycle. The overall fuel consumption can be considered a function of the equivalence factors
and a systematic optimization is used to find the equivalence factors that minimize the overall fuel
consumption constrained to the SOC sustainability, i.e., final SOC equals pre-defined SOCref. The value
of SOCref is taken as 0.30 in this study.

Along with the equivalence factor, to impose the SOC constraint, an SOC correction factor is
used to shift the optimal power split up or down according to the difference between the actual
state-of-charge and the target state-of-charge at every time instant. A non-linear “penalty function”,
p(SOC), as depicted in Figure 6 is used to represent the desired characteristics [39]. This function is
used to sustain the charge about the SOC set point-SOCref. This is required avoiding the under or
overcharging of the battery regardless of the vehicle demand.

 

Figure 6. An example of state of charge (SOC) penalty weight used in ECMS [39].

The ECMS is only functional in the charge-sustaining mode where both power from the engine and
electric machine is optimally split, to provide optimal fuel benefit with [26] minimum SOC deviation
from the target. The equivalence factors schg and sdchg can be calculated as follows [14]:

Schg = α1
(
1− β1

(
SOC− SOCre f

))
(20)

Sdchg = α2
(
1 + β2

(
SOC− SOCre f

))
(21)

α1 > 0,α2 > 0

β1 ≥ 0, β2 ≥ 0

SOCre f =
(SOCH + SOCL

2

)
(22)

where α1 and α2 are the weighting factors (constant), β1 and β2 are penalty factors derived from the
battery characteristics, SOCH and SOCL are higher and lower SOC limits and are calibrated based on
the requirement, and SOCre f is the target SOC, as shown in Figure 6.

The battery fuel component can be revised as follows [14]:

.
m f uel

BAT(t) =
Schg

Qlhv
PBAT(t), f or Ibat ≤ 0 (23)

.
m f uel

BAT(t) =
Sdchg

Qlhv
PBAT(t), f or Ibat > 0 (24)
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4.7.2. Proposed Equivalent Fuel Consumption Minimization Strategy (ECMS_LL)

The fourth controller, a modified conventional ECMS, is developed in this work and considered
for the comparison. In the ECMS_LL, a new penalty function is introduced to the conventional ECMS
control in the instantaneous cost function calculation. The original formulation of ECMS derived
from impressive engineering intuition and was proved to work well, even without formal proof
of optimality [32]. The derivation from the minimum principle includes a method, proposed and
implemented in the earlier section, which introduces a penalty weight p(SOC) based on the deviation
of SOC from the target SOC. This correction function adjusts the value of the equivalence factor
when the SOC is close to its maximum or minimum acceptable levels to avoid the over-charging or
over-discharging of the battery and thereby helps in the charge-sustaining approach. In fact, in the
original ECMS formulation, the equivalence factor represents the chain of efficiencies through which
fuel is transformed into electrical power and vice-versa, and it changes for each operating condition of
the powertrain. The equivalence factor is considered an optimization variable that acts as a single
tuning parameter for the required charge-sustained operation. This method improves the robustness
of the strategy; however, it does not adopt the equivalence factor for exploiting engine to operate in
the engine optimum region in most of its operational time throughout the drive cycle. The additional
penalty function added to the cost function is the cost of engine optimum operating point deviation.

The penalty cost for the deviation from engine optimum operating point improves the optimality
and increases the robustness of the strategy for a better fuel economy compared to the conventional
ECMS. However, the inclusion of the new penalty factor does affect the equivalence factor tuned for
conventional ECMS, which is tested and analyzed further.

The proposed modified ECMS attempts its maximum possibility to bring the engine operating
points towards the engine optimum operating region by deriving a penalty function and implementing
it into the cost function evaluation. The penalty function depends on engine operating points and its
deviation from the engine optimum operating line at every time instant. The addition of this penalty
function enhances the engine operating towards the engine optimum operating line, thereby improving
the mean engine efficiency for the particular drive cycle considered.

J(xt, ut) =
.

m f uel
eqv (t) =

⎛⎜⎜⎜⎜⎜⎜⎝ .
m f uel

ICE (t) + γ
S

Qlhv
PBAT(t) + β

⎛⎜⎜⎜⎜⎜⎜⎝ ICE f uele f f
OP

ICE f uele f f
OOP

(t)

⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠→ min (25)

where β
(

ICE f uele f f
OP

ICE f uele f f
OOP

(t)
)

is the new penalty cost function based on optimum operating point deviation.

ICE f uele f f
OP is the fuel efficiency of the engine operating point at that time instant, and ICE f uele f f

OOP is the

fuel efficiency of engine optimum operating point at that time instant. The addition of β
(

ICE f uele f f
OP

ICE f uele f f
OOP

(t)
)

affects the equivalence factor of conventional ECMS for the charge-sustained requirement and therefore
a multiplier term γ is introduced in the function for the electric path. The value of the gain β is based
on systematic testing for a particular drive cycle for charge-sustained SOC values. The main objective
of the charge-sustained approach is to keep the SOC to the required reference value at the end of the
trip. A range of β values is used and varied until the fuel benefit saturates under charge-sustained
operation. For different β, the change in the equivalence factor ‘γs’ for the charge-sustained operation
SOCre f is calculated. Figure 7 shows the relationship between β and γs for WMTC and IDC for three
different vehicle configurations considered.

Figure 7 shows the characteristic plot of the equivalence factor and the gain β of the new penalty
function added to cost function for the minimization of fuel consumption. The characteristic plot is
similar and consistent for different drive cycles and system configurations considered. By adding this
penalty function, the mean engine efficiency for a particular drive cycle and system configuration
can increase compared to the conventional ECMS. However, the percentage increase in the engine’s
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efficiency depends on the vehicle torque requirement (drive cycle dependent), different component
sizing and charge C rate limits considered while formulating the control law.

Figure 7. Relationship between the new equivalence factor ‘γs’ and gain ‘β’ for 3 different system
configurations: (a) Veh1, (b) Veh2 and (c) Veh3 tested for WMTC and IDC test cycles

5. Simulation Results and Discussion

An all-inclusive evaluation of rule-based and optimal based energy management strategies
concerning battery ageing, engine switching, fuel economy along with charge sustenance is
accomplished. To further check the reliability and consistency of the results, two different drive
cycles (WMTC and IDC) and three different vehicle configuration (Veh 1, Veh 2 and Veh 3) are
studied. All the cycles replicated to fulfil the distance of 28 km, which is defined as one-day driving.
The simulation results of the optimization-based controllers (ECMS and ECMS_LL) are presented and
compared with rule-based controllers (BEMS and MEMS).

5.1. Engine Operating Points and Fuel Economy

Figures 8 and 9 show the distribution of engine operating points for Veh 1 with BEMS, MEMS,
ECMS and ECMS_LL controllers for the WMTC and IDC test cycles, respectively. From the figures,
it is clear that irrespective of the drive cycles, the engine operating points clearly show that the engine
efficiency is highest with ECMS_LL followed by ECMS, MEMS and BEMS. A similar trend is seen
with Veh 2 and Veh 3 configurations. This is because the cost function calculated with optimal control
ECMS and ECMS_LL is designed to minimize the fuel consumption at every time instant by choosing
the best optimum power split. As discussed in the earlier session, ECMS_LL is designed by adding
an extra penalty (based on the deviation of engine operating point from the engine optimum line)
function to the cost function of ECMS, which improves the engine efficiency further and thereby fuel
economy. When it comes to rule-based strategies and optimal control-based strategies, the latter is the
clear winner when it comes to fuel economy. The optimal control strategies evaluate the best power
split by prioritizing the ICE operating points near to OOL. This is done by using the resultant power
difference between the ICE and vehicle demand being used or contributed by an electric machine
and battery. This gives the optimal control strategies an advantage of better fuel economy, over the
rule-based strategies. The rigid rules of the rule-based controllers constrain the possibility of the use of
load levelling in certain conditions.
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Figure 8. Veh1 engine operating points for different controllers tested for the WMTC test cycle:
(a) (BEMS), (b) MEMS, (c) ECMS and (d) ECMS_LL.

When implemented with optimal control, the ECMS_LL tries to choose the operating point that
minimizes the total equivalent consumption by placing the engine operating point in and around
the region of engine OOL. However, the ECMS has to select the engine operating point that has the
minimum fuel consumption and yet satisfies the best SOC correction to display the necessary charge
sustainability. Similar trends are observed with other vehicle configurations for WMTC and IDC
drive cycles.
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Figure 9. Veh1 engine operating points for different controllers tested for the IDC test cycle: (a) BEMS,
(b) MEMS, (c) ECMS and (d) ECMS_LL.

Table 3 shows the absolute fuel consumption (FC) and percentage FC reduction of the considered
controllers. The fuel consumption improvement of optimal control ECMS and ECMS_LL over BEMS
and MEMS is quite significant because of the engine operating in the best efficient regions. It shows
consistent positive results with both drive cycle for all the three-vehicle configurations considered.
A maximum fuel benefit of 21.18% is seen with ECMS_LL controller for vehicle configuration Veh 1
when tested for IDC drive cycle. A fuel benefit of 11.36% is seen with ECMS_LL controller for vehicle
configuration Veh 1 when tested for WMTC drive cycle. The percentage of fuel benefit varies with drive
cycle and vehicle configuration and the same is seen in Table 3. This is because of the engine sizing
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considered, charge C rate limits, wheel torque requirement from the drive cycles and other system
constraints. However, they all show similar trends in fuel consumption reduction, with ECMS_LL
displaying the highest benefit. The engine is made to operate near the optimum operating zone in
most of the times by utilizing the electric path wherever applicable. Thus, here, the battery and electric
machine are operated conveniently for increasing the engine’s efficiency.

Table 3. Absolute fuel consumption and fuel consumption reduction percentage for different controllers
tested with the WMTC and IDC test cycle for Veh 1, Veh 2 and Veh 3.

Controllers

Veh 1 Veh 2 Veh 3

WMTC IDC WMTC IDC WMTC IDC

Abs FC
(gms)

FC Red
(%)

Abs FC
(gms)

FC Red
(%)

Abs FC
(gms)

FC Red
(%)

Abs FC
(gms)

FC Red
(%)

Abs FC
(gms)

FC Red
(%)

Abs FC
(gms)

FC Red
(%)

BEMS 146.7 0.0 142.8 0.0 148.1 0.0 148.0 0.0 145.7 0.0 141.1 0.0
MEMS 138.1 5.9 139.1 2.6 146.3 1.3 145.3 1.8 144.1 1.1 138.1 2.1
ECMS 137.1 6.5 129.3 9.4 144.0 2.8 139.0 6.0 143.2 1.7 133.0 5.7

ECMS_LL 130.0 11.4 112.6 21.2 136.5 7.9 121.8 17.7 140.0 3.9 128.2 9.1

5.2. Charge Sustainability

One of the control objective considered during the formulation of energy management strategy is
charge sustainability along with the minimization of fuel consumption. For a fair trade-off, the absolute
fuel consumption is calculated by considering the equivalent fuel value of the difference of final SOC
and final target SOCref (0.30). Table 4 shows the final SOC values for the controllers with WMTC and
IDC test cycles for different vehicle configurations. The final SOC for the optimal controllers is within
the stringent bandwidth of±1% of the SOC target (SOC= 0.30) when compared to rule-based controllers.
The optimal controllers ECMS and ECMS_LL satisfy the control objective of charge sustainability. In
the case of rule-based strategies, the final SOC depends on the rules defined and varies with the vehicle
power demand and torque requirement demand from test cycles considered. Nevertheless, the final
SOC values with rule-based controllers achieve the SOC target like optimal controllers.

Table 4. Final SOC values for different vehicle configuration and drive cycles.

Controllers
Veh 1 Veh 2 Veh 3

WMTC IDC WMTC IDC WMTC IDC

BEMS 0.30 0.31 0.31 0.31 0.31 0.32
MEMS 0.33 0.31 0.32 0.31 0.31 0.31
ECMS 0.30 0.30 0.30 0.30 0.30 0.30

ECMS_LL 0.30 0.30 0.30 0.30 0.30 0.30

5.3. Engine Switching Events

Table 5 shows the engine switching events (ESE), for the considered controllers for different
vehicle configurations and test cycles. With the rule-based controllers, the engine switching depends
on the rules that are based on SOC limits considered and the drive cycle requirements for the wheel
power and torque. It is seen that, with optimal control, the engine switching events consistently show
lower numbers when compared to rule-based strategies. The engine-switching event is reduced by
23% and 55% for WMTC and IDC, respectively, using optimal control when compared to rule-based
controllers. One of the important objectives of energy management control is to keep the rider comfort,
safety and reliability of starting system in mind while evaluating the control strategies for a vehicle.

The starting system life of a typical conventional vehicle of a similar vehicle is 50,000 cycles/3 years.
The one-day travel is defined as 28 Kms. If 50,000 cycles are distributed equally across 365 days/year,
the per-day switching limit would be = (50,000/(3 × 365)) ~ approx. 46 switching events per day.
Assuming that the engine switches in the first very cranking event, the number of engine switching
events can be equated to the number of starting system cycles.
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The optimal controllers fare better in reducing the engine switching events when compared to
rule-based strategies. The rule-based controllers show almost double the switching events of those
allowed for a normal life span of the starting system. Irrespective of the vehicle configurations and
the test cycles considered, the rule-based strategies reduce the life span of the starting system by
approximately 50%. Since the engine switching depends on the rules, which are based on defined SOC
limits, the engine is switched on/off accordingly, which increases the number of ESE.

Table 5. Engine switching event for different controllers tested for different vehicle configurations
(Veh1, Veh2 and Veh3) and test cycles (WMTC and IDC).

Controllers
Veh 1 Veh 2 Veh 3

WMTC IDC WMTC IDC WMTC IDC

BEMS 89 96 89 96 89 96
MEMS 89 96 89 96 89 96
ECMS 69 43 69 43 69 43

ECMS_LL 69 43 69 43 69 43

5.4. Battery Temperature

Table 6 shows the absolute battery temperature and battery temperature rise for the respective
controllers considered for WMTC and IDC test cycles for the considered vehicle configuration.
From Table 6, it is seen that the rise in battery temperature is found higher in the optimal controllers
compared to rule-based strategies. The lithium-ion batteries are capable of operating from −20 to 60
◦C [40]. Lithium-ion batteries have maximum efficiency when operated between 10 and 35 ◦C; this is
called the optimum temperature range [40].

Table 6. Battery temperature and battery temperature rise for different vehicle configurations tested for
WMTC (W) and IDC (I) test cycles.

Controllers

Absolute Battery Temperature (◦C) Battery Temperature Rise (◦C)

Veh 1 Veh 2 Veh 3 Veh 1 Veh 2 Veh 3

W I W I W I W I W I W I

BEMS 31.4 32.0 31.4 31.9 31.7 31.8 1.4 2.0 1.4 1.9 1.7 1.8
MEMS 33.9 32.3 33.2 32.1 33.3 32.3 3.9 2.3 3.2 2.1 3.3 2.3
ECMS 41.7 41.2 41.0 41.4 39.3 38.4 11.7 11.2 11.0 11.4 9.3 8.4

ECMS_LL 43.8 41.9 44.3 42.0 42.7 38.4 13.8 11.9 14.3 12.0 12.7 8.4

Initial battery temperature considered for the study = 30 ◦C.

Figure 10 shows the variation of battery internal resistance along with the battery temperature for
all the controllers tested for IDC test cycle with vehicle configuration Veh 1. With ECMS_LL and ECMS
optimal controllers, the battery temperatures for all the test cases (irrespective of vehicle configuration
and drive cycle) rise above 35 ◦C, which is the upper limit of the optimum temperature range. Increase
in battery temperatures increases the degradation rates of the battery components, which includes
maximum charge/discharge capacity, the effectiveness of the electrode in storing Li-ions, charge
transfer rate constant, the total resistance of electrode resistance and electrode/electrolyte resistance [41].
The battery temperature rise with optimal controllers increases approximately up to five times when
compared to rule-based strategies. It is seen that the optimal controllers provide a significant increase
in the battery temperatures and it is known that higher battery temperature results in a faster battery
degradation process [9,33]. Optimal controllers are designed to prioritize fuel economy and in the
process, they exploit the battery operation, which leads to faster battery degradation when compared
to rule-based controllers. The battery temperature is one of the key factors influencing the battery
ageing. Using optimal control, the fuel economy benefit is achieved at the cost of increased battery
temperature, which would accelerate the process of battery ageing.
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Figure 10. Battery internal resistance and temperature profiles for Veh 1 configuration tested for the
IDC test cycle: (a) BEMS, (b) MEMS, (c) ECMS and (d) ECMS_LL.

5.5. Battery Throughput

Figure 11 and Table 7 show the trends of battery throughput, for optimal based and rule-based
controllers for different drive cycle and vehicle configuration considered. It is seen that optimal
controllers ECMS and ECMS_LL show increased battery throughput when compared to rule-based
BEMS and MEMS. Increased battery throughput is one of the potential factors affecting battery
ageing [9,33,41]. Higher effective battery throughput increases the heat generation and thereby
accelerating the battery ageing process [34,41]. The increased levels of battery throughput indicate
faster battery ageing process with optimal controllers when compared to rule-based controllers.
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Figure 11. Battery throughput profile for the IDC test cycle.

Table 7. Absolute battery throughput and battery throughput rise in percentage for different vehicle
configurations tested for WMTC (W) and IDC (I) test cycles.

Controllers

Battery throughput in Ah Battery throughput Rise in %

Veh 1 Veh 2 Veh 3 Veh 1 Veh 2 Veh 3

W I W I W I W I W I W I

BEMS 1.8 2.3 1.7 2.3 2.0 2.4 0 0 0 0 0 0
MEMS 3.7 2.7 3.0 2.5 3.7 3.1 52 13 74 6 84 29
ECMS 9.5 10.5 9.4 10.7 9.0 9.5 437 350 446 357 349 290

ECMS_LL 10.9 11.2 11.5 11.2 11.0 9.5 516 378 566 381 451 291

The main objective of the cost function design was limited to improvement in fuel economy
through improvement in the engine’s efficiency and appropriate power split during the vehicle run.
To increase the engine’s efficiency, the battery is exploited to its fullest operation. In this process,
the battery throughput increases to a maximum of five times when compared to the rule-based
strategies. Frequent charging and discharging to accommodate the engine running in its optimum
region increases the overall battery throughput for the journey. Battery throughput is a critical factor
influencing the process of battery ageing [40].

5.6. Battery Charge and Dis-Charge C Rates

The distribution of charge and discharge C rate for rule-based and optimal control-based controllers
tested for IDC test cycles and vehicle configuration Veh 1 is shown in Figure 12. The maximum charge
rate limit for vehicle configuration Veh 1 is fixed to 5 C.

The figure clearly shows that the optimal controllers exhibit higher frequency and peaks of
charge/discharge C rates when compared to rule-based strategies. A similar trend is found with the
other vehicle configurations. Higher peaks of C rates, contribute to higher Joule heating, which in
turn increases the internal temperature of the battery [34]. The higher C rates and higher frequency of
charge and discharge cycles increase the battery temperature as well as battery throughput, thereby
affecting the battery’s health and accelerating the ageing process [41]. The cost function designed in
optimal controllers improves fuel economy by running the engine around the optimum region by
employing the electric path wherever applicable. This, in turn, exploits the battery parameters which
accelerates the battery ageing.
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Figure 12. Battery SOC and charge C rate for Veh 1 configuration for different controllers tested for
IDC test cycle: (a) BEMS, (b) MEMS, (c) ECMS and (d) ECMS_LL.

5.7. Discussion

Very limited work has been done on energy management control for two-wheeler HEVs. Most of
the studies of energy management strategies on PHEVs were focussed on fuel economy, tailpipe
emissions and charge sustenance. This study focuses on the aspect that optimal control-based energy
management strategies with a desire to minimize fuel consumption display potential negative effects
on the battery parameters influencing battery ageing. To study this an optimal based and a rule-based
strategy was developed for parallel plugin hybrid two-wheeler. The study analysed all the critical
battery parameters (battery temperature, charge/discharge C rate and battery throughput) along with
engine switching and fuel economy and thereby evaluate the rule-based control strategies and optimal
based control strategies. To display consistency and reliability of the results, the controllers were
tested for two drive cycles and three different vehicle configurations. Two basic rule-based controllers,
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(a) BEMS and (b) MEMS, and two optimal control-based strategies, (c) ECMS and (d) ECMS_LL,
were developed and considered for the evaluation.

The simulation results highlight that the optimal controllers considerably reduces the fuel
consumption and engine-switching events when compared to rule-based controllers, irrespective of
the drive cycles and vehicle configurations considered. The IDC test cycle results show a significant
reduction in fuel consumption of up to 21.18% and a reduction in engine switching events of up to
55% with ECMS_LL when compared with rule-based strategy BEMS. However, the benefit of fuel
consumption and engine switching showed significant adverse effects on the battery parameters
influencing battery ageing. The battery temperature and battery throughput increased by 31% and
378% respectively.

Similarly, with the WMTC drive cycle, fuel consumption is reduced by 11.4% and ESE by 22.5%.
However, there was a significant increase in battery temperature and battery throughput by 39%
and 515%, respectively. Similar results are observed with other vehicle configurations. The optimal
controller utilizes the electric path favourably to operate the engine in the most optimal region wherever
possible. Thus, it reduces overall fuel consumption. Using the electric path for keeping the engine
operation in the optimum region exploits battery usage, thus increasing the battery temperature,
battery throughput and high peaks of charge/discharge C rates. These battery parameters, in turn,
affect battery ageing.

The simulation results show that optimal controllers fare better when it comes to reducing the
engine switching events. Unlike rule-based energy management strategies, ECMS cost function is
designed to minimize fuel consumption at every instant of vehicle running. In ECMS cost function,
the energy required for the operation of the starting system and extra fuel required to crank and start
the engine is taken into account in the cost function. Thus, it inhibits unnecessary engine switching
on/off. A benefit of 55% and a 22% reduction in engine switching events with IDC and WMTC drive
cycles are noticed, respectively, for Veh 1 configuration. A similar trend of engine switching events has
been observed with other vehicle configurations. This reduction in engine switching events helps in
improving the starting system life and also the reliability of engine operation.

Figure 13 shows consolidated simulation results in the form of a radar chart for WMTC and IDC
test cycles for vehicle 1 configuration. The normalized results of controllers (BEMS, MEMS, ECMS and
ECMS_LL) for fuel consumption reduction, engine switching events, battery temperature rise, final
SOC and battery throughput for WMTC and IDC test cycles are shown in Figure 13. The maximum
and minimum are represented as ‘1’ and ‘0’, respectively, while comparing the controllers. The ‘1.0’
is defined as the maximum battery throughput, the maximum SOC deviation from target SOC, the
maximum number of engine switching events, the maximum reduction of fuel consumption and the
maximum rise in battery temperature and ‘0’ is defined as the minimum most.

Figure 13. Simulation results for the Veh 1 configuration considered: (a) WMTC test cycle and (b) IDC
test cycle.

It is evident from the simulation results that the optimal controllers have been able to provide
the best fuel economy, minimal engine switching events and better SOC sustainability. However,
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the improvement in fuel consumption and engine switching has significant adverse effects on the
battery health and the battery ageing factors (effective battery throughput, charge/discharge C rates
and battery temperature). The battery temperature and battery throughput increased by a maximum of
five times and the frequency and peaks of charge/discharge C rate have increased substantially. Similar
results are observed with different vehicle configurations, as discussed in the results section. The benefit
of fuel economy with energy management strategy is partially at the cost of battery health and ageing.
Thus, consideration of battery parameters is a must in the evaluation of energy management strategies.

It can thus be suggested that optimal controllers, which are primarily designed for reducing fuel
consumption, engine switching and charge sustenance for the particular test cycles display promising
results for the control objectives considered. However, the simulation results show with optimal
control-based strategies there is an increased negative effect on the battery ageing factors. This study
emphasizes that the assessment of energy management strategy for HEV would be incomplete without
considering the study of battery parameters influencing ageing and engine switching along with
fuel economy. The comparison of controllers presented in this paper provides insights into the
interdependency between fuel consumption, engine switching and battery parameters influencing the
battery ageing.

6. Conclusions and Future Work

For an appropriate evaluation of energy management strategies, it is necessary to capture all the
important factors related to the critical powertrain components. Battery replacement cost is one of
the major hurdles in a PHEV that limit its prevalence in the automotive industry. Therefore, without
consideration of the battery parameters influencing the battery ageing, the evaluation of energy
management strategies remains incomplete.

This paper has analyzed an optimal control-based ECMS for a parallel plugin HEV two-wheeler.
The paper presents an evaluation of rule-based and optimal control-based controllers for the HEV
two-wheeler. A modified ECMS strategy, ECMS_LL, was proposed and developed. The ECMS_LL
further improves fuel economy when compared to conventional ECMS by maximizing the convergence
of the engine operating points to the optimum working region of the engine. This is done by exploiting
the electric path favourably wherever necessary. From the simulation results, it is evident that the
improvement in fuel economy is partly on the cost of battery health degradation.

This study emphasizes the need for an all-inclusive evaluation for the HEV energy management
strategy. The work presented in this paper forms the basis for the future study of the optimal behaviour
of energy management strategies, which would include battery ageing and engine switching events
along with fuel economy and charge sustainability. The work emphasizes the requirement of an
appropriate battery ageing-conscious energy management strategy to enhance the overall performance
of PHEVs.

Designing an optimal control energy management with a consideration of battery parameters
in the cost function formulation is taken as future work. The further development of a simple
battery-ageing model to evaluate the battery capacity loss is under study. As a next step, the simulation
results in this study are planned to be validated using HIL testing and then on the actual vehicle.
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Abstract: The performance of turbo-generators significantly depends on the design of the power
turbine. In addition, the thermoelectric generator can convert waste heat into another source of
energy. This research aims to design and optimize an integrated turbo-generator and thermoelectric
generator for diesel engines. The goal is to generate electricity from the vehicle exhaust gas. Electrical
energy is derived from generators using the flow, pressure, and temperature of exhaust gases from
combustion engines and heat-waste. In the case of turbo-generators and thermoelectric generators,
the system automatically adjusts the power provided by an inverter. Typically, vehicle exhausts
are discarded to the environment. Hence, the proposed conversion to electrical energy will reduce
the alternator charging system. This work focuses on design optimization of a turbo-generator and
thermoelectric generator for 2500 cc. diesel engines, due to their widespread usage. The concept,
however, can also be applied to gasoline engines. Moreover, this model is designed for a hybrid
vehicle. Charging during running will save time at the charging station. The optimization by variable
van angles of 40◦, 50◦, 62◦, 70◦, and 80◦ shows that the best output power is 62◦, which is identical to
that calculated. The maximum power outputted from the designed prototype was 1262 watts when
operating with an exhaust mass flow rate of 0.1024 kg/s at 3400 rpm (high performance of the engine).
This research aims to reduce fuel consumption and reduce pollution from the exhaust, especially for
hybrid vehicles.

Keywords: thermoelectric generation; turbo-generator; exhaust heat recovery

1. Introduction

Currently world energy consumption is continuously increasing, and this is associated with a
high rate of environmental damage due to the use of fossil fuels. This has been a concern in light of a
shortage of energy resources and environmental protection. In the past few years, a pressing need has
arisen to develop green energy systems and breakthrough technologies to solve these problems. Since
transportation is one of the main sectors responsible for the utilization of energy, transmissions, and
new vehicle components are being developed in order to achieve maximum energy savings, and as a
consequence less fuel consumption.

The prime source for powering vehicles is the internal combustion engine, or ICE. The principle
approach for releasing energy is the conversion of fuel in the combustion chamber into usable energy.
Unfortunately, the ICE has poor energy conversion efficiency. In the case of gasoline, diesel, and hybrid
electric vehicles, the percentage of utilized fuel during running is around 25%, with the remaining
75% lost in the form of exhaust gas enthalpy. This lost energy is crucial, and is largely due to exhaust
gas from waste heat (40%), the cooling system (including heat radiation, 30%), and friction (5%) [1].
Consequently, the amount of energy lost from the exhaust and cooling systems is twice the amount of
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energy than is actually utilized for mechanical energy. It can be estimated that 20% of the lost energy
can be converted to only 10% of the total electricity [2]. In this case, the exhaust gas or cooling system
can be used to generate energy, and thus fuel efficiency is increased.

In order to increase fuel efficiency, various energy saving technologies have been developed.
Many researchers have focused on the utilization of the exhaust gas of vehicles for power generation.
Engine exhaust gas energy recovery is one of the more promising technologies, through simultaneous
energy saving and emission reduction. Engine exhaust gas has a certain pressure and heat due to
its high pressure and high temperature, which can be used to generate electricity for power storage,
thereby reducing fuel consumption and increasing energy recovery efficiency. Moreover, the high-grade
mechanical energy of the remaining pressure can be recycled through the exhaust gas directly expanding,
which is known as the direct recovery method, and through low-grade thermodynamic energy used in
heat transmission, known as the indirect recovery method. Each method has different measurements
and solutions for energy recovery [3].

This study focused on designing and optimizing turbo-generator coupling with a thermoelectric
generator for 2500 cc. diesel engines. The work is composed of two main categories: Electrical energy
recovery, and mechanic energy recovery units. The design proposes to convert exhaust gas energy to
electrical power by mechanical exhaust energy, which is then converted to electricity through a turbine,
and further proposes to convert waste heat directly to electric energy. When using diesel engines
without turbos, there is no obstacle that will reduce the pressure and flow rate of the exhaust stream
from the combustion unit. Electrical energy recovery is a way to utilize recovered energy to supply
electrical power to the automobile’s interior equipment, or to bring this energy to charge the battery
for further use. Mechanical energy recovery, on the other hand, is a way to recover energy from the
exhaust gas, and is directly attached to the inverter in order to make the power available to the vehicle.
Power can be generated by the different turbine geometry components; for example, the rotor, nozzle
and volute. Electrical energy is collected during driving time.

The structure of this paper is as follows. First, the turbo-generator model and thermoelectric
generator are presented. Next, the simulation results are illustrated. Then, the experimental results,
which validate the idea, are discussed. Finally, we conclude the paper and make recommendations for
future work.

2. Exhaust Gas Heat Recovery Technology

The energy emitted by the engine exhaust gas is pressure and heat. Exhaust gas recovery
transforms the high pressure and heat back to reusable energy in the form of electrical power. The high
speed of hot waste gas produces a great amount of mechanical energy that can be utilized for power
generation; this is known as the direct method. At present, waste heat recovery technology from
the engine by the direct method is available, and is known as mechanical turbo-compounding and
electric turbo-compounding. Mechanical turbo-compounding using a conventional turbocharger
depends on the turbine to generate energy from the exhaust gas flow expelled from an internal
combustion engine. Alternatively, thermal energy derived from the exhaust gas is indirectly converted
to additional electricity using the Rankine cycle (organic or steam), and is directly recovered through
heat transmission of the thermoelectric generator.

Energy recovery using the direct technology method is easier to assemble than the indirect
method. Electrical turbo-compounding can be easily assembled, and can be directly connected to the
turbocharge axle or directly attached to the secondary turbocharge shaft [4–6]. Melanie Michon [7]
reported the results of study on the comparison of an automotive turbo-generator exhaust gas energy
recovery system using low voltage and high voltage machines. Aman M.I. Mamat [8] developed
a highly efficient turbine suitable for a low pressure turbine, or LPT, using turbo-compounding in
small and large segment passenger cars that use gasoline engines with a capacity of 1.0 L. The turbine
was designed for two purposes, to recover the energy of exhaust gas at low pressure with ratios of
1.05–1.3, and to drive a small generator with fixed operation conditions at 50,000 rpm. The resulting
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power output is up to 1.0 kW. Commercial Computational Fluid Dynamics (CFD) software (ANSYS
Unveils Release 16.0) was used in simulation to determine the low-pressure turbine performance.
Hence, the performance was verified with comprehensive turbine testing derived from the Imperial
College turbine test rig (cold-flow test facility). The caterpillar concept has been considered in electrical
turbo-compounding research [9–11]. These researchers have shown that using a high-performance
turbocharger reduces fuel consumption by 5% in basic engine cycles (brake specific fuel consumption).
Besides that, it can reduce fuel consumption overall with by up to approximately 9%–10%. Electrical
turbo-compounding is designed as part of the turbo-compound and is directly attached to the exhaust
pipe, to obtain exhaust gas heat flowing out with a generator running at a very high rotational speed.
The turbine design in this case will produce a large amount of power when compared with using
only a turbine for the compressor driver. The energy in the exhaust residual during usual use is
taken to drive the high-speed generators that are included in the same unit, which will transform the
remaining energy to electric power. Energy recovery technology can achieve high power from exhaust
gas, and work as a power plant. The maximum energy recovery from the exhaust is approximately 1.8
kW at the initial stage. Bowman Power Group Ltd. presents turbo-generators for power generation
(power plants) [12]. Bowman designed and applied a turbo-generator for installation in a power
plant generator, which brings the electrical power produced to the electric grid parallel to the original
alternator. The turbo-generator engine is mounted with a 250 kW to 1 MW engine that is equipped with
a turbocharger, and mounted after the turbocharger. The installation can produce around 10%–20%
more power. Controlled Power Technologies Ltd. (Basildon, UK). Federal-Mogul Controlled Power
Ltd. (Michigan, USA).

Unit 4, Westmayne Industrial Park, Bramston Way, Laindon designed and built a turbo-generator
integrated gas energy recovery system (TIGERS) that has the same functionality as the
turbo-generator [13]. TIGERS are water-cooled generators coupled to an exhaust driven turbine.
The small turbo-generator is installed at the exhaust pipe. This pipe is another pipe created for flow
control to the generator. The turbo-generator uses the valve to increase or decrease the amount of
exhaust passing through this series of turbo-generator. The opening of the more or less valve is
controlled by the control system relative to the velocity of the exhaust gas engine. The exhaust gas
flows through the turbine, causing the power transmission to be powered by the generator. Power
output depends on the engine load. The system produces up to 600 watts of electricity power.

Other technologies, such as the Rankine cycle (organic or steam indirect), produce power indirectly.
Beside these, thermoelectric generator technologies obtain energy directly through heat transmission.
The Rankine cycle uses the principle of changing the status of liquids. At any time, the liquid may
be pressurized and heated, and it transforms into pushed vapor due to expansion. The waste heat
recovery (WHR) evaporator transforms the energy in the exhaust by installing it in a position after
the manifold exhaust in the production phase, by which the working fluid expands in the turbine.
The efficiency of energy recovery is based on the efficiency of the heat exchanger. Furthermore, using
the organic Rankine cycle to recover energy requires a large space to install the system, and it is difficult
to assemble the parts [14,15].

A thermoelectric generator is another way of bringing the energy from the exhaust gas back to a
usable state, and is convenient and easy to install in an engine. The Peltier–Seebeck effect describes how
a thermoelectric generator transforms the heat in the exhaust gas into electric power. The current arises
from the difference of temperature between one side of the thermoelectric generator and the muffler.
It is a device with no moving parts (a solid-state device) that directly transforms the heat to electricity.
The advantage of a thermoelectric module without moving parts is that the power-generating device
is simple, robust, reliable, modular, and maintenance free. Moreover, its production of electricity is
environmentally friendly.
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X. Liu [16] proposed simulation and experimental results of positioning of the thermoelectric
generator installation. In this work, the thermoelectric generator is placed between the catalytic
converter and muffler, where there is no system parts to block the flow of exhaust. As a result, it does
not cause the exhaust pressure to reverse inside the exhaust pipe, and there will be a large area for
heat transfer, which improves the performance of the heat transmission. Tae Young Kim [17] studied
the efficiency of the heat released with recycled exhaust gas. The experiment used 40 thermoelectric
generators equipped with a large diesel engine, and operated with the engine at a rotation cycle of
1000, 1500, and 2000 rpm. The thermoelectric generator was installed on the top and bottom of the
exhaust gas channel series. The experimental results illustrated that the energy released directly varies
based on the engine load and speed, and the maximum energy value at 2000 rpm is 119 watts. Xiuxiu
Sun [18] compared two characteristics of thermoelectric generators: Series installation and parallel
installation. The results of the experiments show that parallel installation provides a better performance
than series installation. Hua Tian [19] presented the effect of the energy that has been released, and
the efficiency of thermoelectric generators. The results conclude that energy and efficiency can be
increased by increasing the heat source temperature, and reducing the heat in the desired cooling
areas. The performance is based on the ratio of two types of materials—Skutterudite and bismuth
telluride—to make thermoelectric generators reliable and easy to use. Ilker Temizer [20] developed
a prototype for recycling heat. In this work, the thermoelectric generator is mounted with a diesel
engine. Experiments were carried out looking at different engine speeds and different engine loads.
The speed of the engine rotation was set at five different levels, and the engine load was set at two
different levels. The experimental results show the maximum output was 156.7 watts at the maximum
speed and maximum engine load. Changxin Liu [21] studied prototype generation by installation
of a thermoelectric generator with a car exhaust muffler. The experimental results found that, when
operating the engine with a heat pipe at a temperature of 473 K, the thermoelectric generator can
produce an energy output of to 250 watts, with a heat efficiency of 5.35%.

Based on the hybrid electric charge for a hybrid car, it was found that the average electric charge
would be 1–5 h per 100 km driving distance. For charging, the car will be parked at a power station,
which wastes time. The average speed of a used car driving on the highway is 100 km/h. At that speed,
the engine speed is 3500 rpm.

Contemporary’s cars have a higher level of power consumption than ever before, because of the
equipment used to drive the engine and because of electrical demands such as the air conditioning
system (using an electric compressor), electric power steering, electronic throttle control, electric
windows, and power seats. In addition, the equipment included for convenience when driving such as
phone chargers, refrigerators, heaters, and car entertainment equipment also require electricity.

In this research, the recovery of energy in the exhaust is different from previous works. It can
summarize with the major differences as shown in Table 1. The main difference is this research will
design the turbo-generator and thermoelectric for 2500 cc. diesel engines of light-truck.

Table 1. Summary of parameters for turbo-generators and the thermoelectric generator model.

Engine Mobile Type
Energy
Receive

Speed
Weigh
Extra

Reference

n/a Yes (Heavy-Duty) TG 600 W 45,000 rpm 11 kg [11]
n/a n/a TG 1.8 kW 80,000 rpm n/a [12]

Diesel No (Power Plant) TG 30 kW 60,000 rpm 50 kg [13]
Gasoline 1.0 L Yes (Passenger) TG 1.0 kW 50,000 rpm n/a [14]

Diesel Yes (Heavy-Duty) TEG 119 W n/a n/a [18]
Diesel Yes TEG 156.7 W n/a n/a [21]
Diesel No (Power Plant) TEG 250W n/a n/a [22]

Diesel 2.5 L Yes (Light-Truck) TG + TEG 1262 W 50,000 rpm 15 kg Author work

TG (turbo-generator), TEG (thermoelectric-generator), and n/a (not available).

42



Energies 2019, 12, 3134

3. Turbo-Generators and Thermoelectric Generator Modeling

The turbo-generators and thermoelectric generator system developed by the designing and
installing of turbo-generators after exhaust manifold and installing the thermoelectric generator in the
next position. Therefore, this section outlines the process of design for turbo-generators, followed by
turbo-generator development.

3.1. Exhaust Energy

External heat balance is based on measurements of mechanical energy, and energy taken outside
by the cooling liquid and exhaust gases. The external balance equation takes the following form [2]:

Q = Qe + Qch + Qw + Qn + Qr, (1)

where Q is the total heat inputted to the engine (J/h), Qe is heat that can be exploited, Qch is cooling
loss, Qw is the loss of exhaust, Qn is an incomplete loss, and Qr is the residual of the balance/remaining.
The loss of exhaust is the largest amount of energy derived from heat and pressure, which can be
calculated from the following equation:

Qw =
.

m× cp × ΔT, (2)

where
.

m is the exhaust gas mass flow rate, cp is the specific heat of exhaust gas, and ΔT is the exhaust
gas temperature difference.

To understand an overview of all the energy generated by the internal combustion engine using the
functional principle of the Otto cycle, and to be able to see and understand the energy mix in the exhaust
gas released along with the exhaust muffler, Figure 1 shows the relationship of pressure and volume in
the cylinder box of the combustion engine within four strokes. The bottom part of the figure shows the
piston and the cylinder that move up and down during operation of a four-stroke engine. The piston
continuously moves from the bottom death center to the top death center. The movement causes
various strokes, including the intake, compression, combustion, and exhaust strokes, each of which
work together with the displacement of the piston and closing/opening of valve. Briefly, the energy in
the exhaust gas in the figure is the area of the exhaust energy (area F-G-H-I) that is released from the
discharge of the exhaust stroke in the spitting. The piston moves up from the bottom death center to
the top death center at the same time that the exhaust valve opens. This makes the head of the piston
press the exhaust gas. Then, the exhaust gas with heat and high pressure flows out of the cylinder
through the manifold exhaust to the exhaust pipe and to the pipe end, respectively.

 

Figure 1. Exhaust energy
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3.2. Flow Chart for Calculating the Exhaust Mass Flow of an Internal Combustion Engine

This flow chart (Figure 2) shows the process for calculating the mass flow rate of the exhaust gas,
which will be used to design the rotor blades in the next stage.

 

Figure 2. Exhaust gas.

The operating exhaust conditions are setup for a 2500 cubic centimeter diesel engine with the
speed of the engine 3400 rpm (normal high use). Table 2 shows the flow characteristics of the exhaust
gas that changed when the engine speed changes. To summarize, the increased engine rotation speed
affects the mass flow rate and flow velocity, where the speed of the engine varies from 1000 to 5000 rpm.
The exhaust mass flow rate calculated as the following:

.
mexhaust =

.
mair +

.
m f uel = 0.1024 kg/s.

Table 2. Mass and velocity flow of exhaust gas on difference engine rotation speed.

Engine Rotation Speed (rpm) Exhaust Gas Mass Flow Rate (kg/sec) Exhaust Gas Flow Velocity (m/min)

1000 0.0320 900
2000 0.0640 1799
3000 0.0960 2699
3200 0.1024 3598
4000 0.1280 3778
5000 0.1600 4498

3.3. Specific Design

In the first step, the dimension design of the parts of the rotor used the details following the
instructions as shown in Table 3 and Figure 3.

Table 3. Design parameters of the rotor.

Parameter Recommended Range Source

α2 68–75 Dixon, Rohlik
β3 50–70 Whitfiel and Baines

D3H/D3S <0.4 Dixon, Rohlik
D3S/D2 <0.7 Dixon, Rohlik
D3/D2 0.53–0.66 Whitfiel and Baines
b2/D2 0.05–0.15 Whitfiel and Baines, Dixon, Rohlik
U2/C0 0.55–0.80 Balje diagram
W3/W2 2–2.5 Ribaud and Mischell
V3/V2 0.15–0.5 Whitfiel and Baines

The equation below describes the relationships of the theoretical work for turbines:

L0 =
k1

k1 − 1
×Rsp × Ts ×

⎡⎢⎢⎢⎢⎢⎢⎢⎣1−
(

P′s
Ps

) k1−1
k1

⎤⎥⎥⎥⎥⎥⎥⎥⎦, (3)

T′s
Ts

=

(
P′s
Ps

)K1−1
K1

, (4)

Lo =
k1

k1 − 1
×Rsp × (T′s − Ts), (5)
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where L0 is the theoretical work by energy per mass of exhaust gas (kJ/kg), k1 is the value of adiabatic
exhaust gases, Rsp is the constant value of the exhaust gases relative to the gas constant to the molecular
weight of the gas, Ps is the pressure of exhaust gases behind the turbine, P′s is the pressure of exhaust
gases in front of the turbine, Ts is the temperature of exhaust gases flowing into the turbine, and T′s is
the temperature of exhaust gases flowing out from the turbine.

 

Figure 3. Velocity triangles for the rotor and stator.

The following equation explains the size of the work occurring in the turbine, which is related to
the decrease of the temperature after the exhaust gas flows through the turbine.

Nt = Gs × lt = Gs × l0 × ηt, (6)

where Nt is the theoretical power (W), Gs is the intensity of exhaust gas flow (kg/s), and ηt is the
efficiency of the turbine in isentropic.

The Euler equation shows the energy transfer in the rotor, which can be represented as a product
of the torque by the angular velocity:

.
W = ωTQ =

.
m(u1c01 − u2c02) =

.
m.cp(T10 − T20), (7)

where
.

W is the energy transfer, Q is the heat transfer per unit mass flow, ω is the angular velocity,
.

m is
the mass rate of flow, (u1c01 − u2c02) is the rate of change of angular momentum, cp is the specific heat
at a constant pressure, and (T10 − T20) 10-T20 is the temperature difference of the inlet and outlet.

3.4. Formula for One Dimensional Calculation

Once the energy transfer has been determined, the mass flow of exhaust gas required to achieve
the specified power can be calculated from:

W =
Power
.

mexhaust
. (8)

45



Energies 2019, 12, 3134

The blade speed at the inlet can be calculated from the velocity triangles, in which the relative
work output is:

u2 =
√

w. (9)

The absolute velocity at the inlet:

v2 =
u2

sinα2
. (10)

where α2 is absolute gas angle at radius.
The radius at the inlet of the rotor has the value of:

r2 =
60u2

2π× rpm
. (11)

The relative velocity at the inlet:

w2 =
√

v2
2 − u2

2. (12)

The rotor shroud radius and hub radius are:

r3s = 0.75r2. (13)

The rotor hub radius:
r3h = kr3s. (14)

where k is the hub-tip ratio at the inlet impeller.
The hub blade speed:

u3h =
2πr3hrpm

60
. (15)

The shroud blade speed:

u3s =
2πr3srpm

60
. (16)

The mean of the exit radius is equal to its square value using the Balje diagram:

r3 =
√

0.5
(
r2

3s + r2
3h

)
. (17)

Figure 4 shows the Balje diagram used to calculate the value of the exit radius. The value of Ωs

efficiency is in range 0.2–0.8 and the recommended value of r3
r2

is in range 0.53–0.66.
Consequently, the blade speed at the mean exit radius is:

u3 =
2πr3rpm

60
. (18)

The blade width at the outlet:
b3 = r3s − r3h. (19)

Using mass balance, the inlet blade height can be determined as:

b2 =

.
mexhaust

2πr2v2 cosα2
. (20)
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Figure 4. Balje diagram for a radial turbine [Reproduced with permission from [22], Seppo, A. Principles
of Turbomachinery; John Wiley & Sons: New York, NY, USA, 2011.].

Using the velocity diagram for calculating the flow angle of relative velocity at the exit:

β3 = tan−1
(

u3

v3

)
. (21)

The flow angle of relative velocity at the hub and shroud at the outlet are:

β3h = tan−1
(

u3h
v3

)
, β3s = tan−1

(
u3s

v3

)
. (22)

Figure 5 shows an overview of the equations used for calculating the dimensions of the
turbine, respectively, where the process for calculating values is continuously correlated using
the MATLAB program.

Figure 5. The dimension design of turbine.
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3.5. The Dimension Design

The values of the calculated components from the previous sections are summarized and shown in
Table 4 in order to create the turbine model as well as applying the values for the turbo-generator drawing.

Table 4. The results from the one-dimensional calculation of the radial turbine.

No Description Abbreviation Unit Value

1 The flow angle at inlet of impeller α2 degree 62
2 The radius at inlet r2 m 0.0298
3 The inlet blade height b2 m 0.0076
4 The rotor shroud radius r3s m 0.0175
5 The rotor hub radius r3h m 0.0075
6 The mean exit radius r3 m 0.0134
7 The flow angle of relative velocity at outlet β3 degree 17.4907
8 The flow angle of relative velocity at shroud β3s degree 22.2716
9 The flow angle of relative velocity at hub β3h degree 9.9650
10 The blade width at outlet b3 m 0.01

3.6. Drawing the Turbo-Generator

The turbo-generator parts use calculated values from Table 3 for drawing in Computer Aided
Design (CAD) models of the rotor and volute with the size and shape shown in Figure 6. The overview
of all parts is shown in Figure 7.

 
Figure 6. Rotor and volute design.

Part of the turbo-generator model:

Figure 7. The turbo-generator components.

The size of the new turbine design is shown in Table 5, and compared with the turbine of current
vehicles. The differences of dimension occur when the inlet blade angle increases and the outlet blade
angle decreases.
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Table 5. The geometric features of the turbine compared with turbines in current commercial cars.

Turbine New Design Rotor Commercial Rotor1/2 *

Number of blades 11 11
Inlet blade angle 62◦ 20◦/30◦

Outlet blade angle 17◦ 50◦/60◦
Turbine diameter (mm) 60 60

Vane angle Varied 62◦ No vane
Rotation speed (rpm) 52,000
Mass flow rate (kg/s) 0.1024

Temperature inlet/outlet (◦C) 400/80
Pressure outlet (bar) 1.1

* Toyota Hilux model.

3.7. Drawing and Construction of a Thermoelectric Generator

The output voltage is directly proportional to the temperature change, which is the principle of a
thermoelectric generator using the phenomenon characteristics known as the Seebeck effect [16], and
displayed as the following equation:

V = αΔT, (23)

where α is the Seebeck coefficient
(
VK−1

)
and ΔT is the temperature difference of two sides of the

surface in K.
The Reynolds number derived from the value of the heat source from the engine exhaust gas is:

Re = ρvD/μ, (24)

where ρ is the density, ν is viscosity, D is the equivalent diameter, and μ is the viscosity of the fluid
flowing through the tube.

The heat transfer coefficient of the hot side is determined by:

he = Nuke/Dh. (25)

The Nusselt number is defined as the ratio of convection heat transfer to fluid conduction heat.

Nu =
heDh

ke
, (26)

where Nu is Nusselt number, ke is thermo conductivity of exhaust, and Dh is the hydraulic diameter.
The following equation shows convection on the plate:

Nu = 0.664
(
Re0.5 × Pr0.33

)
, (27)

where Re is the Reynolds number and Pr is the Prandtl number.
The heat conversion efficiency of waste heat recovery is calculated using the energy from the

thermoelectric generator divided by the heat inserted into the thermoelectric generator.

η =
Poutput

.
mCp(Tin − Tout)

, (28)

where η is the conversion efficiency, Poutput is the thermoelectric generator power output,
.

m is the
exhaust gas mass flow rate, Cp is the exhaust gas specific heat, Tin is the exhaust gas system inlet
temperature, and Tout is the exhaust gas system outlet temperature.

The equation to calculating the power generated by the thermoelectric generator is:

P = NαpnIΔTleg − I2NRpn, (29)
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where N is the number of thermoelectric couples employed, αpn is the Seebeck coefficient, I is,
respectively, the electric current, ΔTleg is the thermoelectric leg temperature difference, and Rpn is the
value of the thermoelectric resistivity couple.

The equation for the system efficiency, η, can be calculated by:

η =
pTEG

Pengine
× 100%, (30)

where pTEG is the thermoelectric generator maximum output power and Pengine is the power of
the engine.

The efficiency of a TE module used as a generator can be approximated by the following
relationship, where Z is a material property, Tc is cold temperature, Th is hot temperature, and T is
(Th + Tc)/2.

ηTEmax =
Welec
Qh

=
ΔT
Th

.
√

1 + ZT − 1√
1 + ZT + Tc

Th

, (31)

Z =

(
αp − αn

)2

((
λpρp

)1/2
+ (λnρn)

1/2
)2 , (32)

where αp is the Seebeck coefficient corresponding to p, αn is the Seebeck coefficient corresponding to
n, λp is thermal conductivity corresponding to p, λn is thermal conductivity corresponding to n,ρp is
electrical resistivity the corresponding to p, and ρn is electrical resistivity corresponding to n.

The power output is:
P = Qh −Qc = I2RL, (33)

where I is the electrical current in the generator circuit, RL is the electric resistance of semiconductor
couple, Qh is the heat absorbed from heat source, and Qc is the heat absorbed from the cold source.

Power outputs and conversion efficiencies were calculated applying the numerical results,
the electric current and absorbed heat shown in the equations below:

P = N
[
αpn(Th − Tc)I − I2R

]
, (34)

R =
L
A

(
ρn + ρp

)
, (35)

η =
P

Qh
, (36)

where P is the output power, N is the number of thermoelectric elements in the module, and αpn is the
Seebeck coefficient. L is the length of the legs and A is the cross-sectional area.

The equation for the thermocouple conversion efficiency is:

η = P/Qh, (37)

where Qh is the absorbed and P is the output power.
Another important part of the process for designing a thermo-electric generator is finding the

heat transfer correlations, which is calculated from the heat of the engine exhaust flowing through the
exhaust pipe. The design will focus on the suitability and ease of installation with real engines in a
limited space to make the best heat transfer efficiency and to not extremely affect the pressure of the
exhaust. Figure 8 illustrates the heat transfer correlations of the thermo-electric generator.
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Figure 8. Heat transfer correlation of the thermoelectric module.

Energy balance of cooling heat exchanger calculated by:

Qc = mccp(Tc+1 − Tc), (38)

Qc = hcAc(Tc − (Tc + Tc+1)/2), (39)

where hc is the heat transfer coefficient for the coolant heat exchanger, Ac is the heat transfer area for
the coolant side, mc is the mass flow rate, Tc is the coolant water temperature, and Tt is the temperature
of the cold side of the thermoelectric module.

Energy balance of exhaust heat exchanger calculated by:

Qh = mhcp(Th − Th+1), (40)

Qh = hhAh(Th − (Th + Th+1)/2− Ti), (41)

where hh is the heat transfer coefficient for the exhaust heat exchanger, Ah is the heat transfer area for
the exhaust side, mh is the mass flow rate, cp is the specific heat of the exhaust, Th is the temperature of
the exhaust, and Ti is the temperature of the hot side of the thermoelectric module.

Heat and cooling transfer of the system calculated by:

Qc = SITc + K(Th − Tc) − 0.5I2R, (42)

Qh = SITh + K(Th − Tc) − 0.5I2R, (43)

where S is the Seebeck coefficient, R is the internal resistance, K is the thermal conductance of the
module, and I is the total current of the generator.

Calculations for efficiency of a thermo-electric generator:
The exhaust gas mass flow rate was 0.1024 kg/s, the exhaust gas specific heat cpg was 1kJ/kg.k,

and the supplied heat was: the exhaust gas = mgcpgΔT = 0.1024 × 1.148 × (110− 115) = 587.776 W,
electrical power output = VI = 16× 5 = 80 W

e f f iciency o f thermoelectric generator =
electrical power output

heat supplied by the exhaust gas
= 13.61 (44)

The thermoelectric module in Figure 9 composed of two units with dimensions of 240 mm × 100 mm
× 300 mm. It is a combination of three main parts: The water cooling box, heat exchange box, and
thermoelectric plate (TECI − 12706). The water cooling box has eight parts with dimensions of 70 mm
× 40 mm × 300 mm. It was used as a thermo-electric plate to reduce the heat by removing the heat from
the water using the radiator. The heat exchange box has dimensions of 100 mm × 100 mm × 300 mm
to transfer the heat from hot water to the 80 thermoelectric plates. The design will focus on the
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suitability and ease of installation with real engines in limited space to make the best heat transfer
efficiency and to not extremely affect the pressure of exhaust.

 

Figure 9. Thermoelectric generator module.

4. Simulation Results and Optimization

4.1. Turbine Performance

The steps of the CFD simulation started from design and drawing, which was shown in Figure 10
by modeling the adjustment of the vane angle at 40◦, 50◦, 62◦, 80◦, and 85◦ respectively. Then,
the step was the model preparation for using in the simulation process. The step started from the
CFX-Design Modeler procedure which is an important step of ANSYS simulation. The total number of
faces that resulted from this procedure was 358 faces, separated into turbine 282 faces, exhaust gas
28 faces, and vane 48 faces. After that was the surface preparation procedure using the section of the
CFX-Meshing. The total value of the model was 914,018 nodes and 3,461,517 elements, divided into
turbine 509,734 nodes and 2,545,575 elements, exhaust gas 132,988 nodes and 688,147 elements and
vane 271,296 nodes and 227,768 elements.

  

(A) (B) 

Figure 10. Model preparation. (A) CFX-design modeler and (B) CFX-meshing.

The next step was the process of simulating the flow condition in the model. The simulation
simulated the exhaust flow that flowing into the inlet of the turbine case and simulated the flow out
of the front. There are various configurations in this step including the exhaust flow rate, pressure
temperature, and flow characteristics details as follows: The CFX-Pre procedure had three domains and
three interfaces, the exhaust domain had a static inlet, an inlet mass flow rate 0.1024 kg/s, and outlet
pressure at 101.325 kPa. Turbine domain configured a rotation speed between 15,000 and 35,000 rpm
and the vane domain was defined as the static flow at 400 ◦C as shown in Figure 11.
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Figure 11. CFX-pre simulation.

The results of the simulation shown in Figure 12. In the simulation, there were eight different
vane angle simulations including not vane, vane angle 40◦, 50◦, 62◦, 80◦, and 85◦, and commercial 1, 2.
The simulation was set with a rotation speed from 15,000 to 35,000 rpm.

 

Figure 12. Moment on the turbine.

The torque on the turbo blade was 0.628 N – m. This was used to calculate the power, using
this equation:

P = T × 2×π× N
60

= 0.628× 2×π× 52000
60

= 3401 watt. (45)

Table 6 shows the comparison of torque and power for adjusting the inlet blade at various angles
without the vane and commercial turbines.

Table 6. Turbine performance.

None 40◦ 50◦ 62◦ 70◦ 80◦ Commercial 1 Commercial 2

Torque 0.138 0.355 0.525 0.624 0.578 0.502 0.259 0.289
Power 752 1937 2858 3401 3147 2734 1411 1573

The results of the simulation for the input parameter exhaust inlet was 0.1024 kg/s (3500 rpm;
engine rotation speed), for the pressure outlet was 1.1 bars, and for the temperature was 400 ◦C.
The inlet angle set to five variables with a vane angle of 40◦, 50◦, 62◦, 70◦, and 80◦ as shown in Figure 13.
The results shown in Table 5 and Figure 14A suggest torque and power increased if the rotation speed
increased. The turbine could generate from 1937 watts of power with an engine speed of 4200 rpm,
when the vane angle varied from 40◦ (1937 watts) to 62◦ (3401 watts). After the vane angle increased to
more than 62◦, a reduction of power occurred.
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Figure 13. The variable vane angled; 40◦, 50◦, 62◦, 80◦, and 85◦.

 

(A) (B) 

Figure 14. Generated power results. (A) Results showing the vane angle and power and (B) results
showing the rotation speed and power.

The results from the simulation of the relationship between the generated power and rotation
speed are shown in Figure 14B, the power output increased to 3401 watts at 25,000 rpm.

4.2. Pressure and Path Line of Flowing

The value of the pressure is shown in Figure 15. Pressure reached the maximum at the inlet and
was lower at the outlet. The value at the inlet was 1.67 atm, at the volute was 1.46 atm, at the turbine
blade was 1.20 atm, and at the outlet was 1 atm.

 
Figure 15. Pressure at all turbine walls.
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The value of the pressure was varied as shown in Figure 16. The highest pressure was 1.5 atm and
the lowest at 1 atm. Pressure in the turbine blade in Figure 17 shows the characteristic of the exhaust
gas flow in the gap between the rotor and volute, expressed as a flowing line from the entrance through
the rotor blade and flowed out in front of the rotor.

 
Figure 16. Pressure at the turbine blade.

 
Figure 17. Path line of flowing at the turbine blade.

The sound speed at the turbine blade was 490–530 m/s. This sound speed was an acceptable value
for the shock wave design as shown in Figure 18.

 
Figure 18. Sound speed at the turbine blade.
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5. Experimental Results

5.1. Experimental Setup

The experimental facility shown in Figure 19 used in this study was based on a real internal combustion
engine, and experiment testing works without load. The experimental design for the experiment consists of
four main parts: The engine building, turbo-generator unit, thermoelectric-generator unit, and parameter
output measurement. The engine was based on a 2500 cc. diesel engine (Toyota 2LII model). The engine
consisted of a water-cooling system, oil lubricating system, and engine electric system. The turbo-generator
consisted of a turbine, volute, vane, and generator. The connection of the turbine to the generator used
coupling and the gear reducer rotation speed. The thermoelectric-generator consisted of a water-cooling
box, heat exchange box, and thermoelectric plate. Finally, the performance measurement aimed to find the
engine rotating speed, turbo-generator rotating speed, temperature and pressure measurement, exhaust
gas measurement, and finally the power measurement of the turbo-generator and thermoelectric-generator.

Each experiment performed 10 times with the same condition. The values from results recorded
after the engine runs 20 min so that the engine was working in the heat condition. The speed of the
engine was adjusted with step 100 rpm started from 1000 to 3600 rpm. The values recorded consisted
of the engine rotation speed, inlet and outlet temperature of the turbo-generator, inlet and outlet
temperature of the thermoelectric-generator, the power value from the turbo-generator, and the power
value from the thermoelectric-generator.

 

Figure 19. The real internal combustion engine test.

5.2. The Measurement Intrument

The set of instruments for measuring values from the experiments were created specifically.
The main components were divided into three parts: The processing and interpret sections, data
recording section, and the measuring sensors detailed as follows:

The first section was the processing section using the STM32F407 microcontrollers for receiving
the values from the sensor and displaying the values with the LCD monitor.

Since you have not mentioned about the details of this sensors/apparatus, so that in order to
understand the reported results the measurement accuracy of the discussed

The second part was the section for receiving values from the microcontroller to store in the SD
card. The SD card module recorded the values in two ways: When the value changed and recorded
the values every second.

The third part was the sensor that sent various values in both the digital and analog signal
to the microcontroller composing of the following values: Engine rotation speed, turbo generator
rotation speed, inlet temperature of the turbo generator, outlet temperature of the turbo generator,
inlet temperature of thermoelectric, outlet temperature of thermoelectric, inlet pressure of the turbo
generator, outlet pressure of the turbo generator, output power turbo generator, and output power
of thermoelectric. The details of the sensor used as following: Engine rotation speed and turbo
generator rotation speed used the hall effect proximity switch (NJK-5002C), inlet temperature of the

56



Energies 2019, 12, 3134

turbo generator, outlet temperature of the turbo generator, inlet temperature of thermoelectric, and
outlet temperature of the thermoelectric used resistance temperature detector (PT100 RTD), inlet
pressure of the turbo generator, and outlet pressure of the turbo generator used MEMS pressure sensor
(XGZP701DB1R), output power turbo generator, and output power of thermoelectric used current
detection sensor module (WCS1800).

These instruments are comparable to the standard instruments and adjusted to the precise value
to solve the problem of variance of experimental results, as the results of each trial result, the value of
the measurement instrument is different, but there will be a tendency or appearance of the same rise
or decline. This causes different values due to a number of factors such as how long it takes to start
an extended engine to heat up the inside of the engine, and the heat in the exhaust is more as well.
The acceleration of the engine at each time of the trial is not fixed. Sometimes the speed of the cycle
may be accelerated or sometimes slow acceleration. This affects the exhaust pressure and the heat of
the exhaust, and the installation in experiments does not start at the same heat, can affect the various
values that come out. Therefore, it uses multiple experiments to find the average value that makes the
measured value more reliable. Before the actual experiments, the trial operator was experimented
20 times to make the actual experiment the most accurate. In conclusion, each test was made when
the engine was at a normal temperature (before starting the engine). The values recorded starting
from the operating temperature of the engine that was 80 degrees Celsius. The engine acceleration
gradually accelerated from the light to the peak. In each trial, there was a time equivalent of 1 h.
The experiment would repeat 20 times in each experiment and then select 10 times of experimental
results with the lowest variance and maximum reliability. The selected variance with uncertainty
between ± 0.1%–3.0%.

5.3. Temperature of the Exhaust Turbo-Generator

The temperature experiment on the turbo-generator was undertaken by running the engine and
adjusting the engine idle speed to the maximum speed. The temperature sensor measurement was
installed at the inlet and outlet of the turbo-generator as shown in Figure 20. The graph shows the
correlation value between the rotation speed engine and exhaust gas temperature. The trial operation
repeated 10 times for calculating the average value, as shown in the picture. The experiments consisted
of measurements inlet and outlet exhaust gas temperature in the turbo-generator and recorded the
values from the starting point of the engine (600 rpm) and accelerated the speed of the engine to the
maximum speed (4700 rpm). The X-axis displays the engine rotation speed in rounds per minute
(rpm). The Y-axis displays the exhaust gas temperature in degrees Celsius. The red line shows the
outlet exhaust gas temperature and blue line shows the inlet exhaust gas temperature.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
( )

Figure 20. The inlet and outlet exhaust temperature.
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The temperature of the exhaust gas depends on the rotation speed of the engine and the engine
running time. At the beginning of the rotation, the exhaust gas temperature was lower. It will increase
as the speed of the engine increases, as a result of the heat combustion of exhaust gas. The inlet
temperature was higher than the outlet temperature since the direct proportion characteristics.

5.4. Pressure of the Exhaust Turbo-Generator

Pressure measurements of the turbo-generator were taken by running the engine and adjusting
the speed of the accelerator from idle speed to the maximum speed. The measurements were taken at
the inlet and outlet of the turbo-generator as illustrated in Figure 21. The graph shows the correlation
value between the rotation speed engine and exhaust gas pressure. The trial was operated 10 times for
calculating the average value as shown in the picture. The experiments consisted of the measurements
inlet and outlet exhaust gas pressure in the turbo-generator and recording the values from the starting
point of the engine (600 rpm) and increase the speed of the engine to the maximum speed (4700 rpm).
The X-axis displays the engine rotation speed in rounds per minute (rpm). The Y-axis displays the
exhaust gas pressure in kilopascals. The red line shows the inlet exhaust gas pressure and the blue line
shows the outlet exhaust gas pressure.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

(
)

( )

Figure 21. Inlet and outlet exhaust pressure.

The rotation speed of the engine and runtime engine defines the pressure of the exhaust gases.
During the initial stage, the rotation speed of the pressure was low. It will increase as the speed
increases, as a result of the exhaust gas flow rate. The outlet pressure was lower than the inlet pressure.

5.5. Rotation Speed of the Turbo-Generator Test Based on a Variable Vane Angle

The rotational test of the rotation speed of the turbo-generator was undertaken by running the
engine and adjusting the accelerator speed from idle to maximum speed, along with an adjustment of
the vane angle testing set. The results are shown in Figure 18. The graphs show the correlation value
between the rotation speed engine and the turbo-generator rotation speed with 10 times the repeat
experiments for calculating the average value, as shown in the graph. The experiments measured the
engine rotation speed in the pulley position of the engine, measured the turbo-generator rotation speed
in the axis position of the turbo-generator and recorded the value from the starting point of the engine
at a lighter speed (700 rpm), and then accelerated the engine speed to the maximum speed (3600 rpm).
The X-axis shows the engine rotation speed in rpm. The Y-axis shows the turbo-generator rotation
speed in the rpm. The red line shows a 52◦ vane angle turbo-generator rotation speed, the green line
showing a 62◦ vane angle turbo-generator rotation speed, and the blue line displaying a 72◦ vane angle
turbo-generator rotation speed.
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Figure 22 shows three different conditions of the engine speed and vane angle. When the vane
angle was 62◦, speed increased at a stable rate and had a tendency to continuously increase. When
the vane angle was 52◦, the turbo-generator started to rotate at a high engine speed. When the vane
angle was 72◦ the turbo-generator speed increased as the engine speed increased, and it tended to
decrease at a higher engine speed. Increasing the number of vanes decreased the axial flow velocity
and increased the turbulence energy [23].

(
)

( )

Figure 22. Rotation speed of the turbo-generator test.

5.6. Power of the Turbo-Generator Test Based on Adjusting the Vane Angle

The power test of the rotation speed of the turbo-generator was undertaken by running the engine
and by adjusting the accelerator speed from idle speed to maximum speed. The vane angle was
adjusted for each testing set as shown in Figure 19. The graphs display the correlation value between
the rotation speed engine and the turbo-generator power by performing 10 iterations of the experiment
and calculating the average value. The experiment consisted of measuring the engine rotation speed
in the pulley position of the engine and the turbo-generator power in the axis of output power of
turbo-generator. Then, the values recorded from the starting point of the engine at 700 rpm and
accelerated the speed of the engine to the maximum speed (3600 rpm). The X-axis is a rotation speed
engine in rpm. The Y-axis is the turbo-generator power in watts. The red line represents the 62◦ vane
angle turbo-generator rotation power, the green line represents the 72◦ vane angle turbo-generator
rotation power, and the blue line represents the 52◦ vane angle turbo-generator rotation power.

Figure 23 illustrates the correlation value of the engine rotation cycle with the capacity outputted
from the turbo-generator with the angle adjustment of three vane levels. The total output of energy
was increased when the cycle speed of the turbo-generator engine was increased with adjusting the
angle of the vane at 62◦ and 72◦. The engine could produce energy from the beginning at low speed up
to the maximum speed while the turbo-generator adjusted the angle of the vane at 52◦ must be added
to the engine rotation cycle to 2400 rpm to start producing power output. As shown in the graph,
the turbo-generator with the vane at 62◦ had a capacity of producing the maximum energy starting
from 150 watts at the engine rotation around 900 rpm and increased by rotation cycle to 900 watt at
3600 rpm.

Figure 23. Power of the turbo-generator test.
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Turbine efficiency:

ηt =
T00 − T20

T00 − T2s
= 51.1%. (46)

Total Shaft Output Power:
The reduction of turbo-generator energy can be divided into three speed of different power: Idle

speed (145 watts), running speed (870 watts), and high speed (890 watts).

5.7. Power of the Thermoelectric-Generator Test

The power output from the thermoelectric generator shown in Figure 24. The graph shows the
relationship value between the engine running time and the thermoelectric-generator output power,
with 10 repeat experiments for calculating the average value. The experiments consist of measuring
the engine running time when starting the engine and measuring the thermoelectric-generator output
power in the power cord position. The values were recorded from the starting point of the engine at
700 rpm, and accelerated the speed of the engine to the maximum speed (3600 rpm). The X-axis is
the engine running time, showing the value in seconds. The Y-axis is the thermoelectric-generator
output power display value in watts. The red line is the inlet exhaust gas temperature, the yellow line
is the outlet exhaust gas temperature, the green line is the output voltage, the purple line is the output
current, and the blue line is the output power. The line-graph illustrates the exhaust temperature and
power when running the engine. Overall, the power output is related to the temperature difference.
To begin with, the power output started at 271 watts, before it increased to just under 392 watts at
a higher temperature. This fell slightly when the engine was stopped, before dropping to its lowest
point of 288 watts at the end of testing.

Figure 24. Power of the thermoelectric-generator test.

Figure 25 shows the correlation between the rotation speed of the engine and output power of the
whole system. The trial operation was repeated 10 times for calculating the average value. The X-axis
represents the engine rotation speed. The Y-axis represents the output power. The red line represents
the energy from the turbo-generator. The green line represents the energy from the thermo-electric
generator, and the blue line represents the total power from the turbo-generator and thermo-electric
generator. The total power saving when combining both the turbo-generator and thermo-electric
generator units was 1262 watts.
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Figure 25. Total output power.

6. Conclusions

Turbo-generators and thermoelectric generators are ideal for the recovery of waste energy in
exhaust gas. The temperature and flow pressure of the combustion engine is transformed into electric
power. That power can be converted into electrical energy to support the electrical supply in a vehicle.
Normally, exhaust gas is discarded to the environment as waste gas. The main difference between this
research and previous works is the type of energy from exhaust gases for recycling. Most of previous
works used either pressure or heat whilst this research focus on the discharge of energy from the
exhaust with both pressure and heat recovery to the form of electrical energy. In addition, this research
designed the prototype for a 2500 cubic centimeters diesel engine, which is widely used. The research
aimed to design a turbo-generator and thermoelectric generator that could convert exhaust gas energy
to electrical energy. The turbo-generator model could generate up to 870 watts of power at 3400 rpm
(top speed of the engine), and the thermoelectric generator could generate up to 392 watts of power.
Both systems combined could generate up to 1262 watts of power. The electric power can be used in
electric charging; generally, the alternator will produce 12 volts, or 35 amperes (420 watts), to support
in-vehicle usage. The experiments were a comparison of the results from the simulation from the design
and optimization of the vane angle of 40◦, 50◦, 62◦, 70◦, and 80◦ with the results of the installation and
the actual test. The result shows that everything was consistent in the design with the angle vane 62◦.
Besides that, in the simulation process, the result shows that the angle vane gave the maximum torque
and power, which corresponded to the same direction as the outcome of the actual trial. The integrated
turbo-generator and thermoelectric generator could potentially be used as part of the charging system.
Energy recovery during driving can be used for battery charging and as an energy storage device.
In this model, the turbo-generator and thermoelectric generator had the capacity to generate up to
1262 watts that could be utilized in hybrid vehicles. The power from the recovery of waste energy could
support the electrical needs of other parts. At present, the device converts the power into electricity,
and for the convenience of the driver, it could be utilized for features such as electric air conditioning,
electric power steering, refrigerators, and mobile phone chargers.
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Abstract: The present study aimed to assess and classify energy-environmental efficiency levels to
reduce greenhouse gas emissions in the production, commercialization, and use of biofuels certified by
the Brazilian National Biofuel Policy (RenovaBio). The parameters of the level of energy-environmental
efficiency were standardized and categorized according to the Energy-Environmental Efficiency
Rating (E-EER). The rating scale varied between lower efficiency (D) and high efficiency + (highest
efficiency A+). The classification method with the J48 decision tree and naive Bayes algorithms
was used to predict the models. The classification of the E-EER scores using a decision tree using
the J48 algorithm and Bayesian classifiers using the naive Bayes algorithm produced decision tree
models efficient at estimating the efficiency level of Brazilian ethanol producers and importers
certified by the RenovaBio. The rules generated by the models can assess the level classes (efficiency
scores) according to the scale discretized into high efficiency (Classification A), average efficiency
(Classification B), and standard efficiency (Classification C). These results might generate an ethanol
energy-environmental efficiency label for the end consumers and resellers of the product, to assist in
making a purchase decision concerning its performance. The best classification model was naive
Bayes, compared to the J48 decision tree. The classification of the Energy Efficiency Note levels using
the naive Bayes algorithm produced a model capable of estimating the efficiency level of Brazilian
ethanol to create labels.

Keywords: biofuel policy; efficiency rating; ethanol; data mining

1. Introduction

Developing renewable energy is one of the leading global interests in promoting sustainability
and environmental quality, including modern electricity grids worldwide, which have begun to
rely more heavily on renewable energy sources [1–3]. Ethanol is a renewable fuel produced by
the fermentation of sugarcane extract and molasses. The product has a lower carbon footprint,
is biodegradable, and has greater energy-environmental efficiency (renewable energy) compared to oil
due to its sustainability in the production chain with better use of natural resources [4–10]. Ethanol is
one of the main biofuels consumed in Brazil.

Biofuel partially (or entirely) replaces fossil fuels in engines (flex vehicles) [11]. The addition of
27% ethanol in gasoline (Cgasoline, with the addition of anhydrous ethanol fuel) has been mandatory
in Brazil since 2015 [8,12–14]. Such an initiative expanded the country’s consumption of biofuels
and increased the energy matrix’s sustainability. It also supported the goal of reducing 37% of GHG
emissions by 2025, compared to 2005 levels [2,12,15,16]. Differently, some European Union countries
also include electromobility (electric cars) in their GHG emission reduction forecasts [17].
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The production of biofuel from sugarcane is supported by the National Agency of Petroleum,
Natural Gas and Biofuels’ (ANP) sustainable development programs to achieve goals to reduce
greenhouse gas emissions. Therefore, annual national targets were developed by the Brazilian
National Biofuel Policy (RenovaBio) [12,15]. These goals are established in units of Decarbonization
Credits (CBios) calculated from annual mandatory targets defined individually for each producer
and distributor according to their participation in the fossil fuel market [12,16,18–21].

The certification of biofuel production assigns different marks to each biofuel producer
and importer, in a value inversely related to the carbon amount of biofuel produced. The note
reflects the individual contribution of each producing agent to mitigate a specific amount of GHG
concerning its fossil substitute (in tons of CO2 equivalent). The total emission is compared with that
of the equivalent fossil fuel (gasoline, for ethanol), resulting in a final score (Energy-Environmental
Efficiency Rating), characterizing the mitigation of emissions. This note generates CBios for biofuel
producers and importers; with the decarbonization of the Brazilian energy matrix, there is a mechanism
for the commercialization of these CBios linked to the carbon intensity of biofuels [2,12,16,18].

The incentive to reduce pollutant emissions in the biofuel chain goes far beyond the use of
flex vehicles by consumers [9,11,22], but it is directly linked to decarbonization credits given to
biofuel producers and distributors, because although renewable, it depends on how sugarcane
is produced [5,8,23–26]. Alkimim and Clarke [27] showed that the carbon debt of deforestation
in Brazilian biomes for ethanol production was equivalent to 608 Mg CO2 ha−1 in the Amazon,
142 Mg CO2 ha−1 in the Cerrado, and 212 Mg CO2 ha−1 to the Atlantic Forest with the respective
return time of 62, 15, and 22 years. In this context, it is essential to integrate dissemination strategies,
clear and comprehensive, on what is the level of energy-environmental efficiency of biofuel producers
and distributors [22,28,29], in order to raise awareness and increase the number of certificates at
RenovaBio, the membership of which is not mandatory.

Predictive models are essential for the biofuel chain for both the consumer and the distributor
as this classification of the level of efficiency can generate labels of their energy-environmental
performance, increasing transparency and environmental responsibility concerning a product such
as ethanol. The use of data mining to assess the performance of classifiers in the sugarcane sector
is quite broad. It ranges from classifiers for mapping sugarcane planting [30] to deep learning
techniques for the detection of sugarcane diseases [31] and classification of crop yield characteristics
with neural networks used both in the recognition and in the grading of satellite images of sugarcane
plantations [32].

The present study aimed to assess and classify energy-environmental efficiency levels to reduce
greenhouse gas emissions in the production, commercialization, and use of biofuels certified by
the Brazilian National Biofuel Policy (RenovaBio).

2. Material and Methods

2.1. Characterization of the Study

The study considered certification data for the production or efficient import of biofuels from
the Brazilian National Biofuel Policy (RenovaBio) regulated by the National Agency of Petroleum,
Natural Gas and Biofuels [12,33,34]. The Certificate of Efficient Production of Biofuels includes an
Energy-Environmental Efficiency Note, resulting from the technical profile informed by a calculation
validation spreadsheet (RenovaCalc) [2,12,33,34], and is linked to the volume of biofuel produced
and marketed, generating the Decarbonization Credits (CBio) of the RenovaBio to reduce carbon
emissions and improve the performance of biofuels. In addition to offering CBio, it is generated
by the difference between the CO2 equivalent emission of fossil fuels (baseline) and its biofuel
substitute [12,18]. The biofuels evaluated in the study were anhydrous ethanol and hydrous ethanol.
Only the database of the certificates of the efficient production or import of biofuels approved in 2019
was evaluated [12].
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2.2. Classifying the Biofuel Energetic-Environmental Efficiency

The classification levels of the biofuel environmental efficiency were performed based on
the Energy-Environmental Efficiency Rating. Such a rating is the result of the certificates of the
production or efficient import of biofuels informed through the calculation (RenovaCalc), linked to the
volume of biofuel produced and commercialized, generating Decarbonization Credits (CBio) in the
RenovaBio’s program.

The energy-environmental efficiency level parameters were standardized according to Table 1.
The dataset was categorized according to the Energy-Environmental Efficiency Rating (RenovaBio) [12],
the rating scale varying between lower efficiency and high efficiency + (highest efficiency), and an
example of the label’s design of the energy-environmental efficiency for the performance of a certificate
is given (Figure 1).

Table 1. Parameters of the level of the Energy-Environmental Efficiency Rating.

Energy-Environmental Efficiency Rating 1 EC 2 Description

81–100 A+ High efficiency + (highest efficiency)
61–80 A High efficiency
51–60 B Average efficiency
31–50 C Standard efficiency
1–30 D Lower efficiency

1 Based on the RenovaBio; 2 Efficiency Classes.

Figure 1. Energy-environmental efficiency label design for performance certificates.

The calculation and indication of the environmental energy efficiency score (E-EER) of
the certification for efficient production of biofuel, made available by the ANP, was discretized
into categories of levels (classes) (pre-processing of the dataset) for the classification (data mining) and
to create one of the labels of the energy-environmental performance (post-processing) of Brazilian
ethanol. This labeling system allowed it to be classified into five classes (A+, A, B, C, and D) to provide
consumers with a differentiation of the ethanol consumed from different producers, regions, or states.

The RenovaBio Program allows producers and importers to be able to declare the
energy-environmental efficiency of their product, which is economically attractive for decarbonization
and the competitiveness of biofuels in the oil market, with a complex and solid structure
(Figure 2) [2,12,18,33,34]. The label may be shown at fuel pumps to consumers with a validity
of one to three years, a validity that is applied to the Certification of Efficient Production of Biofuels
when approved by the ANP. It can also endorse the information and increase transparency in
the biofuel market at the consumer level, helping to make a purchase decision. The objective of
energy-environmental labeling is to encourage Brazilian sugar and alcohol industries to develop
innovations and improvements beyond the minimum levels of efficiency. However, it is expected that
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more ethanol producers will be able to adhere to the ANP certifications of RenovaBio [2,12,19,33,34],
and consequently, the labeling system can be improved with the inclusion of more data on the platform.

Figure 2. Plan of the emission and trade of decarbonization credits (CBios) created by the
RenovaBioProgram, adapted by Klein et al. [19].

2.3. Classification of Model Prediction

Data mining applies to this study, through techniques (algorithms), for the classification of
the levels (classes) of energy-environmental efficiency in the search of strategic information that
allows the extraction of implicit information existing in the databases, contributing to the process of
identifying and classifying new patterns [35–37]. The steps of the data mining method were selection,
pre-processing, data mining, and post-processing (knowledge filtering, interpretation and explanation,
evaluation, and knowledge integration) for knowledge discovery from the classifiers [36,37]. The results
obtained could be used in information management, information processing, decision making,
and process control.

The data contained in the databases could be used to learn a specific target concept [35–38].
The tasks performed by data mining techniques and machine learning, the classification, build models
that can be applied to unclassified data to categorize them into classes, to relate the meta attribute
(whose value will be predicted) and a set of forecasting attributes [35–38].

The data were assessed in the ANP database for the registration of certificates of the production
or efficient import of biofuels approved and included in the RenovaBio program in 2019 [12,33,34].
We considered only anhydrous ethanol and hydrated ethanol products, generating two products
for the same biofuel producer and importer. The data pre-processing was performed in Excel
spreadsheets for further processing in the data mining software Weka© (Waikato Environment for
Knowledge Analysis) Version 3.8.4 [39–42]. The attributes used to build the predictive model were:
“biofuel-type”, “state”, “eligible-volume (%)”, “emission factor”, “Energy-Environmental Efficiency
Rating”, and “LER” (Level of Efficiency Rating). Figure 3 presents the modeling process used to classify
the Energy-Environmental Efficiency Rating.
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Figure 3. Schematic of the modeling process used to classify the Energy-Environmental Efficiency Rating
of Brazilian ethanol. E-EER, Energy-Environmental Efficiency Rating; LER, Level of Efficiency Rating.

A classifier is a mapping from unlabeled instances to (discrete) classes. Classifiers have a form
(classification tree) plus an interpretation procedure (including how to handle unknown values).
Most classifiers also can provide probability estimates (or other likelihood scores), which can be
thresholded to yield a discrete class decision, thereby taking into account a cost/benefit or utility
function [43,44].

During the pre-processing of the data, the dataset was extracted from the RenovaBio Program
(ANP) platform, selecting only the data on the ethanol product and organized in a spreadsheet.
The implementation of the supervised filter Resample was applied to maintain the distribution of
classes in the subsample and to reach a uniform distribution for comparing the data not submitted
to the filter (noResample). The filter Resample produces a random subsample of a dataset using
either sampling with replacement or without replacement. The filter was made to maintain the class
distribution in the subsample or to bias the class distribution toward a uniform distribution.

The J48 decision tree classification algorithms (”weka.classi f iers.trees.J48−C0.25−M2” without the
filter and in relation to ”data − bio f uel −weka. f ilters.supervised.instance.Resample − B0.0 − S1 − Z100.0”
using the resample filter) and the naive Bayes algorithm (”weka.classi f iers.bayes.NaiveBayes” without the
filter and in relation to ”data − bio f uel −weka. f ilters.supervised.instance.Resample − B0.0 − S1 − Z100.0”
using the resample filter) were used. The model validation was done using cross-validation (10 folds)
applied to the dataset of 27 instances and six attributes (“biofuel-type”, “state”, “eligible-volume (%)”,
“emission-factor”, “energy-environmental-efficiency-rating”, and “LER” (Level of Efficiency Rating)).
For each sample, the known class label was compared with the prediction of the learned class model.

In supervised learning, each data input object is preassigned a class label. The main task of
supervised algorithms (J48 and naive Bayes) is to learn a model that produces the same labeling for
the provided data [43–45]. The decision tree algorithm is a widely used algorithm for classification,
which uses attribute values to partition the decision space into smaller subspaces in an iterative
manner, and the decision processes can be represented graphically as a tree. Each possible decision
is covered and represented as a branch, and a complete decision process is essentially a path or
branch from the root node to a leaf [43,44]. Naive Bayes is a classification algorithm widely used in
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problems due to its simplicity, effectiveness, and robustness, being a probabilistic approach based
on assumptions that resources are independent of each other and that their weights are equally
important [46]. They can better represent the complex relationships between input variables found in
real problems [46]. Probabilistic inference can be studied as an approach based on the assumption that
decision variables follow probable distributions. The essence of a Bayesian classifier is to estimate
the probabilities of all alternative models or hypotheses, given data as evidence, and then to find
the most probable classification to be assigned to each new input [44,46].

In the step of the post-processing for filtering, interpretation and explanation, evaluation,
and knowledge integration generated by the algorithms for knowledge discovery from the classifiers,
the metrics of the performance of the algorithms were used. Post-processing procedures usually include
various pruning routines, rule quality processing, rule filtering, rule combination, model combination,
or even knowledge integration [47].

The last step is to evaluate the prediction, and such an analysis was made based on the performance
values obtained through the test of the prediction model [48]. The performance evaluation measures of
the prediction models used were the confusion matrix, accuracy, precision, and recall and the correlation
coefficient between classes (Matthews Correlation Coefficient (MCC)) for testing with the resample
filter. The Kappa statistic measured the learning capacity of the algorithm.

The confusion matrix presented a matrix with results obtained during the test phase of the model,
and it was used in models that used classification algorithms. Considering a confusion matrix of a
hypothesis, it offered an adequate measure of the classification model, by showing the number of
correct classifications versus the predicted rankings for each class, over a set of instances. The number
of correct answers, for each class, was located on the main diagonal of the matrix, and the other
elements represented errors in the classification.

The precision represents what has been classified correctly. The values obtained in correctly
classified instances and incorrectly classified instances are determinant for predicted accuracy, since they
display the values of correct classification and incorrect classification obtained by the algorithm
(Equation (1)).

Precision =
TP

(TP + FP)
(1)

where TP = True Positive; FP = False Positive . The sensitivity (recall) signifies the proportion of wrong
classifications or the occurrence of defects. In addition to accuracy and precision, its value varies
from 0 to 1, with values closer to 1 being indicators of a good performance prediction model obtained
by Equation (2).

Sensitivity(Recall) =
TP

(TP + FN)
(2)

where TP = True Positive; FN = False Negative.
The Kappa statistic is a metric that compares an observed precision with an expected precision

(random chance). It is a measure used to deal with multi-class and unbalanced class problems.
The Kappa statistic can be defined as a measure of the degree of agreement between two categorized
datasets. The Kappa result varies between 0 and 1. The higher the Kappa value, the stronger the
bond [49] (Equation (3)).

Kappastatistic =
PO − PE

1− PE
(3)

where PO = proportion of observed agreements; PE = proportion of agreements expected by chance.
The Matthews Correlation Coefficient (MCC) is a correlation coefficient between the dependent

classes and represents a measure of quality. Unlike accuracy, precision, and sensitivity, its value
ranges from −1 to 1, where values closer to −1 are indicators of a poor prediction model, values equal
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to 0 indicate that the prediction model is entirely random, and values closer to 1 are indicators of a
prediction model with good performance (Equation (4)).

MCC =
TP ∗ TN − FP ∗ FN

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(4)

where TP = True Positive; TN = True Negative; P = False Positive; FN = False Negative.

3. Results

3.1. Classification of the Energy-Environmental Efficiency Level for Biofuels

The If-Then classification rules are presented related to the energy-environmental efficiency level
for biofuels.

The decision tree generated by the J48 algorithm presented the following classification rules
(Figure 4): If the energy-environmental efficiency deficiency (E-EER) was higher than 60.3, then the
classification was A (high efficiency). If the Energy-Environmental Efficiency Rating (E-EER) was less
than or equal to 60.3, then the rating depended on the state where the ethanol was produced. If the
state was Goiás (GO), then the classification was C (standard efficiency). If the state was São Paulo (SP),
then the classification was B (average efficiency). If the state was Mato Grosso do Sul (MS), then the
rating was B (average efficiency). The results indicated that the model classified with precision
above 60.

Figure 4. Decision tree for classifying the level of the energy-environmental efficiency of biofuels.

The performance of the classifiers in predicting the classes of the E-EER level using the J48 decision
tree algorithm (Table 2) showed 74.07% of instances classified correctly and 25.93% for those classified
incorrectly, and the learning capacity of the algorithm was 0.56 for the Kappa statistic. Class A showed
the best 100% True Positive (TP) rate, with a 0.07 False Positive (FP) rate, a precision of 0.93, and high
recall. However, for Class C, the precision was zero, not classifying any.
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Table 2. Classifier performance (J48 decision tree) for scale class prediction models of the level of the
energy-environmental efficiency of biofuel.

Metrics

Classifier Model Correctly
Classified
Instances (%)

Incorrectly
Classified
Instances (%)

Kappa
Statistic

Test Mode

J48 Decision Tree 74.07 25.93 0.56 10-Fold
Cross-Validation

Detailed Accuracy by Class-Classifier Performance

Class TP Rate FP Rate Precision Recall MCC

A 1.00 0.07 0.93 1.00 0.93
B 0.70 0.23 0.64 0.70 0.46
C 0 0.09 0 0 0.12

WA 0.740 0.130 0.680 0.740 0.600

WA = Weighted Average. TP rate = True Positive rate. FP rate = False Positive rate. MCC = Matthews
Correlation Coefficient.

The performance of the naive Bayes algorithm showed 81.48 of instances correctly classified
and 18.52% for those classified incorrectly, with a learning capacity of 0.70 for the Kappa
statistic. It classified Classes A and B with high performance, with an accuracy of 1.00 and 0.73,
respectively (Table 3). Comparing the two algorithms, naive Bayes presented better performance
indexes concerning the J48 decision tree.

Table 3. Naive Bayes classifier performance for scale class prediction models of the level of the
energy-environmental efficiency of biofuel.

Metrics

Classifier Model Correctly
Classified
Instances (%)

Incorrectly
Classified
Instances (%)

Kappa
Statistic

Test Mode

Naive Bayes 81.48 18.52 0.7 10-Fold
Cross-Validation

Detailed Accuracy by Class-Classifier Performance

Class TP Rate FP Rate Precision Recall MCC

A 0.92 0 1.00 0.92 0.93
B 0.80 0.18 0.73 0.80 0.61
C 0.50 0.09 0.50 0.50 0.41

WA 0.81 0.08 0.82 0.81 0.73

WA =Weighted Average. TP rate = True Positive rate. FP rate = False Positive rate. MCC =Matthews Correlation
Coefficient.

The decision tree generated by the J48 algorithm for the dataset with the application of the resample
filter (Figure 5) presented the following classification rules (Figure 4). If the Energy-Environmental
Efficiency Rating (E-EER) is higher than 60.1, then the classification is A (high efficiency).
If the Energy-Environmental Efficiency Rating (E-EER) is less than or equal to 60.1, then the
classification depends on the eligible volume (%) of the biomass. If the eligible volume is higher than
97.43, then the rating is B (average efficiency). If the eligible volume is less than or equal to 97.43,
then the rating is C (standard efficiency) (Figure 5). The results indicated that the use of the resample
filter had higher weight for the appropriate attribute volume during the evaluation of the E-EER
and that ethanol production depended directly on this volume.
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Figure 5. Decision tree for the energy-environmental level classification of biofuels using the
Resample filter. GO, Goiás; SP, São Paulo; MS, Mato Grosso do Sul.

The performance of the classifiers in the prediction of the classes of the E-EER level using
the J48 decision tree algorithm and with the application of the resample filter (Table 4) presented
81.48% of instances correctly classified and 18.52% for those classified incorrectly, and the algorithm
learning ability was 0.70 for the Kappa statistic. Classes A and B showed high prediction with values
of 1.00 and 0.78, respectively. However, the forecast for the C class was 0.40.

Table 4. Classifier performance for scale class prediction models of the level of the environmental
efficiency of biofuel with the resample filter.

Metrics-Classifier Performance

Classifier Model Correctly
Classified
Instances (%)

Incorrectly
Classified
Instances (%)

Kappa
Statistic

Test Mode Filters

J48 decision tree 81.48 18.52 0.70 10-fold
cross-validation

supervised
instance
resample

Detailed Accuracy by Class-Classifier Performance

Class TP Rate FP Rate Precision Recall MCC

A 1.00 0 1.00 1.00 1.00
B 0.70 0.12 0.78 0.70 0.85
C 0.50 0.13 0.40 0.50 0.79

WA 0.81 0.06 0.83 0.81 0.91

WA =Weighted Average. TP rate = True Positive rate. FP rate = False Positive rate. MCC =Matthews Correlation
Coefficient.

The performance of the naive Bayes algorithm showed 77.78% of instances classified correctly
and 22.22% for those classified incorrectly, with a learning capacity of 0.64 for the Kappa statistic
(Table 5). It classified Classes A and B with high performance, with an accuracy of 0.77 and 0.90,
respectively (Table 5). The J48 decision tree showed better performance indexes when compared to
naive Bayes.
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Table 5. Classifier performance (naive Bayes) for scale class prediction models of the level of the
environmental efficiency of biofuel using the resample filter.

Metrics-Classifier Performance

Classifier Model Correctly
Classified
Instances (%)

Incorrectly
Classified
Instances (%)

Kappa
Statistic

Test Mode Filters

Naive Bayes 77.78 22.22 0.64 10-fold
cross-validation

supervised
instance
resample

Detailed Accuracy by Class-Classifier Performance

Class TP Rate FP Rate Precision Recall MCC

A 0.77 0 1 0.77 0.80
B 0.90 0.23 0.69 0.90 0.64
C 0.50 0.09 0.50 0.50 0.41

WA 0.78 0.10 0.81 0.78 0.68

WA =Weighted Average. TP rate = True Positive rate. FP rate = False Positive rate. MCC = Matthews Correlation
Coefficient.

The confusion matrix for the J48 decision tree algorithm presented results with positive gains for
the classes when the resample filter was applied, going from 20 to 22 strikes, specifically for Class C
(Table 6). This gain in the resample increased the normal balance or distribution of the dataset, shown in
Table 4. The results of the Matthews Correlation Coefficient (MCC) proved this gain with values of 1.00
for A, 0.85 for B, and 0.79 for C.

Table 6. Confusion matrix of the classification of the level of energy-environmental efficiency with the
J48 decision tree.

Classifier Model No Instance Filter-J48 Decision Tree

A B C Total Classified as

13 0 0 13 A
1 7 2 10 B
0 4 0 4 C

14 11 2 27

Classifier Model with the Supervised-Filter Instance:
Resample

Classified as

13 0 0 13 A
0 7 3 10 B
0 2 2 4 C

13 9 5 27

The confusion matrix for the naive Bayes algorithm also showed results with positive gains for
the classes when the resample filter was applied, going from 20 to 21 hits, specifically for Class C,
with two hits (Table 7). However, this gain did not have good accuracy when we observed the results
of Matthews Correlation Coefficient (MCC) (Table 5), which presented values of 0.80 for A, 0.64 for
B, and 0.41 for C, when compared to the J48 decision tree algorithm in the same analysis condition,
which performed better.

72



Energies 2020, 13, 2067

Table 7. Confusion matrix of the classification of the level of energy-environmental efficiency with
naive Bayes.

Classifier Model No Instance Filter-Naive Bayes

A B C Total Classified as

13 0 0 13 A
1 7 2 10 B
0 4 0 4 C

14 11 2 27

Classifier Model with the Supervised-Filter Instance: Resample Classified as

10 13 A
0 9 1 10 B
0 2 2 4 C

10 13 4 27

The results showed that the classification using the naive Bayes algorithm was better than J48,
in the approach without the resample filter. It classified the minority class (C) better and presented
a higher degree of agreement (Kappa statistic). It also indicated high performance by the Matthews
correlation coefficient concerning the J48 decision tree algorithm. However, the use of the resample
filter in both algorithms improved the distribution of classes in the confusion matrix (Tables 6 and 7),
especially Class C.

4. Discussion

The decision tree signalized the production state importance. The E-EER value was higher for
the most productive states (SP, MS). However, Brazilian ethanol producers’ certification was still small
concerning the high number of states and the volume of ethanol produced in Brazil. The classification
of the energy-environmental efficiency of Goiás state did not show its status as one of the states that
produces the most ethanol in Brazil [50]. The number of certified producers was still less than it
should be. Such a public policy (RenovaBio) was implemented in 2018, so far with little adhesion by
the producers and importers in producing states.

The comparison of the J48 decision tree and naive Bayes algorithms, applied to the dataset
without using filters, showed differences in the performance indicators. The naive Bayes algorithm,
when compared to the J48 decision tree, presented better performance results, predicted Class C better
(50% higher in the TP rate), and had better learning capacity (higher Kappa statistic value), indicating that
the prediction model had a good performance with this algorithm. However, the sensitivity of the
model decreased. The application of the Resample filter in the pre-processing of data for classification
with the J48 decision tree algorithm was the one that showed the best performance compared to naive
Bayes, as the Kappa statistic was high and the MMC for all classes was higher, indicating that the
prediction model performed well.

The data mining technique is also applied in the area of environmental impacts of sugarcane
production, for predicting the energy produced and the environmental impacts. Artificial intelligence
methods, artificial neural networks, and adaptive neural fuzzy inference system models are also used
to predict the environmental impacts of the life cycle and energy output of sugarcane production on
planted farms [51].

Integrated approaches based on complex systems for forecasting the growth of sugarcane based
on meteorological parameters using extreme machine learning and neural networks were able to show
a more generalized model of forecasting for the growth of sugarcane, bringing benefits to industry
and the community [52].

Brazil is a major producer of sugarcane and a major consumer of ethanol, with intensive
production in order to meet the demands of biofuel (clean energy) and to reduce the use of fossil
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fuel (oil). However, several efforts in public policy must come into synergy regarding the growing
consumption of biofuel and the sustainable development of the sugarcane chain, mainly regarding
its energy-environmental efficiency, use of inputs, and agricultural processes [5]. The ethanol
energy-environmental performance labels are applicable in this context, as they would help consumers
understand how the chain is evaluated mainly in terms of environmental impact and also collaborating
with the transparency of public sector policies.

The most evaluated and used energy efficiency labels are for buildings, appliances, equipment,
and lamps. These labeling systems are part of public energy-saving policies; since their implementation,
there have been improvements in the evaluation standard, and they have also impacted consumption
behavior [53–60]. The implementation of energy efficiency measures can guarantee a sustainable
economy. In this context, the energy efficiency labeling program for buildings is generally designed
with performance processes and standards, with a rigorous database. Eco-labeling is another system
with an approach based on the environmental performance of products that also influences consumer
choice [61]. Batista et al. [57] investigated the contribution of labeling to reducing the electricity
consumption of buildings and noted that conventional buildings that adopt measures such as painting
walls and ceilings white, in addition to using smoked glass, were sufficient to raise the rating to an
A level.

The evaluation of buildings generally includes energy classification schemes and shows
the difference between the Brazilian scheme and those applied by other countries to improve the labeling
method [62]. Other studies have included a review of international building energy efficiency codes
and labeling schemes to establish standards for the assessment and classification of buildings in
terms of energy performance [63]. Lopes et al. [60] reviewed studies on energy efficiency policies
and regulations for buildings, highlighting how the Brazilian program can be improved compared
to the American and Portuguese programs; however, this labeling system does not inform about the
reduction of GHG emissions.

Another study evaluated two new proposals for an energy efficiency label and a new method for
assessing the energy efficiency of public lighting systems. The main difference between the proposals
was the number of parameters evaluated. However, the current evaluation system evaluates only one
parameter (energy efficiency index), and the study’s proposals recommend five parameters: lamps,
energy efficiency index, light pollution, renewable energy contribution, and light dimming [64].

All of these studies demonstrated that the labeling system can be implemented and improved
for consolidation and active contribution to consumer behavior. However, it could also increase the
contribution of the ethanol production sector with greater participation with the goal of reducing
greenhouse gases and reducing energy use. The biofuel sector could benefit from the implementation
of an energy-environmental labeling system. With a successful approach, it could increase adherence
to the RenovaBio program and consequently increase the sector’s decarbonization credits.

5. Conclusions

The Brazilian National Biofuel Policy (RenovaBio) is one of the main strategies to encourage
the reduction of pollutants in the renewable energy sector from sugarcane. For this reason,
the implementation of simple labeling can impact consumer behavior and increase the transparency of
the incentive program to reduce environmental impacts.

After testing two classifiers, the best model evaluated was naive Bayes without the use of
the resample filter compared to the J48 decision tree, also with the use of the resample filter.
The classification of the Energy Efficiency Note (RenovaBio) levels using a Bayesian classifier, the naive
Bayes algorithm, produced a model capable of predicting the efficiency level of Brazilian ethanol
producers and importers certified to create labeling. The rules generated by the models were capable
of estimating the classes according to the scale discretized into high efficiency (Classification A),
average efficiency (Classification B), and standard efficiency (Classification C), with more accurate
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forecasts for the observed classes. These results could generate an ethanol energy-environmental
efficiency label for the end consumers and resellers of the product.

However, RenovaBio’s database of ethanol was small, concerning the records of efficiency scores
registered in the program, as adherence to the program is still voluntary, and the implementation is
recent, hindering deeper learning in the classification of labels. Besides, a more in-depth analysis could
improve the model’s forecast in the generation of energy-environmental labels for biofuels.
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Abstract: The assessment of engineering objects in terms of energy consumption is an important part
of sustainable development. Many materials, including those from the energy sector, need to undergo
earlier processing, e.g., grinding. Grinding processes still demand a significant amount of energy,
whereas current energy assessment methods do not take into account important parameters of the
process, which makes it difficult to choose their optimal values. The study presents the analysis,
testing, and assessment of mechanical engineering systems in terms of the energy consumption
involved in the grinding of biomass intended for energy production purposes. A testing methodology
was developed to improve the parameters of multi-disc grinding, including the reduction of energy
consumption, power input, product quality improvement, and process efficiency. An original model
of integrated energy consumption was developed. Tests were carried out on a five-disc grinder
for five programs to assess the programmable angular speeds of the grinder discs. Output values,
including specific energy demand, fragmentation degree, and integrated energy consumption, were
assigned to each testing program. The test results were subjected to statistical analysis. Based on
the authors’ own research, it was found that the angular speed of the discs and, consequently, the
linear speed of the grinding blades, have a significant influence on the values of the integrated energy
consumption of the preliminary process.

Keywords: energy consumption; comminution; grinding; multi-disc mill; energy consumption index;
energy assessment

1. Introduction

The simplest and the most common method of biomass utilization is its combustion, e.g., in the
boilers of a power station [1]. There are also other forms of energy production that are increasing in
popularity, including: gasification, biomethane production, esterification, the acquisition of bioethanol,
etc. [2,3]. Depending on the energy purpose and type of biomass, the comminution process will
vary—in particular, in terms of the desired final dimension of the comminution product [4,5]. In the
case of anaerobic digestion, biomass is comminuted to several millimeter fractions [4]. Pellets are
usually made of fibrous biomass ground to 2–4 mm or smaller, depending on the briquetting machine
design, while briquettes, from particles smaller than 10 mm [6]. In the production of biofuels, in turn,
biomass particles should be in the range of 100–500 μm, and for gasification and direct combustion
processes, below 100 μm [4]. Previous research has shown that the smaller the biomass particles are
used for energy purposes, the greater the efficiency and easier control of biomass thermochemical
transformation processes [5].

Acquiring energy from biomass requires its earlier preparation: drying, grinding, palletizing,
etc. [7]. These procedures require certain energy inputs (costs) which significantly decrease the energy
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and environmental balance in the entire lifecycle of the energy material (wood, grain biomass, etc.) [8–13].
According to the idea of sustainable development concerning the design of systems, devices, and
processes, in three areas—the environment, society, and economy—the biomass processing lines should
be characterized by the lowest possible energy consumption and environmental impact [14,15]. It also
aims to improve the competitiveness of biomass fuels in relation to conventional fossil fuels [16,17].

Before being used for energy purposes, energy media need to be properly prepared, e.g., their
dimensions need to be reduced by means of grinding [2]. Roller, drum, ball, hammer, and disc
mills are used to grind granular biomaterials (biomass grains) [7,18]. Tests have shown that the best
relations between product quality, yield, and grinding energy consumption occur for hammer and
disc mills [2,7]. The quality of the grinding product is most often determined by the grinding degree,
which is defined as the ratio of the characteristic dimensions of the particles before and after size
reduction [19,20]. Other indicators, e.g., bulk density, grain size distribution, specific surface area,
energy value, and their relationship with the comminution process, are also important from the point
of view of the final product quality [4,21–24]. Previous studies conducted by other researchers have
shown that the reduction of biomass particles’ sizes result in improved flowability and movement
properties; the material moves better, e.g., on feeders [25]. Grinding processes also increase the bulk
density of the product, which allows, among others, to reduce storage space [5]. In the case of biomass,
there was also a trend of increasing energy demand along with an increase in the particle size of the
grinding input material [26]. It has also been shown that the energy demand increases as the particle
size of the comminution product decreases; i.e., the smaller the particles we want to achieve, the
greater the energy input [5,27]. The conducted analyzes have shown that the smaller the particles after
comminution, the easier they are conducted; e.g., anaerobic digestion processes and the efficiency
of biomass conversion into biofuels increases, due to the increase in the specific surface area of the
particles in grinding processes [4,28,29].

Current legislation imposes requirements which are supposed to reduce the energy consumption
of technological lines, including energy material grinding. Unfortunately, currently used grinding
machines and devices consume much energy and are inefficient [2,30–32], which motivates researchers
to take up research in order to reduce the energy consumption of grinders and mills. Thus, upon
implementing innovative structural solutions, a multi-criteria analysis needs to be used. It should
take into consideration such parameters as efficiency, energy consumption, fragmentation degree,
and power consumption. The design of structural solutions should meet the criteria of sustainable
development. Criteria to be used for the structure assessment should be matched in such a way that
the choice of an optimal solution is possible.

Biomaterial grinding (e.g., granular biomass) is accompanied by many phenomena caused by the
impact of the material, the machine elements, the internal structure of biomaterials, and their strength
parameters [33]. Strength properties vary depending on the material and depend on, among others,
internal structure, humidity, and biological features [34], and in the case of biomass, a significant
diversification of properties is observed even within one species [35–37]. The increases in strength
and hardness increase the energy demand for fragmentation [38–40]. The increase in the humidity
of the input material also contributes to the increase in energy demand during the size reduction
process. The internal structure of biomass grains is not without significance—materials with greater
glassiness are characterized by increased energy demands in size reduction processes; however, the
fragmentation efficiency is greater, resulting in smaller particles [36,38,41,42]. Wiercioch et al. [35]
showed proportionality of the grinding energy demand and mass of material. Other studies, conducted
for single grains, have shown that the amount of grinding energy demand increases as grain thickness
increases [37]. Thus, the criteria for the assessment of the structure and process need to be formulated.
They must be adjusted both to the material and the grinding machine, as well as to the specificity of
the company. Hence, the identification of variables and factors affecting the process assessment in
terms of energy consumption, efficiency, and product quality seems to be of key importance [7,31].
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Research on energy-related aspects involved in grinding has been ongoing since the end of the
20th century. Since that time, many theories link energy consumption with product quality and the
efficiency of the grinding process. These include the hypotheses of Rittinger, Kick, Holmes, Charles,
Rebinder, Mielnikow, and Bond, as well as the statistical hypothesis. They, however, are based on
certain simplifications regarding the similarity of particles and the failure to consider the forces of
grinding. In addition, there are restrictions involved in their applicability [30,43–46]. Polish experiences
in research on energy consumption include experiments conducted by: J. Flizikowski, Malewski,
Tomporowski, Zawada, Brach, and Sidor [47–55], who have been involved in modeling the grinding
process [56].

The literature provides but only a few studies, including a comprehensive energy assessment of
grinding machines and devices with a focus on the process parameters. A number of studies indicate
energy consumption and the degree of grinding as basic assessment criteria [57,58].

The criteria for energy assessment provided in the literature (Table 1) represent a machine-oriented
approach to the grinding process. They can be considered to belong to the group of efficiency criteria
proposed by M. Bielski [59], presenting the ratio of profits to expenditures [60]. Dependences (1)–(8)
indicate the energy “productivity” of the process; that is, they define the amount of energy needed to
grind the material unit (unit of mass, volume). The function of adaptation (Equation (9)) proposed
by J. Flizikowski [49] views many grinding factors as a machine process and is designed for global
assessment of the process in terms of biomass-processing for the needs of feeding animals. It combines
the effects of material grinding—an increase in the processed grain assimilability by living organisms
and the amount of energy used by the machine elements and power transmission system. Effectiveness
understood in terms of the energy exchange efficiency (Equation (10)) has been discussed in paper [30].

A criterion of a unit demand for energy is often used as an energy measure (dependence (6)).
Depending on the material properties and the required grain dimensions, energy demands can be:
from 20 kWh·Mg−1 to 130 kWh·Mg−1 for rough and medium grinding and up to 800 kWh·Mg−1 for
micro and nanogrinding.

For brittle materials such as glass, cement, and clinker, the energy required for very fine grinding is
much lower than for polymer and biological fibrous materials. The energy demand for these materials
is nearly two times higher, whereas the final particles are from 10 to 100 times larger. Hence, the
grinding efficiency of fibrous materials is lower than that of brittle materials [61].

An insufficient number and quality of grinding-process descriptions, ineffective technological
solutions, and unsatisfying attempts to improve grinding system efficiency means major problems
remain unsolved, such as the high energy costs of grinding, poor yield, and insufficient quality of the
product represented by granulometric parameters. These problems should be solved by monitoring and
supervising grinding parameters such as linear speed, the angular speed of discs, energy consumption,
power input, etc. In view of the above, taking up research on this subject can bring numerous benefits.

There is an urgent need to provide an explanation of the essence of engineering and the control of
granular biomass quasi-shearing by means of a multi-hole grinding unit with a focus on the process of
energy consumption.

Hence, the following research goals were established:
The development of a mathematical model of energy consumption and granular biomass grinding

for the needs of the integrated design of multi-hole (disc) grinding units. Experimental determination
of the impact of selected parameters of the multi-disc grinding process on the sustainable energy
consumption of granular biomass.

81



Energies 2020, 13, 1417

Table 1. Energy assessment criteria of the grinding process presented in the literature.

Criterion Mathematical Model

Overall net energy for a grinding
unit of dry mass [2]

ET =

∫ T

0
(PT − P0) dt/mDM =

∫ T

0
ΔPt dt/mDM (1)

ET—Overall net energy for grinding unit of a dry biomass , kJ kgDM
−1;

PT—power consumed by the machine in time, t; W,—average power input of the
grinder neutral gear , W; ΔPT—net power input for biomass grinding in time t, W;

and mDM—mass of the ground dry feed mass, kg.

Specific grinding Energy [7]
Espec = 1/m

∫ T

0
(PT − P1) dt (2)

Espec—Specific energy of grinding, J·kg−1; PT—total power consumption, W; and
Pl —power consumed by the grinder without being loaded by the feed, W.

Specific energy consumption [20]
SEC = Etot/Q (3)

SEC—Specific energy consumption, kJ·kg−1; Etot—overall energy consumption,
kJ; and Q—productivity, kg.

Energy density [20]
Ed = SEC·ρ (4)

Ed—Energy density, kJ·m−3; ρ—bulk energy density of the ground material,
kg·m−3; and SEC—specific energy consumption, kJ·kg−1.

Specific energy of grinding [62]

Er = (Ec − Es)/m (5)
Er—specific energy of grinding, J·kg−1; m—mass of the ground sample of

material, kg; Ec—overall energy consumption, J; and Es—neutral gear energy
consumption, J.

Unit energy demand [63–65]
Ej = P/Q (6)

Ej—unit energy demand, kWh·kg−1; P—power on the grinder shaft, kW; and
Q—mass yield, kg·h−1.

Energy efficiency [58]
EE = Em(SP)/Em(Mill)·100 (7)

EE—energy efficiency, Em(SP)—specific energy used for grinding a single particle,
and Em(Mill) – specific energy net energy used for production of a given product.

Target energy efficiency [58]

EE = Em(SP)/Em(Mill)X50·100 (8)
EE—energy efficiency, Em(SP)—specific energy used to generate a product with a

given average dimension X50, and Em(Mill)X50—net specific energy used to
generate a product with average dimension X50.

Adjustment function
quasi-shearing [50]

eRP = ((ηq−s − ηo)·Ebrutto·ηs·ηp)/((kj·vr + τq−s·Fq−s + ε·FR
′ ·vr

2)·Mk·vr·t) (9)
eRP—adjustment function for quasi-shearing; ηq−s—combustion efficiency of
ground energy carriers; ηo—efficiency of whole grain combustion of selected

energy carriers; Ebrutto—energy of processed grains, kJ·kg−1; ηs·ηp—efficiency of
the grinder drive; ηs—engine efficiency; ηp—transmission efficiency; kj—idle
motion coefficient, kJ·s−1; vr—speed of quasi-shear, m·s−1; τq−s—stress during
quasi-shearing, N·m−2; Fq−s—temporary cross-section of quasi-shearing, m2;

FR’—cross-section of secondary impacts during quasi-shearing, m2;
ε—proportionality coefficient, N·s−2·m−4; and Mk—times indicator.

Energy change efficiency [30]
Ef ze = Eroz/Ew·100 (10)

Efze—energy change efficiency, %; Eroz—grinding energy, J; and Ew—energy
input, J.

Research problems were formulated in the form of questions in relation to the research goals
established herein:

1. Will the development of an adequate mathematical model of energy consumption considering
basic parameters of the process such as the yield, fineness degree, unit energy consumption, and
power input enable the integrated design of the structure, disc parameters, and hole movement
in shearing culvert discs?

2. What is the impact of deliberately changed characteristics and relations of the unit motion on the
yield, fineness degree, power input, unit energy consumption, and integrated index of sustainable
granular biomass grinding energy consumption in a multi-hole grinding unit?
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2. Materials and Methods

2.1. Integrated Energy Consumption Index

The introduction of energy and pro-environment-based assessment into the
construction–optimization process of the technology of energy biomass grinding leads to the
creation of new, better structural and process solutions. In a sense, it is a driving force for
biomass-processing competitiveness and innovativeness [66,67]. Paper [68] indicates that energy
efficiency assessments make it possible to improve the grinder process motion parameters and
indicates technologies which are the best for a given product. It has also been proven that the
developed efficiency models can be used not only for process verification but also for verification of
the whole structure of grinding, particularly the working unit.

Developing an adequate mathematical model and finding functional dependences between the
variables are important elements of each assessment (structural-optimization efficiency) [69]. The first
step should involve the identification of the assessed processes and subprocesses and the determination
of criteria [68].

The assumption of the model of integrated energy consumption for grinding takes into account
the most important grinding indexes, which are indirectly or directly connected with power and energy
demand. First of all, the criteria for power consumption assessment, unambiguously characterizing the
grinding device, were established. The following criteria were accepted as components of the model of
integrated energy consumption, in accordance with the desired states of the grinding process [70,71]:

• Yield of grinding KQr:
KQr = Qr, (11)

• Power demand KP:
KP = 1/Pr, (12)

• Unit energy demand KEj:
KEj = 1/Ej, (13)

• Fragmentation degree Ki:
Ki = i80, (14)

where Qr—yield of grinding, kg·h−1; Pr—average power consumption of grinding, kW; Ej—unit
of energy consumption, kWh·kg−1; and i80—80% fragmentation degree.

The yield of grinding is indirectly related to the power and energy consumption of grinding.
Increasing the yield is usually associated with an increase in the grinder dimensions and, subsequently,
an increase in the power of the drive unit, which involves a change of energy parameters. In the
machine conditions, grinding yield Qr can be determined on the basis of a dependence of grinding
product mass change Δm in the intake hopper during the time of observation Δt [19]:

Qr = Δm/Δt, (15)

which can further be written:
Qr = dm/dt, (16)

Qr =

∫ t

0
m dt. (17)

Power consumption for grinding changes in time, which is caused by an irregularity in the
operation of the machine [72]. In the simplest way, it can be defined as a periodical occurrence of rises
and falls in power consumption as a result of variable amounts of materials between the working
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elements, which causes momentary periods of the machine running idle during grinding (with no
feed). In connection with this, the overall power consumption in time t Ptoti can be defined as [7,73]:

Ptoti = Pui + Pii, (18)

where Pui—power consumption for the medium grinding in a given moment t, kW and Pii—power
consumption of the idle gear in a given moment t, kW.

Then, the total grinding power consumption Pr in a certain time interval T is an average of the
momentary power consumption, according to the equation:

Qr =
T
Σ

i = 0
Ptoti/T. (19)

Grinding processes are characterized by the parameters of the unit energy demand; therefore, they
were accepted to be a component of the integrated energy consumption index model. Generally, a unit
energy demand is defined as the amount of energy per mass unit of the material (volume) [2,7,20,63,64].
For the grinding machine unit, demand Ej is expressed as a ratio of average power consumed by the
grinder Pr to yield Qr [19,63,73]:

Ej = Pr/Qr (20)

The last criterion of the model of integrated energy consumption was accepted to be the
fragmentation degree, being a determiner of the product quality and effectiveness of the grinding
process [20,74]. Most generally, the fragmentation degree is defined as a ratio of the material mean
dimensions before grinding to its mean dimensions after grinding [21,75]. So far, it has been proven
that increasing the frequency of the machine element contact (by increasing the rotational, angular,
and linear speeds of the grinding elements) and repetitions of grinding provides an output product
with smaller dimensions—that is, with a higher fragmentation degree [72,76]. Unfortunately, it causes
higher energy consumption [27,77,78]. The energy consumption model assumes a fragmentation
degree of 80% i80, defined as [19]:

i80 = D80/d80 (21)

where D80—dimension of the sieve hole through which 80% of the feed material passes and
d80—dimension of the sieve hole through which 80% of the grinding product passes.

The model of integrated energy consumption was constructed in the same way as the model of
efficiency described in paper [68]. This made it possible to establish a quantitative relation between the
most important grinding indexes in terms of energy consumption. Integrated energy consumption
was described in the criteria-based approach proposed by J. Zawada in the following way [79]:

Ezint = KQr· KP · KEj · Ki (22)

Bearing in mind dependences (11)–(14) and (22), integrated energy consumption depends, in
direct proportion, on the yield and fragmentation degree and, in an inverse proportion, to the power
consumption and unit energy demand. Assuming that the state to be desired is that in which Q→∞,
i80→∞, Pr→ 0, and Ej→ 0, then Ezint→∞. In the sustainable approach, a better process will be the one
with a higher integrated energy consumption index value (22).

2.2. Raw Materials

Rice and corn grains that are unsuitable for food purposes due to having been stored in
inappropriate conditions that were used for the production of pellets underwent grinding in the
experimental tests, verifying the correctness of the integrated energy consumption model. Both crops
are extensively grown, and both of them have found applications in the energy sector due to their
good energy characteristics, which make them suitable for the production of pellets whose calorific
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value is similar to that of a wooden biomass [80]. Grain moisture was determined on a moisture
balance MAC 210/NP (RADWAG, Radom, Poland) by means of the weight method. Rice grains were
characterized by moisture at the level of 13.47% ± 0.02%, whereas corn was at the level of 12.68% ±
0.02%. The characteristic dimension of grain D80 for corn was 8.15 mm and, for rice, 2.14 mm (Figure 1).
These values were obtained on the basis of a granulometric analysis carried out on a Camsizer (Retsch
Technology GmbH, Haan, Germany) design according to the ISO norm 13322-2:2006 [81].
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Figure 1. Granulometric distribution of (a) rice grains (b) corn grains.

2.3. Test Stand

Verification of the model of integrated energy consumption was performed on a test stand for
the intelligent monitoring of performance characteristics of a multi-disc grinder. The test stand was
composed of: a five-disc mill, a control panel with a performance monitoring system, and an integrated
system for analysis of the grinding product’s particle size (Figure 2).

 
Figure 2. Test stand for the intelligent monitoring of granular mass characteristics: 1—five-disc grinder,
2—worm feeder, 3—hopper, 4—control unit, 5—reception basket of the product of grinding, 6—weight
of the product of grinding, and 7—integrated system for the analysis of the grinding product’s particle
size [28].

A five-disc mill was equipped with a special integrated system for feed-dosing with a screw
conveyor feeder, which makes it possible to control the feeding of the grain material into the grinding
chamber. The grinding unit consists of five multi-hole discs fixed on the grinder shaft (Table 2). Each
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disc is powered individually by means of a dedicated motor which enables precise control of the
angular speed of each disc. The final product is collected in the intake hopper with a scale fixed
underneath, by means of which, the mass of the fragmented material is weighed. This makes it possible
to determine the actual yield of the process. The integrated system of the particle size analysis makes it
possible to assess the grinding product’s granulometric composition and to determine the degree of
fragmentation. The whole system is equipped with a set of sensors and archive modules. Control of
the grinder and data reading is included in the control panel by means of the authors’ own application
(MŁYN, 2019).

Table 2. Structural parameters of the five-disc grinder.

Parameter Unit Disc 1 Disc 2 Disc 3 Disc 4 Disc 5

Disc diameter Dn mm 274 274 274 274 274
Number of holes ln pcs. 14 22 27 33 39
Holes diameter dn mm 30 23 21 17,5 17,5

2.4. Research Methodology

Verification of the integrated energy consumption index model was carried out consistently with
the plan presented in Figure 3.

 

Vp 
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m 
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Figure 3. Research plan. Vp—feed dosing capacity, Pi—power consumption on the i-th disc, Δm—mass
increase in the intake hopper, d80—dimension of the sieve hole through which 80% of the grinding
product passes, i80—80% fragmentation degree, Ej—unit energy consumption, Qr—yield of grinding,
Pr—power consumed by the grinder, and Ezint—integrated energy consumption.

First, 20 one-kilogram samples of rice and corn were prepared. The moisture level was determined
for each of them on a moisture balance MAC 210/NP (RADWAG, Radom, Poland) in accordance
with ISO norm 1446 [82], and, additionally, average grain size before grinding on a CAMSIZER
(Retsch Technology GmbH, Haan, Germany) device was also determined in accordance with ISO norm
13322-2:2006 [81]. Next, the prepared material was subjected to grinding on a five-disc grinder for 20
different grinding disc angular speed settings in accordance with the accepted test program [28,79] in

86



Energies 2020, 13, 1417

order to investigate the dependence of the integrated energy consumption index on the total increase
in the grinder disc angular speed SΔω (Table 3). The minimal speed of the grinder discs accepted to be
the point of reference was 20 rad·s−1. The accepted settings of the disc angular speed were different
in terms of the angular speed gradient Δω. The feed was delivered by means of a screw conveyor
feeder with the speed of 112 kg·h−1. Changes in the time of parameters such as power consumption,
product mass in the intake hopper, angular speeds of the grinder discs, torques, and size of the product
particles were recorded (with a sampling frequency every 0.5 s) in order to determine the values of
the integrated energy consumption model criteria (components)—that is, power consumption, yield,
fragmentation degree, and unit energy consumption.

Table 3. Settings of the five-disc mill control parameters [28].

Test
Program

No. of
Configuration

SΔω Δω ω1 ω2 ω3 ω4 ω5

rad·s−1 rad·s−1 rad·s−1 rad·s−1 rad·s−1 rad·s−1 rad·s−1

I

1 50 5 20 25 30 35 40
2 100 10 20 30 40 50 60
3 150 15 20 35 50 65 80
4 200 20 20 40 60 80 100

II

1 200 20 100 80 60 40 20
2 150 15 80 65 50 35 20
3 100 10 60 50 40 30 20
4 50 5 40 35 30 25 20

III

1 40 20 20 40 20 40 20
2 85 20 45 25 45 25 45
3 225 25 75 50 75 50 75
4 360 20 100 80 100 80 100

IV

1 40 20 20 40 20 40 20
2 80 40 20 60 20 60 20
3 120 60 20 80 20 80 20
4 160 80 20 100 20 100 20

V

1 240 80 100 20 100 20 100
2 280 60 100 40 100 40 100
3 320 40 100 60 100 60 100
4 360 20 100 80 100 80 100

RP—research program; ω1, ω2, ω3, ω4, and ω5—angular speeds of discs, rad·s−1; Δω—increase in angular speeds,
rad·s−1; and SΔω—total increase in angular speeds, rad·s−1.

The next step involved both statistical and substantive analyses. The values of the integrated
energy consumption were determined for each setting of the grinder disc according to dependence
(22). Statistical analysis of the results was carried out by means of MS EXCEL (Microsoft, Redmond,
WA, USA) and Statistica software (TIBCO Software Inc., Palo Alto, CA, USA). A general statistical
analysis of the results, including the determination of the characteristics of the integrated energy
consumption distribution and its variable components, was performed. Tests of the distribution of
the normality of the variables were conducted by means of a Shapiro-Wilk test. This test is used to
assess the distribution of the results. The null hypothesis of this test is that the population is normally
distributed [83]. Thus, if the p-value is less than the chosen alpha level (in this study, p > 0.05), then
the null hypothesis is rejected, and it can be assumed that the data are not characterized by normal
distribution. When the p-value is greater than the chosen alpha level, it cannot be rejected that the data
are characterized by normal distribution [83]. A correlation analysis using the Pearson method was
performed for variables whose distribution was close to normal, while a Spearman correlation analysis
was applied for the remaining ones. Next, a regression analysis was used. The results of the statistical
analyses were found to be significant for p < 0.05.
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3. Results and Discussion

In this part of the study, the test results of the integrated energy consumption index variables are
described along with an analysis of their relations with the independent variable: the increase in the
grinder disc angular speed SΔω. The results of the tests performed for the settings of the accepted
grinder disc angular speed configurations for rice grinding are presented in Table S1 and, for corn, in
Table S2.

3.1. Test Results of the Integrated Energy Consumption Model Variables and Their Analysis

The analysis included general descriptive characteristics of the resultant variables of power
consumption, fragmentation degree, unit energy consumption, yield, the Shapiro-Wilk test for the
normality of distribution, and correlation analysis with the Pearson method.

3.1.1. Power Consumption

Figure 4 shows the test results of the power consumption for rice and corn grinding on a five-disc
grinder. The results indicate that the disc angular speed changes do affect power consumption. An
increase in power consumption along with an increase in the grinder disc angular speed was observed.
It can also be noticed that the power consumption for each disc setting was different depending on
the material used (Figure 4). The power consumption for rice grinding was lower than the power
consumption for corn grinding for all cases, which is mostly connected with the differing properties
and internal structures of these materials [34].
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Figure 4. Test results of the power consumption for rice and corn grinding.

Earlier analyses of rice and corn strength indicated that higher forces are needed to grind
corn grains, which is reflected by the power demand of grinding machines, due to the necessity of
overcoming the higher resistance of moving elements [37]. An increased demand for power and
energy in the case of a higher-strength grinding material was confirmed by [38–40], among others. An
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increased demand for power for corn grinding is also the effect of differences in the internal structure
thereof [38–40]. Rice grains deprived of husks were used in the tests, whereas corn grains had the
seed coat. Moreover, corn grains differ from rice grains in terms of endosperm structure. Grains with
higher endosperm glassiness have been observed to need more energy and power in the process of
grinding [36,41,42].

On the basis of the Shapiro-Wilk test (Appendix A, Tables A1 and A2) and the values of skewness
and kurtosis (Appendix A, Tables A3 and A4) of the distribution of the power consumption test
results, it was found that this distribution is approximately normal. Subsequently, the Pearson method
was used for the analysis of correlation between the power consumption of grinding PR and total
speed increase SΔω. Correlation analysis revealed that there was a strong relation between the power
consumption in grinding PR and a total speed increase SΔω during both rice grinding (R = 0.9658,
Appendix A, Table A5) and corn grinding (R = 0.9847, Appendix A, Table A6).

On the basis of the linear regression analysis, equations describing the dependence of power
consumption as a function of total speed increase were determined. It was found that power
consumption for grinding can be described by means of a linear model with a high match (Figure 5).
Both the coefficient in the equations and the regression models themselves were statistically significant
(Tables 4 and 5).

(a) (b) 

Figure 5. Power consumption for grinding as a function of total speed increase; marking the confidence
interval and values predicted for (a) rice grinding and (b) corn grinding.

Table 4. Test results of significance of the coefficients of the linear regression model of power consumption.

- - Value Standard Error t-Value Prob > |t|

Rice
Intercept 0.73234 0.06115 11.97547 5.21551 × 10−10

Slope 0.00497 3.14735 × 10−4 15.80313 5.36891 × 10−12

Corn
Intercept 0.74508 0.05392 13.8175 5.05108 × 10−11

Slope 0.00666 2.77525 × 10−4 23.98018 4.11081 × 10−15

Table 5. Test results of the significance of the power consumption linear regression equation.

Sum of Squares Mean Square F-Value Prob > F

Rice 5.12697 5.12697 249.7388 5.36891 × 10−12

Corn 9.17894 9.17894 575.04915 4.11081 × 10−15
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3.1.2. Yield

Figure 6 shows the results of rice and corn grinding yield tests performed on a five-disc grinder.
The results indicate that the disc angular speed changes have an impact on this parameter change.
As in the case of power consumption, it was observed that grinding yields increased along with an
increase in the disc angular speeds. It could also be observed that, for the settings of the grinder disc
angular speeds at which the first disc speed was the lowest, the rice grinding yield was significantly
higher than that of the corn (Figure 6). For the remaining settings, the yield was similar though slightly
higher for corn. This might result from the relations between the structural characteristics of working
discs, speed, and the size of the grain used. The average size of rice grains was definitely lower than
that of corn; hence, more of them can be introduced into the open space of the grinding discs.
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Figure 6. Test results of rice and corn grinding.

On the basis of the Shapiro-Wilk test (Appendix A, Tables A1 and A2) and the values of skewness
and kurtosis (Appendix A, Tables A3 and A4) of the distribution of the performance test results, it was
found that this distribution is approximately normal. Subsequently, the Pearson method was used
in the analysis of correlation between grinding yield Qr and the total speed increase. A correlation
analysis showed that the correlation between the yield of grinding Qr and the total speed increase SΔω

during both rice grinding (Appendix A, Table A5) and corn grinding was poor (Appendix A, Table A6).
Poor correlations between the disc total angular speed increased, and the yield might be the

result of the grain strength properties and their relations and interactions with the grinding unit.
The phenomena accompanying the flow of granular materials through the grinding chamber, the
inter-hole space, and inter-disc space of the quasi-shearing unit are not without importance. There
can occur, among other things, periods when the material lingers in the grinding chamber due to the
adhesion of wet grains, which can be observed, e.g., in the case of corn and the poor results in the
fourth test program.
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3.1.3. Unit Energy Consumption

Figure 7 shows the test results of the unit energy consumptions for rice and corn grain grinding.
For all the considered settings of the five-disc grinder angular speeds, the unit energy demand was
higher for corn grinding (Figure 7), which was mostly connected with a higher power consumption
during corn grinding, which, in turn, results from the grain strength properties which are discussed in
Section 3.1.1. Earlier research also indicated a higher unit energy consumption for corn grinding [19].
The results indicate that an increase in the angular speed of discs caused an increase in energy
consumption (Figure 7).
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Figure 7. Test results of the unit energy consumption for rice and corn grinding.

On the basis of the Shapiro-Wilk test (Appendix A, Tables A1 and A2) and the values of skewness
and kurtosis (Appendix A, Tables A3 and A4) of the distribution of the results of the unit energy
consumption tests, it was found that this distribution is approximately normal for the grinding of rice,
while for the grinding of corn, it deviated from normal. Subsequently, the Pearson method was used
in an analysis of correlation between unit energy consumption Ej for rice grinding and total speed
increase SΔω; whereas, in the case of corn, the Spearman method was used to assess these relations.
Correlation analysis showed that there was a very strong positive correlation between the unit energy
consumption Ej and total speed increase SΔω for rice grinding (R = 0.95332, Appendix A, Table A5). In
the case of corn grinding, the correlation of these two variables was moderate (R = 0.5963, Appendix A,
Table A8).

An equation describing the dependence of the unit energy consumption for rice grinding as a
function of the total speed increase was determined based on a linear regression analysis. It was found
that the unit energy demand can be described by means of a linear model with a high match (Figure 8a).

In the case of the unit energy consumption involved in corn grinding, after the removal of
outstanding values (results for settings IV3, IV4, and V1), it was the exponential model that provided
the best match (Figure 8b) when compared to the others. This model was chosen on the basis of
a ranking of the different nonlinear models. As a selection criterion, the value of the model match
coefficient R2 (the higher the value, the better the model) and the value of the standard error of the
model coefficients (the lower the error, the better the model) were used. Unfortunately, the chosen
model explained the variability of the unit energy consumption as a function of the total speed increase
merely partially—slightly over 46% of the variability was explained by means of the chosen function.
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Both the coefficients in the equations and the regression models were statistically significant (Tables 6
and 7). The standard error of the coefficients in the equations did not exceed 12%.

(a) (b) 

Figure 8. Unit energy consumption for grinding as a function of the total speed increase with indication
of the confidence interval and predicted values for: (a) rice grain grinding and (b) corn grinding.

Table 6. Test results of the significance of the coefficients of the unit energy consumption regression model.

- - Value Standard Error t-Value Prob > |t|

Rice
Intercept 0.02809 0.00235 11.93399 5.5149 × 10−10

Slope 1.62274 × 10−4 1.21157 × 10−5 13.39367 8.44112 × 10−11

Corn
a 0.10313 0.01227 8.40195 4.68401 × 10−7

b 0.9881 0.00401 246.4428 0

a, b—coefficients of regression model (Figure 8b).

Table 7. Test results of the significance of the equations of the unit energy consumption regression model.

- Sum of Squares Mean Square F-Value Prob > F

Rice 0.00546 0.00546 179.39049 8.44112 × 10−11

Corn 0.10853 0.05427 97.41927 2.55003 × 10−9

The unit (specific) energy consumption depend on two factors: the energy consumed for the
grinding process and the mass of grinded material, and it described the amount of energy needed for
grinding one kg of material. According to [19], the unit energy consumption can be expressed as the
ratio of power demand and grinding yield. For grinded materials, the dependence between the yield
and discs’ total speed increase was not specified, and as it is one of the unit energy components, it
influences the dependence between the unit energy consumption and the discs’ total speed increase.
For corn, the yield values spread was significant; that is why the fitting is very low. The problems
with the yield in the case of corn grinding was presented in Section 3.1.2 and was also reported in the
previous study [28].

3.1.4. Fragmentation Degree

Figure 9 shows the test results of rice and corn grain fragmentations at 80% after grinding on a
five-disc mill. A higher fragmentation degree was found for corn grain grinding for all analyzed disc
angular speed settings (Figure 9), which was connected with the ratio of the grain dimension and the
inter-disc gap. The grains of rice and corn had similar average dimensions in all tests, and this value
depended on the value of the inter-disc gap—the size of a particle after grinding will always be smaller
than the gap. Due to the fact that the characteristic size of corn grains was bigger before grinding than
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the size of rice grains (Table S1 and Table S2 in the Supplementary Materials) and their dimensions
decreased down to those comparable to rice grains, the fragmentation degree of the corn grains was
higher. It was observed, like in other studies [5,26], that for grinding bigger particles (corn has bigger
particles than rice), the energy consumption is higher. It was also reported that the higher the disc
speed (so the contacts between materials and cutting edges are more intensive), the grinding product
has smaller particles [4,84]. On the basis of the Shapiro-Wilk test (Appendix A, Tables A1 and A2)
and the values of the skewness and kurtosis (Appendix A, Tables A3 and A4) of the distribution of
the grinding results, it was found that this distribution is approximately normal for both rice and
corn grinding. Subsequently, the Pearson method was used in an analysis of the correlation between
the grain fragmentation degree i80 and summary speed increase SΔω. Correlation analysis showed
that there was a very strong positive relation between the rice fragmentation degree i80 and the total
speed increase SΔω (R = 0.93237, Appendix A, Table A5). In the case of corn grinding, the positive
correlation between these two variables was moderate (R = 0.6893, Appendix A, Table A6).
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Figure 9. Test results of an 80% fragmentation degree for rice and corn grinding.

The equation describing the dependence of an 80% degree of rice fragmentation as a function of
the total speed increase was determined based on an analysis of linear regression. It was found that an
80% fragmentation degree can be described with a high match by means of a linear model (Figure 10a).
The obtained linear model was able to provide a 90% explanation of the fragmentation degree as a
function of the total angular speed increase SΔω.

(a) (b) 

Figure 10. An 80% fragmentation degree as a function of the total speed increase with the markings of the
confidence interval and values predicted for: (a) rice grain comminution and (b) corn grain comminution.
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For the case of the 80% fragmentation degree of corn, the linear model explained the fragmentation
degree changes as a function of the total speed increase SΔω only to a small extent (R2 = 0.47513).
Thus, the decision was made to check nonlinear models. As in the case of the unit energy demand, a
ranking of models which took into account the value of the match coefficient R2 and the value of the
standard error of the model coefficients was used. It was the exponential model which best explained
the highest percent of the 80% corn fragmentation degree variability as compared to the other models
(Figure 10b). Unfortunately, the chosen model did not sufficiently explain the variability of the 80%
fragmentation degree as a function of the total speed increase. Both the coefficients in the equations
and the regression models themselves were statistically significant (Tables 8 and 9). The standard error
of the coefficients in the equations did not exceed 10%.

Table 8. Test results of the regression model coefficient significance for an 80% fragmentation degree.

- - Value Standard Error t-Value Prob > |t|

Rice
Intercept 1.02074 0.01376 74.17752 7.73924 × 10−24

Slope 7.74976 × 10−4 7.08224 × 10−5 10.94254 2.19489 × 10−9

Corn
a 4.46488 0.13804 32.34576 0

b 0.97486 0.00357 273.12834 0

a, b—coefficients of regression model (Figure 10b).

Table 9. Test results of the regression equation significance for an 80% fragmentation degree.

- Sum of Squares Mean Square F-Value Prob > F

Rice 0.12447 0.12447 119.73909 2.19489 × 10−9

Corn 335.73877 167.86938 864.38272 1.31021 × 10−18

3.2. Analysis of the Integrated Energy Consumption Results

The next step of the tests involved an analysis of the integrated energy consumption for rice and
corn grain comminution. Figure 11 shows the results of the integrated energy consumption tests for
both grains. In the case of corn, the highest values of the integrated energy consumption were found
for setting no. 4 with RP II and, next, for setting no. 1 with RP III and setting no. 1 with RP IV. For rice
grinding, the highest values of the integrated energy consumption were found for setting no. 1 in RP
IV and, next, for setting no. 1 in RP III, setting no. 4 in RP II, and setting no. 2 in RP IV.

An analysis of the relations between the integrated energy consumption made it possible to
determine the yield ranges, power consumption, unit energy consumption, and fragmentation degree
for which the integrated efficiency is the highest (Figures 12 and 13, red color). The integrated energy
consumption for rice grinding on a five-disc grinder assumes values within the interval (928–1420)
when the grinding yield is included in the range (25.2–30.6) kg·h−1, unit energy consumption in the
range (0.027–0.049) kWh·kg−1, power consumption in the range (0.88–1.02) kW, and fragmentation
degree in the range (1.04–1.13) (Figure 12). The integrated energy consumption of corn grinding on a
five-disc grinder assumes values in the range (1592–2640) when the grinding yield is within (19.8–32.4)
kg·h−1, unit energy consumption within (0.037–0.061) kWh·kg−1, power consumption within (0.91–1.31)
kW, and fragmentation degree in the range (2.75–4.21) (Figure 13).
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Figure 11. Test results of the integrated energy consumption for rice and corn grinding.

The results of the integrated energy consumption tests are characterized by a higher value scatter
for corn grinding, and the scatter of results for power consumption, yield, fragmentation degree, and
unit energy consumption were also higher for corn grinding than for rice grinding (Figures 12 and 13).
Thus, by knowing the components of the integrated energy consumption, its values can be predicted
with a higher accuracy for rice grinding than for corn grinding.

Next, a basic statistical analysis of the variable was performed. On the basis of the Shapiro-Wilk test
(Appendix A, Tables A1 and A2) and the values of the skewness and kurtosis (Appendix A, Tables A3
and A4) of the distribution of the results, it was found that the distribution of the integrated energy
consumption deviated from normal; therefore, in the correlation analysis, the Spearman coefficient was
used to describe the monotonic relationships between the variables. Correlation analysis showed that
there is a very strong negative correlation between the integrated energy consumption of rice grinding
and total speed increase SΔω (R = −0.95554, Appendix A, Table A7). In the case of corn grinding, the
negative correlation of these two variables was moderate (R = −0.51131, Appendix A, Table A8).

 
 

Figure 12. Cont.
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Figure 12. The integrated energy consumption of rice grinding as a function of the model components.

Nonlinear regression analysis was used to determine the equations describing the dependence of
the rice and corn grinding’s integrated energy consumption as a function of the total speed increase. In
this case, the best-matched model was determined on the basis of the value of matching coefficient R2

and the error values of the standard coefficients of the determined dependencies. It was found that
the integrated energy consumption of rice grinding is best explained, nearly 77%, by an exponential
model (Figure 14a). As regards corn, the best match was an exponential model, though it accounted
for only 46% of the integrated energy consumption variability (Figure 14b). Both coefficients in the
equations and the regression models themselves were statistically significant (Tables 10 and 11). The
standard error of coefficients did not exceed 11% in the rice grinding’s integrated energy consumption
equations, and, in the case of corn, it did not exceed 26%.

 
Figure 13. Cont.
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Figure 13. The integrated energy consumption for corn grinding as a function of the model
variable components.

 

(a) 

 

(b) 

Figure 14. The integrated energy consumption as a function of the total speed increase with the
indication of the confidence interval and predicted values for: (a) rice grain comminution and (b) corn
grain comminution.

The results of the analyses indicate that the rice and corn grinding processes differ in terms of
yield, power consumption, fragmentation degree, unit energy consumption, and integrated energy
consumption. In the case of corn, the process of grinding has more of a random character, which is
mostly the result of the large differentiation of the grains of one species, which was also observed in
other tests [20,28,85]. Hence, the match of models of unit energy consumption, yield, and fragmentation
degree as a function of corn grinding speed increases, and subsequently, the models of the integrated
energy consumption, which include the above-listed components, is rather poor.
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Table 10. Results of significance tests for the coefficients of the integrated energy consumption
regression model.

- - Value Standard Error t-Value Prob > |t|

Rice
a 1325.48108 155.50266 8.52385 9.81711 × 10−8

b 0.99266 0.00124 802.86997 0

Corn
a 2895.65796 776.51222 3.72906 0.00154

b 0.98979 0.00339 292.34877 0

a, b—coefficients of regression model (Figure 14a,b).

Table 11. Results of the significance tests for the equations of the integrated energy consumption regression.

Sum of Squares Mean Square F-Value Prob > F

Rice 6,691,362.97097 3,345,681.48549 125.99749 2.60167 × 10−11

Corn 2.09017 × 107 1.04509 × 107 28.02063 2.96612 × 10−6

Analyzing the values of the integrated energy consumption for the two grain species considered
herein, it can be said that, from the point of view of the accepted criterion, a smaller increase in the
angular speeds in relation to the reference speed on each disc (20 rad·s−1) provides higher values
of integrated energy consumption; e.g., the process of grinding is characterized by a low power
consumption while maintaining the remaining parameters of grinding at a satisfactory level.

Verification of the integrated energy consumption model was performed for granular materials. It
should be expected that, for a different type of biomass, e.g., wooden biomass, the value of the energy
consumption index and its relations with the grinder disc total angular speeds would be different from
the materials used in the study.

The proposed index of the integrated energy consumption can successfully be used to assess the
grinding process and to select the grinder angular speeds to provide a low energy consumption, high
yield, and a high fragmentation degree of the product. This index can find applications in automatic
and control systems for industrial lines grinding energy materials, e.g., biomass, coal, and post-use
polymer materials.

4. Summary and Conclusions

The aim of the study was achieved by developing and verifying the model of integrated energy
consumption for grinding a biomass, which takes into account the fundamental parameters of the
process: power consumption, unit energy consumption, yield, and the determination of the impact of
changes in the grinding unit motion parameters on the values of the index developed herein.

The analyses of this study have proven that the index developed herein can be used successfully
to assess a biomass grinding’s energy consumption in an integrated approach—that is, one which
includes not only energy consumption but also other parameters important from the point of view of
the grinding process (yield, fragmentation degree, power consumption, and unit energy consumption).
The verification of the model on a real object—a five-disc grinder—made it possible to determine
the dependencies of the integrated energy consumption index and the motion parameters of the
grinder discs for the total increase in disc annular speeds. Based on the analyses, it was found that the
total speed increased, and thus, the increase in the disc angular speeds causes an increase in power
consumption, in the fragmentation degree, and the unit energy consumption for both rice and corn
grinding. In the case of rice grinding, these dependencies can be described with a high match by means
of linear models. In the case of corn, a linear dependence was found only for power consumption.
Nonlinear models were used for the unit energy consumption and fragmentation degree, though they
accounted for only 60% of the studied parameter variability. The yield did not correlate with the total
increase in angular disc speeds for either rice or corn grinding. This results mainly from physical
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mechanical properties of the grains and grain-grinding unit relations and confirms the variety and
variability of grains observed so far within one type of grain and, in addition, confirms the randomness
of the grinding process.

The test results prove that integrated energy consumption is negatively correlated with a total
increase in the grinder angular speeds. The models which best represent the variability of the integrated
energy consumption were exponential models; though, in the case of corn, this model was characterized
by a lower matching coefficient (R2 = 0.45896) than the energy consumption model for rice grinding
(R2 = 0.76749). Upon analyzing the values of the integrated energy consumption for two grain species,
it can be observed that, in terms of the criterion accepted herein, a smaller angular speed increase in
relation to the reference speed on each disc of the grinder (20 rad·s−1) causes higher values of integrated
energy consumption; that is, the process of grinding is characterized by a low power consumption
while sustaining the remaining parameters of grinding at a satisfactory level.

The model of integrated energy consumption considered in this study can be a useful tool for
integrated design and to select structural and process grinding parameters in preimplementation tests
for grinders. Moreover, it can find an application in the automation and control systems of industrial
lines’ grinding energy materials, such as biomass, coal, and post-use polymers.

Further research on the structures and operations of biomass grinders in terms of their energy
consumptions should be focused on finding the relations between selected structural characteristics
of the grinding unit and negative environmental factors such as CO2 emissions and natural resource
depletion, as well as operation potentials.
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Appendix A

Table A1. Tests results of the normality of the Shapiro-Wilk distribution of variables for the process of
rice comminution.

- DF Statistic p-Value Decision at Level (5%)

PR 20 0.93151 0.1651 Cannot reject normality

Qr 20 0.93426 0.18646 Cannot reject normality

Ej 20 0.93621 0.20316 Cannot reject normality

i80 20 0.92006 0.09935 Cannot reject normality

Ezint 20 0.85728 0.00708 Reject normality

SΔω 20 0.91736 0.08817 Cannot reject normality

Pr—grinding power consumption, kW; Qr—grinding yield, kg·h−1; Ej—unit energy consumption, kWh·h−1; i80—80%
fragmentation degree; Ezint —integrated energy consumption; and SΔω—total increase in angular speeds, rad·s−1.
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Table A2. Test results of the normality of the Shapiro-Wilk distribution of variables for the process of
corn grinding.

DF Statistic p-Value Decision at Level (5%)

PR 20 0.93699 0.21026 Cannot reject normality

Qr 20 0.91059 0.06541 Cannot reject normality

Ej 20 0.65731 1.22879 × 10−5 Reject normality

i80 20 0.95111 0.38428 Cannot reject normality

Ezint 20 0.83526 0.00305 Reject normality

SΔω 20 0.91736 0.08817 Cannot reject normality

Pr—power consumption for grinding, kW; Qr—grinding yield, kg·h−1; Ej—unit energy consumption, kWh·h−1;
i80—80% fragmentation degree; Ezint—integrated energy consumption; and SΔω—total angular speed
increase, rad·s−1.

Table A3. Results of the descriptive statistical analysis of variables for the process of rice grinding.

- Mean
Standard
Deviation

Sum Skewness Kurtosis Minimum Median Maximum
Range

(Max.–Min.)

PR 1.5555 0.53786 31.11 0.31892 −1.15303 0.84 1.425 2.48 1.64

Qr 28.165 1.69528 563.3 −0.02646 −1.28024 25.2 28.3 30.6 5.4

Ej 0.05495 0.01778 1.099 0.2127 −1.26079 0.027 0.052 0.083 0.056

i80 1.149 0.08681 22.98 0.50272 −0.89842 1.04 1.14 1.31 0.27

Ezint 505.65 328.92877 10113 1.32281 1.62855 190 422 1417 1227

SΔω 165.5 104.43961 3310 0.60399 −0.72265 40 150 360 320

Pr—power consumption for grinding, kW; Qr—yield of grinding, kg·h−1; Ej—unit energy consumption, kWh·h−1;
i80—80% fragmentation degree; Ezint—integrated energy consumption; and SΔω – total increase in angular
speeds, rad·s−1.

Table A4. Results of the descriptive statistical analysis of variables for the process of corn grinding.

- Mean
Standard
Deviation

Sum Skewness Kurtosis Minimum Median Maximum
Range

(Max.–Min.)

PR 1.8465 0.70585 36.93 0.41186 −0.92384 0.91 1.755 3.11 2.2

Qr 21.725 8.82627 434.5 −0.74904 −0.4979 4.3 24 32.4 28.1

Ej 0.118 0.11051 2.36 2.23553 4.35658 0.037 0.0905 0.422 0.385

i80 4.0685 0.65617 81.37 −0.77544 1.47486 2.29 4.125 5.11 2.82

Ezint 872.15 807.93116 17443 1.12497 0.13387 24 511.5 2639 2615

SΔω 165.5 104.43961 3310 0.60399 −0.72265 40 150 360 320

Pr—power consumption for grinding, kW; Qr—yield of grinding, kg·h−1; Ej—unit energy consumption, kWh·h−1;
i80—80% fragmentation degree; Ezint—integrated energy consumption; and SΔω—total increase in angular
speeds, rad·s−1.

Table A5. Results of the analysis of variable correlation using the Pearson method for the process of
rice grinding.

PR Qr Ej i80

SΔω
r-Pearson 0.9658* 0.37153 0.95332* 0.93237*

p-value 5.36891 × 10−12 0.10676 8.44112 × 10−11 2.19489 × 10−9

Two-tailed test of significance is used and * correlation is significant at the 0.05 level. Pr—power consumption
for grinding, kW; Qr—yield of grinding, kg·h−1; Ej—unit energy consumption, kWh·h−1; i80—80% fragmentation
degree; and SΔω—total angular speed increase, rad·s−1.
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Table A6. Results of the analysis of variable correlation using the Pearson method for the process of
corn grinding.

PR Qr i80

SΔω
r-Pearson 0.98471* 0.25495 0.6893*

p-value 4.11081 × 10−15 0.27801 7.741 × 10−4

Two-tailed test of significance is used and * correlation is significant at the 0.05 level. Pr—power consumption
for grinding, kW; Qr—yield of grinding, kg·h−1; i80—80% fragmentation degree; and SΔω—total angular speed
increase, rad·s−1.

Table A7. Results of the correlation analysis with the Spearman method for the process of rice grinding.

- - Ezint

SΔω
Spearman Corr. −0.95554*

p-value 5.48274 × 10−11

Two-tailed test of significance is used and * correlation is significant at the 0.05 level. Ezint—integrated energy
consumption and SΔω—total angular speed increase, rad·s−1.

Table A8. Results of the analysis of variable correlation with the Spearman method for corn grinding.

- - Ej Ezint

SΔω
Spearman Corr. 0.5963* −0.51131*

p-value 0.00552 0.02121

Two-tailed test of significance is used and * correlation is significant at the 0.05 level. Ej—unit energy consumption,
kWh·h−1; Ezint—integrated energy consumption; and SΔω—total angular speed increase, rad·s−1.
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Abstract: Organic Rankine Cycle (ORC) power plants have become very popular and have found
their applications in systems with renewable sources of energy. So far their overall efficiencies are not
very impressive and only for the upper temperature of about 300 ◦C do they exceed 20%. A drawback
of these cycles is the limitation of the cycle upper temperature due to the heat exchanger technology
and the materials used. However, it is possible to overcome these difficulties by certain modifications
of the thermodynamic cycles, a proper choice of the working medium and the optimization of
cycle parameters. In the paper the problems of choosing the working medium and the question of
higher temperature at the turbine inlet have been discussed. Different modifications of the schemas
of the thermodynamic cycles have also been taken into account. The variants of power plants
with regenerators, reheaters and heat exchangers have been considered. The proposed increase in
temperature (in some cases up to 600 ◦C or higher) and innovative modifications of the thermodynamic
cycles allow to obtain the power plant efficiency of above 50%. The modified cycles have been
described in detail in the paper. The proposed cycles equipped with regenerators and reheaters
can have the efficiency even slightly higher than classical steam turbine plants with a reheater and
regenerators. Appropriate cycle and turbine calculations have been performed for the micro power
plants of turbine output in the range of 10 kW–300 kW (up to several MW in some cases). The best
arrangements achieved very high values of the overall cycle efficiency.

Keywords: thermodynamic cycles; ORC; efficiency

1. Introduction

At present, due to coal-fired plants, the power systems in many countries, are characterized by
a relatively low efficiency [1,2]. In the case of distributed energy systems, however, the efficiency of
electricity production is even lower [3–5], and the Organic Rankine Cycle power plants achieve
the efficiency which exceeds 10% [6–8] (seldom about 20%). Higher values of efficiency are
obtained by ultra-supercritical steam turbine power plants [9,10], combined gas-steam thermal
cycles [11] or modified ORC cycles [12]. In distributed energy, on the other hand, the technology of
microturbines is developed and, although the efficiency is still relatively low, the research is carried
out intensively [13–16]. For many years the installations of electric output of several hundred kW and
higher have been used in power plants based on biomass combustion [17,18]. Biofuels have become
very popular and have been treated as renewable sources of energy. They can significantly vary in
quality, heating value and other parameters which can cause some serious problems when used as
fuel for stroke engines and gas turbines. In the case of gas turbines it is possible to overcome these
difficulties by some modifications of the gas turbine engine. Instead of a combustion chamber a high
temperature heat exchanger and an external furnace must be applied. In the external chamber it is
possible to combust any fuel and the hot exhaust gases are used in the heat exchanger to warm up the
air from the compressor before it enters the turbine. Thus, a gas turbine engine is modified to work as
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an air turbine which consists, in the simplest arrangement, of a compressor, a heat exchanger and a
turbine. Air is a working medium for both the compressor as well as the turbine [19,20]. This solution
allows us to burn fuels of varying parameters in the external combustion chamber without any harmful
effects on the operation of the air turbine set.

In the case of vapor turbine power plants low-boiling media (as a rule organic ones) can be applied
as working fluids apart from the traditional medium, i.e., steam. Thus, instead of steam Rankine cycle
we have Organic Rankine Cycle. In ORC power plants the most important property of the organic
media is their lower boiling temperature which make them more appropriate for use in the range of
lower temperatures. Owing to that, the ORC plants are very often used with sources of heat of rather
low temperatures (heat emitted from engines, gas turbines and industrial processes or agricultural and
domestic waste). It is a very popular opinion that above 350 ◦C steam power plants have a higher
efficiency than power plants with organic media [21]. At lower temperatures thermodynamic cycles
with organic fluids can achieve a better efficiency than steam plants [22]. Our analysis shows that
this statement is not entirely correct and may refer to simple cycles and relatively low temperatures
which characterize current practical applications. If we consider more complex cycles and higher
temperatures we may draw different conclusions.

The schema of the simplest typical ORC cycle is presented in Figure 1. It consists of a turbine,
an electric generator, a condenser (low temperature heat exchanger), a pump and a vapor generator
(high temperature heat exchanger). If the expansion in the turbine ends in the zone of superheated
vapor, an additional heat exchanger (so called “regenerator”) can be applied in order to use the heat of
superheating for warming up the working liquid between the condenser and the boiler (Figure 2).

Figure 1. Standard Organic Rankine Cycle (ORC) cycle for wet fluids; where: I—turbine, II—generator,
III—condenser, IV—main pump, V—vapor generator.

The analysis includes some other, more complex, schemas:

• Cycle with saturated live steam and a regenerator for warming up the working fluid (Variant
1—Figure 2);

• Cycle with superheated live steam and a regenerator for warming up the working fluid (Variant
2—Figure 2);

• Cycle with superheated live steam and a regenerator for warming up, vaporization and partial
superheating of the working fluid (Variant 3—Figure 2);

• Cycle with supercritical live steam and a regenerator for warming up, vaporization and partial
superheating of the working fluid (Variant 4—Figure 2);

• Cycle with superheated live steam, a regenerator for warming up, vaporization and partial
superheating of the working fluid, and with a compressor (Variant 5—Figure 3);
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• Cycle with superheated live steam, a regenerator for warming up, vaporization and partial
superheating of the working fluid, with a compressor and an additional heat exchanger (Variant
6—Figure 4);

• Cycle with superheated live steam, a regenerator for warming up, vaporization and partial
superheating of the working fluid, with a compressor, an additional heat exchanger and interstage
superheating (Variant 7—Figure 5);

• Cycle with superheated live steam, a regenerator for warming up, vaporization and partial
superheating of the working fluid, a compressor, an additional heat exchanger, interstage
superheating and a vapor heater (Variant 8—Figure 6).

The interpretation of the above cycles in the temperature-entropy diagram is shown in Figure 7
with hexamethyldisiloxane (MM) as an example.

 

Figure 2. ORC cycle with regenerator; where: I—turbine, II—generator, III—condenser, IV—pump,
V—vapor generator, VI—regenerator (Variant 1, 2, 3, and 4).

When choosing the working media, the most important features were taken into account, such as
low toxicity, chemical stability, low potential for decomposition and low flammability [7]. The following
media have been included in the analysis:

• Acetone (chemical formula—C11H24, commercial name—acetone, [23]);
• Octamethylcyclotetrasiloxane (chemical formula—C8H24O4Si4, commercial name—D4, [24]);
• Dodecamethylcyclohexasiloxane (chemical formula—C12H36O6Si6, commercial name—D6, [24]);
• Octamethyltrisiloxane (chemical formula—C8H24O2Si3, commercial name—MDM, [24]);
• Hexamethyldisiloxane (chemical formula—C6H18OSi2, commercial name—MM, [24]);
• 1,1,1,3,3-pentafluoropropane (chemical formula—C3H3F5, commercial name—R245fa, [24]);
• 1,1,1,3,3-pentafluorobutane (chemical formula—C4H5F5, commercial name—R365mfc, [24]);
• Methylcyclohexane (chemical formula—C7H14, commercial name—c1cc6, [24]);
• N-propylcyclohexane (chemical formula—C9H18, commercial name—c3cc6, [24]);
• Undecane (chemical formula—C11H24, commercial name—C11, [24]);
• 1-chloro-3,3,3-trifluoroprop-1-ene (chemical formula—C3H2ClF3, commercial name—R1233zd, [25]).

The calculations have been performed assuming the schema of the thermodynamic cycle,
the working medium and its upper and lower parameters. Standard thermodynamics formulae
have been used, occasionally applying the iteration method. The parameters of the working media
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have been determined using REFPROP [26] media library. Unfortunately, there is no sufficient
information concerning the chemical stability of most of the organic media. Thus, the maximum
temperature for particular fluids have been assumed according to the data provided by REFPROP
media library. The thermodynamic calculations have been carried out for 11 various fluids and
8 different cycles. The values of initial pressure and temperature have been determined taking into
account particular schema of the cycle, media stability limitation and the maximum value of the cycle
efficiency. The pressure in the condenser has been estimated assuming the temperature of the cooling
water equal to 15 ◦C. The efficiencies of particular elements (typical of micro power plants) are shown
in Table 1 [3,4,6,7,27].

Table 1. Assumed values of the efficiencies of particular cycle elements.

Description Symbol Value Unit

Turbine efficiency ηT 0.85 [-]
Compressor efficiency ηcom 0.85 [-]

Pump efficiency ηPG 0.80 [-]
Mechanical efficiency ηm 0.98 [-]

Leakage efficiency ηn 0.98 [-]
Generator efficiency ηG 0.90 [-]

Regenerator efficiency ηR 0.95 [-]
Pressure drop in heaters and regenerators pi/pi-1 0.98 [-]

Figure 3. ORC cycle with regenerator and compressor; where: I—turbine, II—generator, III—condenser,
IV—pump, V—vapor generator, VI—regenerator, VII—compressor (Variant 5).

 

Figure 4. ORC cycle with regenerator, compressor and reheater; where: I—turbine, II—generator,
III—condenser, IV—pump, V—vapor generator, VI—regenerator, VII—compressor, VIII—heat
exchanger (Variant 6).
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Figure 5. ORC cycle with regenerator, compressor, reheater and interstage superheater; where:
Ia, Ib—turbines, II—generator, III—condenser, IV-pump, V—vapor generators, Va—interstage
superheater, VI—regenerator, VII—compressor, VIII—heat exchanger (Variant 7).

 

Figure 6. ORC cycle with regenerator, compressor, reheater, interstages superheater and heat
exchanger; where: Ia, Ib—turbines, II—generator, III—condenser, IV, IVa—pumps, V—vapor generators,
Va—interstage superheater, VI—regenerator, VII—compressor, VIII—heat exchanger, IX—vapor heater
(Variant 8).

  
(a) Variant 1 (b) Variant 2 

  
(c) Variant 3 (d) Variant 4 

Figure 7. Cont.
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(e) Variant 5 (f) Variant 6 

  
(g) Variant 7 (h) Variant 8 

Figure 7. Cycle interpretation in T-s diagram for all analyzed variants (hexamethyldisiloxane (MM)
working fluid). The numbers in the graphs refer to the characteristic cycle points shown in Figures 2–6:
(a) Variant 1-Figure 2; (b) Variant 2-Figure 2; (c) Variant 3-Figure 2; (d) Variant 4-Figure 2; (e) Variant
5-Figure 3; (f) Variant 6-Figure 4; (g) Variant 7-Figure 5; (h) Variant 8-Figure 6.

2. Results and Discussion

In the case of the simplest standard ORC cycle (Variant 1, Figure 2) the overall efficiency varies
from 12% to 28% depending on the working medium and the parameters, Figure 8a.

For ORC cycle with superheated steam (Variant 2, Figure 2) higher values of efficiency can be
obtained from 20% (R1233zd) to about 34% (C11), Figure 8b.

In Variant 3 (Figure 2)—the cycle with superheated live steam and the regenerator for warming
up, vaporization and partial superheating of the working fluid the efficiencies vary from 28% (R245fa)
to about 47% (C11), Figure 8c.

Variant 4 (Figure 2) is similar to Variant 3 except for the supercritical parameters at the turbine
inlet allowing to obtain the efficiency from 30% (R245fa) to about 47% (D6)—Figure 8d.

In Variant 5 (Figure 3) the unusual element for ORC cycles appears: the compressor for vapor
(Figure 3). The efficiencies of these plants vary from 30% (R245fa) to about 47% (C11)—Figure 8e.

In Variant 6 (Figure 4) the additional heat exchanger is applied and the efficiencies vary from 28%
(R245fa) to above 47% (C11)—Figure 8f.

In Variant 7 (Figure 5) the interstage superheater is introduced and the efficiencies vary from 37%
(R245fa) to nearly 50% (C11), Figure 8g.

Variant 8 (Figure 6) appears to be the most complex of the considered cycles (the heat exchanger
with vapor bleeding from high pressure turbine (HP) is added). In this case the highest efficiencies
ranging from 37% (R245fa) to nearly 52% (MM) may be obtained—Figure 8h.

The numbers in the Figure 7 refer to the characteristic cycle points shown in Figures 2–6, respectively.
In particular variants of the power plants and the applied working fluids the values of the upper

temperature and pressure vary remarkably. For example, the temperature and pressure of live vapor
in Variant 1 are presented in Figure 9. The temperature changes from 145 ◦C (R245fa) to 372 ◦C (D6),
while the pressure from 0.95 MPa (D6) to about 3.5 MPa (acetone). In Variant 8 the temperatures and
pressure are shown in Figure 10. The temperature changes from 380 ◦C (R245fa) to 770 ◦C (C11), while
the pressure from 9.59 MPa (D4) to about 22.14 MPa (acetone).
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(a) Variant 1 (b) Variant 2 

  
(c) Variant 3 (d) Variant 4 

  
(e) Variant 5 (f) Variant 6 

  
(g) Variant 7 (h) Variant 8 

η η

η η

η η

η η

Figure 8. Overall efficiency for different working media: (a) Variant 1; (b) Variant 2; (c) Variant 3;
(d) Variant 4; (e) Variant 5; (f) Variant 6; (g) Variant 7; (h) Variant 8.

As far as the interstage superheater is considered, the pressure varies even more remarkably,
Figure 11. In Variant 8, for example, it changes from 0.012 MPa (D6) to 1.55 MPa (R245fa).

Thus, comparing the efficiencies of various considered cycles the values of upper temperatures
should be taken into account. Very high overall efficiency (52%) was achieved for the MM medium in
Variant 8 (Figure 12).
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The examples of turbine flow parts in Variants 1, 6 and 8 are presented in Figures 13–15. All the
examples can be treated as micro turbines (turbines of very small output) with vapor of MM as the
working medium. The variants have been designed as multistage turbines with disc rotors (impulse
turbines). In Figure 13 a 4-stage turbine of 75 kW is shown and in Figure 14 a flow part of the 8-stage
turbine of 240 kW is presented. While Figure 15 shows flow parts of 5-stage high pressure (HP) turbine
and of 3-stage low pressure (LP) turbine of total output equal 220 kW.

  
(a) temperature (b) pressure 

Figure 9. Values of temperature (a) and pressure (b) of live vapor optimized for different working
media (Variant 1).

  
(a) (b) 

Figure 10. Values of temperature (a) and pressure (b) of live vapor optimized for different working
media (Variant 8).

 

Figure 11. Variant 8—pressure of interstage superheater.
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Figure 12. Maximum overall efficiency in particular variants of power plants (MM working fluid).

Figure 13. Turbine flow part for Variant 1 and MM working fluid.

Figure 14. Turbine flow part for Variant 6 and MM working fluid.

  
(a) low pressure turbine (b) high pressure turbine 

Figure 15. Flow part of high (a) and low pressure (b) turbine for Variant 8 and MM working fluid.

3. Conclusions

Nowadays, only very simple ORC cycles are applied and described in bibliography (Figures 1
and 2). They are limited to 4 or 5 main elements: the turbine, the condenser, the pump, the vapor
generator and the regenerator. The temperature of live vapor in these solutions is relatively low
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(lower than 300 ◦C). The presented analyses have been performed for far more complex cycles, for higher
values of temperature (even 700 ◦C) and for higher values of the initial pressure. New elements, such as
additional heat exchangers, interstage superheaters and compressors have been included in the cycles.
These types of ORC power plants have not been discussed in bibliography so far. The obtained results
of the presented analysis can be considered for future applications.

The performed analyses clearly prove that it is possible to build ORC power plants of relatively
high efficiency even exceeding that of 50%, which is a very competitive value. In such cases ORC
power plants can achieve an efficiency which is higher than that of modern steam turbine plants with
supercritical parameters. The statement seems to stand in contradiction with the opinion that above
350 ◦C steam power plants have a higher efficiency than power plants with organic media. It is also
very important to underline that even the most complex cycle (Variant 8 with MM working fluid) is
cheaper and much simpler than modern supercritical steam power plants of large output with similar
maximum efficiency.
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Abstract: The electrical sector in the Caribbean region of Colombia is currently facing problems that
affect its reliability. Many thermo-electric plants are required to fill the gap and ensure energy supply.
This paper thus proposes a hybrid renewable energy generation plant that could supply a percentage
of the total energy demand and reduce the environmental impact of conventional energy generation.
The hybrid plant works with a photovoltaic (PV) system and wind turbine systems, connected in
parallel with the grid to supply a renewable fraction of the total energy demand. The investigation
was conducted in three steps: the first stage determined locations where the energy system was
able to take advantage of renewable sources, the second identified a location that could work more
efficiently from an economic perspective, and finally, the third step estimated the number of PV
solar panels and wind turbines required to guarantee optimal functioning for this location using,
as a main method of calculation, the software HOMER pro® for hybrid optimization with multiple
energy resources. The proposed system is expected to not only limit environmental impacts but
also decrease total costs of electric grid consumption from thermoelectric plants. The simulations
helped identify Puerto Bolivar, Colombia, as the location where the hybrid plant made the best use of
non-conventional resources of energy. However, Rancho Grande was found to offer the system more
efficiency, while generating a considerable amount of energy at the lowest possible cost. An optimal
combination was also obtained—441 PV arrays and 3 wind turbines, resulting in a net present cost
(NPC) of $11.8 million and low CO2 production of 244.1 tons per year.

Keywords: solar energy; wind energy; energy efficiency; environmental impact; economic evaluation;
on-grid system; HOMER Pro software

1. Introduction

The continuous increase in greenhouse effects in the energy field [1,2], the potential danger that
represents the future of this trend, and the continuous rise in this kind of energy production boost the
development of new trends of energy generation (NTEG), which lead to energy transition [3–5]. NTEG
will be independent of hydrocarbons and fossil fuels because research on clean energy acquisition
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methods is on the rise, offering reliable solutions to the current problem [6,7]. Solar and wind energy
systems are the most selected methods for clean energy production because of their viability and
easy acquisition [8]. In 2006, the World Energy Outlook estimated that energy production could be
duplicated in 25 years. Furthermore, the publication also expects a growth of 57% in renewable energy
production [9]. The boost from new trends in renewable energy generation takes into consideration
the current development of technologies that can be used to obtain energy from the movement of the
sea waves, as well as ocean currents. There are other ways to obtain renewable energy, one of which is
the photovoltaic (PV) system. Asia Pacific is estimated to remain the global PV leader in 2025 with
the largest installed solar PV facility in the world [10]. The PV market has grown in both developed
and developing countries, implying that renewable energy is a viable global resource. The world’s
largest PV energy production from an installed plant is located in Pavagada solar park in India. The
park, which can generate up to 2 GW, was fully functional in 2019 [11]. A report in the Journal of
Geophysical Research estimated that the highest reachable capacity of wind energy around the world
is approximately 72 million GW, which corresponds to 500% more than the energy consumption of
every kind of power [12].

Hybrid energy, which is the use of different kinds of energy, is more efficient than conventional
energy generation. The availability of wind energy in Colombia, combined with biomass energy, has
had a significant influence on the Caribbean region [13]. The exploitation of this source of energy
can be an excellent solution to the energy problems prevalent in the region [14]. This solution lies in
the design of a hybrid renewable energy plant that has the capacity to use all the renewable energy
resources existing in this region [15].

However, fossil fuels are still considered the main energy source in the region, although they cause
considerable damage to the environment by the high generation of greenhouse gases [6,16]. The use of
fossil fuels by “fracking” increases greenhouse gases and other gases like arsenic and mercury [10].
Greenhouse gas emissions increased by at least 70% in the period between the 1970s to the beginning
of the 21st century, with the energy sector being the main responsible factor [17]. An analysis by the
Oak Ridge National Laboratory (Tennessee, United States) on carbon dioxide emissions states that
greenhouse gasses in Colombia increased from 16 megatons to 84 megatons (80%) in the 1960s to 2014;
it was compared to Portugal, Finland, Chile, Austria, Sweden, Ireland, and Hungary [18].

At present, energy potential (wind and solar energy) in the Caribbean Colombian region is going
to waste, more specifically in La Guajira department; these forms of renewable energy can help mitigate
greenhouse emissions and increase electricity generation. With hybrid systems, operating costs are
reduced because they do not require as much maintenance as conventional energy generation methods,
and owing to a learning curve that helps people understand how this technology operates [19].

The Hybrid Optimization for Multiple Energy Resources (HOMER) software provides the necessary
tools to establish different simulations with multiple energy resources [20] and study behavior over
time. This enables the simulation of a hybrid power plant with twice or more renewable resources.
This academic tool can be used to determinate viability from economic and environmental perspectives
and/or energy generation systems. Therefore, HOMER is ideal for this research work.

The main contribution of this research is to highlight the renewable energy potential in the
Caribbean region of Colombia (more specifically in La Guajira), showcase the possibilities to meet the
growing energy demand, and offer renewable energy as a great solution to the region’s problems. The
following sections of the paper are organized as follows. Section 2 provides the legal and regulatory
framework for renewable energy projects, a description of the available sources in different locations of
La Guajira, a scheme of the proposed system, and the planning undertaken for this research. Section 3
provides the theory and equations required to implement the study. Section 4 presents the results of
the simulations with a complete analysis.

118



Energies 2020, 13, 1662

2. Contextualization and Required Information

This section highlights the Colombian policy associated with renewable integration in the electrical
grid. It also gives geographical details of the different weather stations located in La Guajira, Colombia.
The tables and graphs presented in this section contain relevant data obtained by the meteorological
stations over 20 years. In addition, this research work’s planning process is described.

2.1. Political Context

Colombia has a legal and policy framework that helps justify the development of this research
work; it is shown in Figure 1 [21]. It is important to note that the legal framework is responsible
for establishing limits and penalties for all future projects. An essential point of the policy is to
provide economic benefits for projects that meet their guidelines and contribute to the development
of new trends—in this case, the energy sector. The benefits include reduction in taxes, such as the
cost of importing energy generating devices from renewable sources, and return on investment in net
income coming directly from the state. In some countries, the production of clean energy in homes is
promoted through incentives for those who provide this type of resource as a surplus in the community
power grid.

Figure 1. Timeline of the legal and regulatory framework for energy management in Colombia [20,21].

2.2. Energy System Scheme

The data were obtained from different meteorological stations located in La Guajira department,
Colombia, as shown in Figure 2. There are nine stations dedicated to collecting temperature, wind
speed, and solar radiation data. The data of pressure, relative humidity, and temperature in Figure 2
correspond to average yearly values.

In order to provide accurate results and establish the ideal location to use solar and wind energy,
it was necessary to obtain data from each of the meteorological stations and pinpoint their specific
locations [22].
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Figure 2. Geographic locations of the different meteorological stations in La Guajira, Colombia.

After studying the problem mentioned in this study, the creation of a hybrid wind and solar
power generation plant was proposed to tap into the energy potential (Figure 3). This plant is proposed
to have wind turbines 80 m in rotor height and with output power of 1.5 MW each, and an inverter
module system like the Goldwind PMDD 1.5 MW Wind turbine [23]. A set of PV arrays (1kW per
array) with 4 PV modules of 250 W each and a converter module system were proposed to work
together with the turbine’s wind power to take advantage of the high energy potential in the area. The
map is divided into two different zones to establish areas influenced by wind speed and zones where
potential renewable energy is higher and meteorological stations are located.

Figure 3. Proposed energy system scheme.
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2.3. Planning

The investigation was carried out in three stages. The first stage involved the analysis of data
collected from the weather stations over 10 years. The data concerning energy production and
renewable fraction were studied without considering the costs on the system in an effort to estimate
locations where renewable energy sources could be used in higher proportions.

The second stage sought to determine the most efficient location for a hybrid energy system
that uses both wind and PV systems, working at the same time. This stage focuses on an economic
perspective to study the results of total energy production, fraction of renewable energy, and aspects
such as total net present cost (NPC) and CO2 production to determine a location with optimal behavior.

The third stage determined the most efficient arrangement of wind and PV technologies working
together, that is, the ideal number of wind turbines and PV panels depending on the energy demand
and characteristics of the selected location. Finally, the grid power that the plant could develop, and its
optimal composition was determined.

The first and second stages were calculated using simulations made in HOMER Pro software. The
third stage used an optimization process through the MATLAB optimization function called Optimtool
and the TOPSIS method for Pareto optimization. The data was used in the MATLAB curve fitting
complement to determine the corresponding function for two main optimization objectives (energy
cost and CO2 emissions).

2.4. Renewable Energy Resource Data

Figure 4, and Tables 1 and 2 show the curves corresponding to wind speed in different locations
at an altitude of 80 m with the corresponding temperature and solar radiation matrices for nine
measurement points during a year, where AP means “Almirante Padilla” influence zone, and PB means
“Puerto Bolivar” influence zone.

Figure 4. Wind speed graph for different measurement points in La Guajira [13].
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Table 1. Temperature [◦C] matrix for the different measurement points in La Guajira [22].

Locations Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.

Camp.
Intercor 26.9 27.3 28.2 28.5 28.6 28.7 29.2 29.0 28.2 27.6 27.2 27.0

Carraipía 25.9 26.3 27.0 27.7 27.9 28.2 28.4 28.6 27.9 27.2 26.7 26.1
La Mina 27.0 27.6 28.3 28.7 28.9 29.3 29.5 29.4 28.4 27.7 27.3 26.9
Manaure 27.8 27.8 27.9 28.4 29.1 30.0 29.9 29.5 29.1 28.6 28.6 28.1
Matitas 26.7 26.8 27.2 27.7 27.9 28.8 28.9 28.4 27.7 27.1 27.1 26.6

Nazareth 25.7 25.8 26.3 27.0 27.6 28.0 27.9 28.5 28.5 27.8 27.1 26.2
Puerto
Bolivar 27.0 26.9 27.4 28.2 29.0 29.5 29.4 29.5 29.3 28.8 28.3 27.5

Rancho
Grande 25.9 26.4 27.3 28.1 28.5 28.7 28.3 28.3 28.3 27.7 27.5 27.2

Urumita 27.3 28.0 28.4 28.5 27.9 28.0 28.5 28.3 27.4 27.0 26.8 26.7

Table 2. Solar radiation [Wh/m2day] matrix for the different measurement points in La Guajira [17].

Locations Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.

Camp.
Intercor 4184 4368 4570 3622 3709 3970 4730 4769 4471 3469 3814 3495

Carraipía 3600 3648 3635 2986 2818 3563 4164 4152 3572 3226 3053 3037
La Mina 4258 4380 4350 4053 3637 4308 4646 4550 3904 3587 3382 3761
Manaure 3716 3917 4245 3827 3931 4516 4524 4866 4327 3525 3346 3146
Matitas 3751 3815 3526 3045 3208 4022 4451 4365 367 3337 3301 3355

Nazareth 3452 3788 3978 3443 3417 4146 4690 4819 4137 3302 3093 2851
Puerto
Bolivar 4381 4973 5254 5050 4784 4692 5287 5536 4747 4004 3783 3899

Rancho
Grande 4441 4772 5072 4465 4327 4630 5097 5261 4601 3943 3683 3802

Urumita 4400 4642 4509 3664 3391 3463 3994 3903 3377 3290 3369 3625

It is important to highlight the need to consider temperature in this case study. La Guajira, being
a coast, is one of the warmest places in the Colombian territory. In addition, PV panels have a deficit
when the temperature over them is too high. Furthermore, the physical properties of wind see a
negative change with temperature increase. This reduces the amount of energy generated from PV
arrays and wind turbines. Therefore, the temperature factor in the simulations was not considered, as
it could represent possible incorrect results in this investigation.

2.5. Forecasting of Energy Demand

Thermoelectric plants are essential in the Colombian energy dispatch. However, large quantities
of fossil fuels are required in thermoelectric plants, which means high and continuous operating costs,
in addition to the high production of polluting gases and the legal consequences [24].

For this reason, it is necessary to implement a hybrid renewable energy generation plant that can
replace a high percentage of the energy produced in thermoelectric plants. It would help in reducing
the use of thermoelectric plants and facilitate their operation. If optimal operation of the hybrid plant
is found, it could guarantee supply security and even enable selling of the remaining energy to the
electric grid.

It was necessary to determine energy demands as a function of time, as shown in Figure 5. The
energy that can be produced in thermoelectric plants is then compared with that produced by wind
and solar systems. The effect of temperature is taken into account. Table 3 shows the parameters used
in this research.
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Figure 5. Seasonal profile of energy demand used in this study.

Table 3. Different parameters requested by HOMER Pro® for the specific economic and power
calculations, where O&M means Operation & Maintenance and * indicates an estimated value.

Parameter Description Value Unit

Grid power price * Price that the electric utility charges
for energy purchased from the grid 0.2 USD/kWh

Simulation period Time considered for the study 10 Years

Annual scaled average Parameter used to scale the whole
array of hourly data up or down 24,000 kWh/day

Pike Energy top value 1833.2 kW

Discount rate * The rate considered to borrow
money 8 %

Rate of inflation * The percentage at which money is
devalued along time 2 %

Wind turbine hub height Height of the rotor measured from
the ground 80 Meters

Grid CO2 * CO2 emission factor of the energy
generated by the grid 0.1 kg/kWh

PV O&M cost per unit Operation and maintenance cost per
PV unit 10 USD/year

Wind O&M cost per unit Operation and maintenance cost per
wind turbine unit 30,000 USD/year

3. Methodology

3.1. Wind Speed Estimation

The Weibull probability distribution was implemented to estimate the most probable wind speed
in different locations using maximum and minimum values. A random variable x has a Weibull
distribution if its probability density function is given as shown in Equation (1) [25].

f (x;α,θ) =

⎧⎪⎪⎨⎪⎪⎩
α
θα ·xα−1·exp

[
−(x/θ)α

]
x ≥ 0

0 x < 0
(1)

The parameters α and θ [26] are estimated with experimental data. Depending on their values,
Equation (1) can obtain the form of Equation (2), called the function of the probability density of the
Rayleigh distribution:

f
(
x; σ2

)
=

x
σ2 · exp(−x2/2σ2) x > 0 (2)
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In this case study, the factors of the different types of distribution expressed monthly for the
locations of Puerto Bolívar and Almirante Padilla are presented in Table 4. On the other hand, Figure 6
shows the different velocity distributions of wind speed.

Table 4. Multi-annual adjusted distributions of wind speed for Puerto Bolivar (PB) and Almirante
Padilla (AP), from 2003 to 2013 [22].

Distribution Weibull PB Weibull AP

Month Jan. Feb. Mar. Apr. May Jun. Jan. Feb. Mar. Apr. May Jun.

Form 3.62 3.94 4.03 3.84 3.06 3.63 1.84 2.05 2.06 1.87 1.89 20.88
Scale 7.12 7.66 7.70 7.56 7.14 7.89 3.51 3.76 3.80 3.52 3.45 3.73

Month Jul. Aug. Sep. Oct. Nov. Dec. Jul. Aug. Sep. Oct. Nov. Dec.

Form 3.88 3.06 2.31 2.21 2.61 3.11 2.14 1.75 1.69 1.77 - 1.75
Scale 8.11 7.13 5.73 5.11 5.44 6.42 4.02 3.31 2.68 2.48 - 2.94

Distribution Rayleigh PB Rayleigh AP

Month Jan. Feb. Mar. Apr. May Jun. Jan. Feb. Mar. Apr. May Jun.

Scale 6.64 6.94 7.15 7.04 6.71 7.37 3.66 3.74 3.76 3.64 3.55 3.67
Lower

threshold 0.01 0.30 0.01 0.10 0.10 0.10 −0.09 0.01 0.02 −0.09 −0.07 0.03

Month Jul. Aug. Sep. Oct. Nov. Dec. Jul. Aug. Sep. Oct. Nov. Dec.

Scale 7.57 6.69 5.55 4.97 5.15 6.01 3.95 3.57 2.93 2.59 - 3.13
Lower

threshold 0.09 0.10 0.05 0.05 0.10 0.10 0.03 −0.17 −0.15 −0.04 - −0.10

Figure 6. Adjusted frequency distributions of wind speed for Puerto Bolivar, (A) January, (B) February;
and Almirante Padilla, (C) January, and (D) February.

The data for wind velocity were taken at a height of 10 m. Hellman’s exponential law was used to
determine the average wind velocity at any altitude:

Vh = V10·(h/10)μ (3)

where, Vh is wind velocity at the required altitude h, V10 is the wind velocity at altitude of 10 m, and μ
is the Hellman exponent, which varies with the roughness of the terrain [27]. These values were found
to be 0.28 and 0.14 for the locations of Almirante Padilla and Puerto Bolívar airport, respectively [13].
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3.2. HOMER Economic Analysis

In the principal cost analysis, total net present cost (NPC) and cost of energy (COE) are determined
using Equation (4).

NPC($) = TAC/CRF (4)

where, TAC is the total annualized cost and CFR is the capital return factor, calculated using Equation (5).

CRF($) = i·(1 + i)N/
[
(1 + i)N − 1

]
(5)

where, N is the number of years, and i is the annual range of real interest [%]. The cost of energy COE
is the average unit cost of energy produced [$/kWh], and is determined using Equation (6).

COE($/kWh) = Ctot.ann/E (6)

where, Ctot.ann is the total annual cost, and E is the total energy consumption per year.

3.3. HOMER Estimation of the Output Power of PV Panels

Equation (7) is used to determine the output power of PV panels:

PPV = YPV·fPV·
(

GT

GT,STC

)
·
[
1 + αP·

(
Tc − Tc,STC

)]
(7)

where, YPV is the nominal capacity of the panel matrix, f PV is the reduction factor of the panels, GT is
the incident solar radiation in the PV matrix in the current time step, GT,STC is the radiation incident in
standard conditions, αP is the power temperature coefficient, Tc is the temperature of the PV cell in the
current time step, and Tc,STC is the temperature of the PV cell under conditions of a standard test.

3.4. HOMER Estimation of the Output Power of Wind Turbines

Equation (8) is used to determine the output power of wind turbines.

PWTG =

(
ρ

ρ0

)
·PWTG,STP (8)

where PWTG is the output power of the wind turbine, PWTG,STP is the output power of the wind turbine
at standard conditions, ρ is the actual density of air, and ρ0 is the density of air at standard conditions.

3.5. Curve Fitting and Multi-Objective Optimization of the Forecast

With tabulated data, curve fitting using regressions is necessary; thus, it is important to have
the best mathematical function to make forecasts. Optimtool was thus implemented to create an
optimization process using the previously found function and determine Pareto’s efficiency as a way
of plotting the results. Pareto’s efficiency shows a set of solutions delimited by the values closest to the
origin coordinate if it is a minimum optimization; or, on the contrary, if it is a maximum optimization,
the solution is delimited with the farthest values. The study then proceeded to use the multiple criteria
method called Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) [28]. This
method selects one of the values obtained in the Pareto efficiency, using the closest distance of any data
from the lower vertex delimited by both ends of the graph. This technique uses the following equation:

dix =

√
n∑

j=1

(
tij − txj

)2
, i = 1, 2, . . . , m

diy =

√
n∑

j=1

(
tij − tyj

)2
, i = 1, 2, . . . , m

(9)
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where dix and diy are the distances from the selected point tij to the ideal positive point txj, and the
ideal negative point tyj, respectively.

The relative proximity to the ideal solution (Siy) is determined by Equation (10):

Siy =
diy(

diy + dix
) 0 ≤ Siy ≤ 1 (10)

This method allows to determine the best operating conditions for a system based on mathematical
tools. However, it is also possible to achieve optimal conditions of power generation systems through
advanced exergetic analysis, which are formulations based on the physical phenomena involved in
each piece of equipment in the system [29,30].

4. Results and Discussions

This section presents the energy results, economic perspective, and multi-objective optimization.

4.1. Energy Results

Figure 7 shows the profile of the energy production obtained by PV systems, their nominal output
power, and equivalent PV hours per year in multiple locations in La Guajira, Colombia. In this step,
device replacement and capital costs are not considered, because the objective of this section is to
evaluate the energy generation potential of the hybrid system.

Figure 7. Comparison between the rated power and energy production for the photovoltaic (PV) system.

Figure 7 shows that the most significant annual energy production is in the town of Urumita.
However, this does not mean that Urumita is the best location. It is necessary to quantify the efficiency
of the devices to determine an optimal location for the PV system. The fraction between the nominal PV
power and the energy generated per year gives a specific number of hours for each location in one year.
Therefore, it estimates how PV arrays take advantage of solar light during operation, which means
that locations where PV arrays have the longer number of hours per year will take more advantage of
solar radiation.

On the other hand, it is necessary to highlight that PV output power indicates the nominal power
for all the set of PV arrays connected between them, which are made of 4 panels with 250 W each.
On this basis, Puerto Bolívar was identified as the location where the system works with the highest
number of hours, despite having less energy generation compared to the other locations. This means
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that Puerto Bolívar is the best place to use our PV system. In percentage terms, the efficiency of this
system is the fraction between the worked hours per year and the hours of one year, which gives an
efficiency of 21.9%.

Subsequently, the optimal location for the wind system was determined. Considering that the use
of wind turbines with hub height of 80 m and nominal power of 1.5 MW is fixed, a comparison was
made between the number of wind turbines (given by the software for each location) and the energy
production generated per year, which points towards the ideal location (Figure 8).

Figure 8. Comparison between the number of wind turbines and the annual energy production for
each location.

Figure 8 shows six locations where the system considered five 1.5 MW turbines to reach the energy
production plotted in the previous graphic for each location, while the other three only needed four
turbines to reach a higher amount of energy. Thus, these three locations were analysed to find the area
with the highest generation of wind power: Nazareth was identified as the location with 0.4% and
0.18% more wind power, compared to Puerto Bolívar and Rancho Grande, respectively.

After the best location for installation of the wind generation system was identified, the optimal
general location was determined since the optimal sites for both types of devices are different. Therefore,
it was necessary to analyse the percentage of renewable fraction present in each of the locations to
identify which of these two locations generates the highest amount of renewable energy. The renewable
fraction in a system is the ratio of the amount of clean energy produced and the total energy demand
of our system.

Once the optimal location was determined, the parameters of the hybrid renewable energy
generation plant were modified to increase power generation, resulting in a decrease in costs.

Figure 9 shows that Nazareth, Puerto Bolivar, and Rancho Grande are the locations with the
highest RF percentage to produce energy by renewable resources. However, these values have a
minimal difference, which means that it is necessary to verify the second step of the simulation; this
refers to an economic perspective to determine the optimal location.
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Figure 9. Comparison between the production and renewable fraction for each location.

4.2. Economic Perspective

The simulation requires capital and replacement costs for PV systems and wind turbines. A
generic PV array (1 kW; 4 × 250 W) with a capital cost of USD 3000 and a replacement cost of USD 3000
was used. Generic wind turbines of 1.5 MW with a capital cost of USD 3,000,000 and a replacement
cost of USD 3,000,000 were used. The effects of temperature were considered in the simulation.

Using generic energy demand based on the requirements of La Guajira department, simulation
at this stage resulted in a single generic wind turbine for each location. Therefore, Figures 10 and 11
show the relationship of the number of PV panels with net present cost (NPC), total energy production,
a fraction of renewable energy, and CO2 emissions for the following locations: Nazareth, Port Bolívar,
and Rancho Grande.

Figure 10. Comparative results for Nazareth, Puerto Bolivar, and Rancho Grande: (A) PV units and net
present cost, (B) comparison between PV units and total production.
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Figure 11. (A) Comparison between PV units and renewable fraction for Nazareth, Puerto Bolivar,
and Rancho Grande, (B) comparison between PV units and CO2 production for Nazareth and
Rancho Grande.

Figure 10A shows that Nazareth and Rancho Grande are the locations where the NPC of the
entire project, based on the number of PV panels implemented, is the lowest. Practically, the NPC for
Nazareth and Rancho Grande are the same, which means that it is necessary to consider the following
criteria to make the right decision about which place is optimal. In the town of Nazareth, the reason
for total energy production and the number of PV panels is the lowest, compared to the localities of
Rancho Grande and Puerto Bolívar. In addition, Figure 10B shows that the total energy production in
Rancho Grande remains the best for at least 200 PV arrays. Another essential criterion considered was
the renewable fraction. It is critical to highlight that a 1 PV device or 1 PV unit is equal to a 1 PV array
for this simulation analysis.

Figure 11A shows that Nazareth and Rancho Grande have almost the same fraction values to
produce energy by renewable energy, which are higher than those of Puerto Bolívar. This means that
Puerto Bolívar is not the optimal place to implement a hybrid PV and wind power plant. Even if the
location has good production values, its renewable fraction is the lowest, resulting in a high NPC.

The last criterion to study is the CO2 emission produced by thermoelectric power plants and the
acquisition of other non-renewable energy sources. Figure 11B shows that CO2 emissions in Nazareth
are lower than those of Rancho Grande when there are 110 PV arrays. For large numbers of PV units,
lower CO2 production is located in Rancho Grande, making it the best possible location.

4.3. Multi-Objective Optimization of Rancho Grande for Location of a Hybrid System

Considering that Rancho Grande was identified as the optimal location to implement a hybrid
wind and PV system, the next stage sought to determine, through the optimization of multiple
objectives, the most efficient combination of the number of PV devices and wind turbines.

Wind turbines in the range of 1 to 10 and the number of PV arrays in the range of 50 to 500 were
implemented. A matrix was then developed for current NPC and CO2 production based on PV devices
and wind turbines.

A mathematical function for each criterion, NPC (Equation (11)) and CO2 (Equation (12)), was
determined using the MATLAB curve fitting tool. Figures 12 and 13 show the corresponding polynomial
regressions with their respective functions.

f1(x, y) = 9.523 + 8.646·10−6·x− 0.8988·y + 0.0006295·x·y + 0.6652·y2

−8.478·10−5·x·y2 − 0.06331·y3 + 3.936·10−6·x·y3 + 0.002267·y4 (11)
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f2(x, y) = 602.8− 0.1141·x− 198·y + 0.0199·x·y + 39.17·y2

−0.0009659·x·y2 − 3.691·y3 − 1.175·10−5·x·y3 + 0.1323·y4 (12)

Figure 12. Polynomial regression for NPC (Rancho Grande).

Figure 13. Polynomial regression for CO2 emission (Rancho Grande).

These functions were useful in developing a MATLAB code for a multi-objective optimization
process. Figure 12 shows the behavior of the NPC as a function of the PV devices and the wind units.
It was necessary to use fourth-degree polynomial regression to obtain the minimum percentage of
error, 0.0001%. Equation (11) is the mathematical function of the net present cost (NPC), where “x” is
the number of PV units and “y” is the number of wind turbines.

Figure 13 shows the behaviour of CO2 production as a function of the number of wind units and
PV devices. Equation (12) is the corresponding mathematical function for CO2 emissions, where “x”
is the number of PV units, and “y” is the number of wind turbines. As can be seen, the effect of PV
devices on CO2 production is negligible, compared to the wind unit.

The optimization was conducted considering Objective 1 (the current NPC), and Objective 2 (the
production of CO2) with the two functions mentioned above. The purpose was to minimize both
criteria using Pareto’s efficiency. For each data of PV arrays and wind turbines, there are values of
current NPC and CO2 Production, as given in Table 5 (only a range of values was placed, since it can
be more extensive).
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Table 5. Data collected from previous multi-objective optimizations.

Index Population f1 Population f2 f1(x,y) f2(x,y)

1 162.35 1.00 9.3208 424.2034
2 455.86 2.84 11.5792 250.6008
3 374.16 1.58 9.8313 342.0218
4 458.33 7.68 21.8166 169.9665
5 450.50 7.50 21.4097 171.6429
6 190.93 1.09 9.3685 411.2848
7 463.61 8.10 22.7594 166.4565
8 464.54 7.08 20.4920 174.8915
9 182.34 1.16 9.3980 402.9515
10 466.82 9.27 25.4634 159.7775
11 459.10 9.01 24.8412 160.7772
12 252.28 1.31 9.5272 380.0974
13 170.97 1.47 9.5804 370.2378
14 460.99 5.58 17.1489 188.2983
15 204.76 1.51 9.6331 363.7958
16 162.35 1.00 9.3208 424.2034
17 467.55 8.58 23.8424 162.9501
18 289.97 1.20 9.4879 388.5064
19 456.46 6.39 18.9383 181.0377
20 452.18 6.71 19.6354 178.4340
21 460.93 4.41 14.6000 203.6394
22 435.81 7.99 22.4599 167.9836
23 443.14 4.65 15.0778 200.5169
24 447.40 3.76 13.2597 218.3149
25 436.18 3.23 12.2364 235.6264
26 294.45 1.59 9.7729 348.1610
27 453.42 5.85 17.7357 185.9505
28 456.58 4.38 14.5426 204.2703
29 292.95 2.85 11.4068 260.6003
30 451.30 6.14 18.3635 183.4294
31 390.02 2.24 10.5965 288.6604
32 460.17 3.87 13.5000 214.7941
33 440.81 3.00 11.8483 244.0983
34 212.64 1.61 9.7231 353.2899
35 407.42 7.34 20.9747 174.1048
36 466.60 8.46 23.5835 163.7199
37 434.90 2.31 10.7404 280.7996
38 458.70 9.03 24.8764 160.7231
39 208.45 2.99 11.5348 259.4823
40 295.98 2.07 10.2843 307.6137
41 208.34 1.17 9.4170 399.9407
42 430.48 2.02 10.3587 300.6018
43 391.20 4.99 15.7236 197.8553
44 461.77 5.12 16.1006 193.4751
45 445.79 5.75 17.4817 187.2504
46 731.67 2.49 10.9957 270.3299
47 443.03 3.41 12.5793 228.9088
48 404.32 5.30 16.4306 193.4263
49 468.14 9.52 26.0469 159.4742
50 162.38 1.02 9.3261 422.2238

f1(x,y) and f2(x,y) from Table 5, which are the values for NPC and CO2 production, respectively,
were then plotted (Figure 14).
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Figure 14. Pareto front for multi-objective optimization of NPC and CO2 emissions.

It is important to note that Table 5 shows values that are not feasible due to decimal values; for
example, index 17 gives 8.58 wind turbines. Decimal values are out of range because it is impossible to
install 8.58 wind turbines of 1.5 MW. When choosing the nearest integer values, a considerable error
was generated. On the other hand, PV arrays do not have this problem because their units are high,
making it possible to approximate decimals to the nearest integer.

For this reason, it was necessary to determine the index that has the nearest integer for wind
turbine devices, with at least 0.01 difference of any integer, as shown in Table 6.

Table 6. Feasible values to consider as an option, obtained from Table 4.

Index PV Devices Wind Units NPC [million USD] CO2 Production [ton/yr]

1 162 1 9.3208 424.2034
11 459 9 24.8412 160.7772
22 436 8 22.4599 167.9836
33 441 3 11.8483 244.0983
39 208 3 11.5348 259.4823
43 391 5 15.7236 197.8553

While it is necessary to choose one of these values, it is important to note that all the previous
data were optimal combinations, that is, data that is the best possible option for a specific number of
selected devices. Figure 14 shows the locations of these indexes (in orange dots).

Figure 14 is a Pareto front composed of values of f1(x,y) and f2(x,y) shown in Table 5, which
represents the net present cost (NPC) and CO2 emissions, respectively. In addition, the characteristic
equation is presented, where “x” is the number of PV arrays, and “y” is the number of wind turbines.
Orange dots are the possible values given in Table 6, which represent specific configurations for the
purposed hybrid plant. The ideal point is described as the interception of the vertical axis in the lowest
value of CO2 production with the horizontal axis in the lowest value of the Net Present Cost. The
non-ideal point is described as the interception of the horizontal axis generated from the higher amount
of CO2 production with the vertical axis generated from the higher value of the Net Present Cost. Both
ideal points are represented with red dots.

The next step is to implement the Technique for Order of Preference by Similarity to Ideal Solution
(TOPSIS) method, which states that the selected point (taken in Figure 14) should have the shortest
geometric length from the positive ideal solution and the most extended geometric length from the
perfect negative solution. This optimization method has been widely used to improve the thermal
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and economic performance of energy systems [31–33]. Indexes 39 and 33 are the closest to the desired
condition, as shown in Table 7.

Table 7. Results from TOPSIS analysis for index 33 and 39.

Index Dx Dy Sy

33 89.1292 181.4544 0.6706
39 104.5021 166.1486 0.6139

Equation (10) is used to choose between the two values. The index with the value of Sy closest to
1 is the right point. The index 33 is closer to 1, making it the best possible option; therefore, a total of
441 PV arrays (1764 modules of 250 W) and 3 wind turbines of 1.5 MW should be used, resulting in an
estimated NPC cost of 11.8 million dollars, and estimated CO2 emission of 244.1 tons per year.

In this way, the best parameters that offer minimum energy costs to the residents, minimum
emissions of pollutant gases, and maintain a reasonable energy production rate are obtained.

5. Conclusions

In this paper, an optimization process was developed to install a hybrid PV and wind power plant
in La Guajira, Colombia. The study was done in three stages, with specific characteristics and region
conditions. The first stage focused on an energy perspective, where it was found that three of the nine
measurement locations—Nazareth, Puerto Bolivar, and Rancho Grande—were the best locations to
take advantage of the available energy with 95% percentage each to produce energy using renewable
energy. The renewable fraction for the other locations was close to 87%.

The second stage focused on an economic perspective, considering prices and taxes. This stage
was developed only for the three best locations, finally identifying Rancho Grande as the optimal place
to set up a hybrid energy plant. This location had an advantage over other areas in terms of renewable
fraction, total production, and estimated CO2 reduction.

The third and final stage focused only on the town of Rancho Grande, intending to determine the
optimal combination of PV panels and wind turbines. This stage identified, for the plant, an optimal
combination of 441 PV units and 3 wind turbines, giving an estimated minimum NPC of $11.8 million,
and low CO2 production of 244.1 tons per year.
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Abstract: The production of energy in wind power plants is regarded as ecologically clean because
there being no direct emissions of harmful substances during the conversion of wind energy into
electricity. The production and operation of wind power plant components make use of the significant
potential of materials such as steel, plastics, concrete, oils, and greases. Energy is also used, which is
a source of potential negative environmental impacts. Servicing a wind farm power plant during
its operational years, which lasts most often 25 years, followed by its disassembly, involves energy
expenditures as well as the recovery of post-construction material potential. There is little research in
the world literature on models and methodologies addressing analyses of the environmental and
energy aspects of wind turbine modernization, whether in reference to turbines within their respective
lifecycles or to those which have already completed them. The paper presents an attempt to solve
the problems of wind turbine modernization in terms of balancing energy and material potentials.
The aim of sustainable modernization is to overhaul: assemblies, components, and elements of wind
power plants to extend selected phases as well as the lifecycle thereof while maintaining a high quality
of power and energy; high energy, environmental, and economic efficiency; and low harmfulness
to operators, operational functions, the environment, and other technical systems. The aim of the
study is to develop a methodology to assess the efficiency of energy and environmental costs incurred
during the 25-year lifecycle of a 2 MW wind power plant and of the very same power plant undergoing
sustainable modernization to extend its lifecycle to 50 years. The analytical and research procedure
conducted is a new model and methodological approach, one which is a valuable source of data
for the sustainable lifecycle management of wind power plants in an economy focused on process
efficiency and the sustainability of energy and material resources.

Keywords: wind power plant; efficiency; sustainable development; modernization; recycling

1. Introduction

The production of energy in wind power plants is regarded as ecologically clean because there being
no direct emission of harmful substances during the conversion of wind energy into electricity [1,2].
Analyses of the environmental impact of wind power plants have mainly concerned their impact on
birds, vibration emissions, noise—both audible and of the infrasound type—as well the impact on
the surrounding landscape [3–5]. In a wider context, analyses have been conducted on the impact
of wind farm lifecycles with the aid of the Life Cycle Assessment (LCA) method, including areas of
potential impact on human health, the quality of the natural environment, and natural resources [6–9].
Analyses have also concerned the impact of the lifecycle of wind power plants on water and soil
environment as well as their emissions into the atmosphere [10–12]. Many papers have also dealt
with the aspects of the impact of particular elements and structural assemblies of wind power plants
during their lifecycle, elements which include rotors, blades, towers, and various types of foundations,
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both offshore and onshore, with the result being that foundations and towers are the greatest source of
potential negative impacts [1,13–17].

Less attention, however, has been given to the relationship between the benefits, costs,
and efficiency in a given lifespan of a wind power plant [18]. Kasner [19] introduced the concept
of the universal wind power plant integrated efficiency indicator which allows one to assess the
efficiency of the use of inputs (costs) on the generation, use, and post-use management of the materials
and components of a wind power plant in three areas: potential emissions, energy consumption,
and financial costs to obtain benefits in the form of electricity production. Piasecka et al. [20], however,
has proposed a method of assessing the destructiveness of costs appearing in the wind power plant
lifecycle in four categories: de-ergonomicity, defunctionality, environmental performance breakdown,
and biosphere conservation breakdown, showing that the greatest negative impact of both onshore
and offshore wind power plants occur in the area of de-ergonomicity. Much research has examined the
benefits resulting from the operation of wind power plants, i.e., electricity production, or the ways to
both predict or increase wind farm productivity [21–26]. Economic matters relating to the operation of
wind power plants have also been addressed as one important aspect thereof [27–30].

The significant potential of construction materials such as steel, plastics, and concrete are used to
produce wind power plant components. Energy costs must also be incurred in both the production
and operation thereof [1]. In the process of decommissioning wind power plant units, both their
material and energy potential must be utilized by means of landfilling or recycling. With regard to
the material stages of the lifecycle, production, operation with servicing and power supply, and the
post-use utilization of the wind power plant are significant in a complete environmental impact
assessment [31–33].

Europe has launched international efforts to protect the environment in the adopted provisions
of, inter alia, the Kyoto Protocol on climate change and the focus of European Union (EU) policy
on sustainable development and low-carbon economies [34]. The concept of sustainable economic
development requires that one take into account the environmental, energy, economic, and social aspects
of the lifecycles of technical facilities as well as changes in the management of their lifecycles [35–39],
e.g., by modernizing wind power plants and extending their lifecycles [40–42] (Figure 1).

Figure 1. Spaces in sustainable lifecycle management, WT—wind turbine.
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The lifespan of wind power plants is accepted to be 25 years and, in most cases, they are
disassembled after 25 years [20,43–46]. Many components, including structural elements, can continue
to operate for the next 25 years, while the wind power plant itself can operate much longer after the
replacement of some components and elements with new ones, which will further reduce the harmful
environmental impact of energy production in wind power plants [40,46]. There are basically three
distinct strategies for dealing with the wind turbines at the end of their lifecycles: decommissioning,
lifetime-extension, and repowering. The aim of decommissioning is to disassemble the wind power
plant after it has reached the end of its lifecycle and to then recycle them [41,42,47,48]. Lifetime-extension,
in turn, includes measures to extend the wind power plant’s lifecycle by replacing worn out elements
with new ones. This therefore includes the modernization of mechanical parts and control systems
(Table S1 in Supplementary Materials) [40]. The idea behind repowering is to erect a new wind power
plant with greater power production capacity at the site of the old one which has ended its lifecycle [40].

The modernization of wind power plants, the replacement of their parts with new ones, and the
extension of their lifecycle all fall in line with the aim of sustainable development, and in particular,
with the implementation of the slogan: “A resource-efficient Europe.” Changes in wind power plant
lifecycle management are primarily meant to be harmless, efficient, and of high-quality. Efforts to
undertake sustainable modernization make it possible to:

• Reduce both emissions (e.g., carbon dioxide) and natural resource use and energy use per unit of
electricity produced;

• Reduce the intensity of resource use when constructing wind power plants;
• Increase energy security by extending the lifecycle and availability of wind power plants.

In the world literature one usually finds analyses concerning mainly the assessment of wind power
plant profitability and productivity after lifetime-extension and repowering [41,42,47,48], yet what is
missing is a comprehensive assessment of the benefits as well as the ecological, energy, and economic
costs arising from modernizations in wind power plant lifecycles. Ziegler et al. [41] performed
analysis of the technical, economic, and legal possibilities relating to lifetime-extension showing that
the profitability of these processes depend on energy market prices and thus differ depending on
the country. Piel et al. [42] proposed a decision-support system for wind power plant operators on
how to end the facility’s lifecycle, taking into account land topography, wind resources, turbine type,
and financial data in the profitability assessment of the processes of decommissioning, repowering,
and lifetime extension. A methodology was also developed to assess the possibilities of extending the
lifetime of wind turbine towers with special consideration given to wind and stress variables occurring
in this structural element [49]. Martinez et al. [50] have shown that the repowering process causes an
increase in the wind turbine’s production of electricity at the same site with a smaller environmental
impact. Studies concerning repowering have shown that such efforts give rise to an increase in both
power and productivity [48]. There are no studies on the impact that standard replacements and
modernizing replacements have (serving to extend wind power plant lifetime) on integrated efficiency.
Therefore, it is worth considering the hypothesis as to whether the benefits and costs of operating
a wind power plant after modernization, e.g., in a 50-year operation period, are as effective as in a
25-year lifecycle.

In light of the above, the aim of this paper is to develop a methodology to assess the efficiency of
energy and environmental costs incurred in the lifecycle processes of a 2 MW wind power plant in a
25-year use-period and to assess the very same power plant after it has been subject to sustainable
modernization to extend its lifecycle to 50 years. The analytical and research procedure conducted is a
new model and methodological approach, one which is a valuable source of data for the sustainable
lifecycle management of wind power plants in an economy focused on process efficiency and the
sustainability of energy and material resources.
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2. Materials and Methods

2.1. The Integrated Efficiency of Sustainable Modernization

Efficiency of operation is a goal, a state of energetics that makes it possible to estimate, optimize,
modernize, and innovate ideas, constructions, and processes by comparing benefits, costs, and their
relation in a given lifecycle. It means effectively using incurred costs to obtain benefits or expected
results [19,51,52].

Efficiency in systems engineering is treated as a system feature, one that is measurable, useful
for comparing systems of a given class, which expresses different aspects of performance in different
time intervals and can be expressed differently depending on the class of the systems, their purpose,
and conditions [19,51,53].

The assessment of modernization efficiency herein was based on mathematical models which
allow for the analyses and assessments consisting of a comparison of benefits and costs in a lifecycle.

To assess the operation of a wind power plant’s lifecycle, an integrated efficiency indicator
was defined [19], which can describe efficiency in the environmental, economic, and energy spheres
depending on the reference point that is established [19]

E(t) =
U(t)
N(t)

(1)

where:
E(t)—the integrated efficiency indicator in the lifecycle,
U(t)—the benefits in the lifecycle (environmental, energy, and economic),
N(t)—costs in the lifecycle (environmental, energetic, economic),
t—time of use.
The size of U(t) and N(t) indicate the values of the benefits obtained (the effects) and the costs

incurred up to time t from the beginning of operation (t = 0).
Benefits from the operation of a wind power plant U(t) include, inter alia, a product in the form of

energy, financial revenue, improvement in quality, reductions of emissions into the environment, the
diversification of energy sources, the development and activation of the surroundings, as well as other
potential benefits which as of today cannot be defined.

In a given period, the function U(t) can take the form of both positive and negative values [19],

u(t) =
dU(t)

dt
(2)

while the value of function U(t), on the basis of the elementary values u(t), depending on whether they
are continuous functions or discrete ones, can be determined from the following dependencies [19]

U(τ) =
τ∫

0
u(t)dt

U(τ) =
l∑
i

ui · Δti

(3)

Operation costs N(t) are to be understood as: negative impacts on the environment, energy use
in the entire lifecycle, financial costs incurred, negative societal costs, and potential costs which are
currently unknown.

The function N(t) in the time interval (0, t) is a non-diminishing time function, that is, in each of
the elementary intervals (Δt or dt/) the elementary value of costs is not less than zero [19]

n(t) =
dN(t)

dt
(4)
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while the value of function N(t), depending on whether the function n(t) is continuous or discrete, can
be determined from the dependency [19]

N(τ) =

τ∫
0

n(t)dt (5)

N(τ) =
T∑
i

ni · Δti (6)

The cost can be expressed with various elements in various units.
For a wind turbine undergoing modernization during its use, the integrated efficiency indicator is

defined by a system of equations (Figure 2)

E(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ur·t
N1

W+Nr·t+N1
Z

dla 0 ≤ t ≤ tLC1

Ur·t
(N1

W+N2
W)+Nr·t+(N1

Z+N2
Z)

dla tLC1 < t ≤ tLC2

Ur·t
(N1

W+N2
W+N3

W)+Nr·t+(N1
Z+N2

Z+N3
W)

dla tLC2 < t ≤ tLC3

...
Ur·t

n+1∑
i=1

Ni
W+Nr·t+

n+1∑
i=1

Ni
Z

dla tLC(n) < t ≤ tLC(n+1)

(7)

where: Ur average annual productivity, t – time counted from the beginning of the use-stage, n –
number of use-stages throughout the lifecycle, tLCn – the end of the subsequent use-stage, N1

W , N2
W ,

N3
W , Nn

W – costs at the production-stage of elements in the first, second, third n- nth stages, respectively,
Nr – average annual costs at each stage of use, N1

Z, N2
Z, N3

Z, Nn
Z – costs at the post-use management

stage of elements utilized in the first, second, third, n-nth use-stages, respectively.

Figure 2. A graphical interpretation of the integrated efficiency indicator in the lifecycle (dependency
(7)), including the sustainable modernization indicator (dependence (20)) and the time of the return on
costs for modernization (dependence (18)).

The model proposed herein can be applied to assess the efficiency of existing wind power plants
as well as those being designed to compare the effects of their operation after the modernization and
extension of their lifecycle.
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Sustainable modernization, which in essence refers to the process of replacing structural
components with new or modernized ones, is a process that encompasses multiple aspects, all
of which serve the goal of erecting a wind power plant with the use-properties of a new one. This
process includes the use of wind power plant materials and resources, and additionally, its executive
and energy resources after completion of the use-stage.

2.2. Payback Time for Moderinzation Costs

The first indicator of the assessment of sustainable modernization is time TMn after which there
is a return to the pre-modernization efficiency of the use of costs (Figure 2). The payback time for
modernization costs is defined as

TMn = tn − tLCn (8)

where:
tn – the time after which post-modernization efficiency is equal to pre-modernization efficiency, counted
from the beginning of use,
tLCn – the end of a subsequent use-stage
Time TMn, after which pre-modernization efficiency is achieved, is essentially unknown, but
determinable. If one condition is met (Figure 2)

E(tn) = E(tLCn), gdzie tn � tLCn (9)

then after modernization at time tn one achieves the efficiency of the source of energy which is the
moment modernization work was begun at time tLCn. The result is the equation

Ur · tn
n+1∑
i=1

Ni
W + Nr · tn +

n+1∑
i=1

Ni
Z

=
Ur · tLCn

n∑
i=1

Ni
W + Nr · tLCn +

n∑
i=1

Ni
Z

(10)

After transformations one obtains

tn

⎛⎜⎜⎜⎜⎜⎝
n∑

i=1

Ni
W + Nr · tLCn +

n∑
i=1

Ni
Z

⎞⎟⎟⎟⎟⎟⎠ = tLCn

⎛⎜⎜⎜⎜⎜⎝
n+1∑
i=1

Ni
W + Nr · tn +

n+1∑
i=1

Ni
Z

⎞⎟⎟⎟⎟⎟⎠ (11)

tn ·
n∑

i=1

Ni
W + tn · tLCn ·Nr + tn ·

n∑
i=1

Ni
Z − tLCn ·

n+1∑
i=1

Ni
W − tn · tLCn ·Nr − tLCn ·

n+1∑
i=1

Ni
Z = 0 (12)

tn ·
n∑

i=1

Ni
W + tn ·

n∑
i=1

Ni
Z − tLCn ·

⎛⎜⎜⎜⎜⎜⎝Nn+1
W +

n∑
i=1

Ni
W

⎞⎟⎟⎟⎟⎟⎠− tLCn ·
⎛⎜⎜⎜⎜⎜⎝Nn+1

Z +
n∑

i=1

Ni
Z

⎞⎟⎟⎟⎟⎟⎠ = 0 (13)

tn ·
n∑

i=1

Ni
W + tn ·

n∑
i=1

Ni
Z − tLCn ·Nn+1

W − tLCn ·
n∑

i=1

Ni
W − tLCn ·Nn+1

Z − tLCn ·
n∑

i=1

Ni
Z = 0 (14)

(tn − tLCn) ·
n∑

i=1

Ni
W + (tn − tLCn) ·

n∑
i=1

Ni
Z = tLCn ·Nn+1

W + tLCn ·Nn+1
Z (15)

(tn − tLCn) ·
⎛⎜⎜⎜⎜⎜⎝

n∑
i=1

Ni
W +

n∑
i=1

Ni
Z

⎞⎟⎟⎟⎟⎟⎠ = tLCn
(
Nn+1

W + Nn+1
Z

)
(16)

tn − tLCn =
tLCn

(
Nn+1

W + Nn+1
Z

)
n∑

i=1
Ni

W +
n∑

i=1
Ni

Z

=
tLCn

(
Nn+1

W + Nn+1
Z

)
n∑

i=1
(Ni

W + Ni
Z)

(17)
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Because TMn = tn – tLCn, the dependency of the payback time on pre-modernization efficiency is
expressed as follows:

TMn =
tLCn

(
Nn+1

W + Nn+1
Z

)
n∑

i=1
(Ni

W + Ni
Z)

(18)

2.3. The Sustainable Modernization Indicator

The second indicator of sustainable modernization assessment is the indicator of sustainable
modernization EM, which expresses the relation of the integrated efficiency indicator after the
completion of the use-stage after modernization E(tLC(n+1)) is performed to the integrated efficiency
indicator before the beginning of modernization E(tLCn) (Figure 2)

EMn =
E(tLC(n+1))

E(tLCn)
(19)

EMn =

tLC(n+1) ·Ur
n+1∑
i=1

Ni
W+

n+1∑
i=1

Ni
Z+tLC(n+1) ·Nr

tLCn·Ur
n∑

i=1
Ni

W+
n∑

i=1
Ni

Z+tLCn·Nr

=

tLC(n+1)

[
n∑

i=1

(
Ni

W + Ni
Z

)
− tLCn ·Nr

]

tLCn

[
n+1∑
i=1

(
Ni

W + Ni
Z

)
− tLC(n+1) ·Nr

] (20)

where EMn is the efficiency of subsequent modernizations
Figure 2 presents the dependence of integrated efficiency as a function of the time of use. Integrated

efficiency as a function of time is a non-decreasing function. Its increase at the use-stage results from
the benefits that grow in time that are generated at this stage. In the wind power plant’s lifecycle,
an increase in the benefits of its operation is observed (an increase in the electricity produced), with a
constant value of both the costs to produce elements and costs relating to post-use management, and a
slight increase in costs at the use-stage (maintenance, repairs, energy consumption). The increase in
costs at the use-stage is much smaller than the increase in benefits at the same time. Considering the
fact that the efficiency indicator is a ratio of benefits to costs, with the assumptions above, said indicator
will be an increasing function. At the time of modernization (tLCn), a reduction in integrated efficiency
results from the calculation of the costs to manufacture the replaced elements and to undertake
their post-use management during modernization, which increases the value of costs throughout
the lifecycle.

2.4. Methodology for Determining the Benefits and Costs in a Wind Power Plant’s Lifecycle

A Vestas V90/105 m wind power plant with a nominal electrical capacity of 2 MW located in
central Poland was analyzed in detail. Table 1 presents the basic data of the wind power plant analyzed
with the LCA method.

Table 1. Basic data of the Vestas V90 wind turbine.

Description Unit Quantity

Lifetime years 25
Rating per turbine MW 2
Generator type - Three-phase asynchronous generator
Hub height m 105
Rotor diameter m 90
Tower type - Standard steel
Production MWh per year 5325
Plan location - Poland
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The Vestas V90 three-blade rotor with a 90 m diameter and the nacelle housing the main shaft,
generator, transformer, gearboxes, and brakes are located atop a 105 meter tower. The Vesta V90 wind
turbine is an upwind turbine with an adjustable blade pitch system featuring active directionality.
The turbine is equipped with a 2.0 MW power-rated generator. It uses a OptiTip®microprocessing
system for blade pitch control as well as the OptiSpeedTM function (for speed regulation). Owing to
these functions, the wind turbine rotor can work at variable rotational speeds, helping to keep power
output at or close to the rated power (data from the producer) [54].

The V90 turbine is equipped with a rotor possessing a diameter of 90 m which consists of three
blades and a hub. The 44 m blades, laminated with the use of a “prepreg” type material (PP), are
constructed from carbon fiber and fiberglass. The blades consist of two panels attached to a support
beam (data from the producer) [54].

Wind energy transferred to the turbine is corrected by adjusting the blade pitch, depending on
the control strategy that has been adopted. The blades connect to the hub by means of double row,
four-point contact ball bearings. The hub is used to seat the three blades and transmit the forces of
action to the main bearing. The hub design supports the blade bearings and the cylinder that regulates
the blade angle. The main gearbox transmits torque from the rotor to the generator. It consists of a
planetary gearbox connected to a two-stage parallel gearbox, reaction rods, and vibration dampers.
The torque is transferred from the high-speed shaft to the generator via a composite clutch behind the
disc brake. The generator bearings are lubricated and the grease is fed continuously by an automatic
lubricator. The grease flow is approximately 2400 cm3 per year. The high-speed shaft coupling
transmits torque from the high-speed output shaft of the gearbox to the input shaft of the generator.
It consists of two composite discs, an intermediate sleeve with two aluminum flanges and a fiberglass
sleeve. The nacelle housing is made of glass-fiber-reinforced polymers. The nacelle base plate consists
of two parts: the front one, made of cast iron, and the back one in the form of a girder construction. A
three-phase asynchronous generator with a coiled rotor is connected to the Vestas Converter System
(VCS, Vestas Converter System) via a slip ring system (data from the producer) [54].

The Vestas V90 tubular towers have internal flange connections. The tower is erected on a
reinforced concrete foundation with an embedded starter ring. The tower is connected to the ring by
means of bilateral flanges (internal and external). The list of materials that form the Vestas V90 2 MW
wind power plant is presented in Table S2 (in Supplementary Materials).

A comparative analysis of the efficiency of the aforementioned wind power plant in a 25-year
operation period [43–46] was performed and the same was done for the same turbine modernized in a
50-year lifecycle. The analysis is primarily intended to describe the existing reality, but also to help
model future changes to define recommendations to develop more pro-environmental solutions.

The wind power plant examined herein is a technically mature construction. As part of a service
package, the producer guarantees its constant time-availability and productivity throughout the entire
25-year use-period. The periods of reduced reliability at the beginning and end of the use-period of
this wind power plant as well as the decreasing operational efficiency throughout its use-period [55,56]
are negligible and do not affect the efficiency assessments of the costs incurred.

The energy benefits U(t) are the sum of the average annual values of energy production in the
wind power plant Ur over an assumed lifetime tLC1 of 25 years [43–46]. The annual environmental
and energy benefits Ur are defined as the average annual long-term productivity determined on the
basis of data from three years of production (2013–2015) and long-term data that takes into account the
25-year reference period. These benefits came to 5325 MWh/year for the power plant tested [19].

The costs for the 25-year period of use were determined as the sum of costs at individual stages
of the wind power plant lifecycle, i.e., costs to generate N1

W , the average annual costs for operation
Nr, and the post-use management N1

Z in the form of landfilling and recycling. For costs on post-use
management, it was assumed that 90% of materials are recycled and 10% are landfilled, which results
from the current possibilities of material processing and available reports on wind power plant
recycling [57].
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The study took into consideration the management of post-use materials and elements of the wind
power plant, which included 90% recycling and 10% landfilling of the waste for materials that could
not be reused or processed. As a complex mechanical structure, a wind power plant is built of many
different materials, including steel, polymer materials, carbon fibers, fiberglass, copper, iron, and rubber
materials, which are subject to various recycling methods to varying degrees, including mechanical
recycling and reuse, material recovery, incineration with energy recovery, and pyrolysis [58]. The data
presented by the wind power plant manufacturers [59–63] indicate that it is technically feasible to
recycle 90% of its materials and to transfer 10% of its materials to landfills. This data correspond
to the actual conditions. Some of the materials of the blades, nacelle and rotor housing require a
specialized method of energy recycling (incineration with energy recovery, pyrolysis), during which
waste intended for the landfill is produced. The analysis in this paper covered the entire lifecycle
of the wind power plant, including post-use management; therefore, to calculate the result of the
wind power plant’s total environmental impact, it is important to take into account the management
methods, as—depending on the level of recycling and landfilling—results will vary. This paper took
into account data concerning the recyclability of components corresponding to the actual technical
possibilities thereof.

2.4.1. Determining Costs with the Aid of the LCA Method

The LCA method was used to determine energy and environmental costs in the lifecycle, a
method which is a technique from process management that allows for the assessment of potential
environmental threats triggered by proesses arising in the lifecycle of a given technical object. Analysis
was conducted in accordance with ISO norm 14044 [64].

Aim and scope of the analysis
The purpose of analyzing environmental impacts is to identify potential negative environmental

impacts occurring at particular material stages of the lifecycle, assuming a 25-year wind power plant
lifecycle and a 50-year lifecycle for the modernized power plant where the nacelle and rotor have been
replaced to determine the values of the integrated efficiency indicators in the context of environmental
and energy costs, as well as the time of return on modernization and the sustainable modernization
indicator. Environmental impact was determined using the Eco-indicator 99 model using SimaPro
software. The Eco-indicator 99 method belongs to a group of methods modelling environmental
impact at the level of endpoints of an environmental mechanism. The characterization process takes
place for eleven impact categories, falling within three larger groups defined as impact areas or
damage categories [65–67]. The following impact areas have been distinguished: human health,
ecosystem quality, and raw material resources [68]. The results of the third stage of environmental
analysis, i.e., grouping and weighing, were used to determine the environmental costs. Environmental
coefficients are the result of this stage, and they are expressed in Pt (environmental points), which are
aggregated units that make it possible to compare the results of the ecobalances herein [69,70]. One
thousand environmental points are equal to the environmental impact of an average European
during a year [65,71]. The cut-off point was equal to 0.05%. The analysis included eleven impact
categories, yet in order to determine environmental costs, only the total impact of the wind power
plant’s lifecycle at particular stages of the lifecycle, i.e., production, use, and post-use development,
was taken into account. The analysis also took into account the values of emissions of substances
causing acidification SO2eq (in kg) and emissions of substances causing eutrophication PO4eq (in
kg), which were treated as environmental costs in the determination of sustainable modernization
assessment models. The procedure of determining environmental impacts consisted of four stages:
defining the aim and scope of the analysis, analysis of the collection of inputs and outputs, LCAI
analysis, and interpretation of the results [72,73].

The cumulative energy demand method (CED) makes it possible to define the cumulative energy
demand (expressed in GJ) for particular stages of the lifecycle [74,75]. The reults of the CED analysis
were the input value for determining the value of the integrated efficiency index from energy costs,
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from the time of the return on energy costs for modernization, and from the modernization indicator
in relation to energy costs.

The Intergovernmental Panel on Climate Change, Global Warming Potential method (IPCC) was
used to determine the amount of greenhouse gas emissions in certain stages of the material lifecycle of
the wind power plant [76,77]. This gave the value of CO2eq emissions (in kilograms), which was used
to determine the value of integrated efficiency (Equation 7).

System limit and the functional unit
The borders of Poland were assumed as a territorial limitation. The function of the object was

the production of electricity. The productivity of the wind power plant in a 25-year period of use was
taken as the functional unit.

The analysis assumed a 25-year wind power plant lifecycle [43–46] and a 50-year lifecycle of
the same wind power plant which was subject to modernization. The scope of the modernization
included the replacement of the nacelle and rotor along with the blades after a 25-year period of use.
Three material stages of the lifecycle were examined: production, use, and post-use management in
the form of recycling (90%) and landfilling (10%) [57]. Excluded from the system were the stages of
transportation, of sale, of technical tests and storage because of a lack of proper data and the impact
differences in the means of transport, which to a large degree are dependent on the location of the
object. In the Figure 3 the scope of LCA analysis is presented.

Figure 3. Scope of the LCA analysis of the turbine in a 25-year lifecycle and the same turbine
after modernization.

Analysis of the collection of inputs and outputs, data aggregation and validation
Data were collected and divided into particular processes and unit elements with the identification

of their inputs and outputs. Process inputs are primarily comprised of materials, natural resources,
and energy while outputs are comprised of waste and emissions. The data correspond to one wind
power plant. The input data concerned materials and elements of the wind power plant acquired from
materials of the producer and from the authors’ own research. Data concerning productivity come
from a 3 years period (2013 – 2015) of the wind power plant’s operation. Less essential data concerning
materials and processes were taken from SimaPro databases. In order to create an inventory table,
individual environmental impacts of the same type were summed up for all unit processes.
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Table S2 (in Supplementary Materials) displays the material and elements that formed the basis
of the wind power plant’s lifecycle analysis for a 25-year period of use. The total weight of the its
materials and elements came to approximately two tons, 76% of which belonged to concrete. Besides
concrete, the most important materials used in the wind power plant’s lifecycle are steel (approx. 19%),
cast iron (approx 3%), polymer materials (approx. 1%) as well as aluminum, copper, and oils (in total
approx. 1%). It was assumed that in a 25-year period of use there will be two replacements of the main
gearbox [78] and an oil change every 5 years in both the hydraulic system and the main gearbox, with a
total weight of 2560 kg.

Table 2 lists the materials and elements of the nacelle and rotor that are subject to replacement after
25 years of use for the scenario in which a 50-year lifecycle was assumed along with the modernization
of the test object, while Table 2 lists the weight of the materials replaced. Approximately 48% of the
materials and components of the nacelle and over 53% of the materials and components of the rotor
undergo replacement. The following elements are replaced with completely ones: the generator and
its accompanying cooler, the gearbox, cooler, hydraulic system, and blades (Table 2). This constitutes a
small percentage of the total mass of the power plant undergoing modernization. The components
in the nacelle that are replaced constitute less than 2% of the total mass, while the rotor components
account for slightly over 1% (Table 2). Most of the materials listed are polymeric materials (1.15%),
which are replaced in their entirety (Table 3). The material with the second highest share in replacement
is cast iron (1.02%), and the third is steel (0.60%).

2.4.2. Determining the Efficiency Indicator from Environmental and Energy Costs

Efficiency of environmental costs is understood as the relation between environmental benefits
in the lifecycle and the environmental costs incurred in the form of: the total impact of one
thousand Europeans in the course of one year (efficiency of environmental costs), greenhouse gas
emissions (environmental efficiency of CO2 emissions), emissions of substances causing acidification
(environmental efficiency of SO2 emissions), and emissions of substances causing eutrophication
(environmental efficiency of PO4 emissions).

Energy efficiency is understood as the relation between energy benefits in the lifecycle and the
energy costs incurred.

To analyze the efficiency of the wind power plant in a 25-year period of use, dependency (7),
expanding upon formula (1), was used

E(tLC1) =
U(tLC1)

N(tLC1)
=

∑t
i=1 Ui

N1
W +

∑t
i=1 Ni + N1

Z

=
Ur · tLC1

N1
W + Nr · tLC1 + N1

Z

(21)

where: E(tLC1) – the integrated efficiency indicator during t years of use, Ui – benefits during the i-nth
year of use, N1

W – costs at the production stage of the 25-year lifecycle, Ni – costs in the i-nth year of use
N1

Z – costs during post-use management during the 25-year lifecycle, tLC1 – time of use, Ur – average
annual benefits, Nr – average annual use-related costs.

For a wind power plant that has been modernized during a 50-year period of use, the efficiency
indicator is determined by a system of equations⎧⎪⎪⎪⎨⎪⎪⎪⎩

E(t) = Ur·t
N1

W+Nr·t+N1
Z

dla 0 ≤ t ≤ 25

E(t) = Ur·t
(N1

W+N2
W)+Nr·t+(N1

Z+N2
Z)

dla 25 < t ≤ 50
(22)

where: N2
W – costs at the stage of producing new elements used in the modernization process, N2

Z –
costs at the stage of post-use management of the replaced elements of the wind power plant.
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Table 2. List of the materials and elements replaced during wind power plant modernization.

Lp. Element Material Mass [kg]
Share in
component, %

Share in
unit, %

Share in
WPP, %

1 Nacelle

1.1
Generator with
the radiator

Copper 1430 19.07 2.10 0.08
Cast iron 3920 52.27 5.76 0.22
Steel 2090 27.87 3.07 0.12
Replacement 7440 99.20 10.94 0.42

1.2 Gearbox

Upgraded steel 2620 15.41 3.85 0.15
Cast iron 14,060 82.71 20.68 0.80
Oil 280 1.65 0.41 0.02
Replacement 16,960 99.76 24.94 0.97

1.3 Radiators Aluminum 960 100.00 1.41 0.05

1.4
Hydraulic
system

Oil 360 9.89 0.53 0.02
Steel 2660 73.08 3.91 0.15
Aluminum 420 11.54 0.62 0.02
Other 200 5.49 0.29 0.01
Replacement 3640 100.00 5.35 0.21

1.5
Switchgears,
inverters,
connections

Steel 340 38.64 0.50 0.02
Copper 240 27.27 0.35 0.01
Aluminum 180 20.45 0.26 0.01
Replacement 760 86.36 1.12 0.04

1.6 Nacelle housing
Steel 1100 6.00 1.62 0.06
Polymer materials 1815 9.90 2.67 0.10
Replacement 2915 15.89 4.29 0.17

Nacelle total 68,000 100.00 3.87
Replacement 32,675 48.05 1.86
2 ROTOR

2.1 Blades

Steel 1750 8.75 4.61 0.10
Polymer materials
reinforced with
carbon fiber and
glass fiber

18,250 91.25 48.03 1.04

Replacement 20,000 100.00 52.63 1.14

2.2 Hub
Polymer materials 200 1.11 0.53 0.01
Replacement 200 1.11 0.53 0.01

Rotor total 38,000 100.00 2.16
Replacement 20,200 53.16 1.15

Table 3. Mass of materials replaced during wind power plant (WPP) modernization.

Mass
[kg]

Share in
WPP [%]

Aluminum
[kg]

Copper
[kg]

Steel
[kg]

c. Iron
[kg]

Polymer
Materials [kg]

Concrete
[kg]

Oil
[kg]

Other
[kg]

WPP Total 1,756,810 100 3715 2050 336,300 52,015 20,265 1,339,615 640 2210

Replacement 52,875 3.01 1560 1670 10,560 17,980 20,265 0 640 200

% share of total materials in WPP 0.21 0.12 19.14 2.96 1.15 76.25 0.04 0.13

% share of replacement materials in
WPP 0.09 0.10 0.60 1.02 1.15 0 0.04 0.01

In accordance with dependencies (21) and (22), integrated efficiency indicators were determined:

• From environmental costs, where the result of a wind power plant’s environmental impact (in
environmental points) at certain stages of the lifecycle were assumed as costs;

• From greenhouse gas emissions, where quantitative emissions of CO2eq (in kg) at certain stages
of the wind power plant’s lifecycle are assumed as costs, this being obtained as the result of
completing LCA analysis;
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• From the emissions of substances causing acidification, where quantitative emissions of SO2eq (in
kg) at certain stages of the wind power plant’s lifecycle are assumed as costs, this being obtained
as the result of completing LCA analysis;

• From the emissions of substances causing eutrophication, where quantitative emissions of PO4eq
(in kg) at certain stages of the wind power plant’s lifecycle are assumed as costs, this being
obtained as the result of completing LCA analysis;

• From energy costs, where potential energy demands (in MJ) at certain stages of the wind power
plant’s lifecycle are assumed as costs.

2.4.3. Determining the Payback Time for Modernization

For the wind power plant that has undergone modernization analyzed herein, the payback time
for modernization (18) is defined by

TM1 =
tLC1

(
N2

W + N2
Z

)
N1

W + N1
Z

(23)

Payback times for modernization were determined for ecological costs in the form of greenhouse
gas emissions, substances causing acidification, substances causing eutrophication, and energy costs
for the wind power plant in a 25-year and 50-year lifecycle.

2.4.4. Determining the Sustainable Modernization Indicator

For the wind power plant that has undergone modernization analyzed herein, the sustainable
modernization indicator is defined by:

EM1 =
E(tLC2)

E(tLC1)
=

E(tLC2 = 50)
E(tLC1 = 25)

=

50Ur
(N1

W+N2
W)+50Nr+(N1

Z+N2
Z)

25Ur
N1

W+25Nr+N1
Z

=
2
(
N1

W + N1
Z + 25Nr

)
(
N1

W + N2
W + N1

Z + N2
Z + 50Nr

) (24)

The value of the of the sustainable modernization indicator was determined for the efficiency
of ecological costs, of greenhouse gas emissions, of substances causing acidification, of substances
causing eutrophication, and of energy costs for the wind power plant in a 25-year and 50-year lifecycle.

The two dependencies above (23), (24) make it possible to assess the modernization process. They
may be applied to assess other machines and devices than the one analyzed in this paper.

3. Results and Discussion

3.1. Costs in the Lifecycle of a Wind Power Plant in a 25-year Lifecycle and in One Subjected to Modernization

Table 4 presents the results of LCA analysis with the use of Eco-indicator 99 modelling (total value
of the eco-indicator, acidification, eutrophication) and IPCC modelling (greenhouse gas emissions) at
particular stages of the wind power plant’s lifecycle, which are the ecological costs in the model of the
integrated ecological efficiency indicator.
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Table 4. Ecological costs determined with the aid of the LCA method in the material stages of a 25
years and 50-year lifecycle of a wind power plant (the Eco-indicator 99 method).

Lifecycle Stage
Total Eco-Indicator
Value [Pt]

Emissions of
CO2eq [kg]

Acidification
[kg SO2eq]

Eutrophication
[kg PO4eq]

Production
NW25 322,460 2,700,559 141,842 728
NW50 401,663 3,381,947 176,735 907

Use
N(t=25) 20,955 589,300 3712 149
N(t=50) 41,910 1,178,600 7424 298

Post-use
management

NZ25 −13,423 −528,712 −1203 −67
NZ50 −30,271 −657,873 −1499 −84

In each of the lifecycle stages considered, higher environmental costs in the form of a negative
impact on the ecosystem and human health were recorded for the 50-year lifecycle of a wind power
plant. However, if the values under consideration were compared not to one 25-year lifecycle of a
wind power plant, but to the sum of two lifecycles (with disassembly and recycling after 25 years or
landfilling the installation plus the installation of a new one along with 25 years of operation), it is
evident that the use of the power plant over a 50-year period with modernization being performed after
25 years of operation will result in lower values of the eco-indicator and greenhouse gas emissions by
approx. 40–50% and lower emissions of substances causing acidification or eutrophication by approx.
40% (depending on the stage of the lifecycle) compared to the use of two wind power plants during
this period. The highest costs in both scenarios occurred at the stage of production of wind power
plant components, while the lowest were at the stage of post-use management, where the value of
costs is generally reduced because of the possibility of recovering materials and energy from elements
ending their lifecycles. In both cases throughout the entire lifecycle there were costs in the form CO2

emissions, while the lowest costs were in the form of emissions causing eutrophication.
Table 5 displays the results of energy consumption analysis at different lifecycle stages which

constitute energy costs in the energy efficiency indicator model. In each of the lifecycle stages that were
assessed, the greatest energy costs were recorded for the 50-year wind power plant lifecycle. However,
again, if these values were compared not to one 25-year wind power plant lifecycle, but to the sum
of two lifecycles, it is evident that the use of the wind power plant over a 50-year period results in
a reduction of energy costs from approx. 30 to 50% (depending on the lifecycle stage), where most
important thing is to reduce energy consumption at the production stage of wind power plant elements.

Table 5. Energy costs determined with the use of the LCA method in the material stages of a 25 years
and 50 years wind power plant lifecycle (cumulative energy demand (CED) method).

Lifecycle Stage Energy Consumption [MJ]

Production
NW25 41,559,527
NW50 52,740,112

Use
N(t=25) 7,661,400
N(t=50) 15,322,800

Post-use management NZ25 −5,779,943
NZ50 −8,014,646

3.2. Efficieny Indicators from Ecological Costs and Energy Costs and Payback Time for Modernization

The specified benefits and costs, after substituting them into dependencies (21) and (22), made it
possible to determine the values of the integrated ecological efficiency indicator from ecological costs,
from greenhouse gas emissions, from emissions of substances causing acidification, from emissions
of substances causing eutrophication. It was also possible to determine the values of the integrated
energy efficiency indicator.

In the case of a modernized wind power plant, for every 1 Pt of environmental impact approximately
2.32 GJ of electricity is produced, for every 1 t of CO2eq emissions—246 GJ of electricity, for every 1 t of
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SO2eq emissions—5247 GJ of electricity, for every 1 t of PO4eq emissions—854,766 GJ of electricity.
The energy benefits of a wind power plant after modernization are almost 16 times higher than the
costs incurred. What is noticeable is that, in the case of a modernized wind power plant, the values of
the efficiency indicator from ecological costs and energy costs increase from 1.4 to 1.6 times in relation
to the wind power plant with a 25-year lifecycle (Figures 4–8). These values reflect the better use of
costs in the wind power plant’s lifecycle to produce benefits when the wind power plant is modernized
and its lifecycle is extended by another 25 years.

Figure 4. A graphical interpretation of the integrated efficiency indicator from ecological costs for a
wind power plant undergoing modernization during a 50-year period of use.

Figure 5. A graphical interpretation of the integrated ecological efficiency indicator from CO2 emissions
for a wind power plant undergoing modernization during a 50-year period of use.
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Figure 6. A graphical interpretation of the integrated ecological efficiency indicator from SO2 emissions
for a wind power plant undergoing modernization during a 50-year period of use.

Figure 7. A graphical interpretation of the integrated ecological efficiency indicator from PO4 emissions
for a wind power plant undergoing modernization during a 50-year period of use.

Figure 8. A graphical interpretation of the integrated efficiency indicator from energy costs for a wind
power plant undergoing modernization during a 50-year period of use.
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Figures 4–8 present a graphical interpretation of the efficiency indicator for a wind power plant
undergoing modernization during a 50-year period of use.

Figure 4 presents the dependence of the integrated efficiency from ecological costs for a 50-year
period of use with modernization performed after 25 years. For the integrated efficiency from ecological
costs, energy production at the use-stage was defined as a benefit, and environmental points resulting
from LCA analysis were used as costs. Figure 4 shows that the payback time for environmental costs
incurred for wind power plant modernization is 5.04 years, and the integrated ecological efficiency
after 50 years of use is higher than after 25 years. Unfortunately, at the time WPP elements are replaced,
there is an increase in costs, resulting in a decrease in efficiency below the level for the WPP operating
for 25 years.

Figure 5 presents the dependence of the integrated efficiency from CO2 emissions for a 50-year
period of use with modernization performer after 25 years. For the integrated efficiency from the
emissions of CO2 equivalent, energy production at the use-stage was defined as a benefit, and the
emissions of CO2 equivalent resulting from LCA analysis were used as costs. Figure 5 shows that the
payback time for costs in the form CO2 emissions incurred for wind power plant modernization is 6.36
years, and the integrated efficiency from CO2 emissions after 50 years of use is higher than after 25
years. Unfortunately, at the time WPP elements are replaced, there is an increase in costs, resulting in a
decrease in efficiency below the level for the WPP operating for 25 years. In this case, payback with
regard to CO2 emissions occurs more slowly than in the case of total ecological costs. This is primarily
the result of a significant increase in costs in the form of CO2 emissions during the production and
use-stage (Table 4).

In the case of integrated efficiency from the emissions of substances causing acidification (SO2),
energy production at the use-stage was defined as a benefit (Figure 6). Costs were constituted by
the total emissions of SO2 equivalent at individual stages of the WPP lifecycle. As in the case of the
integrated efficiency indicator from CO2 emissions, the payback time for modernization was more
than 6 years, which may be affected primarily by the increase in the emissions of substances causing
acidification (SO2eq) at the production stage (Table 4). Figure 6 shows that the integrated efficiency
from SO2 emissions after 50 years of use is higher than after 25 years.

In accordance with Figure 7, the integrated efficiency indicator from the emissions of substances
causing eutrophication (PO4) is higher after 50 years of use than after 25. The WPP returns to
pre-modernization efficiency after 6.14 years, which is a value close to the payback time from the
emissions of substances causing acidification (SO2). The payback time is mainly affected by the increase
in costs in the form of PO4 emissions at the stage at which the replaced WPP elements are produced
and by the emissions generated at the use-stage which are connected to maintenance, to oil changes
in particular.

In the case of the integrated efficiency from energy costs, energy production at the use-stage was
again defined as a benefit (Figure 8). Costs were constituted by total energy consumption at particular
stages of the WPP lifecycle. In this impact area, the payback time for modernization was more than 6
years, which is tied primarily to the increase in energy costs necessary to produce the replaced elements
and to the energy consumption at the use-stage relating to the energy consumption for maintenance
and for the power plant’s own needs.

Values of payback time for modernization were determined on the basis of dependence (23).
The wind power plant, after modernization, returns to the efficiency it achieved in the last year
before modernization after about 6 years, depending on the efficiency area which is being considered
(Figures 4–8). The quickest return to pre-modernization efficiency is in the case of environmental
efficiency from ecological costs (approx. 5 years) and the longest such return is in the case of efficiency
from greenhouse gas emissions (over 6 years) (Figures 4–8).

By modernizing a wind power plant, one achieves an extension, its time of use, as well as an
increase in benefits from its functioning in the form of electricity production. Owing to modernization,
there was an increase both in the integrated ecological efficiency indicator and in the integrated energy
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efficiency indicator throughout the wind power plant’s lifecycle, despite the fact that, during the years
directly proceeding modernization, there was a drop in these values. Every subsequent modernization
and replacement of elements will cause a temporary drop in the integrated efficiency indicator, which is
related to an increase in ecological costs and energy costs the moment new elements are added.

The modernization considered in this paper included the replacement of the nacelle, rotor,
and blades with new ones of the same power. A constant average annual productivity was assumed,
one which was the same for the 25-year and 50-year cycles. Replacing the elements with one of greater
power would cause a change both in benefits (such as an increase in annual average productivity) and
in costs. Costs would potentially be higher than in the case of a rotor of the same power because of
an increase in the mass of the elements, and, as previous research has shown [10], the environmental
impact of materials used to produce wind power plants is strongly related to their mass (greater mass
= higher eco-indicator values). However, considering technological advances and developments in the
construction of wind power plants, it is difficult to predict how, over the next 25 years, constructions,
production methods, and the materials used to produce such objects will change, which means it is not
possible to clearly determine how ecological costs and energy costs will change, the same being true
for the values of the integrated efficiency indicators from ecological costs and energy costs.

Of crucial importance is the fact that, as a result of extending the lifecycle of a wind power plant,
the use of natural resources is thereby limited, as is the energy used to produce its components, and,
not least of all, the post-use management of a part of its elements is postponed.

3.3. Sustainable Modernization Indicators

Table 6 presents the values of the sustainable modernization indicator in relation to environmental
costs and energy costs for wind power plant modernization. Values were determined on the basis
of dependence (24). The higher the value of the sustainable modernization indicator, the greater
was the increase in the efficiency of the wind power plant because of modernization. The highest
value of the sustainable modernization indicator was obtained with respect to the wind power plant’s
ecological efficiency from ecological costs, and the lowest with respect to the efficiency indicator from the
emissions of substances causing eutrophication (Table 6). In the case of all the areas under consideration,
an increase was recorded in the efficiency of the use of costs by about 1.44–1.6 times, which is primarily
the result of an increase in benefits (total electricity production) over a 50-year lifecycle.

Table 6. Values of the sustainable modernization indicator.

The Sustainable Modernization Indicator EM1 [-]

from ecological costs 1.596
from greenhouse gas emissions (CO2eq) 1.415
from emissions of substances causing acidification (SO2eq) 1.58
from emissions of substances causing eutrophication (PO4eq) 1.444
from energy costs 1.448

4. Summary and Conclusions

The aim of the paper was achieved by developing a methodology to assess devices subjected to
sustainable modernization, i.e., restoration of an object such that it has the properties of a new device.
An assessment of the ecological efficiency and energy efficiency of a modernized wind power plant
was carried out with the use of an integrated efficiency indicator. Two indicators were proposed to
assess modernization efficiency: the payback time of costs for modernization (23) and the sustainable
modernization indicator (24).

In the case of the wind power plant analyzed herein, the payback time for costs incurred for
modernization (23) came to 6.36 years from greenhouse gas emissions, 6.22 years from energy costs,
and, from the remaining costs analyzed, from 5.04 years to 6.15 years.
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In the case of the wind power plant analyzed herein, the sustainable modernization indicator
from greenhouse gas emissions came to 1.42, and from energy costs—1.45 (Table 6). This means an
over 40% increase in the ecological efficiency of the use of energy costs from greenhouse gases and
in the ecological efficiency of the use of energy costs after the completion of the lifecycle of the wind
power plant subjected to sustainable modernization.

Analysis of the ecological costs throughout the lifecycle of a modernized wind power plant
showed that higher environmental costs in the form of negative impacts on the ecosystem and on
human health were recorded in the case of the 50-year lifecycle of a wind power plant. If the values
under consideration were compared not to one 25-year lifecycle of a wind power plant, but to the
sum of two lifecycles (with disassembly and recycling after 25 years or landfilling the installation
plus the installation of a new one along with 25 years of operation), it is evident that the use of the
power plant over a 50-year period with modernization being performed after 25 years of operation
will result in lower values of the eco-indicator and greenhouse gas emissions by approx. 40–50% and
lower emissions of substances causing acidification or eutrophication by approx. 40% (depending on
the stage of the lifecycle) compared to the use of two wind power plants during this period.

The indicators of modernization assessment proposed herein fit into a higher assessment of the
closed-loop economy, that is, an economic system in which the consumption of raw materials, energy,
emissions, and waste volume is minimized by creating a closed process loop. Of crucial importance is
the fact that, as a result of extending the lifecycle of a wind power plant, the use of natural resources is
thereby limited, as is the energy used to produce its components, and, not least of all, the post-use
management of a part of its elements is postponed.

Sustainable modernization also fits into a strategy of sustainable development where an increase
in electricity production essential for development results in a reduction of ecological and energy costs
per unit of energy produced.

The authors call for the creation of incentive programs via legal changes for wind power plant
investors and producers which relate to the implementation of sustainable modernization that results
in a reduction of the environmental burdens accompanying energy production.

The assessment methodology proposed herein as well as the models developed to assess the
effects of modernization are universal and can be applied to other technical facilities as both the
benefits and the costs can be expressed in various units adapter to the specific nature of any technical
object’s operation. The indicators presented herein constitute one of the elements to assess the effects
of modernization and are a form of support for operators and those who manage the lifecycles of
technical objects.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/13/6/1461/s1.
Table S1: Lifetime-extension methods and operations (the authors’ own work based on [34]). Table S2: Materials
and elements used to build a wind power plant.
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26. Sağlam, Ü. Assessment of the productive efficiency of large wind farms in the United States: An application
of two-stage data envelopment analysis. Energy Convers. Manag. 2017, 153, 188–214. [CrossRef]

27. Dicorato, M.; Forte, G.; Pisani, M.; Trovato, M. Guidelines for assessment of investment cost for offshore
wind generation. Renew. Energy 2011, 36, 2043–2051. [CrossRef]

28. Laura, C.-S.; Vicente, D.-C. Life-cycle cost analysis of floating offshore wind farms. Renew. Energy 2014, 66,
41–48. [CrossRef]

29. Myhr, A.; Bjerkseter, C.; Ågotnes, A.; Nygaard, T.A. Levelised cost of energy for offshore floating wind
turbines in a life cycle perspective. Renew. Energy 2014, 66, 714–728. [CrossRef]

30. Snyder, B.; Kaiser, M.J. Ecological and economic cost-benefit analysis of offshore wind energy. Renew. Energy
2009, 34, 1567–1578. [CrossRef]

31. Alsaleh, A.; Sattler, M. Comprehensive life cycle assessment of large wind turbines in the US. Clean Technol.
Environ. Policy 2019, 21, 887–903. [CrossRef]

32. Garrett, P.; Rønde, K. Life cycle assessment of wind power: Comprehensive results from a state-of-the-art
approach. Int. J. Life Cycle Assess. 2013, 18, 37–48. [CrossRef]

33. Abeliotis, K.; Pactiti, D. Assessment of the environmental impacts of a wind farm in central Greece during its
life cycle. Int. J. Renew. Energy Res. 2014, 4, 580–585.

34. Kruszelnicka, W.; Bałdowska-Witos, P.; Kasner, R.; Flizikowski, J.; Tomporowski, A.; Rudnicki, J. Evaluation
of emissivity and environmental safety of biomass grinders drive. Przemysł Chem. 2019, 98, 1494–1498.

35. Jachimowski, R.; Szczepanski, E.; Klodawski, M.; Markowska, K.; Dabrowski, J. Selection of a Container
Storage Strategy at the Rail-road Intermodal Terminal as a Function of Minimization of the Energy Expenditure
of Transshipment Devices and CO2 Emissions. Rocz. Ochr. Sr. 2018, 20, 965–988.
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Abstract: To investigate the influence of CO2 partial pressure on efficiency of CH4-CO2 swap from
natural gas hydrates (NGHs), the replacement of CH4 from natural gas hydrate (NGH) is carried out
with simulated Integrated Gasification Combined Cycle (IGCC) syngas under different pressures,
and the gas chromatography (GC), in-situ Raman, and powder X-ray diffraction (PXRD) are employed
to analyze the hydrate compositions and hydrate structures. The results show that with the P-T
(pressure and temperature) condition shifting from that above the hydrate equilibrium curve of
IGCC syngas to that below the hydrate equilibrium curve of IGCC syngas, the rate of CH4 recovery
drastically rises from 32% to 71%. The presence of water can be clearly observed when P-T condition
is above the hydrate equilibrium curve of IGCC syngas; however the presence of water only occurs at
the interface between gas phase and hydrate phase. No H2 is found to present in the final hydrate
phase at the end of process of CH4-CO2 swap with IGCC syngas.

Keywords: CH4 hydrate; replacement; IGCC syngas; in-situ Raman

1. Introduction

Natural gas hydrates (NGHs) are ice-like compounds formed by water molecules and gas
molecules under low temperature or/and high pressure. Water molecules form cavities with different
morphology and dimension by hydrogen bonding and gas molecules fill the cavities by van de Walls
force [1]. Gas hydrates in sea floor or permafrost usually exist in three structures such as structure I
(sI), structure II (sII) and structure H (sH). According to literature reports, most NGH deposits are sI
gas hydrates [2,3] which are composed of six 51262 cages and two 512 cages [1]. The NGHs, attracting
much attention for their abundant reserves in the seabed and permafrost regions, have the potential to
be an alternative energy resource in the future because it is estimated that the total amount of carbon
resources contained in the NGHs is about twice as much as that in the proven fossil fuel reserves [4–9].
To date, many studies have been carried out to exploit CH4 from NGHs deposits and several field trails
have been conducted in last 40 years. The exploitation methods mainly include thermal stimulation,
depressurization and chemical inhibitor injection, but the disadvantages such as enormous energy
consumption, risks of the probably catastrophic landslide and serious environmental pollution are the
main issues we are facing [10]. Notably, methane is an about 20 times more efficient greenhouse gas
than CO2 [11]. Therefore, effective and environmental friendly production technologies are expected,
including CH4-CO2 swap, in-situ combustion and in-situ catalytic oxidation, etc.
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The concept of CH4-CO2 swap in natural gas hydrates was firstly proposed by Ohgaki et al., [12–14]
and this attracted worldwide attention for its ability to simultaneously produce CH4 from NGHs and
sequestrate CO2 in sea sediments. Firstly, the researchers studied the thermodynamic feasibility of
CH4-CO2 swap in gas hydrates, [15–18] and the results of Sivaraman’s work showed that CO2 hydrate
could be formed under more moderate conditions of temperature and pressure than CH4 hydrate
and the heat of CO2 hydrate formation (−57.98 kJ/mol) is larger than that of CH4 hydrate dissociation
(54.49 kJ/mol) [19]. Ors and Sinayuc [20] conducted an experimental study on the CH4-CO2 swap
between gaseous CO2 and CH4 hydrate in porous media at 3.7 MPa and 277.15 K, and their results
revealed that the CH4-CO2 swap process mostly took place at the gas-solid surface and the injection
of gaseous CO2 caused the dissociation of methane hydrate. Ota and Inomata et al. [21,22] studied
the replacement of CH4 in the hydrate by use of liquid CO2 and the CH4 recovery rate of 35% was
obtained in 307 h, they also found that the CH4 hydrate decomposed during the replacement process
and the decomposition of the large cage (51262) in the CH4 hydrate proceed faster than that of the
small cage (512). They also suggested that CH4 hydrate decomposition was probably dominated
by rearrangement of water molecules in the hydrate whereas CO2 hydrate formation seemed to be
dominated by CO2 diffusion in the hydrate phase. Lee and Ripmeester [23] used solid-state NMR
methods to investigate the limiting equilibrium compositions and the distribution of guest molecules
over different cages of the mixed hydrate formed from different CO2 concentration gas mixture of CH4

and CO2, they suggested that the ratio of CH4 in large cages to CH4 in small cages of sI hydrate declined
steadily to a value with increasing CO2 concentration in the gas mixture. Schicks et al. [24] investigated
the conversion of the primary CH4 hydrate into a CO2-rich hydrate using in situ microscopy, confocal
Raman spectroscopy and powder XRD, and they suggested that the conversion process was induced
by the gradient of the chemical potential between the hydrate phase and the environmental gas
phase, and the conversion process could be described as a decomposition and reformation process.
The conversion rate depended on the surface area of the hydrate phase and the concentration gradient
of one component between the hydrate phase and the gas phase.

With further research, many researchers studied the feasibility of explore CH4 from natural gas
hydrates with gas mixture of CO2 and N2 which was the main component of flue gas. Kvamme [25]
studied the feasibility of simultaneous CO2 storage and CH4 production from natural gas hydrate using
mixtures of CO2 and N2, and suggested that the fast exchange between CH4 and CO2/N2 mixtures
was achieved through a new hydrate formation and the adding of N2 into CO2 is advantageous to
gas permeability in the hydrates. Also, they suggested there were two primary mechanisms for the
conversion of CH4 hydrate into CO2 hydrate, one was the direct solid state conversion [23] and the other
was that new CO2 hydrate formed from injected CO2 and free water in the pores [26,27]. Lee et al. [28]
explored the swap phenomenon occurred in sI and sII hydrates, and CH4 recovery rates of 64% and
85% were obtained with CO2 and CO2/N2, respectively, and the results showed that the sII hydrate
was transformed into sI when sII hydrates were exposed to CO2 and CO2/N2. Beyond that, they also
investigated the recovery of CH4 from gas hydrates intercalated within natural sediments using CO2

and CO2/N2 gas mixtures, and they found that the recovery efficiency was nearly identical [2].
In addition to the above laboratory studies, there also were some field tests to produce CH4 from

CH4 hydrate reservoirs in permafrost or subsea sediments [29–33]. In 2002 and 2008, the production
tests were carried out in the permafrost reservoir of Mallik in northern Canada by injection of hot water
and depressurization, and limited amounts of CH4 was successfully exploited in a few days. After
that, in 2012, the method of injection of 23% CO2 and 77% N2 was tested in the Alaska North Slope.
The gas production were conducted above and near the P–T condition of CH4 hydrate equilibrium
respectively, and the total volume of produced gas mixture approached 30,000 m3 over the whole
test period though the mole fraction of CH4 in the gas mixture were different at the different test
period [31,34,35]. Then the depressurization technique was firstly used in offshore hydrate reservoirs
at the eastern Nankai Trough in 2013, and the total gas production was around 120,000 m3 in six days.
Eventually the test was suspended due to the bad weather conditions and sand control problems.
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Therefore, the commercial NGH exploitation is both highly complex and technologically challenging
because the complex geologic structure, harsh engineering conditions and the risks of collapse of
marine and potential serious damage to the marine ecosystem.

The changes of temperature and pressure have great influence on CH4 recovery from NGHs via
CH4-CO2 replacement. In order to clarify the influence of temperature and pressure and the possible
influence of different added gas in CO2, in this work, the changes of gas phase and hydrate phase
during the replacement process under different pressure condition, using simulated IGCC syngas as
displacement gas, are determined by in situ Raman spectroscopy, powder XRD and gas chromatography.

2. Experimental Section

2.1. Apparatus

As shown in Figure 1, the experimental apparatus consists of a gas supply system, a high-pressure
vessel used as the hydrate formation or dissociation reactor, a cooling system and detection equipment.
The stainless-steel reactor with an inner volume of 100 mL is embedded in the notch which is linked
with the cooling system, and two quartz windows are mounted on front and back sides of the reactor
for viewing the swap process and applying Raman measurement. In the cooling system, the ethylene
glycol solution with the volume ratio of 1:3 are used as coolant, and the temperature can be controlled
in the range of 253.15–303.15 K, and a Pt100 thermocouple (JM6081) supplied by Jiangsu Hongbo
machinery manufacturing co. LTD (Nantong, Jiangsu, China) with uncertainties of ±0.1 K is employed
to measure the temperature.

 
Figure 1. Schematic of experimental apparatus.

The gas component is determined by an Agilent 7890A gas chromatograph (GC, Agilent
Technologies Inc., Palo Alto, CA, USA). The experimental CH4 gas with a purity of 99.9% and
39.9% CO2 +60.1% H2 gas mixture were supplied by Foshan Huate Gas Co., Ltd. (Foshan, China). The
deionized water with the resistivity of 18.25 mΩ cm−1 is produced with an ultra-pure water machine
from Nanjing Ultrapure Water Technology Co., Ltd. (Nanjing, China).

The Raman spectra are obtained from on a LabRam Raman spectrometer (Jobin Yvon, Paris, France)
with a 50 times tele lens and a single monochromator of 1800 grooves/mm grating and a multichannel
air-cooled charged-coupled device (CCD) detector. In addition to this, the Raman spectrometer uses
an Ar-ion laser source, which emits a 532 nm line with a power of 100 mW. The silicon (Si) crystal
standard of 520.7 cm−1 is employed to calibrate the subtractive spectrograph.

163



Energies 2020, 13, 1017

The XRD patterns are recorded at 193 K on a D/MAX-2500 device (Rigaku, Tokyo, Japan) using
graphite-monochromatized Cu Kα1 radiation (λ = 1.5406 Å) in the θ/2θ scan mode. The XRD
experiments are carried out in step mode with a fixed time of 3 s and a step size of 0.03◦ for 2θ = 10–60◦
for each hydrate sample.

The gas component in the collected gas samples and the final dissociated gas was analyzed on an
Agilent 7890A GC (Agilent Technologies Inc., Palo Alto, CA, USA), equipped with a flame ionization
detector (FID) and thermal conductivity detector (TCD). Besides that, the gas samples are detected with
the method of uniform heating from 298.15–523.15 K, and H2 (30 mL/min) is used as combustion gas, air
(400 mL/min) is used as combustion-supporting gas and helium (25 mL/min) is used as make-up gas.

2.2. Procedure

Deionized water (60 mL) is injected into the reactor, followed by cooling down the system to
274.15 K and removing the air in the gas phase by injecting CH4 gas continuously into the water from
the bottom of reactor at a system pressure of 1.0 MPa, and after that the system is pressurized to
4.5 MPa. During the CH4 hydrate sample preparation period, the intake of CH4 gas and the agitation
of the deionized water are maintained so that the injected CH4 gas could dissolve well in the water and
the experimental CH4 hydrate sample forms evenly in the water phase. About five days later, once
there is no water in the reactor as determined by Raman analysis, the CH4 hydrate formation reaction
is deemed finished. Hereafter, the simulated IGCC syngas of 39.9% CO2 and 60.1% H2 gas mixture is
injected into the reactor from bottom of reactor, and the CH4 gas above the hydrate is discharged at the
same time under the stable pressure of 4.5 MPa. Once the CH4 in gas phase is lower than 2%, the outlet
valve is shut off and then the gas mixture of CO2 and H2 gradually displaces CH4 from the hydrate.
In the process of the replacement, the composition of the gas phase, gas-hydrate interface and the
hydrate phase are determined through Raman spectroscopy every 24 h, and the component of the gas
phase is also determined through GC analysis. At the end of replacement process, the hydrate is dealt
with liquid nitrogen and the gas phase is removed, then the reactor is placed at room temperature for
dissociation of the hydrate. Meanwhile, one same replacement reaction is conducted in another same
reactor and at the end of the replacement process the hydrate is took out for powder XRD detection.
These two experiments are labeled as experiment 1.

In addition to that, another two experiments, which are labeled as experiment 2, were conducted
under the same conditions as above method, except for the fact the hydrate formation and the
replacement processes are carried out at 6.0 MPa.

3. Results and Discussion

For monitoring the changes of the hydrate phase and gas phase during the replacement process,
three fixed points are selected for Raman detection as point “A” in the hydrate phase, point “B” at the
interface of gas phase and hydrate phase and point “C” in the gas phase.

After the formation of pure CH4 hydrate, the Raman spectra and powder XRD pattern are obtained
and shown in Figure 2. As shown in Figure 2a, all the hydrate samples have the representative Raman
peaks of sI hydrate. The strong peak at 2905 cm−1 and relatively weak peak at 2915 cm−1 with the
intensity ratio of 3:1 are attributed to the C-H symmetric stretching vibration of CH4 molecules in large
cages and small cages of sI hydrate, respectively. The peak at 2917 cm−1 which is detected in the gas
phase is attributed to C-H symmetric stretching vibration of CH4 gas. In addition, the powder XRD
pattern of the hydrate samples are shown in Figure 2b, it can be seen that the hydrate samples show all
peaks of the sI hydrate and little ice Ih. It can be concluded that all the formed hydrates are sI hydrates.
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Figure 2. The Raman spectra for point “A”, “B” and “C” (a) and powder XRD pattern for experiment 1
and 2 (b).

Once the water is fully converted into hydrate, the gas is quickly replaced by CO2/H2 under the
same temperature and pressure conditions. During the process of replacement, the component changes
in hydrate phase, gas-hydrate interface are determined by in situ Raman every 24 h until the intensities
of Raman peaks obtained from point “A” show no changes.

Figure 3 shows the changes of Raman spectra of CO2 hydrate at point “A” during the replacement
process for both experiments, and the picture a and b represent the low pressure (4.5 MPa) and high
pressure (6.0 MPa) experiments, respectively. The Raman peaks at 1277 and 1380 cm−1 correspond to
the C = O stretching vibration and bend vibration, respectively. Because of Fermi splitting, we cannot
judge which cages are occupied by CO2. It can be seen that the Raman peak intensity corresponding
to CO2 hydrate increases gradually for both low and high pressure experiments, but the growth rate
for low pressure experiment is larger than that for high pressure experiment. The possible reason
is that the partial pressure of CO2 in the gas mixture of the low pressure experiment (1.8 MPa) is
lower than that of high pressure experiment (2.4 MPa), bringing about the smaller driving force of
CO2 molecule in low pressure experiment, resulting in the retard of CO2 hydrate formation. On the
contrary, the driving force of the CO2 molecules in the high pressure experiment is large enough to
form CO2 hydrate, and the formed CO2 hydrate covers the CH4 hydrate and impedes the gas mixture
from contacting CH4 hydrate.

Figure 3. The Raman spectroscopy change of CO2 hydrate at point “A” for experiment 1 (a)
and experiment 2 (b), where the 1d, 2d, 8d represent the first, the second, the eighth day of the
experiment process.

For the same smaller driving force reason more and more water results from the decomposition of
the hydrate phase and is carried by the gas mixture up to the interface of the gas phase and hydrate
phase in the low pressure experiment, and the more CO2 hydrate is formed at the interface, as shown
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in Figure 4. The Raman peak of CO2 hydrate for low pressure experiment increases faster than that
for high pressure experiment, and finally, a stronger intensity of peak for low pressure experiment is
obtained. Furthermore, it can be observed that there is significant water phase at the interface between
gas phase and hydrate phase. However, a similar phenomenon has not been observed for the high
pressure experiment in which the presence or not of the water from decomposition of hydrate can
only be determined by in situ Raman, as shown in Figure 5, where the pictures a and b show the
photo of vessel at the first and sixth day of replacement reaction of low pressure experiment, and the
pictures c and d show the Raman peak change between 3100 and 3500 cm−1 which is attributed to O-H
symmetric stretching vibration of H2O molecules during the replacement reaction of high pressure
experiment [36].

  
Figure 4. The Raman spectroscopy change of CO2 hydrate at point “B” for experiment 1 (a)
and experiment 2 (b), where the 1d, 2d, 8d represent the first, the second, the eighth day of the
experiment process.

  

 

Figure 5. The picture of vessel at the first (a) and sixth (b) day of replacement reaction for experiment 1,
and the Raman peak change between 3100 and 3500 cm−1 during experiment 2 (c,d).
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It can be seen that the Raman peak shows sharp appearance at about 3160 cm-1 and short
appearance at about 3400 cm−1 which are attributed to O-H symmetric stretching vibration of H2O
molecules in sI hydrate, then along with the replacement progress the peak appearance changes to
low peak at 3200 cm−1 which is attributed to Fermi resonance between O-H stretch and bending
mode of H2O molecules in water phase, and high peak at 3400 cm−1 which is attributed to the O-H
symmetric stretching vibration of H2O molecules in water phase. This observation strongly verifies
the decomposition of hydrate during the replacement process, though the degree of decomposition is
different between low pressure experiment and high-pressure experiment. The presence of water from
decomposition of hydrate phase may improve the permeability of hydrate phase and gives one reason
for the higher CH4 recovery yield in the low-pressure experiment.

During the replacement process, when the CH4 hydrate is attacked by the CO2/H2 gas mixture,
the hydrate lattice is decomposed and then the water from the decomposition of CH4 hydrate forms
CO2 hydrate with the CO2 gas molecules, so the amount of CH4 hydrate at monitoring point “A”
gradually decreases to a certain extent, as shown in Figure 6, which represents the changes of Raman
spectra of CH4 hydrate at point “A” during replacement process for both low and high pressure
experiments. As can be seen that the Raman peaks of CH4 hydrate gradually decrease during the
replacement process, and the drop rate in the low pressure experiment is higher than that in the
high pressure experiment, and the result is consistent with the rule of the increase of CO2 hydrate in
the Figure 3, where the increment of Raman peaks for CO2 hydrate in low pressure experiment is
higher than that in high pressure experiment. Apart from this, another result that can be seen from the
picture b in Figure 6 is the changes of ratio of Raman peak intensity at 2905 cm−1 to that at 2915 cm−1

in the high pressure experiment. As known that the peak at 2905 cm−1 represents the CH4 molecules
in large cages of sI hydrate and the peak at 2915 cm−1 stands for the CH4 molecules in small cages.
During the high pressure replacement process, the intensity ratio of peak at 2905 cm−1 and peak at
2915 cm−1 changes gradually from premier 3:1 to final 2:1 and this decreasing ratio demonstrates that
the replacement reaction only conducts in the large cage of the sI hydrate. The reason for this result
may be the fast formation of CO2 hydrate at the interface between gas phase and hydrate phase limits
the injected gas mixture further contacting CH4 hydrates.

  
Figure 6. The Raman spectroscopy change of CH4 hydrate at point “A” for experiment 1 (a)
and experiment 2 (b), where the 1d, 2d, 8d represent the first, the second, the eighth day of the
experiment process.

For preventing the released CH4 from forming mixed hydrate with CO2 gas, the gas injection and
simultaneous discharge of gas mixture is conducted every 24 h, following the Raman detection, to
decrease the CH4 component concentration to less than 2% again, and the gas samples are collected at
the beginning and end of the ventilation process and analyzed by gas chromatography. The results
are shown in Table 1 and the data in Table 1 is plotted in Figure 7. It can be seen that in the low
pressure experiment the CH4 component concentration increases from less than 2% to 18.60, 17.18,
and 7.48 mol% respectively in the first 3 days and tends to remain unchanged in the next 5 days
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till stabilizes at 1.0 mol% in the last 2 days. However, in the high-pressure experiment, the CH4

component concentration only increases from less than 2% to 9.71 and 7.67 mol% in the first 2 days
and the increment tends to remain unchanged in the following days till stabilizes at 0.5 mol% in the
last 2 days. What should be noted is that the CO2 percent decrement is a little larger than the of CH4

percent increment in both experiments. This result could be attributed to the decomposition of CH4

hydrate and the new formation of CO2 hydrate, as well as the low-pressure experiment shows a greater
extent of decomposition of CH4 hydrate than the high pressure experiment.

Table 1. The increment of CH4 fraction and the decrement of CO2 fraction in the collected gas samples
in experiment 1 and experiment 2.

Time

Item
1d 2d 3d 4d 5d 6d 7d 8d

CH4 Increment in
Experiment 1 18.60 17.78 7.48 3.10 2.80 1.53 1.03 1.04

CO2 Decrement in
Experiment 1 19.40 18.28 8.29 4.76 3.5 2.03 1.81 1.79

CH4 Increment in
Experiment 2 9.71 7.67 3.34 2.85 1.81 2.03 0.63 0.57

CO2 Decrement in
Experiment 2 10.14 8.24 3.45 2.94 2.05 2.11 0.62 0.61

Figure 7. The increment of CH4 fraction and the decrement of CO2 fraction in the collected gas samples
in experiment 1 and experiment 2.

When the Raman peak intensity of CH4 hydrate and CO2 hydrate at the point “A” and “B” show
no changes and the CH4 percent increment in the collected gas samples is less than 0.5, the replacement
process is considered finished. Thereafter, the vessel is cooled with liquid nitrogen and the gas
phase is withdrawn quickly by a vacuum pump, then the vessel is placed in the atmosphere for
dissociation of the hydrate phase and the gas samples of decomposed hydrate phase are detected
by gas chromatography. The gas chromatography results of the gas from decomposition of the final
hydrate are shown in Table 2. As seen, the CH4 residues in the hydrate phase after replacement process
are 29.29% and 67.76%, indicating that the CH4 recovery rates are 70.21% and 32.24% for low pressure
experiment and high-pressure experiment, respectively. Also, the same low-pressure experiment
and high pressure experiment are conducted, the final hydrate phases are removed from vessel and
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detected by powder XRD to determine the structure of the hydrates. The powder XRD patterns of the
hydrates are shown in Figure 8, the peaks with blue arrows are attributed to the cubic crystal system
which represents the sI hydrate. It can be concluded that the hydrate structure has no change during
the replacement. In both low and high pressure experiments, there is no presence of H2 in hydrate
phase on the basis of Raman results, thus it can be concluded that the H2 molecules does not occupy
cages of the hydrate, they may only play a promotion role during the replacement process. Comparing
with the results obtained previously, where the replacement process of CH4 hydrate is conducted
with gaseous CO2, the obtained CH4 recovery efficiency was 50%. Due to the adding of H2, the CH4

recovery efficiency was increased from 50% to 70.29%, it could be referred that the stability of the cages
is broken and the CH4 molecules in the cages could spilled over when the H2 molecules contact with
the hydrate lattices. However, the lattices could form again once CO2 molecules step into the cages.
The higher CH4 yield for the low pressure experiment is due to the lower driving force of CO2 in the
gas mixture, and thus the disturbed hydrate lattices resulting from the connection of hydrate with H2

molecules could not occupied by CO2 molecules in good time, which causes the decomposition of
hydrate. However, during the high-pressure replacement process, the CO2 molecules can occupy the
disturbed hydrate cages for the high CO2 partial pressure, and the hydrate lattice stabilizes again.

Table 2. Gas compositions in the dissociated gases after the completion of replacements for experiment
1 and experiment 2.

Experimental Runs
Experiment 1 Experiment 2

CH4 CO2 CH4 CO2

Run 1 28.63 71.37 67.88 32.12
Run 2 29.94 70.06 67.64 32.36
Avg. 29.29 70.71 67.76 32.24

θ / ο

Figure 8. The PXRD pattern of gas hydrate phase after replacement process of experiment 1 and
experiment 2.

4. Conclusions

The replacement of CH4 from CH4 hydrate with a gas mixture of CO2/H2 at the low pressure of
4.5 MPa and the high pressure of 6.0 MPa are investigated. The experimental results show that the
CH4 yield for the low-pressure experiment is 71% and the value for the high pressure experiment is
32% and H2 molecules are not present in the final hydrate phase after the two replacement processes.
Water appears obviously during the low-pressure experiment and the water from decomposed hydrate
phase is not obvious during the high pressure experiment.
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Abstract: This study examined the use of waste plastic oil (WPO) combined with biodiesel as an
alternative fuel for diesel engines, also commonly known as compression ignition engines, and focused
on comparison of the basic physical and chemical properties of fuels, engine performance, combustion
characteristics, and exhaust emissions. A preliminary study was conducted to determine the suitable
ratio for the fuel blends in consideration of fuel lubricity and viscosity, and these results indicated that
10% biodiesel—derived from either palm oil or castor oil—in waste plastic oil was optimal. In addition,
characterization of the basic properties of these fuel blends revealed that they had higher density and
specific gravity and a lower flash point than diesel fuel, while the fuel heating value, viscosity, and
cetane index were similar. The fuel blends, comprised of waste plastic oil with either 10% palm oil
biodiesel (WPOP10) or 10% castor oil biodiesel (WPOC10), were selected for further investigation
in engine tests in which diesel fuel and waste plastic oil were also included as baseline fuels. The
experimental results of the performance of the engine showed that the combustion of WPO was
similar to diesel fuel for all the tested engine loads and the addition of castor oil as compared to palm
oil biodiesel caused a delay in the start of the combustion. Both biodiesel blends slightly improved
brake thermal efficiency and smoke emissions with respect to diesel fuel. The addition of biodiesel to
WPO tended to reduce the levels of hydrocarbon- and oxide-containing nitrogen emissions. One
drawback of adding biodiesel to WPO was increased carbon monoxide and smoke. Comparing the
two biodiesels used in the study, the presence of castor oil in waste plastic oil showed lower carbon
monoxide and smoke emissions without penalty in terms of increased levels of hydrocarbon- and
oxide-containing nitrogen emissions when the engine was operated at high load.

Keywords: waste plastic oil; biodiesel; castor oil; emission; diesel engine

1. Introduction

The demand for and consumption of energy is expected to increase, especially for fossil fuels.
In Thailand, fossil fuels, also known as conventional energy, are widely used in various forms of
transportation and industrial plants because of their convenience and ability to provide a high heating
value. Fossil fuels are a nonrenewable resource which continues to be used by humans, with demand
steadily increasing. Thus, these fossil fuels will soon be entirely consumed. For this reason, many
countries are beginning to rely more on alternative energy or renewable energy sources.

Thailand still lacks any significant alternative sources of energy. Moreover, it produces insufficient
energy to meet the demand, resulting in the import of over 49% of its consumed energy in 2017 [1].
The value of crude oil and imported petroleum products in Thailand increased by 39.8% and 23.0%, in
2016 and 2017, respectively, due to the higher oil demand. Thailand has mainly imported crude oil
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from Middle Eastern countries. In Thailand, the share of energy from renewable sources is expected
to increase steadily. To increase this share and reduce primary energy consumption, waste plastic
oil has been proposed as a new option for use in transportation. While there is less demand for
transportation energy, this initiative represents a move toward the direction of diversification of fuels
through energy conversion technologies. It also focuses on using oil from plastic waste in diesel
engines. Plastic waste is a petroleum waste that comes from both household and industrial sectors,
leading to a large amount of plastic waste. These wastes require hundreds of years for decomposition
and are a burden to manage. Most plastic is recycled using mechanical recycling, while only 2% of
chemicals are recycled [2]. Generally, the waste management process that is currently popular is the
landfill method, which normally requires a lot of landfill space and has an impact on the environment,
resulting in soil pollution.

Plastic waste is composed of hydrocarbons, which are the main component of conventional fuels.
This raises the possibility of recycling these plastic wastes through their conversion into fuel. Products
can also be obtained from the production process, in addition to being used as an energy source similar
to conventional fuels. It is also able to provide environmental benefits in terms of waste management
for maximum benefits and reduction in the amount of plastic waste, reduced plastic waste disposal,
and also minimizing the problem of finding places for garbage landfills. The use of plastic waste as a
renewable energy feedstock also helps in mitigating the energy crisis.

Several studies have investigated the use of waste plastic oil in diesel engines as an alternative
fuel. Waste plastic pyrolysis oil has properties that are similar to diesel fuel, including the heating
value, density, and cetane index, and can be used as a substitute for diesel fuel [3]. The literature
also shows that diesel engines use waste plastic oil to provide stability in performance and a similar
efficiency [4]. The different types of plastics are also basically impacted by their different compositions.
Recent studies have shown that the oil product of HDPE (high-density polyethylene), mixed with
LDPE (low-density polyethylene), has a higher heating value than LDPE, PP (polypropylene), and
HDPE alone. It was revealed that LDPE produces the highest yields [5]. Waste plastic oil has also
been studied with regard to engine power, and it was found that there was no significant difference
from diesel fuel [6]. The thermal efficiency of waste plastic oil was higher when compared to diesel
fuel [7,8]. However, one study examined the exhaust emissions of a four-cylinder, direct-injection
diesel engine running on diesel blended with different ratios of waste plastic oil and found that the
amount of nitrogen oxides increased because of the longer ignition delay [9] and that there was greater
hydrocarbon emission in comparison to diesel fuel [10].

In addition, it is expected that biodiesel will be used as a renewable energy source in the energy
transportation sector. A great deal of research supports the use of biodiesel as a suitable alternative in
replacing diesel fuel. The presence of oxygen in fuel molecules is expected to result in cleaner biodiesel
combustion, leading to improvements when considering emission. However, there are only a few
reports on the use of biodiesel mixed with waste plastic oil. For example, Ramesha et al. [11] reported
that B20 algae biodiesel blended with waste plastic oil can be a suitable fuel for diesel engines. The
waste plastic oil-biodiesel blend showed an increase of 16% in brake thermal efficiency with respect to
diesel engines. Additionally, the carbonaceous gas emissions, including hydrocarbons and carbon
monoxide, were decreased, but nitrogen oxides slightly increased, as compared to diesel fuel. In the
study by Senthilkumar et al. [12], waste plastic oil was mixed with Jatropha biodiesel for diesel engines.
The brake thermal efficiency and brake specific fuel consumption of the waste plastic oil-biodiesel blend
were higher than the waste plastic oil. The hydrocarbon and carbon monoxide emissions decreased
when waste plastic oil was blended with Jatropha biodiesel.

In the present work, waste plastic oil-biodiesel blends were used as an alternative fuel in a diesel
engine without any engine modifications. The selected biodiesels were produced from castor oil and
palm oil through a transesterification process and were then blended with waste plastic oil. Palm is an
important economic crop and main feedstock for biodiesel production in Thailand. To avoid the use
of edible feedstock, castor oil was considered because of its benefits of high oxygen content in fuel
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molecules and excellent fuel lubricity. These properties are attributed to the presence of ricinoleic acid,
which is the main component of castor oil [13]. The oxygen in the fuel molecules contributes to better
combustion processes in terms of emissions. In this study, we evaluated the effect of biodiesel addition
to waste plastic oil in terms of basic physical and chemical fuel properties of the resulting fuel mixture,
mainly focusing on fuel lubricity and viscosity, engine performance, combustion characteristics, and
exhaust gas emissions of a single-cylinder diesel engine. In the section of combustion characteristics,
basic parameters comprised of in-cylinder pressure and crank angle were recorded during the engine
test. After that, heat release rate of test fuels was calculated on the basic principles of the first law of
thermodynamics, which the specific heat ratio was calculated based on the in-cylinder pressure and
combustion chamber volume through the assumption of polytropic process.

2. Materials and Methods

As part of this research, some physical and chemical properties of test fuels were determined.
Experimental tests were carried out on a single-cylinder diesel engine (model Kirloskar TV1 with
product code 240PE). The engine was connected to an eddy current dynamometer to simulate the load
and was tested at a constant speed of 1500 rpm under variable load conditions, i.e., low, medium,
and high load conditions (25%, 50%, and 75% of the maximum torque). The gas detector was used to
determine the levels of carbon monoxide (CO), nitrogen oxides (NOX), hydrocarbon (HC), and smoke.
The fuel consumption of the engine was tested by adjusting the load of the diesel engine. Therefore,
the scope of this research project was limited to the following:

• To find a suitable ratio of the fuel blend by mainly considering fuel lubricity and viscosity; the fuel
blends were prepared at various ratios, i.e., 0%, 5%, 10%, and 15% (by volume) of the biodiesel to
the waste plastic oil.

• To test the suitable fuel blends with a single-cylinder diesel engine without any engine
modifications. The objective of this test was to evaluate engine performance, combustion
characteristics, and exhaust emissions.

2.1. Materials

In this experimental investigation, waste plastic oil (WPO) was used as the main fuel, whereas the
other fuels included castor oil methyl ester (COME) and palm oil methyl ester (POME) as components
for blending with WPO. The diesel fuel was commercial diesel fuel (B7) containing 7% biodiesel,
according to the department of energy business in Thailand. The waste plastic oil used in this research
project was produced from waste plastic by the pyrolysis method. The pyrolysis process is a chemical
process of heating that decomposes plastics in the absence of oxygen. The master plant that processes
waste plastic to oil is located at Suranaree University of Technology.

2.1.1. Waste Plastic Oil

The raw materials used in this study were from plastic waste, such as plastic waste bags collected
from waste in Suranaree Subdistrict, Nakhon Ratchasima, Thailand. The composition of these plastics
includes polyethylene (PE) and polystyrene (PS) and about 70% was contaminated organic matter. The
waste plastics obtained from mechanical biological treatment (MBT) were processed into raw materials
using an agglomerator, which processed the plastic into small pieces that could be continuously
fed into the oil processing plant. The waste plastic oil was recycled using pyrolysis and did not
undergo distillation.

The pyrolysis process involves the breakdown of large molecules into smaller molecules by
chemically decomposing organic matter through heating in an oxygen-free environment. Waste plastic
is processed to maintain a temperature of 300–350 ◦C inside the reactor, where the waste plastic is then
vaporized and the outlet gas condensed through the condenser unit at this high temperature. The
obtained liquid was taken as fuel, and this process happened constantly in converting the waste plastic
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back into usable oil. All gases from this process were treated before being released into the atmosphere.
The exhaust gas was treated through scrubbers and chemical treatment for neutralization. From the
pyrolysis process, the following output products were collected: Waste plastic oil (70%), gas (10%), and
solid (20%), with values based on the weight of the input. The plastics yielded approximately 600 L
per ton.

2.1.2. Production of Castor Oil Biodiesel and Palm Oil Biodiesel

The experimental work was carried out in a laboratory at Suranaree University of Technology.
Castor oil was used in the transesterification process to convert castor oil into castor oil methyl ester.
Methanol and potassium hydroxide (KOH) catalyst were used for the reaction. The reaction was
carried out using methanol and castor oil in a 9:1 molar ratio with 0.5% KOH (by weight of oil). The
KOH was first dissolved in methanol and was then mixed with the castor oil. This mixture was heated
and stirred using an electric heater and a magnetic stirrer. The reaction was carried out at a constant
temperature of 50 ◦C for about 120 min. Then, the mixture was poured into a separating funnel to
separate the methyl ester of castor oil and glycerol. The layers were separated and were allowed to
settle for a minimum period of 8 h, with glycerol at the bottom layer and the ester at the top layer. The
castor oil methyl ester was then washed with water to remove any traces of methanol or potassium
hydroxide that was not reacted. The castor oil methyl ester was heated to 120 ◦C for moisture removal.

However, palm oil was also used with methanol and potassium hydroxide (KOH) in the reaction.
The reaction was carried out by taking methanol and palm oil in a 12:1 molar ratio and 2% KOH
(according to the weight of the oil). KOH was dissolved in methanol and this mixture was then mixed
with palm oil. This mixture was heated and stirred using an electric heater and a magnetic stirrer. The
reaction was carried out at a constant temperature of 60 ◦C for about 30 min. Then, the mixture was
poured into a separating funnel to separate the methyl ester of the palm oil and glycerol. The layers
were separated and allowed to settle for 24 h, with glycerol at the bottom layer and the ester at the
top layer. The palm oil methyl ester was then washed with water to remove any traces of methanol
or potassium hydroxide that was not reacted. The palm oil methyl ester was heated to 120 ◦C for
moisture removal.

2.2. Gas Chromatography Analysis

The column for GC–MS analysis was a DB-wax capillary column (60 m length × 0.25 mm inner
diameter, 0.25 μm film thickness). Helium was used as a carrier gas with a constant flow rate of
1.0 mL/min. The oven temperature was programmed to operate from 70 ◦C to 250 ◦C, with the initial
temperature of 70 ◦C that was held for 3 min, followed by a rate of heating of 3 ◦C/min to a temperature
of 180 ◦C and then a rate of 10 ◦C/min to a final temperature at 250 ◦C, which was held for 25 min. The
inlet was held at 250 ◦C with a split ratio of 20:1. The injection volume was 1 μL per sample. The mass
spectrometer was scanned from mass to charge ratio (m/z) of 35 to 550 with the source at 250 ◦C.

2.3. Experimental Setup

An experimental investigation was tested to evaluate and compare the results obtained for the use
of different types of test fuels. This study aimed to investigate the effect of waste plastic oil blended
with biodiesel on engine performance and the emission of a single-cylinder diesel engine. WPOC10
and WPOP10 were selected for experimental comparison based on initial experiment data regarding
the lubrication and viscosity of the blended fuels, whereby 10% biodiesel and 90% waste plastic oil was
determined to be the optimal ratio for further testing in the engine. The total number of samples was
four test fuels (using either WPOC10, WPOP10, WPO, diesel), which were prepared for testing with
the equipment and measuring tools used in the laboratory as follows: A four-stroke, single-cylinder
diesel engine (Kirloskar TV1) with a water cooler system, direct injection, and a rated output power of
3.5 kW at 1500 rpm, unmodified and under different loading conditions. The engine was mounted
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on a fixed bed floor in the laboratory room and the load was applied on the engine. A picture of the
experimental setup is shown in Figures 1 and 2, and the engine specifications are given in Table 1.

Figure 1. Experimental setup for engine testing.

Figure 2. A schematic diagram of the experimental installation.

Table 1. Test engine specifications.

Engine Specification

Model Kirloskar TV1

Engine type Single cylinder, 4 stroke, Water cooler, Direct injection

Bore 87.5 mm

Stroke 110 mm

Connecting rod length 234 mm

Swept volume 661 cc

Rate output 3.5 kW at 1500 rpm

Compression ratio 12–18

Dynamometer Eddy current, Water cooler

The observation results during testing in the engine were used to evaluate the use of different fuel
blends in comparison to the commercial diesel fuel and waste plastic oil as a reference. Three repetitions
were carried out in each test to obtain the average values for analysis. The used confidence intervals
corresponded to a 95% confidence level with respect to statistical significance of the result trends.
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2.3.1. Testing by Adjusting Engine Load

Engine tests were done by loading the engine to a level that simulated the workload condition of
the engine. Three engine loading conditions (25%, 50%, and 75% of the maximum engine torque) were
chosen for engine experiments, and the engine loads were adjusted by the eddy current dynamometer,
which acted as a brake and an enabling measurement of the engine’s torque. The knob on the
dynamometer loading unit was rotated to gradually adjust the engine load to ensure that the load on
the load indicator gradually changed for each load value before the test. The experiment was performed
using various blends at different loads, from low to high loads, at a constant speed. Furthermore,
before testing the engine output with different fuels, the engine was always cleaned prior to installing
the fresh oil to ensure the new oils were tested according to the intended compositions.

The fuel consumption was measured using a burette and stopwatch to determine the change in
the fuel volume divided by the testing time. The burette with a unit of volume in mL was used to
determine the volume of spent fuel. The tests were performed by counting the time needed using a
stopwatch to determine the length of time before the fuel ran out. This required a fixed test fuel volume
in a burette of 10 mL, and this measurement was repeated three times. The determination of each
output value, such as the brake-specific fuel consumption, thermal efficiency, combustion, and amount
of gas emission, was based on recordings at each engine load change using the four tested fuels.

2.3.2. Emission Testing

In each engine test, the engine load was gradually adjusted using the knob, and the actual engine
speed was measured through encoder wheel monitoring, to measure the tested value of the exhaust
gas emission of fuel blends.

The data corresponding to the parameters of engine combustion characteristics were collected
through the signals from an in-cylinder pressure sensor and shaft encoder, both of which were
analyzed using IC Engine Soft of Apex Innovations’ software. The amount of nitrogen oxides (NOX),
hydrocarbon (HC), carbon monoxide (CO), and smoke in emissions was measured by the engine
exhaust emission analyzer using a Testo 350 Gas analyzer for CO, NOX, and HC, and a Testo 308 for
smoke by installing the equipment for the experiment, as shown in Figure 2.

The Testo 350 and Testo 308 exhaust gas analyzers were used to measure the exhaust gas. The
exhaust emission probe was placed in the tailpipe of the engine and the exhaust gas emissions were
measured. The test engine was run to idle for approximately 10 min in order to ensure the stability
of the engine before measuring the exhaust gas emissions. The Testo 350 was analyzed by using a
nondispersive infrared and electronic chemical method. Furthermore, the Testo 308 was analyzed
using the principles of absorption photometry.

3. Results and Discussions

3.1. Test Fuels

In order to improve the properties of waste plastic oil by combination with biodiesel, such as
through increasing the oxygen content in the waste plastic oil for better combustion and to improve the
viscosity and lubricity of the waste plastic oil, COME and POME were blended with waste plastic oil at
different volumetric ratios, ranging from 0% to 15%, and the basic physical and chemical properties of
the blended fuels were investigated, which mainly focused on fuel lubrication and viscosity. It can be
concluded that the presence of 10% biodiesel in waste plastic oil is the optimal ratio because the smallest
scar diameter was obtained after lubrication testing and the viscosity was within the acceptable criteria
prescribed by the standard specification for diesel fuel, as shown in Figure 3. The lubricity testing
was evaluated by a high-frequency reciprocating rig (HFRR) and was conducted according to EN ISO
12156 [14]. From the preliminary experiment, 10% biodiesel was enough to maintain the lubrication
of the blended fuel and there was no significant improvement in the lubrication of the blend when
exceeding this percentage of biodiesel in waste plastic oil. Therefore, a combination of either 10% castor
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oil biodiesel or 10% palm oil biodiesel with 90% waste plastic oil (WPOC10 and WPOP10, respectively)
was selected for further investigation in the engine test to study the effect of biodiesel addition to waste
plastic oil on engine performance, combustion characteristics, and exhaust emissions.

Figure 3. Lubricity and viscosity of biodiesel blending.

The fatty acid profile of castor oil and palm oil are summarized in Table 2, which confirms that the
most abundant fatty acid in castor oil is ricinoleic acid, comprising about 85% by weight of the total
fatty acid content, while the major constituents of palm oil are palmitic and oleic acid, at about 46%
and 37% of the weight. Palmitic acid is a fatty acid that naturally occurs in vegetable and animals, and
it is the main component of human milk fat. Furthermore, oleic acid is also the major component of
many oils and fats.

Table 2. Fatty acid composition of palm oil and castor oil.

Fatty Acid
% wt.

POME COME

Lauric C12:0 0.92 0.02

Myristic C14:0 1.28 0.06

Palmitic C16:0 46.29 1.63

Stearic C18:0 4.63 1.66

Oleic C18:1 37.07 3.85

Ricinoleic C18:1 OH - 85.6

Linoleic C18:2 8.67 6.04

Linolenic C18:3 0.03 0.43

Arachidic C20:0 0.36 0.08

Other 0.75 0.63

The physicochemical properties of fuels were carried out, based on the ASTM standards, and the
properties of the test fuels are given in Table 3.
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Table 3. Properties of the test fuels.

Properties Test Method Diesel WPO POME COME WPOP10 WPOC10

Kinematic viscosity at 40 ◦C (cSt) ASTM D445 4.19 3.76 6.46 18.61 4.11 4.29

Specific gravity at 15.6 ◦C ASTM D1298 0.828 0.825 0.875 0.910 0.830 0.845

Density at 15.6 ◦C (kg/m3) ASTM D1298 827 824 874 909 829 844

Flash point (◦C) ASTM D93 68 41 96 108 45 48

Gross calorific value (MJ/kg) ASTM D240 42.45 40.58 36.79 37.95 39.18 39.64

Cetane index ASTM D976 60.2 60.0 48.7 39.4 59.6 54.5

Characterization of Waste Plastic Oil

The waste plastic oil or pyrolysis oil used in this study was extracted from mixed plastic wastes.
The chemical compounds contained in the waste plastic oil were analyzed by gas chromatography–mass
spectrometry (GC–MS), using a gas chromatograph Agilent 7890A coupled to a mass spectrometer
Agilent 7000B. The results of the GC–MS analysis of waste plastic oil and diesel are presented in
Figure 4, and it is an important chemical compound contained in plastic oil and the percentage of the
area is shown in Table 4.

Figure 4. Total ion current chromatogram for: (a) Waste plastic oil and (b) diesel.

Table 4. Components identified from waste plastic oil and diesel by GC–MS analysis.

Carbon Content
% Area

WPO Diesel

C4–C11 12.85 17.56

C12–C20 74.39 73.28

>C20 12.76 9.16
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The waste plastic oil consisted of different hydrocarbons contents, which separate according to
the light and heavy fractions, from the lowest carbon atom (C4) to the highest carbon atoms (>C20) and
can be divided into three groups. The C4–C11 group represented the light fraction or gasoline, and
typical gasoline consists of hydrocarbons between five and nine carbon atoms. The C12–C20 group
represented the middle fraction or diesel. Diesel has a high percentage of carbon atoms of C16–C20 [15].
Table 4 presents the results of the comparison between fuels, and a similar trend was observed between
waste plastic oil and diesel. The waste plastic oil and diesel produced the highest C12–C20 fraction.

3.2. Engine Performance

Figure 5 illustrates the results of the brake specific fuel consumption (BSFC) of the engine for
four kinds of test fuels according to three engine-operating loads. The results showed that the BSFC
increased at the low loading (25% of the maximum torque) rather than at medium and high loading,
respectively (50% and 75% of the maximum torque). The results also showed that the increment in
the engine load seems to result in less specific fuel consumption for all the fuels [16,17]. The increase
in engine loading resulted in an increase of fuel flow rate, brake thermal efficiency, and exhaust gas
temperature while also decreasing the brake specific fuel consumption at the same time.

Figure 5. Variation of brake specific fuel consumption.

The brake specific fuel consumption was slightly increased for biodiesel-waste plastic oil. In
general, brake specific fuel consumption was found to increase when the biodiesel quantity of the
blends was increased, which was due to its lower heating value [16,18–20].

Figure 6 shows the variation of brake thermal efficiency (BTE) and engine load. Higher BTE was
obtained with the use of waste plastic oil and its blends. The addition of biodiesel tended to improve
the combustion of waste plastic oil. This may be attributed to the increase in oxygen content, due to
oxygen in the fuel molecule of the fatty acid in biodiesel, resulting in more effective combustion [20–25].
In addition, the proper lubricating properties of biodiesel may play a role in reducing the friction to
the level that the brake efficiency was enhanced from pure waste plastic oil [26,27].
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Figure 6. Variation of the brake thermal efficiency.

3.3. Combustion Characteristics

The combustion characteristics were examined as in-cylinder pressure and the rate of heat release
based on the basic principles of the first law of thermodynamics, as shown in Figure 7. It was found
that the combustion of waste plastic oil was similar to diesel fuel for all tested engine loads. The
addition of castor oil biodiesel to waste plastic oil caused a delay in the start of the combustion rather
than the addition of palm oil biodiesel. This was explained by the lower cetane number in castor
oil. Additionally, the higher viscosity of castor oil biodiesel can be used to justify the delay in the
combustion process due to the difficulty of fuel injection and the quality of fuel spray [27,28]. When
considering peak of heat release rate, it was found that a higher peak was obtained for fuel blends
with castor oil as biodiesel compared to palm oil. The accumulation of fuel volume during the longer
ignition delay, which impacted the higher peak of premixed combustion, was used to justify the higher
peak of the heat release rate obtained by the combustion of WPOC10 with respect to WPOP10 [29,30].

Figure 7. Cont.
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Figure 7. In-cylinder pressure and rate of heat release at different levels of maximum torque: (a) 25%;
(b) 50%; (c) 75%.

3.4. Emissions

From Figure 8, the blends of the biodiesel-waste plastic oil showed a disadvantage in carbon
monoxide emissions because of the higher viscosity and lower calorific value. Therefore, the combustion
temperature was lowered due to ineffective atomization of the fuel blends, leading to an increase in
carbon monoxide emissions. Comparing the two biodiesels used in this study, the presence of castor oil
in fuel blends showed lower CO emissions. Although, castor oil possesses higher viscosity than palm
oil, which can generate poor fuel atomization that results in more incomplete combustion. The higher
oxygen content of castor oil may improve the quality of the combustion and can be compensated for
by the effect of higher viscosity, leading to lower CO emissions by the addition of castor oil biodiesel to
waste plastic oil as compared to the addition of palm oil biodiesel.

From Figure 9, it can be seen that the amount of nitrogen oxide emissions increased with increasing
engine load, and the nitrogen oxide emission levels of plastic waste oil were higher compared to diesel
fuel. Comparing waste plastic oil and its blends, lower NOx emissions were found when biodiesel was
added. The reduction in the peak of the heat release in the premixed combustion phase was caused by
the combustion of biodiesel blends, which tended to attenuate the increase in combustion temperature
and did not favor NOx formation. The results of biodiesel addition were similar to diesel fuel blends
and resulted in NOX reduction, which was also observed in another study by Pumpuang et al. [22]
using blends of diesel with castor oil ethyl ester biodiesel. Considering the addition of castor oil and
palm oil biodiesel, the castor oil biodiesel blends showed higher NOx emissions than those of palm oil
biodiesel. The longer ignition delay due to the lower cetane value, caused by the addition of castor oil
biodiesel, led to a higher combustion temperature, and this can explain the higher NOx emissions
observed with the combustion of waste plastic oil blended with castor oil biodiesel.
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Figure 8. Carbon monoxide emissions.

Figure 9. Nitrogen oxide emissions.

The variation of hydrocarbons with engine loads is shown in Figure 10. Higher levels of
hydrocarbon emissions were found with the combustion of waste plastic oil with respect to diesel fuel.
However, the addition of biodiesels may have contributed to reducing hydrocarbon emissions [31]. In
the case of palm oil biodiesel, the shorter ignition delay due to the lower cetane index, in comparison
to castor oil biodiesel, can improve (reduce) hydrocarbon emissions by allowing more time for the
combustion process, resulting in lower levels of hydrocarbon emission. However, the blend with castor
oil biodiesel, containing a higher oxygen content for the same volumetric percentage when comparing
the two biodiesels, was blended with the waste plastic oil. This is expected to promote lower levels of
hydrocarbon emission compared to the blend of palm oil biodiesel. The effect of the extremely high
viscosity of castor oil, however, tended to increase the emission of hydrocarbons and could counteract
the beneficial reductions in hydrocarbon emission due to the higher oxygen content [32]. These effects
were more obviously seen at low engine operating loads where the temperature in the combustion
chamber was not high enough to vaporize all the injected fuels. Consequently, WPOC10 produced
higher hydrocarbons with respect to WPOP10.
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Figure 10. Hydrocarbon emissions.

Figure 11 shows the smoke emissions obtained by the combustion of the tested fuels. The
combustion of the waste plastic oil was evidently associated with less smoke emission than diesel
fuel. The addition of biodiesels to waste plastic oil tended to result in increased smoke emissions of
these fuel blends. This increase in smoke emissions was apparent when the engine was operated at
higher load conditions. Comparing castor oil and palm oil biodiesel, it was found that lower smoke
emissions were obtained with the use of castor oil biodiesel. The two main factors had opposing
effects on particulate matter emission, which was directly related to the smoke emissions. First, the
higher viscosity of castor oil biodiesel caused more difficulty in fuel injection. The ineffective fuel
atomization resulted in more incomplete combustion, which was related to a higher amount of unburnt
fuel, resulting in higher smoke emissions. Second, the higher oxygen content present in the castor
oil biodiesel and hydroxyl group belonged to ricinoleic acid as the primary fatty acid of castor oil
can contribute to the enhancement of combustion quality, leading to less smoke emission [33]. It was
notable that the effect of higher oxygen content may be more likely to reduce smoke emissions in this
study as a result of lower smoke emissions associated with the combustion of WPOC10 compared
to WPOP10.

Figure 11. Smoke emissions.

4. Conclusions

The effects of biodiesel addition on fuel properties, combustion characteristics, engine performance,
and exhaust emissions of crude waste plastic oil were studied. Two types of biodiesel, palm oil biodiesel
and castor oil biodiesel, were selected as components for blending with waste plastic oil. The findings
can be summarized as follows:

• Considering fuel lubricity and viscosity, the presence of 10% (v/v) biodiesel was the optimal ratio
for improving the waste plastic oil.
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• The brake thermal efficiency of the engine was slightly improved with the addition of biodiesel to
waste plastic oil.

• The addition of castor oil as compared to palm oil biodiesel caused a delay in the start of the
combustion, resulting in a higher peak of heat release rate.

• The reduction in the level of hydrocarbon- and oxide-containing nitrogen emissions was found
with the addition of biodiesel, while carbon monoxide and the smoke emissions were increased.

• Comparing the two tested biodiesels, the presence of castor oil in waste plastic oil showed lower
carbon monoxide and smoke emissions without any penalty regarding the levels of hydrocarbon-
and oxide-containing nitrogen emissions when the engine was operated at a high load.

• Future studies on engine modification, such as to the piston, injection timing, and injection
pressure, can be considered for further improvements through the reduction of exhaust emissions
by the use of biodiesel as a blend component in waste plastic oil.

Author Contributions: Conceptualization, E.S.; investigation, C.K., S.M., and N.K.; writing—Original draft
preparation, C.K.; writing—Review and editing, C.K. and E.S.; supervision, J.S. and W.A.; resources, K.W. and P.L.
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflicts of interest.

Nomenclature

BSFC brake-specific fuel consumption
BTE brake thermal efficiency
CO carbon monoxide
COME castor oil methyl ester
HC hydrocarbon
HDPE high-density polyethylene
HFRR high-frequency reciprocating rig
KOH potassium hydroxide
LDPE low-density polyethylene
MBT mechanical biological treatment
NOX nitrogen oxides
PE polyethylene
POME palm oil methyl ester
PP polypropylene
PS polystyrene
WPO waste plastic oil
WPOC10 fuel blend of 10% castor oil biodiesel and 90% waste plastic oil
WPOP10 fuel blend of 10% palm oil biodiesel and 90% waste plastic oil
GC-MS gas chromatography–mass spectrometry
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Abstract: Population growth, urbanization, and changes in lifestyle have led to an increase in
waste generation quantities. The waste management system in the Middle East and North Africa
(MENA) region is still considered an adolescent system, while developed countries have made great
progress in this field, including regulation, financing, administration, separation at source, recycling,
and converting waste to energy. At the same time, in the MENA region, the best performance of
the recycling process is around 7–10% of total waste. Nowadays, many developed countries like
Germany are shifting from waste management to material flow systems, which represent the core of a
circular economy. Also, it should be stated here that all countries that have a robust and integrated
waste management system include waste-to-energy (W-to-E) incineration plants in their solutions for
dealing with residual waste, which is still generated after passing through the entire treatment cycle
(hierarchy). Therefore, this paper illustrates the potentiality of embedding waste incineration plants
in the MENA region, especially in large cities, and addressing the economic and financial issues for
the municipalities. Cities in these countries would like to build and operate waste treatment plants;
however, municipalities do not have the sustainable investment and operating costs. The solution
is to maximize the income from the output, such as energy, recycling materials, etc. In addition,
the MENA region is facing another dilemma, which is water scarcity due to climate change, increasing
evaporation, and reduction of precipitation. This research illustrates a simulated model for a waste
incineration plant in the MENA region. The EBSILON 13.2 software package was used to achieve this
process. Furthermore, the simulated plant applies the concept of waste-to-energy-to-water, so that
not only is waste converted to energy but, by efficient usage of multi-stage flash (MSF) technology,
this system is able to generate 23 MWe of electric power and 8500 m3/day of potable water. A cost
analysis was also implemented to calculate the cost of thermal treatment of each ton of municipal
solid waste (MSW) during the life span of the plant. It was found that the average cost of treatment
over 30 years would be around US$39/ton.

Keywords: waste-to-energy; sector coupling; waste incineration; waste heat recovery in desalination;
efficiency increasing in waste incineration

1. Introduction

To attain sustainable development, the need to decouple resource consumption from economic
growth is critical. There are two levels that should be taken into consideration. First, the concept or the
term “waste management” must be transformed to “waste and resource flow management” [1]. Second,
the waste management system must not be treated as a system anymore but as a comprehensive
industrial sector. With these concepts, a new methodology has appeared that shows how waste is
a source of materials for the production of energy and goods [2,3]. The waste sector contributes to
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sustainable production with high recycling and recovery rates (circular economy), which in turn helps
to save raw materials and primary energy [4,5]. For example, in Germany, after about 30 years of
connecting these sectors there are now 68 waste incineration plants in operation with a capacity of around
20 million tons and a calorific value of around 10 MJ/kg [6,7]. This means there is 200 × 109 MJ of energy
to be harvested. Therefore, waste represents a source of energy, which should be used and recovered.
The incinerators are divided according to the energy content of the waste, as shown in Figure 1.

 

Figure 1. Distribution of waste incineration plants in Germany according to heat content, adapted from
the German Environment Agency report [2,7].

In the Middle East and North Africa (MENA) region, 95% of municipal waste goes to landfills
without any pre-treatment process. It is recognized to have a high organic content of about 50% and this
leads to an increased water content in the composition of mixed municipal waste [8,9]. Furthermore,
the waste management system in the MENA region suffers from many problems, including lack
of secured financial support (economic problems), formulated laws, instructions, and professional
organized systems. For example, separation at source is a very important technique, and it must
be implemented in waste management in developing countries; here, some barriers appear, as the
infrastructure of the cities and municipalities are not able to embed such a concept.

Around 18 countries in the region (Egypt, Algeria, Bahrain, Iraq, Yemen, Jordan, Qatar, Kuwait,
Lebanon, Libya, Morocco, Oman, Saudia Arabia, Syria, United Arab Emirates, Tunisia, Palestine) share
the same composition of waste and also the same energy content, which is approximately 6.5–7 MJ/kg.
The rate of waste generation per capita in the region is around 1–1.5 kg/day/capita [10]. This paper
shows the potentiality of recovering energy content from waste via a waste incineration plant, and can
be considered motivation to erect the first waste incineration plant in the MENA region. This research
also introduces an efficient utilization of the waste heat (steam) coming out from the power plant
as potable water generation by implementing once-through multi-stage flash (OT-MSF) technology.
The simulated power plant was achieved using the EBSILON software package, which was developed
by the STEAG Company in Germany. Many parameters were required to achieve the simulation
process, such as precise element analysis and other requirements, as shown in the next parts.

Waste management systems in the MENA region have different problems and challenges [11].
Before trying to find sustainable solutions for the waste management sector in this region, it is first very
important to state several parameters governing the final solutions and treatment. Characterization
and composition, collection methods, and existing treatment approaches represent the main aspects
that should be taken into consideration to verify the optimum treatment for the daily generated waste.
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The real situation in the MENA region is that all countries share the same characterization and same
final treatment processes, with around 90–95% of waste going to landfill [8,12,13].

In developed countries, for example in Germany, the waste management system involves many
streams of treatment [7] to reduce the amount of waste sent to landfill as much as possible. The main
ideas behind these kinds of treatment are protecting our environment, harvesting the huge amount of
energy existing in waste (by incineration), and reducing the amount of waste sent to landfill in order to
increase the life span of the landfills and ensure that only unusable materials are sent there.

At the core of this research is a need to answer several important questions: Which treatment
process can be used after materials have been recycled many times? What about unrecyclable materials,
hazardous waste, or mixed waste (most common in the MENA region)?

It can be concluded that there is a persistent need for waste incineration plants in the MENA
region. As mentioned before, although developed countries have different processes to handle daily
generated waste, they also use a thermal treatment technique (waste incineration).

According to the above-mentioned information, it can be concluded that a waste incineration plant
represents the optimum treatment process, especially in the case of the MENA region where a huge
amount of the waste, more than 50%, is organic in composition [10,12], as shown in Figure 2. Landfill
is currently the only main treatment process, due to an absence of legislation and a comprehensive
management system. It should be restated here that waste incineration is capable of reducing waste
volume by more than 75% [14]. In this paper, a software model has been built to simulate a waste
incineration power plant in the MENA region. Jordan has been used as a case study for this model.

 

Figure 2. Waste composition in the Middle East and North Africa (MENA) region [9].

2. Materials and Methods

This section clarifies the methodology of the research and all required data, technical information,
and assessments which have been included and used in the EBSILON model, where this research deals
with three sectors: waste management, water scarcity, and power production.

2.1. Waste Composition in Jordan as a Case Study in the MENA Region

Waste fractions or composition is a very important factor for the experts and decision makers
to understand when trying to find solutions for waste management and facing existing problems.
Many studies have analyzed the divisions and fractions forming municipal solid waste (MSW) [15].
It should be noted here that the vast majority of analysis studies in this field have studied MSW, which
is the most concerning source of waste all over the world. Jordan was selected as a representative
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case study for MENA region countries for many reasons: first, availability of data, second, Jordan is a
strategic partner to the German Federal Ministry for Economic Affairs and Energy, and third, Jordan
was ranked second in the world for water scarcity [10]. In Jordan, 90–95% of the MSW generated
is going to landfill. The main problem with landfills is that they are unsanitary, and they affect the
water aquifers, which are considered the main sources of water in Jordan. Furthermore, Jordan is
a non-producing country in terms of energy, with 96% of its energy supply in the country being
imported [10,16,17].

Considering all of that, the waste management sector in Jordan should be developed using a
sustainable solution to overcome all these challenges. A waste incineration plant represents one of
the potential solutions to these problems and could convert MSW in Jordan into two sources: energy
(power) and water. The waste divisions of MSW in Jordan are shown in Table 1. The high proportion
of organic waste (approximately 50%), seen in the MSW of many developing countries, such as Jordan,
has a high-water content. The huge amount of water is the main obstacle faced by a waste power plant,
it lowers the recovery of materials and decreases the energy content of the matter (lower calorific value
(LCV)). The LCV is the core of the combustion process inside the combustion chamber, thus conserving
a high ignition value requires a higher calorific value.

Table 1. Waste fraction divisions in Jordan [18].

Fraction Percentage (%) Fraction Percentage (%)

Organic 50–60 Metals 2–4

Plastics 10–15 Glass 2–4

Paper/cardboard 10–14 Wood and garden waste 1–2

Other (e.g., hygiene products) 5–10 Textiles 1–2

Du Long’s Approximation was used to evaluate the heat and governing coefficients of the chemical
elements of the volatile fraction (see Table 2). Du Long’s Approximation is an empirical method used
for essential elements of hydrocarbons (C, H, and O) that are connected with each other, as shown in
Equation (1) [19]:

Q = 14,406 C + 67,276 H2 − 6187 O2 + 4142 S + 2433 Cl2 − 1082 N2 (1)

Table 2. Elementary analyses of the composition of raw waste in Jordan.

Parameter Symbol Unit Value

Water content W % 60

Total solids content TS % 40

Fuel ash A % of TS 15

Carbon C % of TS 46.0

Hydrogen H2 % of TS 6.5

Oxygen O2 % of TS 45.85

Nitrogen N2 % of TS 0.9

Sulfur S % of TS 0.2

Chlorine Cl % of TS 0.55

Because of the requirements of this model, a sample of 4 kg was collected from a more than 52 ton
heap of waste in the waste-converting station in Amman city, which receives waste from six regions,
and was considered a representative sample for Jordan. The sample was shredded and prepared for
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analysis in the laboratory. The results are shown in Table 2. As expected, the vast majority of the
fraction was the water content (around 60%), with the volatile fraction making up 40%. This 40%
includes two divisions: combustible materials and incombustible materials (ash). As shown in Table 2,
of the 40% volatile compounds, 15% is ash, which is an incombustible fraction, so the combustible
fraction which generates the heat (energy) in the flue gas is 25%. The lower calorific value was taken as
an average for the whole year, i.e., 7 MJ/kg for the raw materials.

Studies show that the average per capita production of waste is between 1 kg and 1.5 kg/day [10,18].
In the case of Jordan, around 4000 ton/day is generated in the whole country, the vast majority of this
is sent to Alghabawi landfill, which lies around 45 km east of Amman, and receives 60–70% of the
waste generated in the kingdom (Jordan), around 2800–3000 ton/day [20], and the rest is taken to other
landfills. There are presently 24 covered landfills in Jordan. The location of these landfills was not
chosen according to the international standards but according to population density, so as to serve the
largest possible number of municipalities. Apart from one landfill, the locations have not been based
on feasibility studies for proper site selection. The only exception is Alghabawi landfill of the Greater
Amman Municipality. The location of this landfill was selected after conducting an environmental
impact assessment for best site selection [21].

Thermal treatment of waste, which is often used, is the incineration of unsorted waste on a
so-called mass-burn grate. Sometimes, it is necessary to add fuel to such waste in order to increase its
temperature, which will result in more efficient combustion. Often, natural gas, coal, and wooden
biomass are used as additional fuels, particularly if the waste has not been previously dried [15].
The technology of waste combustion on a grate is a mature technology that has been used for hundreds
of years.

The primary role of waste incineration is the reduction of mass (up to 75%) and volume (up to
90%) of waste, as well as the destruction of dangerous organic compounds and pathogens [22]. There is
a long tradition of grate incineration in Europe, and extensive experience has been collected in more
than 400 operational incinerators, processing 52 Mt/year of municipal solid waste (MSW) in 2003,
which was around 20% of the total quantity of MSW [23,24].

2.2. Water Scarcity in the MENA Region

There are many reasons for the phenomenon of water scarcity in MENA countries, including
population growth, developing economies, changing lifestyles, and climate change. This region has
one of the greatest water scarcity situations in the world: it is accommodating almost 6% of the world’s
population, while getting only 2% of the planet’s renewable freshwater supply [25,26]. The average
water accessibility per capita in the MENA region is 1100 m3/year, which drops below the water
security threshold of 1700 m3/year [25]. Therefore, for the purpose of this research, it is very important
to illustrate the water situation for the vast majority of the countries in the region in terms of water
consumption and water availability, as shown in Figure 3, which highlights the water scarcity in 19
countries. As can be seen in Figure 3, the countries are divided into 11 countries with great scarcity,
like Bahrain and Kuwait where they do not have any water resources to compensate, and 8 countries
with moderate scarcity, like KSA (Kingdom of Saudi Arabia), where they have around 5 billion m3 as
surface and ground water, while the consumption is around 23.5 billion m3. Note the differences in the
scale of the figure (y-axis) due to the huge difference in the available amounts of water in the great
scarcity region and the moderate scarcity region.
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Figure 3. Water scarcity in MENA countries, (A): 11 countries with great scarcity, (B): 8 countries with
moderate scarcity (data adapted from References [27–29]).

2.3. Design Path of Waste-to-Energy-to-Water System

This section presents the pathway of the research and the configuration of the power plant as
shown in Figure 4. The whole system has been simulated using the EBSILON 13.02 software package
to achieve this work. EBSILON is the abbreviation for “Energy balance and simulation of the load
response of power generating or process controlling network structures.” It is used for engineering,
attainment, preparation, checking, and plant optimization. It allows the arrangement of individual
components, component groups, sub-systems, and complete systems within closed or open cycles.

Figure 4. Flowchart of the simulated power plant for waste incineration to produce power and potable
water (W-to-W: waste to water by using heat in the multi-stage flash (MSF) process).

This system includes three main blocks. The first one is related to the waste incineration facility,
which involves the combustion chamber (grate firing), a system for controlled and continuous input of
waste to the grate, a duct for the flue gas, and bottom tanks to assemble residual unburnable materials
(ash). There are different treatment streams for the residual ash. In developed countries, it is separated
into two fractions, metallic and non-metallic residues, where the non-metallic fraction is used in the
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buildings and streets industry, while the metallic fraction is considered as a source of metals and
represents another revenue for the facility, otherwise it can be directly converted to landfills.

The second part is the core of this system, the steam Rankine cycle, which consists of high- and
low-pressure steam turbines, a condenser, a deaerator to reduce the amount of oxygen that dissolves in
the water and to increase the life span of the boiler and decrease maintenance costs, a pre-heater to
increase the temperature of the water before it enters the boiler, harvesting thermal energy from the
flue gas, and a super-heated steam generator (boiler).

The third block includes a once-through multi-stage flash plant, the design and technical aspects
of which will be described later. This block consists of 16 stages.

An economic analysis of the cost of treatment for each ton of MSW has been calculated. The capital
and operational costs of the plant were also assessed along with the cash flow during the lifetime of
the plant (assumed to be 30 years) in terms of expenditure and income.

Finally, CO2 emissions were analyzed, to compare the emissions of the WI (waste incineration)
and landfill.

As mentioned before, the second block consists of thermo-mechanical components. The technical
properties of the main components are shown below in Table 3.

Table 3. Technical parameters for the main components in a power block.

Component Parameter Value

Steam turbine Isentropic efficiency 85%

Generator Generator efficiency 85%

Condenser Steam pressure 0.1 bar

Pump Isentropic efficiency 80%

Pre-heater Effectiveness 70%

The annual capacity of the waste incineration plant, LCV, and working hours throughout the year
are shown in Table 4 below. The table also shows the live super-heated steam temperature and pressure,
temperature of the flue gas, and steam temperatures of the extractions from the steam turbines.

Table 4. Properties of the power plant.

Parameter Symbol Value Unit

Capacity QMSW 650,000 ton/year

Working hours h 7200 h/year

Lower calorific value LCV 7 MJ/kg

Live flue gas temperature - 830 ◦C
Exhausted flue gas temperature - 150–223 ◦C

Live steam temperature (Hp turbine) - 400 ◦C
Live steam pressure (Hp turbine) - 80 bar

Live steam temperature (Lp turbine) - 120 ◦C
Live steam pressure (Lp turbine) - 2 bar

Exhausted steam temperature (Lp turbine) - 45 ◦C
Incineration process efficiency η 0.8 -

(QMSW: mass flow of MSW, LCV: Lower calorific value, Hp: High pressure, Lp: Low pressure).

MSF plants, where freshwater is separated from brine through evaporation, normally reach and
exceed 20 stages. Before the first stage, a brine heater powered by hot steam from a steam generator is
responsible for heating the liquid up to the first inlet temperature value, as shown in Figure 5. Basically,
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the higher this temperature is, the more the distillation rate rises, since a larger amount of vapor can
then be extracted from the salt water [30,31].

Figure 5. The once-through multi-stage flash process.

In the simulated power plant, there were 16 stages of the MSF process, with one pre-heater
before the stages. The capital cost of the multi-stage flash desalination process depends on different
parameters, particularly the size of the facility and the salinity and temperature of the water. Table 5
below clarifies the variations in the capital and operational costs based on data from real projects in
many different countries in the MENA region.

Table 5. Capital and operational costs for different MSF plants in different countries in the MENA region [32]
(MLD: million liters per day, O & M: operation and maintenance, KSA: kingdom of Saudia Arabia).

Plant Name and Location
Operation

Year
Size

(MLD)
Capital Cost
(US$/MLD)

O&M Cost
(US$/MLD)

Tobruk (extension), Libya 2014 13.3 1.90 0.08

Rabigh, KSA 2005 25.0 2.34 0.09

Abutaraba, Libya 2007 40.0 1.75 0.07

Zuara, Libya 2010 40.0 1.49 0.06

Layyah, United Arab Emirates 2007 47.5 1.45 0.05

Ras Al Khaimah, United Arab Emirates 2005 68.2 1.46 0.05

Sussa Derna Zawia, Libya 2009 160.0 1.34 0.05

Al Hidd, Bahrain 2008 272.0 1.18 0.03

Ras Laffan, Qatar 2010 286.4 1.28 0.04

Marafiq Jubail, KSA 2009 800.0 1.39 0.06

According to the data in References [32,33], capital costs were taken to be US$1100/m3 and
operational costs US$0.26/m3. As Jordan was chosen as a case study in this research, Aqaba city was
selected to be a candidate city for the erection of such a project. Since it lies on the Red Sea, it would be
a good source of seawater for the MSF plant.

Concentration salinity and temperature ranges used in this model are 42–46 ppt (parts per
thousand) and 24–33 ◦C, respectively [32]. Table 6 illustrates all the parameters used in the EBSILON
model to simulate the 16 stages of the MSF process. As can be seen, the salt concentration unit was
converted to mg/L, and the feed seawater temperature was calibrated to 48 ◦C. This is higher than
the original temperature of the seawater; as mentioned previously, a pre-heater was used to control
and fix the influent temperature into the plant instead of working with a variant range. This is further
discussed in the next sections.
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Table 6. Technical parameters used in the model.

Parameter Unit Symbol Value Reference of Values

Feed water flow rate Kg/s Mf 1500 Assumed

Salt concentration mg/L Xi 42,000 Literature

Feed seawater temperature ◦C Tf 48 Calibrated

Steam temperature ◦C Ts 120 Calibrated

Top brine temperature ◦C T0 93 Calibrated

Brine temperature in the last (16th) stage ◦C Tn 55 Calibrated

2.4. Economical Evaluation of the Waste-to-Energy-to-Water System

In general, cost and economic analysis include two main streams. The first one is related to
expenditure representing the investment cost, which is returnable as annual payments during the first
12–15 years of the life span of the power plant [34], and operational costs, which are continued during
the life span of the power plant as salaries of the working staff (engineers, technicians, managers, etc.),
maintenance and replacement of the components, and many other things, as will be discussed later.
The second stream is related to income, representing the income from power sales and water sales (for
this case). Then, the financial budget (cash flow) can be calculated by taking the difference between the
annual expenditure and annual income.

2.4.1. Capital Costs

Capital costs vary with respect to several dominant factors: design of the power plant, its size
(capacity), existence of the local infrastructure, and opportunities for selling energy (in terms of power
prices). This system includes the power plant (waste incineration). There is also the cost of the multi-stage
flash units to be added on to the investment. From that, the capital cost is divided into two parts:

• Waste incineration plant (W-to-E) capital costs, including the power block with 650 × 103 ton/year.
• Multi-stage flash (MSF) capital cost, with 8500 m3/day of water production.

Many studies [35,36] state the capital costs of waste incineration (WI) plants, but they vary greatly,
as the cost of a waste-to-energy power plant changes depending on different dynamic parameters,
such as plant capacity, waste composition, pre-treatment existence, and the flue gas cleaning system,
which is related to the limitations and laws of air pollution emissions in each country. According to
Reference [35], where the investment costs of all thermal treatment plants were embedded, including
WI, the investment cost (capital cost) was in the range US$400–700/ton of MSW/year. Of course,
this range is related to the capacity (annual amount of waste which would be burned in the plant)
and emission treatment technology. For this study, the capital cost of US$400/ton has been selected to
adjust and verify the economic analysis.

The last part of the capital cost analysis of the system is the investment in the water desalination
(multi-stage flash) process. The capital cost of MSF is US$1100/(m3/day). According to the specified
capacities of the waste incineration plant and water production, the initial investment for approximately
650,000 ton/year and 8500 m3/day is US$260 million and US$10 million, respectively.

To calculate the distribution of capital cost investment, Equation (2) was used:

C(t)capital = CAPEX.
ri.(1 + ri)

tdebt

(1 + ri)
tdebt−1

(2)

where:
C(t)capital is the annual distribution of the capital cost,
ri: Interest rate (%),
tdebt: Year debt (year),
CAPEX: Capital expenditure.
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2.4.2. Operational Costs

Operational costs are an important part of the economic analysis of any project, as these costs
continue through the whole life span of the power plant, whereas capital costs vanish after a few years.
For the simulated model, operational costs were very variant. In terms of waste incineration, these
costs include: salaries, maintenance costs, a flue gas cleaning system, disposal of waste materials
(since different technologies use various amounts of reagents and consequentially generate different
quantities of waste material, such as ash and various residues from the flue gas cleaning process),
and the operation of feed-water pumps and fans supplying primary and secondary combustion air [37].

Operational costs were assumed to be 10% of the total cost, including the operational costs of the
MSF system. According to the literature [35,36,38], operational costs ranged between 4% and 11%,
so for this work, they were taken to be 10%. The most variant component in the MSF operation system
is the cost of preparing the water before it enters later stages, like de-aerating and adding chemicals for
water purification [39].

The aim of this economic analysis is to show the potentiality of erecting a waste incineration
plant in the MENA region and to connect it with producing desalinated water to utilize waste heat
in an efficient pathway. Therefore, the cost for each ton of MSW to be treated in this power plant
was calculated.

The levelized cost of electricity was analyzed according to Equation (3):

LEC =

∑t Li f e
t=1

C(t)capital+C(t)operation

(1+rd)
t∑tLi f e

t=1
Eel−y

(1+rd)
t

(3)

where:
LEC: is the levelized cost of electricity,
C(t)operational: is the annual distribution of the operational cost,
rd: Discount rate (%),
E_(el-y): Annual power production (MWe/year).
The inflation rate was taken into consideration as a fixed percentage in order to show its effect on the

economic model. The equation below is to calculate the inflation through the whole lifetime of the plant:

Pn = P(1 + i)n (4)

where:
Pn: Total inflated estimated cost (US$),
P: Base estimated cost (US$),
i: Inflation rate (%).
To calculate income from power and water sales, the equation below was used:

Il = 365 Dt f AWMP (5)

where:
f : Inflation rate (%),
Il: Income for first year (US$),
Dt: Distillate water production (m3/day),
AWMP: Average water market price (US$).
Many parameters have been applied in this model, many of them were assumed and others were

found in the literature. Table 7 shows all parameters used in this model.
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Table 7. Economic parameters used in the model.

Parameter Unit Symbol Value Reference of Values

Inflation rate % f 3 Assumed

Interest rate % ri 6 Assumed

Discount rate % rd 5 Assumed

Cost of power sale US$ - 0.08 Assumed

Cost of water sale US$ - 1.2 Literature

Lifetime of the power plant years n 30 Literature

Operational hours of the power plant h/year h 7200 Literature

2.5. CO2 Emissions

Waste incineration and landfilling processes come at the last two treatment steps in the hierarchy
of waste management, with landfilling being the last option [40]. Both of these include different
emissions of greenhouse gases with variant concentrations, like NOx, CO2, CH4, and others. For the
purpose of this research, CO2 emissions were considered, as this gas is listed as a main greenhouse gas
that needs to be mitigated or recycled according to the Kyoto Protocol and the Paris Agreement [41].
The variation in emitted concentration is related to the composition of the MSW in each country,
which constitutes the element formation. Due to that, many studies gave different concentration values
of CO2 emissions for each ton of MSW for each case (landfill and incineration) [42,43]. In this work,
840 kg CO2 for each ton of MSW to be landfilled was taken and 415 kg CO2 for each ton of MSW for
waste incineration, according to References [43,44]. Unfortunately, as mentioned before, 90–95% of the
MSW in the MENA region is going to landfill, so to show the effect of that in terms of greenhouse gas
emissions, the capacity of the simulated WI power plant in this study of 650,000 ton/year has been
used in landfilling and energy recovery (WI) cases. To calculate the amount of CO2 emission:

E  =
∑
μ  Mξ (6)

where, E  is the emission concentration of the given gas, μ  , M is the mass of the waste, and ξ is the
exhaust gas volume.

3. Results

3.1. Once Through-Multi Stage Flash Performance

In this section, the results of the water plant are illustrated. The simulated facility was able to
produce 23 MWe and 8500 m3/day of distillate water. With regard to the OT-MSF part of the process,
the results show that the temperature of top brine (T0) reached its maximum value at the first stage
(around 91 ◦C), then started to decrease in each stage within a rate of 2 ◦C, as the temperature dropped.
It eventually dropped to 55 ◦C in stage 16, as shown in Figure 6. A pre-heater was also erected after
stage 16 to increase and moderate the temperature of intake seawater, which ranged from 24 to 33 ◦C,
as mentioned before. The temperature of intake seawater was increased from 48 ◦C in stage 16 to
around 84 ◦C in stage 1 before entering the brine heater.

In terms of mass flow rate, distillate water was accumulated stage by stage, as presented in
Figure 7. At stage 1, the amount of condensed water in the gathering tray was around 3 kg/s, at stage
2, it became 6.3 kg/s, and at stage 16, it was around 97 kg/s. At the same time, the mass flow rate of
the brine water (seawater) was decreasing due to the evaporation process in each stage. After the
evaporation in stage 1, the mass flow rate decreased to 1497 kg/s and continued to decrease until stage
16, where it was approximately 1400 kg/s. It can be concluded that the mass balance of the evaporated
and condensed water was more or less 3 kg/s in each stage.
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Figure 6. Temperature profile of the brine and intake seawater.

 

Figure 7. Flow rate distribution of brine water and distillate water in the MSF plant.

It should be noted here that the salt concentration of the seawater was increasing from 42,000 mg/L
to 45,000 mg/L because during the evaporation of water through the stages, the water is transferring
from a liquid phase to a saturated water vapor phase, leaving behind an increment in the concentration
of salt in the brine water in the lower stages of the MSF process. It should be noted here that the
produced water is ready to use in the industry sector, if the water produced was intended to be used
as a source of potable water post-treatment and is required in order to comply with local health
regulations, preventing the risk of biological growth. A number of drinking water regulations and
guidelines define the concentration limits for several substances, which are potentially hazardous for
human health. In terms of brine discharge, of course it will contain a high concentration of salinity
and chemical compounds like calcium bicarbonate due to the pre-treatment process of the water,
and rather, working with high temperatures in the evaporation stages of the plant, where the brine
must be well-treated before recirculating it into the seawater source. The treatment process of the
brine is not in the scope of this research. Figure 8 illustrates the whole simulated facility as waste
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incineration plant and multi stage flash process, please note the pre-heater which was erected before
the influent of seawater into the desalination plant to moderate its temperature around 48 °C.

3.2. Economic Analysis

The most important part of this study is the cash flow analysis in terms of expenditure, income,
and configured treatment cost for each ton of MSW, in order to make the concept of this research
affordable and applicable for the municipality. Note, this plant works on treating MSW by reducing its
volume and recovering dispersed energy. This represents the core concept of the circular economy—to
deal with waste as a source of fuel. Furthermore, this plant produces useful power and potable water,
which is critical to solve the water scarcity in the MENA region, especially for countries like Jordan.
Figure 9 shows the distribution of expenditure and income through the whole lifetime of the power
plant. It should be noted here that the expenditures were illustrated with minus values and the incomes
with plus values.

Expenditure represents the capital and operational costs, while the income includes sales of power
and water. It can be seen that capital costs reduce over the first 15 years then completely vanish. At the
first operational year of the plant, they are around US$31 million and they reduce at a rate of around
US$2 million/year. The operational costs are the only fixed costs during the whole lifetime of the plant;
as shown in Figure 9, this amount (operational costs) is approximately US$26 million at the first year
of operation. Please note that the effect of annual inflation rate has been embedded in this figure;
therefore, there appears to be a yearly increase in operational costs and the same effect can also be
noticed for the incomes. Also, the division of operational costs into fractional parts, i.e., maintenance,
salaries, treatment of emission gases, and ash disposal, are detailed in the definition of Figure 9.

Formulated or configured gate fees, which should be paid by the municipalities to the WI investor
(government sector, private sector, public private partnership), were analyzed and calculated by
computing the annual expenditure and income, as illustrated in Figure 10.

As can be seen from Figure 10, one can calculate the cost of treatment for each ton of waste by
taking the difference between expenditure and income then dividing the resulting value by the capacity
of the WI plant in terms of MSW (in this paper, this was taken to be 650,000 ton/year). It can be seen
from the figure that the cost of treatment decreases during the first 15 years, due to the paying back of
capital costs, which represent the main component of expenditure.

Finally, it should be noted that in the first year, the treatment cost per ton is US$64 and this
decreases to reach US$36 in year 15. At year 16, it is US$25, which is a very important result in this
year, when the CAPEX has been totally returned and the expenditure is only the operational costs.
The increment starting from year 17 is related to the effect of the inflation rate, which was taken as a
fixed value of 3%. According to the equations above, the levelized cost of electricity (LCOE) was also
calculated and was found to be US$241/MWh.

Finally, the CO2 emissions were also taken into consideration, as mentioned before. These were
calculated according to Equation (6) and by taking the WI capacity (650,000 ton/year) as a scale factor
to show the effect of landfilling according to that capacity. The available data about MSW treatment
processes in the MENA region, where 7–10% of MSW is recycled and the rest is going to landfill,
were also inserted in the calculations. The results show that the same amount of MSW going to landfill
will produce approximately 490,000 Tons of CO2, while WI generates 269,000 Tons.
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Figure 9. Expenditure and income distribution over 30 years. OPEX (20% salary, 40% emissions
treatment, 23% maintenance, 15% ash disposal, 2% other). OPEX: Operation Expenses.
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Figure 10. Annual distribution of treatment cost for each ton of MSW.

4. Discussion

The simulated plant in this research shows the ability to recover the content energy from waste
and convert it to useful electric power through steam Rankine cycle power block. The system was able
to produce 23 MWe and 8500 m3/day of desalinated water by utilizing the heat energy from one of the
extractions of the steam turbine in Once-Through Multi Stage Flash, two configurations are available
for MSF technology: OT-MSF and brine recirculation, where the amount of water production depends
on the MSF configuration, number of stages, and temperature of the seawater; therefore, a pre-heater
has been used to moderate the temperature of the seawater. By this, the efficiency of stages in terms
of water production was increased and the effect of seasonal changes of the temperature of seawater
was reduced.

Many studies have introduced the concept of Waste-to-Energy-to-Water. Udono et al. [45]
developed a model in a simpler, understandable way to reduce efforts required for modeling complex
multi-domain problems, which can be adapted to any local conditions by changing the local parameters.
Jana et al. [46] utilized ASPEN Plus (AP for short, is the leading Chemical Process Simulator in
the market) to model the polygeneration process of power and water from biomass. It was found
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that biomass have strong potential for efficient delivery of several outputs with lesser/negative CO2

emission as a sustainable solution.
Dajnak et al. [47] stated that the concept of Waste-to-Energy-to-Water needs further study to

optimize the conversion process and to assess the economy of the concept relative to competing
desalination energy sources.

Pirotta et al. [48] investigated the potentiality of energy recovery from the MSW of Maltese for
power generation and water desalination. The best scenario considered corresponds to a potential
electric power of 10 MW or to a maximum 4.8 million m3/year of desalinated water, it was concluded
that the incineration has the greatest potential to maximize revenues, due to the optimal combination
of heat production and electricity generation.

Many studies suggested other sources of waste for power and water production.
Mohammed et al. [49] used waste gases that emerged from oil refineries rather than burning them in
the air, hybrid MSF-MED (Multi Effect Desalination) thermal desalination processes are utilized in
this study to produce a total range of 100–40,000 m3/day. Ishaq et al.’s [50] trigeneration system for
electricity, hydrogen, and freshwater production using waste heat from a glass melting furnace was
illustrated in this work. It concluded that the world should be seeking for new sources of energy with
lesser impacts on the environment to cope with all the challenges.

In terms of cost analysis and levelized cost of electricity, it was in the range between
235–87 US$/MWh depending on the population density and on the analysis and the results which were
shown in Reference [36]. While for a city with 600,000 inhabitants, the cost was found to vary between
113 and 183 US$/MWh, Nordi et al. [51] studied various waste management scenarios considering
incineration, recycling, and anaerobic digestion, and the generation cost was found to vary from 80 to
150 US$/MWh.

However, the novelty of this research is that it introduced a comprehensive potential energy
recovery from MSW for the MENA region generally and for Jordan specifically to produce power and
desalinated water through a combined heat power cycle for waste incineration plants; furthermore,
an integrated economic analysis for the treatment cost for each ton of waste has been illustrated and it
was demonstrated how to calculate it by using cash flow, capital cost, and operational costs concepts.

5. Conclusions

In this study, many points have been highlighted while seeking to explore the concept of converting
waste to power and generating water. There were two main targets of this work. The first was to
illustrate an efficient usage for waste heat (steam) from the power plant to generate potable water.
The MENA region suffers from great water scarcity, and Jordan, which was chosen as a case study
in this work, is classified as the fourth worst-off country in the world in terms of water shortage.
Note that the cost of this thermal energy is free of charge in the MENA region. Second, municipalities
and responsible government institutions face many financial and technical problems in dealing with
MSW; therefore, this research introduced an innovative concept to treat the MSW and also proposed a
financial strategy through the economic analysis discussed earlier. It can be stated that the simulated
system was able to generate 23 MWe and 8500 m3/day of potable water by recovering the energy
content in MSW with 7 MJ/kg as LCV (elements fractions, as mentioned in Table 2). The mass flow
rate of the distillate water was 97 kg/s as a total accumulation of 16 stages, average flow per stage was
approximately 3 kg/s, and salt concentration increased from 42,000 mg/L to 45,000 mg/L, which is a
normal effect due to evaporated water. In terms of economic analysis, it was found that the treatment
cost for each ton of waste would be US$64 during the first year of the plant’s life, while in the second
year, this would reduce to reach US$61/ton. The cost would continue to decrease until, in year 15,
it would be US$36/ton. The lowest price would be in year 16, at US$25/ton. Taking the average for
30 years, the annual treatment cost (gate fees) would be US$39/ton.
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Department of Technologies and Installations for Waste Management, Silesian University of Technology, 44-100
Gliwice, Poland; tomasz.jaworski@polsl.pl
* Correspondence: malgorzata.kajda-szczesniak@polsl.pl; Tel.: +48-32-237-21-04

Received: 18 July 2019; Accepted: 26 September 2019; Published: 27 September 2019

Abstract: Currently, there is a lot of interest in implementing the idea of a circular economy along
with searching for optimal methods of waste management in terms of raw materials and energy.
Waste wood-based floor panels are part of this discussion with regard to its management. The interest
in this waste results from statistics and the prediction of its future quantities on the waste market.
The separation and testing of individual layers of the waste floor panel was undertaken to answer
the following question: Is it reasonable to mechanically separate the contaminated upper panel
layer from the remaining part (which is suitable for material recycling) and subject it to thermal
transformation methods? Thermogravimetric studies did not confirm the rationale of mechanical
separation of layers for further management. Therefore, the use of pyrolysis was proposed as an
alternative by showing the advantages of this process in the thermal transformation of the tested
waste. The analyzed kinetics of this process included: mass loss, the influence of heating rate on the
decomposition process, the impact of volatile parts in the substrate on the rate of mass loss, and the
share of coke residue. Empirical formulas of the tested substrates in the molecular formula C–H–O–N
(carbon-hydrogen-oxygen-nitrogen) were also proposed to assess its energy usefulness by entering
the analyzed waste into a Van Krevelen diagram.

Keywords: kinetics; pyrolysis; wood-based panels; Van KREVELEN systematics; TG-MS/FTIR
analysis

1. Introduction

It is estimated that more than 10 million m3 of various types of wood materials are currently
produced in Poland, over 3.5 million m3 of which are MDF (medium-density fiberboard) and HDF
(high-density fiberboard) [1].

At a time of great emphasis on the recovery of materials according to the idea of a circular
economy (CE) and following the hierarchy of waste management (obligatory for business entities) with
regard to the post-consumer wood waste, such as floor panels, two options for their management were
considered as below [2–5]:

• mechanical and thermal method,
• thermal method.

The proposed methods fit into the idea of a circular economy, whose most important assumptions
are presented below. The most popular definition of the circular economy was presented by the Ellen
MacArthur Foundation: “A circular economy is one that is restorative and regenerative by design
and aims to keep products, components, and materials at their highest utility and value at all times,
distinguishing between technical and biological cycles” [6]. Another definition was provided in the
publication [7], i.e., a circular economy is “a concept used to describe a zero-waste industrial economy
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that profits from two types of material inputs: (1) biological materials are those that can be reintroduced
back into the biosphere in a restorative manner without harm or waste (i.e: they breakdown naturally);
and, (2) technical materials, which can be continuously re-used without harm or waste” [8]. According
to the authors of the publication [9], the circular economy shall be regarded as a “project and business
modeling strategy that is, slowing, closing and narrowing the resource loop”.

The circular economy in [10] is defined as “a regenerative system in which input resources and
waste, emissions and energy leaks are minimized by slowing, closing and narrowing the material and
energy loops. This can be achieved through long-term design, maintenance, repair, reuse, regeneration,
renewal and recycling.”

To a large extent, the circular economy in waste management is currently focused on resource
recovery, the rational management of non-renewable resources, and environmental impact prevention.
In the past, waste management was understood only in terms of storage and incineration [5,11].

The former of the aforesaid methods could include two processes. The first mechanical one
involves the roughing (rupture, ...) of the upper layer, which is theoretically more contaminated
with chemical impurities—mainly urea–formaldehyde resins—due to its exposure to direct use and
requirements on abrasion, waterproofness, etc. This layer would require thermal transformation.
The second process is related to the layers lying below the upper one. Since they seem to be less
contaminated, they should be managed through material recycling. The latter method is to submit
the entire waste to the process of thermal transformation. The choice of pyrolysis as a method of
thermal transformation of waste is not accidental, since more and more attention is being paid to its
nature and ability to gain products in the form of gas, combustible oils, and charcoal. Although the
Polish legislation requires the combustion of pyrolysis products, there are other ways to use these raw
materials, such as for example in the production of methanol: R3 Recycling or the recovery of organic
substances that are not used as solvents (including composting and other biological transformation
processes). This heading also includes gasification and pyrolysis using these components as chemical
reagents [2]. This article does not consider the possibility (due to the lack of literature data) of the
return of waste floor panels to the manufacturers of these products and their possible inclusion in the
production cycle under the so-called internal recirculation.

A methodology for determining the kinetic parameters of waste pyrolysis for fuels with an
unidentifiable chemical formula of the basic molecule (e.g. post-consumer floor panel) has been
proposed. The methodology can be helpful for comparative studies between various solid fuels and
also waste with the general formula CxHyOz. The location of the molecule, which was determined
with this method, in the Van Krevelen diagram gives an excellent configuration of its energy status.
This status can be changed subsequently through operations such as drying, mechanical drainage,
heating, etc. in order to enhance energy properties (mainly calorific value by improving the ratio of
fuel elements h/c (hydrogen/carbon) and o/c (oxygen/carbon)).

2. Thermodynamic and Kinetic Aspects of Pyrolysis

Pyrolysis is a process of thermochemical decomposition in an anaerobic atmosphere. It is a
complex process of the decay of chemical compounds into smaller molecules under the influence
of external thermal energy [12,13]. Most reactions that occur during pyrolysis are endothermic. In
general, the pyrolysis process can be represented by reaction (1):

CnHmOp − heat − CxHyOz +
∑

CaHbOc + H2O + C (charcoal) (liquid) (gas) (1)

As a result of the pyrolysis, three fractions are formed [12,13]:

• the charcoal, consisting largely of carbon, also contains the mineral parts included in the
substrate pyrolyzed;

• liquid fraction, consisting of an organic part with a complex chemical composition and water part
containing, among others, acetic acid or methanol;
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• gas fraction, which is a mixture of CO2, CO, H2, and hydrocarbons, mainly methane.

The literature presents different conditions for the process and the impact of these parameters
on the products obtained [14–16]. The basic division into types of pyrolysis is related to the rate of
heating of the fuel molecule. Slow pyrolysis occurs when the time required to warm the molecule
to the pyrolysis temperature is significantly longer than the characteristic pyrolysis reaction time
(theating >> tr). When the situation is reversed, this process can be defined as fast pyrolysis. Other
parameters that affect the quality and quantity of products are: a maximum temperature, the residence
time of the primary decomposition products in the conversion zone, a degree of fuel fragmentation,
the reactor heating method, and its construction. Table 1 presents types of pyrolysis and characteristic
parameters influencing the decomposition, while Figure 1 shows the possibilities of the course of
pyrolysis depending on the parameters in which the process is carried out.

Table 1. Types of pyrolysis and characteristic parameters influencing the decomposition [13].

Type of Pyrolysis
Residence time of Primary

Decomposition Products in the
Conversion Zone

Heating Rate
[K/s]

Final Temperature
[K]

Products

Carbonization days very slow 400 charcoal

Conventional 5–30 min slow 600 charcoal,
gas, liquid fraction

Fast <2 s very fast 500 liquid fraction
Very fast <1 s very fast 1000 reagents, gas

Underpressure 2–30 s fast 400 liquid fraction

Pyrolysis as a method of obtaining fuels is a promising technology for the conversion of indirect
wood-based waste such as floor panels. This type of waste can be found in the waste catalogue under
the codes: 03 01 05, 17 09 04, and 20 01 38. The code allocation depends on the source of the waste floor
panels [17].

Pyrolysis is a very complex process and, depending on the parameters of its operation, it is
possible to obtain solid, liquid, and gas products in various weight ratios. The schematic diagram of
the possibilities of the process, depending on the pressure, temperature, and speed of the process, was
presented in work [13,18].

2.1. Heat Demand for the Pyrolysis Process

Although basically pyrolysis is an endothermic process, during its duration, there are effects of
both heat extraction and its emission. At the time of pyrolysis, pyrogenetic water is formed, which
is the result of the reaction of hydrogen with oxygen, as well as the result of the disintegration of
hydroxyl group side chains. However, decomposition reactions are not the only chemical processes
that occur during pyrolysis. The gases formed from the solid penetrate the remaining part of the solid
phase (most often the char) and react with them. Therefore, it is difficult to determine clearly what
is the thermal effect of the pyrolysis itself, and what are the effects of secondary reactions occurring
between pyrolytic gases and the surface of the char [13]. The energy balance of the pyrolysis process
is prepared in accordance with the first law of thermodynamics, from which it follows that if any
transformation in the system changes its state and the system exchanges energy with the environment
only through heat transport, then the relationship follows the equation below (2) [19]:

Q = Δh (2)

where:

Δh – increase of enthalpy of the system
Q – heat exchanged with the environment
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The above indicates that the change of enthalpy of the system is equal to the heat supplied, the
quantity of which corresponds simultaneously to the heat demand for pyrolysis. In this case, possible
heat losses to the environment are not taken into account. Thus, it is possible to use the calculation
methodology proposed by [19], which is based on the balance of the enthalpy of substance formation,
and takes into account the physical enthalpy of products in appropriate physical states.

Pyrolysis heat is determined on the basis of temperature measurements in DSC (Differential
scanning calorimetry) scanning calorimeters. The results obtained in this type of device are a net
measure of pyrolysis and secondary reactions. Pyrolysis heat is the difference in the energy of the
formation of reagents and products at the reference temperature (298.15 K). The heat values of pyrolysis
reported in the bibliography differ significantly from 750 kJ/kg (endotherm) to 130 kJ/kg (exothermic
reaction). For example, pyrolysis heat in the range from 274 kJ/kg to 353 kJ/kg was determined
using DSC [13]. Bibliography [13] presents thermogravimetric measurements for pine wood up to
700 ◦C, with a heating rate of 20 ◦C/min. After cooling, the samples of charcoal being still in the
thermogravimeter were heated once again at the same rate. Shown the power consumed by pine wood
and the charcoal during pyrolysis in TGA (Thermogravimetric analysis) as a function of temperature.
After integration in time with the power difference consumed by the material, the thermal effect of
the process is obtained. The difference among the thermal effects for wood and charcoal relates to
pyrolysis heat, and it amounts to 1473 kJ/kg. This effect is clearly higher than the effect resulting from
the above data.

2.2. Kinetics of the Pyrolysis Process

Fuels formed on the basis of waste floor panels are a complex solid substance, and there are
thermal transformations in the hard-to-define structure of C–H–O–N molecules (which changes texture
during the process) because it is difficult to implement a model description including reaction range,
autocatalytic effects, diffusion effects, and structural changes. In the bibliography, one can find various
approaches to pyrolysis kinetics; however, the basis for any analysis is the distribution reaction model,
which occurs according to the following entry (3). This is as a single irreversible reaction of the thermal
decomposition of carbon, but it is also helpful in case of a carbon-rich substance:

Carbon —→ k Xvolatile_products + (1-X)charcoal (3)

This entry is often regarded in the literature of the subject as too simplified, because it omits
important transitional stages of the substance distribution, including, first of all, subsequent and
possibly parallel reactions of the distribution of primary products, such as coal tar (metaplast).
For this reason, many forms of kinetic equations have been formulated, also by dividing pyrolysis
into individual stages. However, a comparison of various schemes of the decomposition of organic
carbon leads to the conclusion that regardless of the method of receiving final products, the formula
expressed by the dependence (3) reflects the final result of pyrolysis. As a consequence, many authors
approximate the process of decomposition of a substance rich in organic carbon with the first-order
reaction occurring uniformly in the entire volume of the particle [20]. The speed of extracting volatile
parts can be described in this case by the Formula (4):

dV/dt = k (V0
daf − V) (4)

The most common source of information on pyrolysis kinetics are data obtained from
thermogravimetric and derivative thermogravimetric measurements (TG/DTG). The results of such
measurements under dynamic conditions indicate the existence of several process stages characterized
by different quantities of apparent activation energy. The stages of various kinetics are attributed to
the pyrolysis of the individual components of which the floor panels are made, including: wood-based
HDF (high-density fiberboard) boards, urea–formaldehyde resins, and laminates [21].
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2.3. Van KREVELEN Systematics and Wood-Based Waste

The original intention and achievement of Van Krevelen [22] was the presentation of classical
fuels in a plane coordinate system, where the atomic quotients of O/C were given on the abscissa x and
on the ordinates y = H/C (excluding N, S, P, and micronutrients). Assuming that carbon is tetravalent,
the maximum value of the ordinate is 4, and the abscissa x = O/C ≤2. The Van Krevelen diagram was
later modified by Meunieur [23], who adopted the total chemical formula CHyOx (x, y coordinates
from the diagram) for these fuels. Modification made by Meunieur showed the chemical structure
more accurately than the percentage mass fraction of elements C, H, and O [24].

When analyzing wood-based waste (and knowing their chemical composition), it was possible to
determine their picture in the Van Krevelen systematics. The aim was to define the place of this waste
and its energy suitability in comparison to classical fuels. To determine the waste position in the Van
Krevelen diagram, it is necessary to calculate the atomic quotients x and y for dry organic matter of
waste without sulfur and phosphorus in accordance with the condition:

C + N + O + H = 100% (5)

where:

C, N, O, and H – content of elements in the sample in percentage by weight.

At the stage of laboratory tests, it was possible to determine the content of all four elements
required by the procedure. To find an illustration/point in the diagram for waste, it is necessary to
separate the content of these elements [24,25]. Determination of the empirical formula of wood-based
waste ground on the percentage content of elements was based on the conversion of this content into
molars of elemental atoms. The obtained values were divided by the lowest number in the ratio, which
was in this case 1.071. Ultimately, the empirical formula is as follows:

C4H5NO2 (6)

Figure 1. Illustration of the position of waste from floor panels in the Van Krevelen system (author’s
own study) [24,26].

Figure 1 presents the location of wood-based waste (floor panels) in the Van Krevelen diagram.
The coordinates of the point characterizing wood-based waste were calculated according to the
formulas [24,25]:

X = OMc/CMo = 0.62 (7)

Y = HMc/CMH = 1.27 (8)

where:
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MC, MH, and MO – molar masses of carbon, hydrogen, and oxygen;
C, H, O – content of elements in the dry organic mass of the residue in percentage by weight.

3. Materials and Methods

Tests TG-MS/FTIR were carried out on samples with the following assay [27]:

• ZMT/20/2019 (pinewood)
• ZMT/21/2019 (bottom layer of the floor panel)
• ZMT/22/2019 (middle layer made of HDF)
• ZMT/23/2019 (upper layer of the floor panel)
• ZMT/24/2019 (complete floor panel)
• ZMT/25/2019 (urea–formaldehyde resin)

These tests were carried out by means of the STA 409 PG Luxx thermogravimetric analyzer
from Netzsch on a TG (Thermogravimetry) carrier coupled with a quadrupole mass spectrometer
QMS Aeolos and a medium infrared spectrometer FTIR (Fourier Transform Infrared Spectroscopy)
Tensor 27 from Bruker. The tests were carried out in an argon atmosphere (purity class 5.0, flow
25 mL/min), from 40 to 1000 ◦C, with a heating rate of 10 K/min. The sample weight was 10 ± 0.1 mg.
The test was performed in crucibles with Al2O3 with a lid. In order to eliminate traces of oxygen in the
thermal mixer, the OTS (Oxygen Trap System) system was used. The measurement was corrected with
corrective measurements (measurement without a sample). The corrective measurements were carried
out three times.

This paper presents an analysis of the physicochemical properties of selected post-consumer
wood waste and urea–formaldehyde resin. The goal of the analysis was to determine specific fuel
properties, such as moisture, ash content, content of volatile components, calorific value, and elemental
composition (C, H, O, N, S, Cl).

The characteristics of the physicochemical properties of the tested samples are presented in Table 2.

Table 2. Physicochemical properties of samples.

Parameter ZMT/20/2019 ZMT/21/2019 ZMT/22/2019 ZMT/23/2019 ZMT/24/2019

Total humidity, % mass 13.81 5.35 6.07 5.20 6.16
Combustible fraction, % mass 98.36 99.39 99.75 95.88 99.12

Ash, % mass 1.64 0.61 0.25 4.12 0.88
Volatile fraction, % mass 78.17 80.28 82.09 77.43 82.07

Heat of combustion, MJ/kg 20.23 19.63 18.70 18.88 19.89
Calorific value, MJ/kg 18.93 17.96 17.10 17.46 18.58

Carbon, % mass 44.94 53.23 51.72 46.51 48.34
Hydrogen, % mass 4.25 6.85 6.44 5.71 5.11

Oxygen, % mass 48.56 33.09 35.85 35.20 40.24
Nitrogen, % mass 0.61 5.99 5.46 8.08 5.19

Sulfur, % mass 0.003 0.23 0.28 0.38 0.24
Chloride, % mass ppo ppo ppo ppo ppo

Ppo—below the limit of quantification.

The individual layers of the floor panel are characterized by similar humidity of 5–6%, while pine
wood is characterized by humidity at the level of approximately 14%. All the samples had a low ash
content of less than 4.12% and a high content of volatile matter in the range of 78–82%. The wastes are
characterized by a calorific value at a similar level, i.e., above 17 MJ/kg. In all the layers of the panel,
there was a high nitrogen content in the range from 5.19–8.08%, while a low nitrogen content was
recorded in pine wood. The tested wastes had low sulfur and chlorine content.
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4. Results and Discussion

Figure 2 shows the weight loss curves for individual samples. It reveals the unexpected similarity
between the weight loss curves of the pure wood sample and the sample representing the upper layer
of the panel, as well as three curves of samples: the bottom and the middle layers and the sample of
the averaged complete panel composition. In the case of waste floor panel pyrolysis, usually three
stages of thermal decomposition are identified: in the first stage (from environment temperature to
about 140–180 ◦C), the samples lose moisture; in the second stage (from about 160 to 400 ◦C), the
material pyrolysis takes place; the third stage, which is clearly slower than the preceding one, occurs
at a temperature of about 400 to 700 ◦C. The divergence from the three-stage decomposition was
observed at the sample of a urea–formaldehyde resin, which decomposed in five stages occurring in
the following temperature ranges: 40–120 ◦C, 120–200 ◦C, 200–260 ◦C, 260–300 ◦C, and 300–450 ◦C.

Figure 2. TG (thermogravimetry) curves of all the samples tested (own research).

Figure 3 shows the weight loss rates of individual samples. All the samples of different layers of
the floor panel have a similar velocity of mass loss ranging from 6.145 to 7.792%/min, and the largest
distribution occurs at the temperatures of 35.4 to 357.1 ◦C. This creates good conditions for simultaneous
decomposition at almost the same temperature. A slightly different rate of decay characterizes clean
wood and it amounts to 4.097%/min. The chemical additives in the panel increase the weight loss rate
almost twice.

Figures 4–6 present representative results regarding TG, DTG curves, and ionic current (MS).
Studies show that water (ion m/e = 18, blue line) is emitted from ZMT/20-24/2019 samples in two
stages: when the samples lose moisture in the temperature range from the environment temperature to
about 180 ◦C, and in the range from about 250 to 450 ◦C. The other main products of pyrolysis, such as:
carbon monoxide (m/e = 28, purple line), carbon dioxide (m/e = 44, yellow line), methane (m/e = 16,
red line), and nitric oxide (m/e = 30, green line) are emitted from samples in the range from about 200
to 500 ◦C. In the case of the ZMT/25/2019 sample (urea–formaldehyde resin), the temperature ranges in
which individual products are released are slightly different, and also, ions were recorded: m/e = 17
(most likely ammonia – light green line) and m/e = 57 (light blue line).
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Figure 3. Derivative thermogravimetric measurements (DTG) curves of all samples tested (own
research).

Figure 4. TG and DTG, curves and ion current intensity for the sample ZMT/20/2019 (own research).
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Figure 5. TG and DTG curves, and ion current intensity for the sample ZMT/24/2019 (own research).

Figure 6. TG and DTG curves, and ion current intensity for the sample ZMT/25/2019 (own research).

The combination of thermoanalysis with the analysis of gaseous products has provided knowledge
of the mechanisms that occur in the examined waste during thermal processes and will enable the
qualitative assessment of gases emitted during heating with regard to the chemical composition.

Figure 7a,b show the course of the curves of the emission of selected gases as a function of
temperature with the TG curves for the sample of the charcoal by using the FTIR spectrometer data
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during the pyrolysis process of the samples: ZMT/20/2019 and ZMT/24/2019. It is clearly evident
that ammonia and nitrogen dioxide are emitted during the pyrolysis process of the waste floor panel.
This phenomenon is not observed in the case of the pyrolysis of pure pine wood.

(a) 

(b) 

Figure 7. TG curve and curves of emissions of carbon monoxide, methane, nitrogen dioxide, and
ammonia for the samples (a) ZMT/20/2019 and (b) ZMT/24/2019 (own research).

This phenomenon is caused by the addition of urea–formaldehyde resin to the floor panels, which
contains about 37% nitrogen in the composition [28].

The products of pyrolysis depending on the conditions of the process (which include heating
speed, temperature, residence time, granulation of the material, etc.) are as follows: gas (CO, CO2,
CH4,...), pyrolysis oil, and carbonizate (carbonized solid). For example, increasing the heating rate
directs pyrolysis products toward the production of bio-oil, and long-term heating is used to produce
carbonized solids. All pyrolysis products have a positive chemical enthalpy (calorific value), so they can
be used for energy, e.g., in the production of heat and electricity or cogeneration. However, pursuant
to the Polish legislation, products of the waste pyrolysis process should ultimately be oxidized and
incinerated. There is also a possible legal path for another use of pyrolysis gases for the production of
chemicals, e.g., in methanol production.

5. Conclusions

Mechanical separation of the panel layers for the purpose of different management of the upper
layer (thermal transformation) and lower layers (recycling) is not reasonable. This thesis is justified by
the following:
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(a) All samples, regardless of the location of the layer (upper/middle/lower), emit, according to the
TG curve, high amounts of the NOx and NH3, which are derivatives of the decomposition of
urea–formaldehyde resin, as shown in Figures 4–7;

(b) The sample of pure pine wood does not generate NOx and NH3 during thermal decomposition,
as shown in Figures 4 and 7a;

(c) The addition of the hardeners (glues) in the form of the urea–formaldehyde resin efficiently
contaminates the entire cross-section of the panel.

The thermal transformation (combustion/gasification/pyrolysis) shall be indicated as the only
reasonable method of management of floor panels.. All these methods must deal with the issue of
emissions of the contaminants as a result of decomposition or the secondary reaction mechanisms
generated by the addition of urea–formaldehyde resin.

The problem of the combustion of floor panels in the layer on the grate of the waste thermal
treatment installation (ITPOK) was the subject of description in the publication [21,29–31].

The proposed methods of thermal decomposition of floor panels using pyrolysis indicate the
advantages of this process as evidenced by:

(a) Energy characteristics of the location of the formed fuel in the Van Krevelen diagram in the area
of coal fuels and peat, as shown in Figure 1;

(b) The DTG distribution curves, and peaks of the maximum mass loss rate of the panel samples and
the temperature at which they take place, are similar in the area from 6.145 to 7.792%/min., in
temperatures: from 351.4 to 357.1 ◦C, as shown in Figure 3;

(c) The high content of volatile parts in Table 2 suggests a high tendency for thermal decomposition
in accordance with Equation (4); a similar tendency is related to coals, which is documented in
the publication [20]; and

(d) A factor promoting the rate of decomposition of matter during pyrolysis is also a lower oxygen
content in the panel, which is 40.24% by weight, compared to its content in pure wood, which is
48.56% by weight, as shown in Table 2. Lower oxygen content improves the energy qualities of
the fuel.

The research on pyrolysis should be further developed with solutions reducing the NOx and NH3

emissions from this process.
Post-consumer wood in the form of floor panels, MDF boards, etc., is a hazardous waste due

to the content of chemical substances; however, these substances improve their functional qualities
(hardness, water resistance, etc.). In this study, an attempt was made to check how contaminated the
waste is and whether at least part of it is suitable for such management that is different from thermal
management. Analyses of subsequent sections of the tested waste showed almost equal contamination
with urea–formaldehyde resin in the panel cross-section. Therefore, it is recommended to direct this
waste to organized thermal disposal. Pyrolysis seems to be a good solution here, especially since its
products, depending on the mode of its conduction and the heating rate applied), can be also used as
raw material for the production of chemicals.

Kinetic studies should be related to the thermodynamic analysis of pyrolysis. It is suggested to
continue research on the basis of compounds: the enthalpy of creating substrates—which is an energy
of process activation—oxygen content, and volatile parts in substrates, as well as the heating rate in
the process (type of reactor for conducting pyrolysis).

Author Contributions: Conceptualization, T.J.; formal analysis, T.J.; writing, T.J.; funding acquisition for research,
M.K.-S.; investigaton M.K.-S.; project administration M.K.-S.; resources M.K.-S.

Funding: This research was funded by the InnoEnergy. Its publication was supported as part of statutory research
carried out at the Silesian University of Technology 08/030/BK_18/0045.

Conflicts of Interest: The authors declare no conflict of interest.

219



Energies 2019, 12, 3705

References

1. Stowarzyszenie Producentów Płyt Drewnopochodnych w Polsce. Available online: http://sppd.pl/plyty-
drewnopochodne-w-trendzie-ekoprodukcji.html (accessed on 8 July 2019).
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17. Rozporządzenie Ministra Środowiska z dnia 9 grudnia 2014 r. w sprawie katalogu odpadów (Dz. U. 2014 poz.

1923). Available online: http://prawo.sejm.gov.pl/isap.nsf/DocDetails.xsp?id=WDU20140001923 (accessed on
26 September 2019).

18. Diebold, J.P.; Scahill, J. Ablative Fast Pyrolysis of Biomass in the Entrained-Flow Cyclonic reactor at SERI. In
Proceedings of the 14th Biomass Termochemical Conversion Contractors’ Review Meeting, Arlington, VA,
USA, 22–25 June 1982; Solar Energy Research Institute: Golden, CO, USA, 1982.
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