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1. Introduction

The problem of rock mechanics and engineering is an old and new subject encountered
by human beings in their struggle with nature for survival and development. To call
it ancient means that it has a long history, whereas calling it brand new refers to the
continuous emergence of new problems and new situations in engineering practice, which
is quite challenging. With the deepening of human engineering activities, the problems of
rock engineering are becoming more and more prominent, and the problems encountered
are becoming more and more complex. In the practice of solving complex rock engineering,
human beings have summarized many topics that are difficult to explain or solve with
classical mechanics.

In order to form a unified understanding of the problems and advanced solutions in
complex rock engineering, experts at home and abroad have been able to actively deliver
the latest research results to this Special Issue. The Special Issue focusses on advances and
innovative research on rock mechanics and rock engineering, and provides a showcase
of recent developments and advances in rock mechanics and innovative applications in
rock engineering. Since the launch of the Special Issue, a total of 15 well-known scholars
have submitted their research work to this Special Issue. After strict quality screening, five
high-level papers have been published in the Energies journal.

2. Special Issue Content

Wang et al. [1] investigated the deformation behavior of crushed mudstones with
different particle sizes under incremental loading with an innovative experimental device
that simulated boundary conditions of the GERRF method. The influence of particle size
of the crushed mudstones to the generation of lateral stress applied on support structures
was concurrently observed and analyzed. Research outputs from the tests showed that:
(1) the particle size exerted a significant influence on the accumulated axial deformation,
period axial deformation, and lateral stress applied on support structure of crushed rocks;
(2) under the same axial stress, the larger the particle size, the smaller the accumulated
axial deformation of the crushed rock; (3) two types of periodic stress-strain curves were
observed for crushed mudstones in the tests; and (4) the lateral pressure generated by
large-size samples was smaller than that of small-size samples.

Li et al. [2] prepared six groups of cemented coal gangue-fly ash backfill (CGFB)
samples with varying amounts of kaolin instead of cement, and analyzed their mechanical
properties using uniaxial compression, acoustic emission, scanning electron microscopy,
X-ray diffraction, and Fourier transform infrared spectroscopy. The results show that the
uniaxial compressive strength, peak strain, and elastic modulus of CGFB samples decreased
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with the kaolin content. The average uniaxial compressive strength, elastic modulus, and
peak strain of CGFB samples with 10% amount of kaolin are close to that of CGFB samples
with no kaolin. The contribution of kaolin hydration to the strength of the CGFB sample
is lower than that of cement hydration, and the hydration products, such as ettringite
and calcium–silicate–hydrate gel, decrease, thereby reducing strength, which mainly plays
a role in filling pores. The contents of kaolin affects the failure characteristics of CGFB
samples, which show tensile failure accompanied by local shear failure, and the failure
degree increases with the kaolin content.

Liu et al. [3] proposed a nonlinear dynamic simulation method for the rock–fault
contact system, and influences of fault dislocations on tunnel stability under seismic action
was explored. First, considering the deterioration effect of seismic action on the ultimate
bearing load of the contact interface between rock mass and fault, a mathematical model is
established reflecting the seismic deterioration laws of the contact interface. Then, based on
the traditional point-to-point contact type in a geometric mesh, a point-to-surface contact
type is also considered, and an improved dynamic contact force method is established,
which considers the large sliding characteristics of the contact interface. Finally, a three-
dimensional calculation model for a deep tunnel through a normal fault is built, and the
nonlinear seismic damage characteristics of the tunnel under horizontal seismic action are
studied. The results indicate that the relative dislocation between the rock mass and the
fault is the main factor that results in lining damage and destruction.

Yin et al. [4] performed a dynamic analysis of the slope topography to elaborate on the
influences of the directions of seismic waves. Seismic waves were input using an equivalent
nodal force method combined with a viscous-spring artificial boundary. The amplification
of ground motions in double-faced slope topographies was discussed by varying the angles
of incidence. Meanwhile, the components of seismic waves (P waves and SV waves), slope
materials, and slope geometries were all investigated with various incident earthquake
waves. The results indicated that the pattern of the amplification of SV waves was stronger
than that of P waves in the slope topography, especially in the greater incident angels of the
incident waves. Soft materials intensely aggravate the acceleration amplification, and more
scattered waves are produced under oblique incident earthquake waves. The variations
in the acceleration amplification ratios on the slope crest were much more complicated at
oblique incident waves, and the ground motions were underestimated by considering only
the vertical incident waves.

Ruan et al. [5] performed an analysis of amplitude variation with offset (AVO). Based
on the experimental and log data, sensitivity analysis was performed to sort out the rock
physics attributes sensitive to microcrack and total porosities. The Biot–Rayleigh poroe-
lasticity theory described the complexity of the rock and yielded the seismic properties,
such as Poisson’s ratio and P-wave impedance, which are used to build rock physics tem-
plates calibrated with ultrasonic data at varying effective pressures. The templates were
then applied to seismic data of the Xujiahe formation to estimate the total and microcrack
porosities, indicating that the results are consistent with actual gas production reports.

3. Closing Remarks

The papers presented in the Special Issue cover important aspects of the latest research
progress in rock mechanics and engineering. Even if rock mechanics and engineering is a
very wide topic, this small contribution could stimulate the community to develop current
research and improve its progress. Therefore, we believe that the presented papers will have
practical importance for the future development in the rock mechanics and engineering
sector. Finally, together with other co-Guest Editors, Prof. Xiaojie Yang, Prof. Zhigang Tao,
and Dr. Jianping Sun, we wish to thank the authors that contributed with their works to
this Special Issue.
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Abstract: Gob-side entry retaining formed by roof fracturing (GERRF) is a popular non-pillar mining
method. The method uses crushed rocks in gob side to support and control the movements of the gob
roof. These crushed rocks will deform under roof pressure and generate desirable lateral stress on
support structures of gangue rib. In this study, the deformation behavior of crushed mudstones with
different particle sizes under incremental loading was investigated with an innovative experimental
device that simulated boundary conditions of the GERRF method. Influence of particle size of the
crushed mudstones to the generation of lateral stress applied on support structures were concurrently
observed and analyzed. Research outputs from the tests showed that: (1) The particle size exerted a
significant influence on the accumulated axial deformation, period axial deformation, and lateral
stress applied on support structure of crushed rocks. (2) Under the same axial stress, the larger the
particle size, the smaller the accumulated axial deformation of the crushed rock; A skeletal loading-
bearing effect was apparent in the rock samples with larger particles (S-2, S-3). The compressive
deformation process of samples S-2, S-3 divided into structural adjustment, skeletal load-bearing
and crushing cum filling phases. At skeletal loading-bearing phase, the crushed rocks showed
better deformation resistance and stability than other phases; (3) Two types of periodic stress-strain
curves were observed for crushed mudstones in the tests. The “down-concave” type implied the
deformation for the crushed mudstones was primarily a consequence of the compression in the void
spaces. While the “upper-convex” type curve was resulted in particle crushing cum filling again;
(4) The lateral pressure generated by large-size samples was smaller than that of small-size samples.
Additionally, a poor regularity of lateral stress was observed in compression test of large-size sample
(S-3). The relationship between the axial stress and lateral stress generated on the support structure
was found to be approximately linear relationship under the condition that lateral pressure shows
good regularity.

Keywords: non-pillar coal mining; crushed rocks; compression test; deformation characteristics;
lateral stress

1. Introduction

Gob-side entry retaining is one of the most commonly used mining method in non-
pillar coal mining. In this method, the former entry is artificially retained as the tailgate
for the next mining panel by constructing a filling wall made of concrete blocks, pigsties,
high-water packing material, and other fill materials, which can greatly improve resource
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recovery and reduce roadway drivage rate [1,2]. However, in case of complex geolog-
ical mining engineering, the conventional gob-side entry retaining method encounters
inevitable difficulties, due to high stress, high dynamic disturbance and large deformation
issues [3–5]. Furthermore, the high cost of filling materials and time-consuming have
also severely restricted the wide application of the conventional gob-side entry retain-
ing method.

 

(a) (b) 

Figure 1. Principle of the GERRF method: (a) No roof pre-fracturing; (b) With roof pre-fracturing.

The crushed rocks are the maintenance body for the GERRF method, its compres-
sion and deformation characteristics appear to be very important on the stability of
the retained entry. Much research has been focused on the instantaneous compressible
deformation [13–15] and creep deformation [16–18] of crushed rocks by uniaxial compres-
sion test. However, in these uniaxial compression tests, the crushed rocks were completely
constrained on all sides, the boundary conditions were significantly different from the
GERRF method [19,20]. Therefore, an innovative experimental device to simulate the
boundary condition of crushed rocks in gob area of GERRF was developed. Using the
device, the compression tests of crushed mudstones with different particle sizes were
carried out. In the tests, the deformation behavior of crushed mudstones with differ-
ent particle sizes in GERRF method was studied, together with that of the lateral stress
giving rise to lateral deformation of support structure was measured, which expects to
provide experimental evidence for deformation prediction and supporting design of the
GERRF method.

2. An Innovative Experimental Device

In the previous research data obtained from uniaxial compression tests, crushed rocks
achieved a greater compactness under axial stress. However, the crushed rocks in the
GERRF method are difficult to compact tightly, but rather acquire a new equilibrium state
with the surrounding rock. Therefore, an innovative experimental device simulated the
geometric structure of the GERRF method was developed, as shown in Figure 2. The
experimental device comprises of a loading plate, a cubic frame containing and a base
plate. The internal dimensions of the device are 400 mm × 400 mm × 400 mm. Three of
the vertical sides of cube are fabricated with Q235 solid steel, while the other side is the
simulated surface of gangue rib, which comprises of high-strength wire mesh and scaled
down support bars. In accordance with the adopted geometrical similarity ratio of 1:10,
the dimensions of the scaled down support bar are 440 mm in height, 10 mm in width
and 5 mm in thickness. A total of eight scaled down support bars are arranged on the
simulation surface of gangue rib. The arrangement spacing is about 55–56 mm.

6
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Figure 2. Design principle of the innovative experimental device: (a) Schematic diagram of the
structure of the GERRF method; (b) The structural composition of the experimental device.

The MTS hydraulic servo loading system used in this study is illustrated in Figure 3.
The maximum axial load of the triaxial loading system is 2000 kN, and the accuracy of the
measurement of axial load is less than 0.01 kN.

 

Figure 3. The MTS hydraulic servo loading system.

3. Experimental Materials and Methods

3.1. Crushed Rock Samples

The crushed rock samples used in the tests were the crushed mudstones obtained from
the gob roof of 12201 working face in the Haragou Coal Mine (Shenmu, China). The natural
density and the uniaxial compressive strength of the crushed rock samples were 2.65 g/cm3

and 19.8 MPa respectively. In accordance with the need to comply with acceptable size of
the particles of crushed rocks in reliable testing, a ratio of 1/5 between the inscribed circle
diameter (D) of cubic container [21], the largest crushed rock particles had to be maintained.
Therefore, the maximum particle size of samples used in tests was limited to 80 mm. Three
types of crushed mudstone samples with different ranges of particle size categories (10~30,
30~60, 60~80 mm) were prepared for the tests, as shown in Figure 4.

7



Energies 2021, 14, 3762

 
(a) 10~30 mm                                      (b) 30~60 mm                                          (c) 60~80 mm 

Figure 4. Crushed mudstone samples for the tests.

3.2. Lateral Stress Monitoring Plan

To monitor the lateral stress exerted by the crushed rocks on the support structure of
gangue rib during the tests, strain gauges were affixed on the scaled down support bars of
the simulation surface of gangue rib. In consideration that a certain amount of deformation
space was needed to be provided for the axial compression of the crushed mudstones, the
strain gauges were so affixed evenly within 230 mm in the vertical direction, as shown in
Figure 5.

Figure 5. The specific locations and numbering of the strain gauges in tests.

3.3. Loading Scheme

Assuming that the roof pressure acting on the crushed rocks in the gob area remains
unchanged during the two caving activities of roof strata, it was considered necessary
that the axial pressure acting on the crushed rocks in the gob area to be increased in a
stepped manner [22]. Thus, the tests were conducted under incremental loading as shown
in Figure 6. In GERRF method, the support structures of gangue rib deformed in response
to lateral stress generated by crushed rocks in gob side. In engineering practice, the support
structures of gangue rib are not allowed to produce large deformations. So, in the tests, the
maximum axial pressure was set at a value corresponding to when the support structure
will begin to deform, which was set as 1.5 MPa according to preliminary experiments
results. In order to observe the periodic deformation behavior of crushed rocks in greater
detail, the loading increment ΔP was designed as 0.15 MPa.

8
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Figure 6. Loading path in the tests.

3.4. Experimental Procedure

The height of the crushed mudstone samples was set to 380 mm before the initiation
of the compression tests. The experimental procedures are described as follows:

• Fixed the strain gauges on the inner wall of the support bars.
• Placed the crushed mudstone rocks in cubic container layer by layer, ensuring that the

samples were mixed thoroughly. After the height of the samples reaches the target
height of 380 mm, the loading plate was assembled and the experimental device was
prepared to loaded.

• An initial preload of 20 kN was applied prior to the first compression stage, in order
to be rid of any large voids that would still be present in the sample.

• Then the axial loading program was commenced. The axial loading at each stage was
completed in 30 s. After the target axial load at each stage was reached, the target stage
load was maintained for 10 min before the next loading stage. The loading sequence
was terminated when the supporting structure of gangue rib began to deform.

4. Experimental Results

4.1. Axial Deformation
4.1.1. Accumulated Axial Deformation

The stress-strain curves of the crushed mudstone samples for the entire loading process
under the incremental loading were recorded in Figure 7. The figure clearly shows that
the accumulated axial strain of the crushed mudstone samples increased with increasing
axial stress. It can be seen that the accumulated axial strain of S-1, S-2, and S-3 were 14.5%,
10.64%, and 8% respectively when the axial stress P = 0.6 MPa (the fourth loading stage);
When the axial stress P = 0.9 MPa (the sixth loading stage), the accumulated axial strain of
S-1, S-2, and S-3 were 17.4%,13.93% and 10.1%. These results indicate that the accumulated
axial strain of the samples decreased with increasing particle size under the same axial
stress. Additionally, it was noted that the ultimate loading stage for S-1, S-2, S-3 was the 7th,
8th and 9th stage, respectively, which demonstrated that the lateral stress generated on the
support structure by the crushed mudstones decreased as the particle size increased under
the same axial stress as well. This conclusion will be explained precisely in Section 4.2.
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Figure 7. The stress-strain curves of the tested crushed mudstone samples for the entire loading
process under the incremental loading.

4.1.2. Periodic Axial Deformation

Figure 8 shows the change rule of axial strain increment corresponding to each loading
stage (periodic axial stain) for S-1, S-2 and S-3. And the periodic axial stain values of each
loading stage are listed in Table 1. For sample S-1 (Figure 8a), the periodic axial stain
decreased with the loading stage increasing; In the case of samples S-2 and S-3, the periodic
axial strain showed a decreasing trend in the early loading stages, but rebounded in the
later loading stages, as seen in Figure 8b,c. This results indicated that there was a skeletal
load-bearing effect in large-sized rushed mudstone samples (S-2, S-3).

   

(a) S-1 (b) S-2 (c) S-3 

Figure 8. The change rule of axial strain increment corresponding to each loading stage for S-1, S-2 and S-3.

Table 1. The periodic axial strain of crushed mudstone sample at each loading stage.

Particle
Size

The Periodic Axial Strain ε (%)

1st Stage 2nd Stage 3rd Stage 4th Stage 5th Stage 6th Stage 7th Stage 8th Stage 9th Stage

S-1 (10–30) 6.59 3.37 2.55 1.99 1.71 1.19 1.28 / /
S-2 (30–60) 4.36 2.64 1.91 1.73 1.65 1.64 1.19 2.04 /
S-3 (60–80) 3.30 1.97 1.61 1.12 1.11 0.99 2.11 2.14 2.69

For crushed mudstone sample S-2 and S-3, the entire deformation process can be
divided into structural adjustment, skeleton load-bearing and crushing cum filling phases,
as presented in Figure 9. In the skeleton load-bearing phase, the periodic axial strain
was relatively smaller, which indicated that the crushed rocks with large-sized particles
have higher deformation resistance and stability in the skeleton load-bearing phase than
other phases.

10
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Figure 9. The entire deformation process of the crushed rock sample with skeleton load-bearing effect.

The periodic axial stress-strain curves of the crushed mudstone samples at each
loading stage were presented in Figures 10–12. From these figures, we known that the
periodic axial strain of the crushed mudstones was composed of instantaneous deformation
and creep deformation. Observations of the instantaneous axial strain and axial creep
strain of crushed mudstones at each loading stage were listed in Tables 2 and 3 respectively.
Table 2 showed that the instantaneous axial strain of all samples decreased with increasing
loading stage. From observations in Table 3, we know that the axial creep strain of
sample S-1 at each loading stage was approximately similar, and most of them were
between 0.7–0.8. But for sample S-2 and S-3, the axial creep strain was a minimum at the
skeletal load-bearing stage. As it entered the crushing cum filling stage, the periodic creep
deformation increased sharply.

Table 2. The periodic axial instantaneous strain of crushed mudstone samples at each loading stage.

Particle
Size

The Periodic Axial Instantaneous Strain ε1 (%)

1st Stage 2nd Stage 3rd Stage 4th Stage 5th Stage 6th Stage 7th Stage 8th Stage 9th Stage

S-1 (10–30) 5.80 2.63 1.75 1.20 0.88 0.6 0.56 / /
S-2 (30–60) 3.80 2.22 1.33 1.05 0.81 0.7 0.58 0.45 /
S-3 (60–80) 3.00 1.70 1.34 0.90 1.10 0.55 0.63 0.40 0.25

Table 3. The periodic creep strain of crushed mudstone samples at each loading stage.

Particle
Size

The Periodic Creep Strain ε2 (%)

1st Stage 2nd Stage 3rd Stage 4th Stage 5th Stage 6th Stage 7th Stage 8th Stage 9th Stage

S-1 (10–30) 0.79 0.74 0.80 0.79 0.83 0.59 0.72 / /
S-2 (30–60) 0.56 0.42 0.58 0.68 0.84 0.94 0.61 1.59 /
S-3 (60–80) 0.30 0.27 0.27 0.22 0.01 0.44 1.48 1.74 2.44
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(a) The first loading stage (b) The second loading stage (c) The third loading stage 

   

(d) The fourth loading stage (e) The fifth loading stage (f) The sixth loading stage 

 

(g) The seventh loading stage 

Figure 10. The periodic stress-strain curves of sample S-1 at each loading stage.
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(a) The first loading stage (b) The second loading stage (c) The third loading stage 

  
 

(d) The fourth loading stage (e) The fifth loading stage (f) The sixth loading stage 

  

(g) The seventh loading stage (h) The eighth loading stage 

Figure 11. The periodic stress-strain curves of sample S-2 at each loading stage.
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(a) The first loading stage (b) The second loading stage  (c) The third loading stage 

   

(d) The fourth loading stage (e) The fifth loading stage  (f) The sixth loading stage 

   

(g) The seventh loading stage (h) The eighth loading stage  (i) The ninth loading stage 

Figure 12. The periodic stress-strain curves of sample S-3 at each loading stage.

In addition, two types of periodic stress-strain curves were observed from the test
results, which were “down-concave” type and “upper-convex” type, respectively. The
“down-concave” type stress-strain curve appeared at the previous loading stages, which
presented a large growth rate of axial strain at the earlier phases of the loading stage,
and a smaller growth rate at the later phases of the loading stage. Conversely, for the
“upper-concave type” stress-strain curve, the growth rate of axial strain at earlier phases of
the loading stage was small (shown within a red colored frame in Figures 10–12). But after
the axial stress reached a certain value, the axial strain increased continuously.

4.2. Lateral Stress

Figure 13 shows the lateral stress of the D column monitoring points on the simulated
support structure in the tests. From the results, it can be seen that the lateral stress increased
as the axial stress increased. With the increase of particle size, the lateral stress generated
on the support structure decreases under the same axial stress. In addition, the test results
showed that the lateral stress generated by the sample S-1 and S-2 consistently showed a
better regularity than sample S-3.
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(a) S-1 (b) S-2 (c) S-3 

Figure 13. The lateral stress of the D column monitoring points.

Using a curve fitting analysis, a linear relationship between the lateral stress generated
by crushed mudstone rocks and the axial stress can be represented by the following
equation:

σx = aσy + b (1)

where σx is the lateral stress from the crushed mudstones that was generated on the support
structure; σy is the axial stress applied on crushed mudstones; a and b are regression
coefficients. The regression coefficients established for all the tests are itemized in Table 4.
The most of correlation coefficients are greater than 0.95.

Table 4. Regression coefficients of the linear relationship between axial stress and lateral stress
generated by crushed mudstones.

Particle Size Monitor Point
Regression Coefficient

Correlation Coefficients
a b

S-1 (10–30)

D-1 1.41 106.25 0.977
D-2 2.00 160.00 0.978
D-3 0.94 99.16 0.963
D-4 0.64 77.92 0.954

S-2 (30–60)

D-1 0.53 −4.58 0.993
D-2 0.77 0 0.998
D-3 0.34 −22.92 0.978
D-4 0.13 2.92 0.989

S-3 (60–80)

D-1 0.88 64.17 0.884
D-2 1.58 186.67 0.910
D-3 2.35 18.33 0.997
D-4 1.69 45 0.994

5. Discussion

The reasons for deformation of the crushed rocks include void space compression,
particle crushing and particle splitting. The different types of periodic stress-strain curves
represented different deformation mechanisms for crushed mudstones. As shown in
Figure 14a, for “down-concave type” stress-strain curve, the rapid increase of axial strain in
the early loading stage was caused by the compression of a large amount of void space. As
the void space was primarily compressed and the rate of axial strain increase slowed down,
thus making the stress-strain curve of crushed rocks to present a down-concave shape.
Figure 14b shows the deformation mechanism for “upper-convex type” stress-strain curve.
The crushed rocks with this type stress-strain curve usually indicate that the sample has a
certain initial bearing strength. When the axial stress is greater than the bearing strength of
the crushed rock sample, a large number of particles crush and fill the void spaces. This
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provide a good explanation for the rapidly growth of axial strain of crushed rocks in the
later loading stage.

  

(a) (b) 

Figure 14. The deformation mechanism of two types of stress-strain curves: (a) down-concave type; (b) upper-convex type.

From above experimental results, a poor regularity of lateral stress generated by
sample S-3 was observed. The phenomenon was illustrated in Figure 15.

 

Figure 15. The schematic diagram for a poor regularity of lateral stress generated by larger-sized
crushed rocks.

It can be seen that the contact between fine-sized crushed rocks and support structure
is more sufficient than the larger-sized crushed rocks. Stress concentration (the first case
of Figure 15) and zero-contact (the second case of Figure 15) are more likely to occur in
larger-sized crushed rocks.

6. Conclusions

The conclusions drawn from this research are as follows:
(1) An innovative experimental device was developed to simulate the boundary

conditions of the GERRF method. Using the device, the compressing tests were conducted
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to study the deformation behaviors of crushed rocks with different particle sizes in gob
side of GERRF method.

(2) In tests, the accumulated axial deformation of the crushed rocks increased with
increasing axial stress. As the particle size increased, the accumulated axial deformation
decreased under the same axial stress. In addition, the skeletal loading-bearing effect
was found in the samples with larger sized particles. And the entire deformation process
of those samples can be divided into structural adjustment, skeleton load-bearing and
crushing cum filling phases.

(3) The periodic deformation of the crushed mudstones includes instantaneous com-
pressive deformation and creep deformation. Regardless of the particle size of the crushed
rocks, the instantaneous compressive deformation decreased with the increase of loading
stage. However, the different change laws of creep deformation were observed in the
samples with different particle size. For the sample S-1, the creep deformations at each
loading stage were roughly the same. But for samples S-2 and S-3, the creep deformation
was minimum at the the skeletal load-bearing phase, but increased when it entered the
crushing cum filling phase.

(4) There were two types of periodic stress-strain curves for crushed rocks. The “down-
concave” stress-strain curve indicated that the deformation of crushed rocks was mainly
caused by the compression of void spaces. While the “upper-convex” curve is the result of
particles crushing and particles filling again.

(5) With the increase of particle size, the lateral stress generated on the support
structure decreases under the same axial stress. Additionally, a poor regularity of lateral
stress generated by crushed rocks with larger- sized particles was observed in tests. Under
the condition that lateral pressure shows good regularity, a linear relationship between the
axial stress and lateral stress generated by crushed rocks was established to be of the form:
σx = aσy + b.
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Abstract: In this investigation, six groups of cemented coal gangue-fly ash backfill (CGFB) samples
with varying amounts of kaolin (0, 10, 20, 30, 40, and 50%) instead of cement are prepared, and their
mechanical properties are analyzed using uniaxial compression, acoustic emission, scanning electron
microscopy, X-ray diffraction, and Fourier transform infrared spectroscopy. The uniaxial compressive
strength, peak strain, and elastic modulus of CGFB samples decreased with the kaolin content. The
average uniaxial compressive strength, elastic modulus, and peak strain of CGFB samples with
10% amount of kaolin are close to that of CGFB samples with no kaolin. The contribution of kaolin
hydration to the strength of CGFB sample is lower than that of cement hydration, and the hydration
products such as ettringite and calcium-silicate-hydrate gel decrease, thereby reducing strength,
which mainly plays a role in filling pores. The contents of kaolin affect the failure characteristics of
CGFB samples, which show tensile failure accompanied by local shear failure, and the failure degree
increases with the kaolin content. The porosity of the fracture surface shows a decreasing trend as
a whole. When the amount of kaolin instead of cement is 10%, the mechanical properties of CGFB
samples are slightly different from those of CGFB samples without kaolin, and CGFB can meet the
demand of filling strength. The research results provide a theoretical basis for the application of
kaolin admixture in fill mining.

Keywords: kaolin; cemented coal gangue-fly ash backfill sample; mechanical properties; macroscopic
failure; microstructure

1. Introduction

Mine-filling technology processes waste such as coal gangue and fly ash into slurry,
which not only reduces the accumulation of solid waste and pollution in coal mines, but
also enables effective control of the deformation of overlying strata and surface subsidence
in mining areas [1]. However, the application of this technology in coal mines is limited
owing to insufficient availability of backfill materials and high costs [2,3]. Therefore, cheap,
efficient, and widely available backfill materials are required for mine-filling in the future.

China is rich in kaolin resources and has suitable conditions for development and
utilization of kaolin. Kaolin (Al2O3·2SiO2·2H2O) is a type of fine and soft clay mineral
having a “single net layer” structure [4–7]. At present, scholars in China and abroad are
studying the influences of kaolin admixtures on mechanical properties and the microstruc-
ture of concrete materials. Due to the low activity of kaolin, Chun et al. [8] stimulated the
pozzolanic activity of kaolin using high-temperature calcination and found that adding an
appropriate amount of kaolin into concrete can greatly improve its compressive strength.
Lingyan et al. [9] found that calcined activated kaolin has the greatest effect on the early
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strength of concrete admixtures, which increases with the addition of kaolin. When the
amount of kaolin is 10%, the strength of the concrete admixture is the highest [10–13].
Meng et al. [14] found that the early strength of cement can be improved by mixing
calcined activated kaolin and slag. However, the kaolin production via calcination is a
high-temperature process that is cumbersome, consumes high energy, and is expensive.
Hao [15] and Yuanyuan et al. [16] found that kaolin can react with Ca(OH)2 slowly at room
temperature to form hydration products of cementitious ability, and the hydration reaction
with cement can create an alkaline environment and enhance this process. Wei et al. [17]
found that kaolin and other mineral admixtures can improve the early strength of cement
mortar in an alkaline environment. Annan et al. [18] confirmed the plate morphology of
kaolin. The particle size of kaolin is mainly in the range of 0–5 μm, which can be filled into
smaller pores of cement paste and be dispersed more evenly, which is conducive to the
complete occurrence of chemical reactions. Mengna et al. [19] found that the reaction of
kaolin and Ca(OH)2 can produce flocculent substances and platelike crystals. The addition
of slag and fly ash is conducive to the diffusion of crystals and destroys the structure of
Ca(OH)2, thus reducing the porosity of the cement mortar and improving the density of
the slurry and filler–matrix interface. Das et al. [20] found that kaolin contains more SiO2
and Al2O3 under alkaline conditions, leading to a higher pozzolanic activity. Its internal
structure contains more chemical bonds, which can weaken the secondary hydration of
Ca(OH)2 in cement mortar.

The abovementioned research results are of great significance for understanding the
effect of kaolin addition on the properties of cement-based materials such as concrete and
mortar. The cost of backfilling can be reduced if cement can be replaced with kaolin in
cemented coal gangue-fly ash backfill (CGFB) samples. Moreover, it can provide a new
path for resource utilization of kaolin. Therefore, based on the test methods of the loading
system, acoustic emission (AE), digital video camera (DVC), scanning electron microscope
(SEM), X-ray diffraction (XRD), and Fourier-transform infrared spectroscopy (FTIR), we
studied the effects of kaolin partially replacing cement on the mechanical properties of
CGFB samples, and the feasibility of using kaolin as paste admixture was discussed. The
results can provide a theoretical basis for application of kaolin admixture in fill mining.

2. Materials and Methods

2.1. Raw Materials

As shown in Figure 1, the CGFB samples used in this test are composed of cement, fly
ash, gangue, kaolin, and water. Their main components and contents are listed in Table 1.

Table 1. Main components and contents.

Raw Material
Chemical Composition and Content/%

SiO2 Al2O3 CaO Na2O SO3 K2O MgO TiO2 MnO Fe2O3 ZnO BaO

Cement 15.722 12.340 51.643 2.177 3.025 1.203 8.706 1.031 0.190 3.891 0.072 —
Fly ash 37.855 39.724 6.214 1.456 1.221 2.118 3.914 2.479 0.055 4.856 0.107 —
Gangue 39.987 30.177 11.727 1.758 2.886 2.643 3.088 2.531 — 4.928 — 0.276
Kaolin 42.153 47.704 — — — 5.063 1.276 2.079 — 1.725 — —

Here, 32.5 grade ordinary Portland cement (OPC) produced by Shandong Rizhao No.
3 cement plant was used. Grade II fly ash from the Huangdao Power Plant in Qingdao City,
Shandong Province, which has a light grey appearance, was used. The gangue (particle
size < 25 mm) was obtained from the solid waste produced in roadway excavation, coal
mining, and separation in the Shandong Daizhuang coal mine. The kaolin was taken from
the water-washed kaolin produced by a material factory in Guangdong Province. The
80-μm-square pore sieve residue is less than 8%, and the 45-μm-square pore sieve residue
is less than 25%, which meets the technical requirements of general Portland cement (GB/T
175-2007) [21].
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(a) (b) 

  
(c) (d) 

Figure 1. Raw materials. (a) Cement; (b) Fly ash; (c) Gangue; (d) Kaolin.

The microscopic morphology of kaolin was analyzed by a scanning electron mi-
croscopy (SEM) system. The powder sample was dipped on the conductive adhesive
using a wooden stick, and the kaolin surface was plated with gold. The morphology of
the sample was observed at 10,000× magnification, as shown in Figure 2a. The layered
structure of kaolin particles is evident in the figure, and each block of kaolin particles is
composed of many lamellar structures closely superimposed together, with clear edges and
corners. The morphology of kaolin particles is irregular and the particle size is different,
which is conducive to backfill the internal pores of CGFB samples, increasing its internal
occlusal degree and improving its internal structure.

  
(a) (b) 

Figure 2. Microstructure analysis of kaolin. (a) SEM of kaolin; (b) XRD pattern of kaolin.
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The crystal phase of the kaolin admixture was analyzed using XRD, as shown in
Figure 2b [22]. The XRD patterns show multiple dispersion peaks of quartz, feldspar,
muscovite, and kaolinite, among which quartz and feldspar are mainly composed of SiO2
and Al2O3, respectively. The kaolin admixture is rich in active SiO2 and Al2O3, which can
replace a part of the cement for pozzolanic reaction and improve the internal bonding of
CGFB samples.

2.2. Sample Preparation

In this test, CGFB samples were prepared using cement, fly ash, and gangue in the
ratio of 1:4:6; the solid mass fraction was 78%; no additions were added, and the amounts
of kaolin replacing cement were 0, 10, 20, 30, 40, and 50%. During the preparation of CGFB
samples, an NJ-160 agitator was used for stirring for approximately 8 min. After the slurry
was evenly mixed, it was poured into a Φ50 mm × 100 mm mould. The bubbles in the
samples were removed by manual vibration and tamping. CGFB samples were removed
from moulds after 24 h and cured for 28 days in a curing box at a temperature of 25 ◦C
and relative humidity of 80%. Before the test, the two ends of the samples were smoothed
with a grinding machine: the flatness tolerance of the end face was less than 0.05 mm,
and unevenness was less than 0.002 mm [23]. Evident cracks on the surface of the CGFB
samples were removed. A total of 18 samples, as shown in Figure 3, were prepared for
this test. Based on the amounts of cement replaced with kaolin, they were divided into six
groups: A, B, C, D, E, and F, corresponding to cement replacement of 0, 10, 20, 30, 40, and
50% chemically pure (CP), respectively, and each group contained three samples.

 

Figure 3. CGFB samples.

2.3. Test Method

The experimental test setup, including the loading, AE, DVC, SEM, XRD, and FTIR
systems, is shown in Figure 4. During each test, loading, AE, and DVC systems were
synchronized to have the same timestamps to facilitate analysis of the experimental results.

2.3.1. Uniaxial Compression Tests

A Shimadzu AG-X250 electronic universal testing machine was used to conduct the
uniaxial compression tests on the CGFB samples. This machine can perform uniaxial com-
pression, tensile, and other mechanical tests using a maximum load of 250 kN [24–27]. When
performing uniaxial compression tests, a preload pressure of 0.1 kN was first applied to the
test sample, so that the indenter was in close contact with the test piece, and displacement
loading control at a loading rate of 0.0005 mm/s was conducted.
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(a) (b) 

  
(c) (d) 

Figure 4. Experimental testing system. (a) Uniaxial compression tests; (b) SEM experiment; (c) XRD experiment;
(d) FTIR experiment.

2.3.2. Acoustic Emission Experiment

The failure under uniaxial compression was monitored in real-time using the MIS-
TRAS series PCI-2 AE system. An R3α type of AE sensor, a main amplifier of 40 dB,
threshold of 45 dB, floating threshold of 6 dB, probe harmonic frequency of 100–600 kHz,
and sampling frequency of 106 times/s were used [28]. Petroleum jelly (Vaseline) was
applied between the sensor and samples for coupling them and reducing the acoustic
impedance difference and reflection loss of energy at the interface. This ensured that the
sensor received the AE signal with minimal loss. The sensor was fixed with adhesive tape,
and the pencil lead fracture method proposed by American Society for Testing and Materi-
als (ASTM) was used to calibrate the AE system for ensuring that the signal amplitude of
each sensor was above 90 dB [29]. During the test, a video camera (Sony DVC) was used to
record the failure under uniaxial loading.

2.3.3. Scanning Electron Microscopy Experiment

The internal microstructure of the CGFB samples was examined using the Apreo S
Hivac high-resolution SEM. The samples were soaked in alcohol and dried. After the
surface of the samples was blown clean using an ear-washing ball, they were pasted on
the sample table using a conductive adhesive. The internal structure of the samples was
observed after the surface was sprayed with gold.
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2.3.4. X-ray Diffraction Experiment

The crystal phase of the CGFB samples was analyzed using Rigaku Ultima IV XRD
operating at a voltage of 40 kV and an emission current of 40 mA. The dried samples
were ground using a mortar and screened using a 200-mesh sieve. During this, fragments
with relatively few aggregates (coal gangue) were retained, and large particles such as
aggregates (coal gangue) were removed. After the powder sample was tiled on the groove
of the glass slide, it was placed into the instrument for testing.

2.3.5. Fourier-Transform Infrared Spectroscopy Experiment

The functional groups on the surface of the CGFB samples were measured using
Nicolet iS5 FTIR. When testing samples, the samples were first ground with a mortar and
then dried. During this, fragments with relatively few aggregates (coal gangue) were
retained, and large particles such as aggregates (coal gangue) were removed. After mixing
the samples with pure potassium bromide at a ratio of 1:10, grinding, and pressing, they
were placed in the spectrometer and scanned 50 times to obtain the infrared spectrum.

3. Results

3.1. Uniaxial Compression Test Results

The strength of CGFB is an important index for evaluating coal mine safety conditions
and backfill effects. In this test, the data are collected synchronously through a computer
using a sampling interval of 10 ms. Table 2 shows the uniaxial compressive strength (UCS),
peak strain, and elastic modulus of the samples. Figure 5 shows the uniaxial compressive
stress–strain curves, while Figure 6 shows comparisons of the UCS, peak strain, and elastic
modulus of CGFB samples under different amounts of kaolin.

Table 2. Uniaxial test results of CGFB samples.

Addition Number UCS (MPa) Elastic Modulus (MPa) Peak Strain (mm/mm)

0%

A-1 0.70 205.47 0.0061
A-2 0.70 199.66 0.0068
A-3 0.79 240.75 0.0064

Average 0.73 215.29 0.0064

10%

B-1 0.58 211.20 0.0043
B-2 0.80 183.47 0.0054
B-3 0.67 182.44 0.0060

Average 0.68 192.37 0.0053

20%

C-1 0.52 169.18 0.0048
C-2 0.59 166.39 0.0043
C-3 0.57 141.19 0.0049

Average 0.56 158.92 0.0047

30%

D-1 0.31 156.33 0.0050
D-2 0.39 123.17 0.0035
D-3 0.46 179.88 0.0038

Average 0.39 153.13 0.0041

40%

E-1 0.45 201.66 0.0025
E-2 0.46 135.53 0.0045
E-3 0.43 113.93 0.0037

Average 0.45 150.37 0.0036

50%

F-1 0.35 72.36 0.0031
F-2 0.36 90.85 0.0037
F-3 0.38 61.91 0.0022

Average 0.36 75.04 0.0030
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(a) (b) (c) 

(d) (e) (f) 

Figure 5. Stress–strain curves of CGFB samples. (a) A-3; (b) B-3; (c) C-3; (d) D-3; (e) E-2; (f) F-3.

(a) (b) 

(c) 

Figure 6. Comparisons of (a) UCS, (b) elastic modulus, and (c) peak strain of CGFB samples under different amounts
of kaolin.

As seen from Figure 5, the stress–strain curves of the CGFB samples have the same
shape, and they all pass through initial compaction, elastic deformation, plastic yield, and
post-peak strain softening stages. However, the values of UCS, peak strain, and elastic

25



Energies 2021, 14, 3693

modulus are different, illustrating that the kaolin affects the mechanical properties of CGFB
samples. As shown in Figure 6, the UCS, peak strain, and elastic modulus of CGFB samples
are affected by the amounts of kaolin replacing cement. CGFB samples with 0% kaolin
instead of cement exhibit highest average UCS (0.73 MPa), elastic modulus (215.29 MPa),
and peak strain (0.0064), while those with 50% kaolin exhibit lower UCS (0.36 MPa), elastic
modulus (75.04 MPa), and peak strain (0.0030). The mechanical properties decrease with
the increase of amounts of kaolin instead of cement. The higher the content of kaolin, the
better the elasticity, and easier the deformation of CGFB. In addition, the amounts of kaolin
instead of cement affect the post-peak strain softening stage of CGFB. The post-peak stress
of CGFB decreases with time. The higher the content of kaolin, the smaller the slope of the
CGFB curve, and stronger the plastic deformation ability.

In addition, in the Figure 6, it is found that the average values of UCS for CGFB
samples decrease integrally with the amounts of kaolin instead of cement. Meanwhile, the
values of UCS for the D-3 sample (30% CP) and group E samples (40% CP) show a slight
increase. Previous investigations have shown that the strength of the CGFB samples is
mainly determined by the cement hydration [30–34]. Generally, the stronger the cement
hydration is, the larger the corresponding strength of the CGFB sample is. Normally, the
activity of kaolin is lower than that of cement, and the incorporated kaolin only partially
replaces cement for hydration reaction. The hydration caused by cement is lower than that
of cement. With the increase of kaolin proportion, the amount of cement involved in the
hydration reaction decreases. Therefore, the cement hydration effect is weakened, and the
UCS of CGFB samples decreases. At the same time, the kaolin, which is not involved in
hydration, mainly plays a role in filling the pores of CGFB samples. The average porosities
of the failure or fracture surface of CGFB samples decrease with the kaolin content, which
are analyzed in Section 3.3. Thus, the integrity of the CGFB samples is enhanced. Based
on the above analyses, the strength of the CGFB samples containing kaolin may increase
under these two mechanisms of the kaolin on mechanical properties for CGFB samples,
but which is lower than that of the CGFB samples without the kaolin.

3.2. Macro Failure Characteristics

Figure 7 shows the macro-failure patterns of CGFB samples, which can be divided into
tensile and shear failures, under different amounts of kaolin. The amounts of kaolin indeed
affect the failure characteristics of CGFB samples as the failure degree increases with the
increase of kaolin instead of cement. When the amount of kaolin is 50%, the highest amount
of tensile cracks in CGFB samples is seen. The CGFB samples were gradually fractured
along the diagonal direction with the increase of kaolin instead of cement. After the CGFB
samples are fractured, the large tensile cracks on their surface increase, and most of them
are distributed near the gangue particles. This shows that the decrease of cement content
leads to the decrease of internal bonding degree. The ultimate failure characteristics of
CGFB samples show tensile failure accompanied by local shear failure.

(a) (b) (c) (d) (e) (f) 

Figure 7. Failure characteristics of CGFB samples. (a) A-1; (b) B-2; (c) C-2; (d) D-3; (e) E-3; (f) F-3.

A single stress–strain curve cannot reflect the development process, but the failure
degree of CGFB samples with different amounts of kaolin addition can be revealed in detail
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by analyzing the AE Ra and cumulative Ra value. The different characteristics of tensile
failure and shear failure can also be understood in detail. The Ra value of the AE is the
ratio of the rise time to amplitude, which is an important index for determining the fracture
mode. Shiotani et al. [35] calculated the Ra value of rock under bending and shear tests
and concluded that a low Ra value corresponds to a shear crack, while a high Ra value
corresponds to a tensile crack.

In Figure 8, the relationship between axial stress and cumulative RA value over time
during failure of CGFB samples with different kaolin contents is shown to reveal the failure
characteristics. It can be seen that when the CGFB samples without kaolin fail, the initial
Ra value is at a low level, and the cumulative Ra value increases slowly, which indicates
the occurrence of shear failure. Near peak stress, the Ra value suddenly increases, and the
cumulative Ra value increases rapidly. This phenomenon can be understood as the point
when the CGFB samples without kaolin start getting compacted under the action of the
vertical load, resulting in transverse tensile stress. As alluded to earlier, due to existence
of gangue particles and a large number of holes, microcracks, and other defects in CGFB
samples, their internal structure is under uneven stress, and the effective bearing area
reduces, resulting in shear failure of mutual dislocation initially. With the gradual increase
in vertical load, friction between a large number of holes and microcracks also increases,
which inhibits mutual dislocation, and CGFB samples attain a stable state. As the load
continues increasing and becomes higher than the compressive strength of CGFB samples,
a crack begins to develop, and the sample finally fractures.

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 8. Acoustic emission (AE) characteristics of CGFB samples. (a) A-1; (b) B-2; (c) C-2; (d) D-3;
(e) E-3; (f) F-3.
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With the increase of the amount of kaolin instead of cement, the fluctuation of the Ra
value of CGFB samples increases, and the difference of its cumulative Ra value decreases,
which increases the number of tensile cracks in CGFB samples. This shows that a decrease
in the cement content leads to a decrease in the degree of internal bonding. During the
compression process, a large amount of elastic energy is stored in the gangue particles.
With the increase in sample deformation, energy is released near the gangue particles and
causes chain failure of the surrounding structure, resulting in tensile failure accompanied
by local shear failure of the sample.

3.3. Microstructure Characteristics

The microstructure and morphology of the fracture surface of CGFB samples are
analyzed using SEM and are shown in Figure 9. It can be seen that the microstructure and
morphology of fracture surfaces of different CGFB samples are different. Because of the
disappearance of the coating layer on the surface of CGFB samples, the rate of hydration
reaction increases, and a large amount of flocculated calcium-silicate-hydrate (C-S-H) gel
forms in the main body. Ettringite (AFt) having a needle-like structure is mostly distributed
in pores. These crystals are closely connected, which improves the strength of the sample.
When the amount of kaolin is 10%, more hydration products (AFt and C-S-H gel) are
observed. The internal structure of the samples is compact, and the number of pores is
small. When the amount of kaolin is more than 10%, the number of hydration products
decreases, and that of irregular particles increases. At 50% kaolin content, fewer hydration
products are observed, but the internal structure is relatively dense, which indicates that
kaolin mainly fills the pores in higher quantities.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 9. SEM image of fracture surface of CGFB samples. (a) 0% CP; (b) 10% CP; (c) 20% CP; (d) 30%
CP; (e) 40% CP; (f) 50% CP.
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PCAS is a professional software tool for the identification and quantitative analysis of
pore systems and fracture systems [36]. It can automatically identify all types of pores and
fractures in images and obtain all geometric and statistical parameters. Concerning pore
recognition, it can import various pore images, remove clutter automatically, segment and
recognize pores automatically through binarization, output the geometric and statistical
parameters, and display the result vector image and rose diagram. It can also display
various geometric parameters of all pores in the data table, including the number of pores,
area, length, width, directivity, and shape coefficient, and obtain statistical parameters such
as region percentage (porosity), average form factor, probability entropy, fractal dimension,
and sorting coefficient [37]. In this study, PCAS is used to quantitatively analyze the
micropore structure of CGFB samples. The pore map after PCAS processing is shown
in Figure 10, where the black zone represents the non-porous area, and the colored zone
represents pores where the software automatically recognizes and artificially corrects some
recognition errors and defects. For different pores (unconnected pores), the PCAS uses a
different color mark, while the same color mark is used for connected pores [38]. All CGFB
samples are observed and analyzed in this manner. The minimum diameter of the closed
pore in PCAS is 2, and the minimum pore area is 50. The region percentages (porosities) of
the samples are listed in Table 3.

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

   
(j) (k) (l) 

   
(m) (n) (o) 

Figure 10. Cont.
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(p) (q) (r) 

Figure 10. Binarization of CGFB microscopic pores. (a) A-1; (b) A-2; (c) A-3; (d) B-1; (e) B-2; (f) B-3;
(g) C-1; (h) C-2; (i) C-3; (j) D-1; (k) D-2; (l) D-3; (m) E-1; (n) E-2; (o) E-3; (p) F-1; (q) F-2; (r) F-3.

Table 3. Region percentage (porosity) of CGFB samples.

Addition Number Region Percentage (Porosity)

0%

A-1 43.26%
A-2 49.45%
A-3 41.26%

Average 44.66%

10%

B-1 33.52%
B-2 45.21%
B-3 46.56%

Average 41.76%

20%

C-1 41.27%
C-2 39.64%
C-3 39.94%

Average 40.28%

30%

D-1 39.08%
D-2 39.54%
D-3 38.47%

Average 39.03%

40%

E-1 37.08%
E-2 36.04%
E-3 36.05%

Average 36.39%

50%

F-1 35.07%
F-2 34.84%
F-3 32.77%

Average 34.23%

Many studies [39–42] have shown that porosity has a significant relationship with
UCS. Table 3 shows the porosity of CGFB samples with different amounts of kaolin instead
of cement. The average porosity of each group of CGFB is compared with the average UCS,
and their relationship under different amounts of kaolin instead of cement is shown in
Figure 11.

Generally speaking, when the porosity of CGFB samples decreases, the UCS also
decreases. However, in Figure 11, an opposite trend is seen. The reason is that the hydration
is the main factor of kaolin affecting the strength of CGFB samples. The activity of kaolin is
lower than that of cement, but with the increase of kaolin content, the hydration of cement
decreases, so the UCS of CGFB samples decreases. However, kaolin also fills the internal
pores of CGFB samples, which improves their integrity and reduces the corresponding
porosity. In summary, the porosity of CGFB samples decreases with the increase of kaolin
instead of cement, and the UCS gradually decreases.
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Figure 11. Comparison of the relationship between UCS and porosity of CGFB with different amount
of kaolin instead of cement.

4. Discussion

The goal of coal mine filling is to meet the needs of coal mine production safety at
the lowest possible cost. Therefore, the selection of appropriate CGFB samples material is
related not only to the filling cost but also the safety and stability of the goal. After adding
kaolin into CGFB samples, the sample will have effects of morphology, micro-aggregate,
and activity of the kaolin admixture. The morphological effects of kaolin addition are
mainly reflected in the influence of kaolin particle size, shape, and other factors on the
performance of CGFB samples. The micro-aggregate effects are that the particles are
relatively fine and can be evenly dispersed in the gangue aggregate and flocculation
structure, filling the internal pores, which helps improve the internal uniformity of CGFB
samples. Kaolin is rich in active SiO2 and Al2O3. The essence of its pozzolanic activity is
that SiO2 and Al2O3 are excited in alkaline environments. The content of soluble active
components in kaolin is very low; therefore, the degree of pozzolanic reaction of kaolin is
low initially.

To study the influence of different amounts of kaolin content on the hydration products
of CGFB samples, phases of CGFB samples cured for 28 days are analyzed via XRD, and the
diffraction patterns are shown in Figure 12. Similar diffraction patterns of CGFB samples
are seen, but the intensity of the peaks is different from that of the hydrated products, which
form Ca(OH)2, C-S-H gel, AFt, etc. When the amount of kaolin is less than 10%, the peak of
Ca(OH)2 becomes weaker, the SiO2 peak becomes stronger, and the C-S-H gel diffraction
peak becomes stronger with an increase in the amount of kaolin instead of cement. This
indicates that some active substances in kaolin consume Ca(OH)2 to participate in the two
hydration reactions. When the amounts of kaolin instead of cement are greater than 10%,
the peak value of SiO2 continues to increase, and the diffraction peaks of Ca(OH)2, AFt,
and C-S-H become weak with an increase in the amount of kaolin content. This shows that
after a certain point of kaolin addition, reduction in cement content per unit volume will
negatively affect the secondary hydration of kaolin.

To further investigate the effects of kaolin on CGFB samples, the chemical structures
of the prepared samples are characterized via FTIR spectroscopy. Figure 13 shows the
infrared spectrum of CGFB samples, which shows that FTIR spectra of CGFB samples
are similar. The broad absorption band at wavenumbers of 2976.99–3592.77 cm−1 charac-
terizes the stretching vibration of Al-OH in the [AlO4] tetrahedron, and the absorption
peak of 1588.25 to 1784.38 cm−1 represents the bending vibration of H2O in C-S-H [43].
Absorption peaks at 1349.18–1588.25 cm−1 represent the O-C-O asymmetric stretching
vibration of carbonate, indicating that the CGFB samples experienced slight carbonization
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during the characterization process [44]. Absorption peaks of 936.78–1349.18 cm−1 corre-
sponds to the asymmetric stretching vibration of Si-O in tetrahedron [45], while those at
820.31–886.33 cm−1 reflects the existence of [Al(Fe)-O], which means that some Al-OH in
AFt is replaced by Fe-OH [46].

 

Figure 12. XRD patterns of CGFB samples.

 

Figure 13. FTIR spectrum of CGFB samples.

Figure 14 gives the pozzolanic reaction of kaolin in the CGFB sample. Pore water rich
in Ca2+, AlO2

−, and SiO3
2− first infiltrate CGFB, and the cement particles in CGFB samples

hydrate to form Ca(OH)2 and other products in the liquid phase. The hydration reaction of
cement is as follows:

C3S + nH → C-S-H + (3-x) CH (1)

C2S + mH → C-S-H + (2-x) CH (2)
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Figure 14. Pozzolanic reaction process of kaolin in the CGFB sample.

The hydration product will infiltrate the kaolin particles. During slurry condensation,
the hydration products in the matrix crystallize, and the CGFB samples material have a
certain strength through ionic bonds and intermolecular forces. Now, alkaline inclusions
gradually form on the surface of the kaolin particles. With an increase in the curing time
from 0 to 28 days, kaolin particles are gradually eroded by alkaline inclusions, resulting
in chemical changes and development of the active state. Because of the different ion
concentrations inside and outside the coating, ion penetration expands the coating. When
the pressure of the coating reaches its limit, the active component reacts with the ions
to form C-S-H and other products. The formula for secondary hydration of kaolin is
as follows:

SiO2 + m1Ca(OH)2 + xH2O → m1CaO·SiO2·xH2O (3)

Al2O3 + m2Ca(OH)2 + yH2O → m2CaO·Al2O3·yH2O (4)

The test results show that the strength of CGFB samples decreases with an increase
in kaolin content. When the amount of kaolin instead of cement is 10%, the contribution
of secondary hydration of some active components in kaolin to CGFB strength is lower
than that of normal hydration of cement, but kaolin has a certain filling effect. Therefore,
in the study, the strength of CGFB samples with kaolin sample decreased, but there is
no significant difference compared with those of CGFB samples without kaolin, which is
approximately 0.7 MPa. When the amount of kaolin is greater than 10%, the activity of
kaolin is lower than that of cement, which mainly plays the role of filling. The decrease in
cement content directly leads to a decrease in the hydration products in CGFB samples, a
decrease in the cohesive force, and a consequent decrease in CGFB strength.

Therefore, considering requirements of CGFB strength for coal mine production safety,
this study recommends replacing 10% cement in CGFB samples by kaolin as the most
suitable option among those tested. That is to say, when the kaolin content is 10%, it
can play a similar role as cement in CGFB samples and meet the mine-filling strength
requirements. This paper mainly discusses the influence of kaolin on mechanical properties
and microstructure of CGFB; however, carrying out systematic research on the durability
and engineering applications of CGFB samples with kaolin is also necessary.

5. Conclusions

(1) The stress–strain curves of the CGFB samples are essentially the same, and they all
pass through initial compaction, elastic deformation, plastic yield, and post-peak strain
softening stages. The uniaxial compressive strength, peak strain, and elastic modulus
decrease with the kaolin content. The average uniaxial compressive strength, elastic
modulus, and peak strain of CGFB samples with 10% amount of kaolin are 0.68, 192.37,
and 0.0053 MPa, respectively, which are close to those of CGFB samples with no kaolin.

(2) The kaolin content affects the failure characteristics of CGFB samples, which
show tensile failure accompanied by local shear failure, and the failure degree increases
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with the kaolin content. The fluctuation of Ra value of CGFB samples increases, and the
difference of its cumulative Ra value decreases with the kaolin content, which increases
tensile cracks in CGFB samples. The porosity of the fracture surface shows a decreasing
trend as a whole. The reason is that the hydration is the main factor of kaolin affects the
strength of CGFB samples, and the activity of kaolin is lower than that of cement. With the
increase of kaolin content, the hydration of cement decreases, so the UCS of CGFB samples
decreases. However, kaolin also fills the internal pores of CGFB samples, which improves
their integrity and reduces the corresponding porosity. In summary, the porosity of CGFB
samples decreases with the increase of kaolin, and the UCS gradually decreases.

(3) When the amount of kaolin is 10%, the internal structure of the CGFB sample is
more compact, and the number of pores is less. When it is more than 10%, with an increase
in the kaolin content, the decrease in cement content per unit volume leads to a decrease in
the number of AFt and C-S-H gel, the peak of the SiO2 diffraction peak becomes stronger,
the C-S-H diffraction peak becomes weaker, and the number of irregular particles increases.
As the average uniaxial compressive strength, elastic modulus, and peak strain of CGFB
samples with 10% amount of kaolin are close to those of CGFB samples with no kaolin,
replacing 10% cement in CGFB samples by kaolin is the most suitable option recommended.
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Abstract: In order to explore the influences of fault dislocations on tunnel stability under seismic
action, a nonlinear dynamic simulation method for the rock–fault contact system is proposed. First,
considering the deterioration effect of seismic action on the ultimate bearing load of the contact
interface between rock mass and fault, a mathematical model is established reflecting the seismic
deterioration laws of the contact interface. Then, based on the traditional point-to-point contact type
in a geometric mesh, a point-to-surface contact type is also considered, and an improved dynamic
contact force method is established, which considers the large sliding characteristics of the contact
interface. According to the proposed method, a dynamic finite element calculation for the flow of the
rock–fault contact system is designed, and the accuracy of the method is verified by taking a sliding
elastic block as an example. Finally, a three-dimensional (3D) calculation model for a deep tunnel
through a normal fault is built, and the nonlinear seismic damage characteristics of the tunnel under
horizontal seismic action are studied. The results indicate that the relative dislocation between the
rock mass and the fault is the main factor that results in lining damage and destruction. The seismic
calculation results for the tunnel considering the dynamic interaction between the rock mass and
the fault can more objectively reflect the seismic response characteristics of practical engineering. In
addition, the influences of different fault thicknesses and dip angles on the seismic response of the
tunnel are discussed. This work provides effective technical support for seismic fortification in a
tunnel through fault.

Keywords: tunnel through fault; concrete lining structure; fault dislocation; seismic deterioration
effect; dynamic contact force; seismic damage analysis

1. Introduction

A large number of tunnel projects in China that are under construction or have already
been built, are located in earthquake-prone areas, especially in the southwest. The seismic
response of tunnels in areas of high earthquake intensity is a problem that must be faced in
current tunnel construction, especially for tunnels through fault fracture zones [1–3]. The
“5.12” Wenchuan earthquake indicated that tunnels with good engineering geological con-
ditions show good seismic performance, while tunnels with complex geological conditions,
including major changes of strata or poor rock properties, are more vulnerable to seismic
damage. Therefore, the fault fracture zone is the main area where the tunnel’s seismic
damage is concentrated [4–6]. Engineering practice indicates that once an earthquake
occurs, relative dislocation is easily produced between the rock mass and the fault, which
can lead to irreparable damage to the tunnel and can affect its normal operation. This also
makes rescue work in the earthquake area much more difficult. Therefore, it is necessary to
study the seismic damage characteristics of the tunnel through fault, which will have great
practical engineering value and social economic benefit.
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At present, model tests and numerical simulations are the main methods adopted to
study the dynamic response laws of the tunnel through fault under seismic action. In a
model test, Fang et al. [7] conducted a large-scale shaking table test study of a complex
tunnel through fault constructed in Tibet and analyzed the propagation laws of seismic
waves and the failure modes of the tunnel. Liu and Gao [8] studied the dynamic failure
characteristics of the tunnel through fault compared with ordinary tunnels, using shaking
table tests, and they analyzed the development process for lining cracks and the distribution
laws of dynamic earth pressure. Fan et al. [9] designed a 3D sliding device representing an
active fault and conducted a shaking table test to investigate the seismic performance of a
tunnel under normal fault sliding. Although many scholars have achieved a great deal in
shaking table test research on the seismic response behavior of the tunnel through fault, the
development and application of model tests are still limited by many factors. For example,
the engineering geological environment and the boundary conditions are difficult to grasp
accurately, and the test cost is very high.

Relatively speaking, the prospects for the application of numerical simulations are
more promising than those for model tests, due to their low cost and high efficiency.
Li et al. [10] analyzed the displacement difference and plastic zone of a railway tunnel
through fault under seismic excitation, using a solid element and a structural plane element
to simulate the fault. Yang et al. [11] studied the changing process of stress and strain in
a tunnel under the joint action of an earthquake and a fault, using the discrete element
method. Ardeshiri et al. [12] conducted a nonlinear dynamic analysis of a cavern–fault sys-
tem, using the hybrid finite difference–discrete element method. The key to the numerical
simulation of seismic damage in the tunnel through fault lies in establishing a reasonable
analysis method for the dynamic interaction between the rock mass and the fault. However,
most current studies assume that the rock mass and the fault constitute a continuous
system, which ignores the influence of discontinuous fault dislocations on the dynamic
response of the lining structure. In fact, the dynamic contact force method proposed by Liu
and Sharan [13] provides a good method for solving this kind of problem that does not
need iteration and is easy to combine with the explicit central difference method [14,15].
However, the traditional dynamic contact force method assumes a small sliding displace-
ment, which is clearly not perfect when simulating large dislocations between rock masses
and faults.

In this paper, an improved dynamic contact force method is established that considers
the seismic deterioration effect and the large sliding characteristics of the contact interface
between the rock mass and the fault. A calculation formula for the vibration deterioration
coefficient of the contact interface is obtained, taking into account the deterioration effect of
seismic action on the ultimate bearing load of the contact interface. Based on the traditional
point-to-point contact type, this method also takes the point-to-surface contact type into
account, and the solving strategies for the contact force and methods of judging the contact
state in the two cases are expounded. Then, the calculation flow of the improved dynamic
contact force method suitable for the tunnel contact system is designed. The simulation
results for the engineering case indicate that the proposed method reflects the nonlinear
seismic damage characteristics of the tunnel through fault reasonably well.

2. Seismic Deterioration Effect of Contact Interface

The dynamic deterioration effect of the rock structural plane under seismic action has
been confirmed by a large number of rock dynamic tests [16–18]. Through cyclic shear tests
on the structural plane for iron-cemented fine sandstone from the Wenchuan earthquake
area, Ni et al. [19] obtained a quantitative expression reflecting the vibration deterioration
effect of the structural plane. By introducing the vibration deterioration model and making
some appropriate modifications, this paper established a mathematical model suitable
for studying the deterioration laws of the ultimate bearing load of the contact interface
between the rock mass and the fault under seismic action.
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2.1. Influencing Factors for the Seismic Deterioration of Contact Interface

The deterioration effect of seismic action on the contact interface is a complex, dy-
namically changing process, and the deterioration degree can be quantitatively described
by the vibration deterioration coefficient Dt (where t is the time). Summarizing previous
research results [20–22], it is found that the influences of dynamic cyclic action on the
shear properties of the structural plane mainly include the factors of relative velocity and
vibration wear. This paper adopts the influence coefficient of relative velocity γt and the
influence coefficient of vibration wear ηt to quantitatively describe the influences of relative
velocity and cyclic action on the ultimate bearing load of the contact interface. Assuming
that the relative velocity and the vibration wear are two independent factors throughout
the whole duration of the earthquake process, the vibration deterioration coefficient can be
expressed as

Dt = γtηt (1)

2.2. Calculation Formula for the Vibration Deterioration Coefficient

Li et al. [23] conducted rock shear tests under different shear velocities, normal stresses,
and undulating angles, using artificial concrete simulation samples. It was found that as
the shear deformation velocity increased, the shear strength of the rock joint decreased,
and the decreasing rate also decreased gradually. The attenuation laws of the joint strength
presented negative exponential changing characteristics, so the influence coefficient of the
relative velocity could be quantitatively described using a negative exponential model:

γt = α(

∣∣∣∣Δ .
U

t
∣∣∣∣+ β)

−λ

(2)

where α, β, and λ are undetermined coefficients and Δ
.

U
t

is the relative shear velocity
in mm/s.

Experimental research [19] indicates that as the number of shear cycles increases,
the shear strength of the structural plane decreases, and decreases rapidly in the initial
stage. After several shear cycles, the strength value remains unchanged, which can also be
described by negative exponential attenuation laws. Therefore, the influence coefficient of
the vibration wear can be expressed as

ηt = P0 + (1 − P0) exp(− ξ
t

tw
) (3)

where ξ is an undetermined coefficient, tw is the whole duration of the earthquake, and P0
is a convergence constant.

Combining Equations (1)–(3), the calculation formula for the vibration deterioration
coefficient of the contact interface can be obtained:

Dt =

[
α(

∣∣∣∣Δ .
U

t
∣∣∣∣+ β)

−λ
][

P0 + (1 − P0) exp(− ξ
t

tw
)

]
(4)

The undetermined coefficients α, β, λ, P0, and ξ in Equation (4) should be determined
according to the shear tests of rock materials in practical engineering. The relative shear

velocity Δ
.

U
t

of the contact interface is obtained by the time-step integration of finite
elements, so that the vibration deterioration coefficient Dt can be solved explicitly in each
time step for seismic loading.

3. Contact Conditions and Contact States

3.1. Contact Conditions

Figure 1 shows a typical contact problem. Ω1 and Ω2 are two objects, whose bound-
aries are Γ1 and Γ2, respectively. Su and Sσ are the given displacement and stress bound-
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aries, respectively. P and p are the external loads. l and l′ are a contact point pair and n1 and
t1 are the unit normal and tangential vectors of the contact interface, respectively. When
the two objects are in contact, the contact system should satisfy the contact displacement
and contact force conditions in addition to the boundary and initial conditions. This paper
assumes that there is no initial gap between the two objects.

Figure 1. Contact sketch of two objects.

(1) Contact Displacement Conditions

For two squeezed objects, it is generally considered that they will not embed into each
other, so the contact point pair l and l′ should satisfy the displacement condition of no
embedding in the normal direction:

nT
1 (U

t+Δt
l′ − Ut+Δt

l ) = 0 (5)

where Ut+Δt
l′ and Ut+Δt

l are the displacement vectors of l′ and l, respectively, at time t + Δt.
The direction of n1 is from l to l′.

For a contact point pair without relative sliding, the displacement condition of no
relative sliding in the tangential direction within time t–t + Δt should be satisfied:

tT
1 (U

t+Δt
l′ − Ut+Δt

l ) = tT
1 (U

t
l′ − Ut

l) (6)

(2) Contact Force Conditions

For two objects in contact, the interaction forces between the contact point pair should
satisfy Newton’s third law; that is, the following contact force conditions should be satisfied:

Nt
l′ = −Nt

l , Tt
l′ = −Tt

l (7)

where Nt
l′ and Nt

l are the normal contact forces of l′ and l, respectively. Tt
l′ and Tt

l are the
tangential contact forces of l′ and l, respectively.

3.2. Contact States

The above contact conditions only apply when two objects are in contact, and they do
not exist at the same time. There are generally three types of contact states: bond contact,
separation, and sliding contact. The static contact state is also considered in this paper.

(1) Bond Contact State

In the bond contact state, the contact interface has good bond properties and has no
relative sliding, so Equations (5)–(7) constitute the contact conditions. In addition, the
normal and tangential contact forces should not exceed the ultimate tensile load and shear
load, respectively:

‖Nt
l‖ ≤ Dt fc A1 (8)
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‖Tt
l‖ ≤ Dt(μs‖Nt

l‖+ fc A1) (9)

where fc is the cohesive force of the contact interface, A1 is the control area of l, and μs is
the static friction coefficient of the contact interface.

(2) Separation State

In the separation state, the bond properties of the contact interface are destroyed, and
there is no contact between the two objects. Therefore, the contact interface is not restricted
by the contact conditions, giving

‖Nt
l‖ = ‖Tt

l‖ = 0 (10)

(3) Sliding Contact State

In the sliding contact state, the bond properties of the contact interface are destroyed,
and there is relative sliding. This state is a sliding friction state, so Equations (5) and (7)
constitute the contact conditions. At this point, the tangential contact force should be
calculated according to the dynamic friction law:

‖Tt
l‖ = Dtμd‖Nt

l‖ (11)

where μd is the dynamic friction coefficient of the contact interface.

(4) Static Contact State

In the static contact state, the bond properties of the contact interface are destroyed,
but there is no relative sliding. This state is a static friction state, so Equations (5)–(7)
constitute the contact conditions. At this point, the tangential contact force should not
exceed the ultimate shear load:

‖Tt
l‖ ≤ Dtμs‖Nt

l‖ (12)

The above contact conditions are the relationships between the contact displacement
and contact force that the contact interface should satisfy when the contact state is known.
In the numerical calculation process, the contact state is often not known in advance, so it
is necessary to assume and judge it in each calculation step.

4. Dynamic Contact Analysis Method for Rock Mass and Fault

In the seismic loading process of a system, the contact states between the rock mass
and the fault can directly affect the seismic safety of the tunnel structure. Based on the
point-to-point contact type in the traditional dynamic contact force method, the point-
to-surface contact type is also considered in this paper, thus improving the method for
studying the nonlinear dynamic large sliding problem between a rock mass and a fault.

4.1. Fundamental Theory of the Dynamic Contact Force Method

According to the basic theory of kinematics, the dynamic balance equation for the
contact nodes can be obtained after the tunnel system is discretized using finite elements:

M
..
U + Fdamp + Fint = F + R (13)

where M is the mass matrix, U is the displacement vector, Fdamp is the damping force vector,
Fint is the internal force vector, which is obtained by the stress integration of the elements,
F is the load vector of the seismic wave, and R is the contact force vector, R = N + T.

When the movement states of the contact nodes are known at time t, the integration
schemes of the movement variables at time t + Δt can be obtained, using the explicit central
difference method to solve Equation (13):

Ut+Δt =
¯
U

t+Δt

+ ΔUt+Δt (14)
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.
U

t+Δt
=

2(Ut+Δt − Ut)

Δt
− .

U
t

(15)

¯
U

t+Δt

= Ut + Δt
.

U
t
+

Δt2

2
M−1(Ft − Ft

int − Ft
damp) (16)

ΔUt+Δt =
Δt2

2
M−1Rt (17)

where
¯
U

t+Δt

is the predicted displacement when ignoring the contact force Rt and ΔUt+Δt

is the modified displacement caused by Rt.
From the above integration schemes, we can see that the key to determining the

movement states of the contact nodes at time t + Δt is solving for their contact force Rt. Rt

should be determined based on the contact states and the contact conditions between the
rock mass and the fault within time t–t + Δt.

4.2. Solving for the Contact Force and Judging of the Contact State

The point-to-point contact is the most widely used contact type [14] and is very
effective in simulating the small sliding problem, but it is difficult to simulate the large
sliding problem well using this method. Based on the point-to-point contact type, the
calculation formula for the contact force was derived, and methods of judging the contact
state were designed. In order to simulate the large sliding problem between the rock
mass and the fault, we needed to extend the point-to-point contact method to include the
point-to-surface contact.

(1) Point-to-Point Contact Type

When the contact point pair has no large relative sliding, it can be considered that
the contact points are of the point-to-point type (as shown in Figure 2). In order to solve
the contact force Rt for this contact type, it can be assumed that the contact points are
in the bond contact state. Then, they should satisfy the contact displacement conditions
(Equations (5) and (6)). The normal and tangential contact gaps of the contact point pair
are denoted Δn and Δt, and hence

Δn = nT
1 (

¯
U

t+Δt

l′ − ¯
U

t+Δt

l ), Δt = tT
1 [(

¯
U

t+Δt

l′ − ¯
U

t+Δt

l )− (Ut
l′ − Ut

l)] (18)

Figure 2. Point-to-point contact.

Combining Equations (5), (6), (14), (17), and (18), and according to the contact force
conditions (Equation (7)), the expression for the contact force Rt

l can be derived in the form
of a normal component Nt

l and a tangential component Tt
l :

Nt
l =

2Ml Ml′

(Ml + Ml′)Δt2 Δnn1, Tt
l =

2Ml Ml′

(Ml + Ml′)Δt2 Δtt1 (19)

where Ml′ and Ml are the lumped masses of l′ and l, respectively.
If Δn > 0, this indicates that the contact points are in a tension state. If Nt

l satisfies
Equation (8), this assumption is correct; otherwise, the contact points enter a separation
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state, and then the contact force is modified according to Equation (10). If Δn ≤ 0, this
indicates that the contact points are in a compression state. If Tt

l satisfies Equation (9), this
assumption is correct; otherwise, the contact points enter a sliding contact state, and then
the contact force is modified according to Equation (11).

(2) Point-to-Surface Contact Type

When the contact point pair has large relative sliding, it can be considered that the
contact points are of the point-to-surface type (as shown in Figure 3), and the cohesive
force is no longer considered in this case. In order to solve for the contact force Rt, it can
be assumed that the contact points are in a static contact state, so they should satisfy the
contact displacement conditions (Equations (5) and (6)). Assuming that l′ is the projection
point of l on the contact interface, the displacement of l′ is given by

Ut
l′ = ∑

p
ΦpUt

p (20)

where p is the node number of the element to which the contact interface belongs, Φp is the
shape-function value of p and Ml′ is the equivalent lumped mass of l′, as shown below [24].

Ml′ = ∑
p

mp, mp =
MpΦp

∑
q

Φ2
q

(21)

where mp is the mass contribution of p, Mp is the lumped mass of p, and q has the same
meaning as p.

Figure 3. Point-to-surface contact.

According to the contact conditions, the expression for the contact force Rt
l can also be

derived in the form of Equation (19). The contact force of p is calculated via

Nt
p =

mp

Ml′
Nt

l′ , Tt
p =

mp

Ml′
Tt

l′ (22)

If Δn > 0, this indicates that the contact points enter a separation state, and then the
contact force is modified according to Equation (10). If Δn ≤ 0, this indicates that the
contact points are in a compression state. If Tt

l satisfies Equation (12), this assumption is
correct; otherwise, the contact points enter a sliding contact state, and then the contact force
is modified according to Equation (11).

4.3. Calculation Flow of the Improved Dynamic Contact Force Method

Before the seismic action is applied, the discontinuity of the finite element model
can be realized by adding common nodes on the contact interface between the rock mass
and the fault. The main calculation procedures for the improved dynamic contact force

method are: (1) calculate the predicted displacement
¯
U

t+Δt

, ignoring the contact force Rt;
(2) determine the contact types of all the contact point pairs; (3) use the improved method
to calculate and modify Rt; (4) calculate the modified displacement ΔUt+Δt caused by Rt;
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(5) calculate the vibration deterioration coefficient Dt+Δt. The dynamic finite element
calculation flow for the tunnel contact system at time t + Δt is shown in Figure 4.

Calculate of all the contact nodes by using (16)

Circulate all the contact point pairs

Determine the contact type

Point to point contact Point to surface contact

Circulation is over

Calculate , by using (19) and (22)

Calculate , , by using (17), (14) and (15)

No

Yes

End of calculation

Judge the contact state and correct ,

Calculate by using (4)

Figure 4. Calculation flow for the dynamic contact system of tunnel at time t + Δt.

5. Verification of the Method

In order to verify the accuracy of the improved dynamic contact force method for
simulating large sliding displacements, the movement response of a sliding block under ex-
ternal loads (as shown in Figure 5) was selected for analysis [25]. The block was a cube with
an edge length of 1.0 m, and the sliding surface under the block was sufficiently large. The
block and the bottom surface were made of the same linear elastic material, with an elastic
modulus of 0.3 GPa, a Poisson ratio of 0.3, and a density of 300 kg/m3. The finite element
mesh was composed of hexahedral elements with dimensions of 0.5 m × 0.5 m × 0.5 m. It
was assumed that the gravity of the block, the cohesive force of the sliding surface, and
the vibration deterioration effect of the sliding surface need not be considered. The static
and dynamic friction coefficients of the sliding surface were approximately equal. In order
to investigate the mutual transformation of different contact states, two calculation cases
were designed, as shown in Table 1 (where t is the time).

Figure 5. Contact model of the elastic block.

44



Energies 2021, 14, 6700

Table 1. Design of calculation cases.

Case
Initial Displacement

U0 (m)

Initial Velocity
.

U
0 (

m·s−1) Vertical Load
FN (kN)

Horizontal Load
FT (kN)

Friction Coefficient μ

1 0 0 −30 24 t 0.4
2 0 −20 −25 20 0.4

Taking the bottom center of the block as a monitoring point (as shown by the red dot
in Figure 5), the velocity and displacement time histories of the block, calculated by the
method developed in this paper and the analytical method, are plotted in Figures 6 and 7.
In the two calculation cases, the numerical solutions of the velocity and displacement time
histories of the block were basically consistent with the analytical solutions. The results
show that under the above assumption, the improved dynamic contact force method is
feasible, and is suitable for simulating different contact states of a contact system and the
large sliding problem for contact interfaces.

(a) (b)

Figure 6. Velocity time histories of the elastic block: (a) case 1; (b) case 2.

(a) (b)

Figure 7. Displacement time histories of the elastic block: (a) case 1; (b) case 2.

6. Engineering Case Study

6.1. Engineering Profiles and Calculation Model

The water diversion project of Central Yunnan is a super-large inter-basin water
transfer project, which takes water from the Shigu segment of the upper reaches of the
Jinsha River to solve the water shortage problem in the Central Yunnan areas. The control
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project for the main canal is the Xianglushan tunnel in Dali section I, with a total length of
63.43 km and a buried depth of more than 300 m. Many active fault zones exist along the
line, most of which intersect with the line at medium or large angles. The basic earthquake
intensity degree of the tunnel area is degree 8, and the peak acceleration of the horizontal
ground motion with 10% exceedance probability in 50 years is 0.2–0.3 g. A tunnel section
with a fault and a buried depth of 400 m was selected for the seismic calculation in this
study. The rock mass is type IV, and the tunnel diameter is 9.8 m. The thickness of the
lining support is 55 cm, with a C30 concrete structure.

Due to the great depth of the tunnel, the number of elements would be very large and
the dynamic calculation would take a great deal of time if the 3D finite element model
was built to the ground surface. Therefore, a depth of only 55 m was used at the top of
the tunnel, to save calculation time. A normal fault with a thickness of 20 m and a dip
angle of 60◦ was considered, with an inclination parallel to the tunnel axis. The finite
element model was composed of 69,888 rock mass elements, 17,472 fault elements, and
8640 lining elements, all of which were eight-node hexahedrons, as shown in Figure 8.
The maximum mesh size was within 5 m, which satisfies the accuracy requirement of the
dynamic calculation. The initial contact node pairs were set between the hanging wall, the
fault, and the footwall, respectively. It should be noted that the contact interface between
the concrete lining and the fault or the rock mass was not considered.

(a) (b)

Figure 8. Three-dimensional calculation model of the tunnel with a normal fault: (a) whole model; (b) lining.

Based on a comprehensive analysis of in situ stress test results in the tunnel area, the
lateral pressure coefficients of the rock mass were taken as: kX = 1.2, kY = 0.74, kZ = 1.0.
The values of the mechanical parameters of the tunnel materials are provided in Table 2.
The cohesive force of the contact interface between the rock mass and the fault was taken
as 0.35 MPa, and the static and dynamic friction coefficients were both taken as 0.53. The
undetermined coefficients in Equation (4) were taken as: α = 0.883, β = 0.02, λ = 0.032,
P0 = 0.8, ξ = 5. As the research was limited by current test conditions, the values of these
undetermined coefficients were mainly based on the test fitting curves in [19,23].
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Table 2. Mechanical parameters of tunnel materials.

Material
Elastic Modulus

(GPa)
Poisson

Ratio
Internal Friction

Angle (◦)
Cohesive

Force (MPa)

Tensile
Strength

(MPa)

Compressive
Strength

(MPa)

Density
(g·cm−3)

Fault 0.3 0.33 24.2 0.1 0.50 10.0 2.0
Lining 30.0 0.17 46.0 2.0 1.43 12.7 2.5
Rock 5.0 0.29 35.0 0.6 1.30 40.0 2.7

6.2. Calculation Conditions

Based on the improved dynamic contact force method, a seismic response process sim-
ulation of the Xianglushan tunnel with a normal fault was performed, using the dynamic
time history finite element analysis program for an underground cavern [26]. The same
elastoplastic damage constitutive relation was applied to the rock mass and the concrete
lining, and the Mohr–Coulomb yield function with a tensile cut-off limit was applied as
the yield condition, expressed as

f s = σ1 − σ3Nϕ + 2(1 − D)c
√

Nϕ, f t = σ3 − σt (23)

where f s = 0 and f t = 0 represent the shear and tensile yield conditions, respectively,
and σ3 and σ1 are the maximum and minimum principal stresses, respectively. It was
assumed that tensile stress is positive and compressive stress is negative. In addition, c is
the cohesive force, σt is the tensile strength and Nϕ is a parameter expressed as

Nϕ =
1 + sin ϕ

1 − sin ϕ
(24)

where ϕ is the internal friction angle. D is the damage coefficient, which is expressed as

D =
√

D2
1 + D2

2 + D2
3 (25)

Di = 1 − exp(−R
√

ε
p
i ε

p
i ), i = 1, 2, 3 (26)

where Di is the damage coefficient of the i-th principal stress direction, ε
p
i is the cumulative

plastic deviator strain of the i-th principal strain direction and R is a dimensionless constant.
A free field artificial boundary condition was applied at the four vertical boundaries,

and a viscoelastic artificial boundary condition was applied at the top and bottom of the
finite element model.

In this study, a representative Kobe NS wave was selected for input to the model in
the form of acceleration time histories. A duration section of 15 s with high amplitude
was adopted to shorten the calculation time. Then, the amplitude of the input wave
was adjusted to 0.15 g to meet the requirements of seismic fortification intensity and the
amplitude reduction of a deep tunnel. The processed acceleration time histories are shown
in Figure 9, where only the x-direction seismic excitation is considered.

In addition, a contrasting calculation case was designed, with no contact node pairs
between the rock mass and the fault. In other words, the rock mass and the fault were
regarded as a continuous structure. Then, the seismic responses of the tunnel in the two
calculation cases (considering or ignoring the dynamic interaction between the rock mass
and the fault (with RFI or without RFI)) were analyzed comparatively. In order to monitor
the displacement and stress time histories of the lining, three monitoring points were set
at typical parts of the lining: the bottom arch, the haunch, and the top arch at the middle
position of the fault. It should be noted that the tunnel excavation and the lining support
calculations should be performed before the seismic action is applied.
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Figure 9. Time history of x-direction acceleration of the input wave.

6.3. Analysis of Calculation Results
6.3.1. Relative Movement and Seismic Deterioration Analysis of the Contact Interface

In the seismic loading process of the system, the relative displacement and relative
velocity between the rock mass and the fault leads to the seismic deterioration of the contact
interface. A contact node pair close to the lining haunch was selected at the contact interface
between the hanging wall and the fault, to monitor the relative movement characteristics
of the rock mass and the fault. With the dynamic interaction included, the time histories
for the relative x-direction movement of the contact interface between the hanging wall
and the fault are plotted in Figure 10, and the time history of the vibration deterioration
coefficient of the contact interface is plotted in Figure 11.

(a) (b)

Figure 10. Time histories of the relative movement of the contact interface between the hanging wall and the fault:
(a) displacement; (b) velocity.

Figure 11. Time history of the vibration deterioration coefficient of the contact interface.

We can see from Figure 10a that the relative displacement of the contact interface was
very small at time 0–1.5 s, and it fluctuated violently and increased sharply at time 1.5–6.0 s.
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The maximum relative displacement was −5.14 cm, appearing at time 4.9 s. After time
6.0 s, the relative displacement basically remained at −4.40 cm. This indicates that the
movements of the rock mass and the fault were not synchronous under a large seismic
action, and an obvious dislocation displacement appeared between them. That is to say,
the rock mass and the fault were in a sliding contact state after time 6.0 s. We can see from
Figure 10b that the relative velocity of the contact interface presented similar fluctuating
change laws, due to the fluctuation of the input wave: the relative velocity fluctuated
violently at time 1.5–6.0 s and fluctuated gently after time 6.0 s.

We can see from Figure 11 that the vibration deterioration coefficient of the contact
interface presented clear negative exponential attenuation laws over time: the coefficient
decreased rapidly at time 0–1.5 s, then decreased to a certain extent at time 1.5–6.0 s, tending
to be stable after time 6.0 s. This indicates that the seismic deterioration effect of the contact
interface accumulated gradually over time, and its deterioration degree can be directly
reflected in the value of the vibration deterioration coefficient.

6.3.2. Displacement Analysis of the Lining

With the dynamic interaction between the rock mass and the fault considered or
ignored, the time histories of the x-direction displacement of the lining monitoring points
in the two calculation cases are plotted in Figure 12.

Figure 12. Time histories of the x-direction displacement of the monitoring points: (a) without RFI; (b) with RFI.

We can see from Figure 12 that the movement laws of the three typical parts were
basically the same, and only the magnitudes at each point in time were somewhat different.
On the whole, the displacement time histories of the bottom arch and the top arch were
basically the same, while the displacement of the haunch along the x-direction was larger
than that of the other parts. The main reason for this is that, influenced by the spatial
structure of the tunnel, the seismic response of the haunch was more intense than that of
the other parts under a transverse seismic wave. When the dynamic interaction between
the rock mass and the fault was ignored, the maximum displacement of the haunch was
−6.16 cm, appearing at time 3.0 s, and the maximum relative displacement between the
haunch and the bottom arch was −0.33 cm. When the dynamic interaction was considered,
the maximum displacement of the haunch was −6.31 cm, also appearing at time 3.0 s, and
the maximum relative displacement between the haunch and the bottom arch was −0.64 cm.
In the two calculation cases, the displacement responses of the lining are clearly different.
The main reason for this is that an obvious transverse dislocation displacement appears
between the rock mass and the fault under seismic action, which has an important influence
on the seismic response of the lining monitoring section, especially the displacement of
the haunch. This indicates that the transverse dislocation displacement between the rock
mass and the fault leads to large relative deformations between different parts of the lining.
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Therefore, considering the dynamic interaction between the rock mass and the fault can
more objectively reflect the displacement response characteristics of the tunnel structure.

According to the above analysis, the displacement of the lining haunch along the x-
direction reached a maximum at time 3.0 s. With the dynamic interaction between the rock
mass and the fault considered, the changing laws of the transverse maximum displacement
of the haunch along the tunnel axis at time 3.0 s are plotted in Figure 13. Here, the minus
sign indicates the direction.

Figure 13. Changing laws of the maximum displacement of the haunch along the tunnel axis.

We can see from Figure 13 that the maximum displacements of the haunch at different
y coordinates of the footwall were basically the same. From the footwall to the fault,
the displacement decreased sharply at the contact interface, and increased rapidly at the
fault. From the fault to the hanging wall, the displacement appeared to change suddenly
at the contact interface, decreasing slowly at the hanging wall. This indicates that the
displacement of the lining was greatly affected by the fault dislocation, especially near the
contact interface. Compared with the lining at the footwall, the fault was more likely to
affect the lining at the hanging wall, which was characterized by a larger displacement.

6.3.3. Stress and Damage Analysis of the Lining

In view of the fact that the tensile strength of concrete is much smaller than its
compressive strength, only the changing laws of the tensile stress of the lining were
analyzed in this study, which is reflected in the maximum principal stress. With the
dynamic interaction between the rock mass and the fault considered or ignored, the time
histories of the maximum principal stress of the lining monitoring points in the two
calculation cases are plotted in Figure 14.

(a) (b)

Figure 14. Time histories of the maximum principal stress of the monitoring points: (a) without RFI; (b) with RFI.
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We can see from Figure 14 that the changing laws of the maximum principal stress of
the three typical parts were basically the same: the stress increased slowly at time 0–1.5 s,
then changed and increased rapidly at time 1.5–6.0 s, changing little after time 6.0 s. On
the whole, the tensile stress of the haunch was larger than that of the other parts. The
maximum tensile stress of the lining was 1.05 MPa when the dynamic interaction between
the rock mass and the fault was ignored, while the value was 1.43 MPa when the dynamic
interaction was considered, which is clearly larger than that in the former case. In addition,
when the dynamic interaction was considered, the maximum tensile stress of the haunch
reached the tensile strength of concrete, and the haunch may then suffer damage. This
indicates that the stress of the lining is greatly affected by the dislocation displacement
between the rock mass and the fault.

According to the above analysis, tensile damage appears on the lining when the
dynamic interaction between the rock mass and the fault is considered. Based on the
damage constitutive relation of concrete, the distribution of the damage coefficient of
the lining structure after the earthquake can be obtained, as shown in Figure 15, and the
changing laws of the damage coefficient of the lining haunch along the tunnel axis after the
earthquake are plotted in Figure 16.

Figure 15. Distribution of the damage coefficient of the lining after the earthquake.

Figure 16. Changing laws of the damage coefficient of the lining haunch along the tunnel axis.

We can see from Figures 15 and 16 that the damage area of the lining was mainly
distributed in a certain range near both sides of the fault and at the parts where the fault
passes through, especially at the haunch. From the footwall to the fault, the damage coeffi-
cient of the haunch first increased and then decreased. From the fault to the hanging wall,
the damage coefficient of the haunch also first increased and then decreased. Compared
with the other parts, the damage to the lining at the contact interface between the rock
mass and the fault was the most serious. Compared with the contact interface between
the footwall and the fault, the damage to the lining at the contact interface between the
hanging wall and the fault was more serious. The local damage coefficient of the haunch
at this part was close to 1.0, and the haunch may then crack. Based on the above analysis,
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the influences of fault dislocations should be considered in the seismic design of a tunnel
structure through a fault, from the perspective of engineering safety. In addition, according
to the distribution length of the damage area of the lining, the longitudinal layout range of
seismic fortification for the tunnel structure can be determined.

6.4. Discussion

The seismic response of the tunnel through fault is affected by many factors, including
fault thickness and fault dip angle. In this section, when the influences of different fault
thicknesses on the seismic response of the tunnel were considered, the fault dip angle
was uniformly set at 60◦. When the influences of different fault dip angles on the seismic
response of the tunnel were considered, the fault thickness was uniformly set at 20 m. In all
the above calculation cases, the other calculation conditions remained consistent, including
the fact that the dynamic interaction between the rock mass and the fault was considered.

6.4.1. Influences of Fault Thickness on Seismic Response of the Lining

The maximum displacements and maximum tensile stresses of the lining monitoring
points under different fault thicknesses are plotted in Figure 17, and the damage coefficients
of the haunch monitoring point under different fault thicknesses are plotted in Figure 18.

(a) (b)

Figure 17. Maximum response values of the monitoring points under different fault thicknesses: (a) displacement;
(b) tensile stress.

Figure 18. Damage coefficients of the haunch monitoring point under different fault thicknesses.

We can see from Figure 17 that as the fault thickness increased, the maximum dis-
placements of the three typical parts decreased gradually, tending to be stable when the
thickness exceeded 30 m. Similarly, the changing of the maximum tensile stresses with fault
thickness showed the same laws. This is mainly because the larger the fault thickness, the
farther the lining monitoring section from the contact interface between the rock mass and
the fault, so that the influence of the fault dislocation on the monitoring points is smaller.
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When the fault thickness exceeds a certain size, the influence of the fault dislocation on the
monitoring points can be ignored. It should be noted that the maximum tensile stress of
the haunch reached the tensile strength of concrete when the fault thickness did not exceed
20 m, and this part may then suffer damage. Furthermore, we can see from Figure 18 that
as the fault thickness increased, the damage coefficient of the lining haunch decreased
gradually, remaining at zero when the thickness exceeded 30 m.

6.4.2. Influences of Fault Dip Angle on Seismic Response of the Lining

The maximum displacements and maximum tensile stresses of the lining monitoring
points under different fault dip angles are plotted in Figure 19, and the damage coefficients
of the haunch monitoring point under different fault dip angles are plotted in Figure 20.

(a) (b)

Figure 19. Maximum response values of the monitoring points under different fault dip angles: (a) displacement;
(b) tensile stress.

Figure 20. Damage coefficients of the haunch monitoring point under different fault dip angles.

We can see from Figure 19 that as the fault dip angle increased, both the maximum
displacements and maximum tensile stresses of the three typical parts first increased and
then decreased, reaching a maximum at 45◦. This indicates that the fault dip angle had a
great influence on the seismic response of the lining monitoring section. It should be noted
that the maximum tensile stress of the haunch reached the tensile strength of concrete when
the fault dip angle did not exceed 60◦, and this part may then suffer damage. Furthermore,
we can see from Figure 20 that as the fault dip angle increased, the damage coefficient of the
lining haunch first increased and then decreased, reaching a maximum at 45◦. When the
fault dip angle exceeded 75◦, the damage coefficient of the lining haunch remained zero.

7. Conclusions

(1) Considering the dynamic deterioration characteristics of a rock structural plane
under seismic action, a mathematical model reflecting the seismic deterioration effect of
the contact interface between the rock mass and the fault was established. Based on the
point-to-point contact type in the traditional dynamic contact force method, the point-to-
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surface contact type was also considered, and an improved dynamic contact force method
considering the large sliding characteristics of the contact interface was established. Then,
a nonlinear dynamic simulation method for the rock–fault contact system was developed.
The calculation flow of the improved dynamic contact force method was designed, and the
accuracy of the method was verified using the example of a sliding elastic block.

(2) Based on the improved dynamic contact force method, the nonlinear seismic
damage characteristics of a deep tunnel through a normal fault were studied. The relative
movement and seismic deterioration effect of the contact interface between the rock mass
and the fault, and the characteristics of displacement, stress, and damage to the lining,
were analyzed. The results indicated that the movements of the rock mass and the fault
were not synchronous under large seismic action, and the seismic deterioration effect of the
contact interface accumulated gradually over time. The proposed method can effectively
simulate the vibration deterioration degree of the contact interface and the nonlinear large
sliding problem of the rock–fault contact system.

(3) When the dynamic interaction between the rock mass and the fault was considered,
the displacement and stress responses of the lining were greatly affected by the trans-
verse dislocation displacement between the two, shown by a clear increase in the values.
Compared with the lining at the footwall, the displacement of the lining at the hanging
wall was more easily affected by the fault. Tensile damage appeared on the lining in the
seismic loading process, and the damage area of the lining was mainly distributed in a
certain range near both sides of the fault and at the parts where the fault passes through,
especially at the haunch. Compared with the contact interface between the footwall and
the fault, the damage to the lining at the contact interface between the hanging wall and the
fault was more serious. This indicates that considering the dynamic interaction between
rock mass and fault can more objectively reflect the seismic response characteristics of the
tunnel structure.

(4) The influences of different fault thicknesses and different fault dip angles on the
seismic response of the tunnel structure were discussed. As the fault thickness increased,
both the maximum displacements and the maximum tensile stresses of the lining moni-
toring points decreased gradually, tending to be stable when the thickness exceeded 30 m.
The damage coefficient of the lining haunch decreased gradually, and remained zero when
the fault thickness exceeded 30 m. As the fault dip angle increased, both the maximum
displacements and maximum tensile stresses of the lining monitoring points first increased
and then decreased, reaching a maximum at 45◦. The damage coefficient of the lining
haunch first increased and then decreased, reaching a maximum when the fault dip angle
was 45◦ and remaining zero when the fault dip angle exceeded 75◦.
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Abstract: The incident directions of seismic waves can change the ground motions of slope topog-
raphy. To elaborate on the influences of the directions of seismic waves, a dynamic analysis of
the slope topography was performed. Seismic waves were input using an equivalent nodal force
method combined with a viscous-spring artificial boundary. The amplification of ground motions in
double-faced slope topographies was discussed by varying the angles of incidence. Meanwhile, the
components of seismic waves (P waves and SV waves), slope materials and slope geometries were
all investigated with various incident earthquake waves. The results indicated that the pattern of the
amplification of SV waves was stronger than that of P waves in the slope topography, especially in
the greater incident angels of the incident waves. Soft materials intensely aggravate the acceleration
amplification, and more scattered waves are produced under oblique incident earthquake waves.
The variations in the acceleration amplification ratios on the slope crest were much more complicated
at oblique incident waves, and the ground motions were underestimated by considering only the
vertical incident waves. Therefore, in the evaluation of ground motion amplification of the slope
topography, it is extremely important to consider the direction of incident waves.

Keywords: directions of incident waves; slope topography; amplification effects; ground motions;
equivalent nodal forces

1. Introduction

Earthquake-induced landslides are among the most hazardous secondary effects of
strong seismicity in mountainous regions. Several historical cases highlight the potentially
devastating consequences in the last 30 years [1–6] because nearly one-third of deaths are
caused by earthquake-induced landslides among all disasters [7–10]. Many researchers
have indicated that topographic effects have possible interactions between landslide mech-
anisms and triggering conditions [11–16]. Thus, the topographic effects, represented by the
ground motions on the slope model, should be better understood.

Generally, convex topographies such as mountains, slopes and individual ridges lead
to intense aggravation of the seismic responses irregularly along the ground surface [17].
Many acceleration-time histories recorded by the seismometers near the epicenter all
proved that the peak acceleration at the slope crest showed intense amplification based
on instrumental data from strong earthquakes such as the 1987 California earthquake,
the 1994 Northridge earthquake, the 1995 Egion earthquake and the 2008 Wenchuan
earthquake [12,18–20]. In addition, statistical analysis of the seismological stations in Iran
and Israel showed that the acceleration amplification ratios with respect to the slope crest
and ground could reach as much as four times [21,22]. These measured records confirmed
that the slope topography modified the seismic ground motions.
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In the analysis of topographic effects, both analytical and numerical methods were
utilized [23–34]. Nevertheless, the analytical method (e.g., Newmark’s method) can nei-
ther quantify the plastic strains of the non-shearing models nor consider the interaction
between the models and the seismic waves in terms of ground motion amplification or
de-amplification owing to irregular topographic patterns [17]. Conversely, the complicated
stress-strain relationships can be described clearly based on the numerical method, and the
expected plastic strain effects of the model can be quantified owing to seismic events [35].
Thus, for convex topographies (mountains, slopes and individual ridges), the most com-
mon method is a numerical simulation, such as finite difference methods [13,36–39], finite
element methods [40–45], boundary element methods [37,46,47], generalized consistent
transmitting boundary methods [29,30] and distinct element methods [48].

Many researchers have analyzed the ground motions in slope topo-
graphy [13,36,37,40–45,49,50]; however, they preferred the vertical directions of incident
waves rather than considering the influences of the incident angles. According to the regres-
sion analysis of numerous seismological records in America and Japan, the incident angles
near the ground are usually oblique [51,52]. Undoubtedly, the oblique incident directions
change the seismic wave paths in the slope model, and the different seismic responses
lead to the irregularly intense amplification of the ground motions and aggravation of the
slope instability [11,30]. Thus, the varied angles of incident waves definitely influence the
amplification of the slope topography, and overlooking the wave inclination oversimplifies
the analyses of the seismic responses on the ground motions. Even though this problem
has been discussed by some researchers [30,35], there has been little systematic analysis of
the influences of the incident directions on the ground motions in slope topography, such
as the impacts of slope materials and sizes under oblique angles of incident waves.

Based on the analyses above, this study aimed to investigate the impact of the incident
directions of seismic waves on the ground motions in slope topography. The remainder
of this paper is organized as follows. The problem is proposed and the slope model is
established in Section 2. The derivation of the input method in the numerical simulation
with arbitrary directions of incident waves is presented in Section 3. In Section 4, the
influencing factors (wave patterns, slope materials and slope geometries) are discussed
separately under a double-faced slope topography with varying angles of incident waves.
Finally, the conclusions and future prospects are presented in Section 5.

2. Problem Layout and Model Establishment

Topography has an important influence on the amplification of ground motions.
The convex topography, which includes slopes, individual hills and mountains, leads
to irregular amplification of the topographic effects. In this study, the configurations of
the slopes, hills and mountains were simplified as double-faced slope topographies, and
the universality of the inclinations of seismic waves that enter the site was considered.
The impacts of the topographic effects were analyzed based on the double-faced slope
topographies and the site effects were investigated under arbitrary directions of incident
waves with other factors (e.g., components of the seismic waves, slope materials and
slope sizes).

A dynamic finite element method (FEM) was used to analyze the ground motion
process. Even though a three-dimensional (3-D) model was required to fully describe
the topographic effects, two-dimensional (2-D) topographic profiles adequately captured
the essential geometry of mountain ridges and allowed exploration of key features of
the observed landslide patterns [35]. Thus, a 2-D homogeneous double-faced slope with
varying slope sizes was established, as illustrated in Figure 1. The height of the slope was
assumed to be H, which varied according to the wavelength λ. That is, the height of the
slope was considered to be the normalized height in this study [36]. The width of the slope
crest, W, corresponded to the slope height. The inclination of slope i evolved from gentle
to steep. Moreover, the widths of the ground surfaces were 200 m per side, and the depths
of the foundation were 200 m. The seismic waves were input from the left bottom of the
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foundation with incident angles θ in the range of 0◦–30◦, with intervals of 5◦. To ensure the
accurate representation of wave transmissions through a model in the FEM, the element
size of the model had to be less than one-twelfth of the wavelength [53], and the time step
of the dynamic analysis was determined to be one-tenth of the maximum frequency of the
seismic waves [13].

 

Figure 1. Sketch of the calculated modeling.

The seismic waves were analyzed by two components of the seismic waves (consid-
ering only the body waves), that is, P waves and SV waves. The influence of the wave
components was analyzed using the same model size. The materials of the slope were
assumed to be isotropic, and the medium was linearly elastic. To investigate the influence
of materials in the evaluation of the topographic effects, the material of the foundation was
fixed, whereas the materials of the slope varied according to the variations in the materials
in the foundations. The specific parameters of the materials are presented in Table 1.

Table 1. Parameters of soil medium implemented in FEM.

Soil Types
Mass Density

ρ (kg/m3)
Poison’s Ratio

υ
Elastic Modulus E

(MPa)
P Wave Velocity

cp (m/s)
S Wave Velocity cs

(m/s)

Foundation 2000 0.2 768 653.1 400
Slope I 2000 0.2 768 653.1 400
Slope II 2000 0.3 425 534.8 285.9
Slope III 2000 0.25 1370 906.4 523.4

3. Input of Seismic Waves in Numerical Simulation

3.1. Establishment of the Artificial Boundary and the Input Method

In a dynamic analysis of the numerical simulation, the study area is usually truncated
from an infinite region with an artificial boundary used to absorb the scattered waves. In
this study, a viscous-spring artificial boundary was adopted [54,55]. The elastic springs
and dampers were established to implement the viscous-spring artificial boundary on the
boundary nodes, as shown in Figure 2. The coefficients of the elastic spring (K) and damper
(C) are defined as follows.

KN =
1

1 + A
λ + 2G

R
· Al , CN = Bρcp · Al (1)

KT =
1

1 + A
G
R
· Al , CT = Bρcs · Al (2)
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where A and B are the correction coefficients; the good values of the coefficients are 0.8
and 1.1, respectively [56]; ρ is the mass density; R is the distance from the wave source
to the boundary; cp and cs are the velocities of the compression wave and shear wave in
the medium, respectively; G is the shear modulus; and subscripts T and N indicate the
tangential and normal directions, respectively. Al represents the influence area at each
node, for example, at node l, Al = (A1 + A2)/2, as depicted in Figure 2.

 

Figure 2. Layout of viscous-spring artificial boundary on FEM model.

The motion equation of the lumped mass in the FEM wavefield at the artificial bound-
ary is expressed as follows:

m
..
u + c

.
u + ku = Aσ (3)

In case of the distribution of the wavefield on the artificial boundary, the displacement
and stress on the artificial boundary can be divided into free-field motions (denoted by
superscripts f ) and scattered-field motions denoted by superscripts s), which are illustrated
as follows:

u = u f + usσ = σ f +σs (4)

The equation of stress (specifically for the scattered-field motions) on the viscous-
spring artificial boundary is given as:

σs = −Kus − C
.
u

s (5)

Substituting Equations (4) and (5) into Equation (3), the motion equation on the
artificial boundary is expressed as follows:

m
..
u + (c + AC)

.
u + (k + AK)u = Aσ+ Ku f + C

.
u

f (6)

Equation (6) can be considered seismic input and non-radiation, and the right side of
the equation represents the equivalent nodal forces. When the two directions of the viscous-
spring artificial boundary (normal direction and tangential direction) are considered, the
equivalent nodal force can be expressed as follows:

fli = Kliu
f
li + Cli

.
u

f
li + Alσ

f
li (7)

where subscript i denotes the direction and subscript l denotes the node. Kli and Cli
are the coefficients of the elastic spring and damper, which can be calculated using
Equations (1) and (2), respectively; σ f

li, u
f
li and

.
u

f
li represent the tensors of the stress, dis-

placement and velocity, respectively.
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3.2. Implementation of Oblique Incident Waves
3.2.1. SV Waves

Based on the artificial boundary, the other key point in the numerical simulation of
a dynamic problem is the implementation of seismic waves in finite element models. An
efficient and high-precision method is to convert the seismic records, that is, acceleration
records, together with the coefficients of the artificial boundary into equivalent nodal forces.
Figure 3 presents a plane study area that was subjected to oblique incident SV waves. As
shown in Figure 3, each truncated boundary was subjected to three waves that involved
one incident wave and two reflected waves. When node A, one of the joints on the left
truncated boundary, were considered, the incident seismic waves of node A reached the
boundary directly (incident SV waves) or through reflection after first reaching the ground
surface (reflected SV waves and reflected P waves). The displacement and velocity of the
incident SV waves are denoted as us(t) and

.
us(t), respectively.

 

Figure 3. Sketch of the seismic waves on truncated boundary by obliquely incident SV waves.

Consequently, the free-field motion and the associated stress (in terms of x and y
components) can be induced at the given point A (x0, y0) as follows:

⎧⎪⎪⎨
⎪⎪⎩

ulx(t) = us(t − Δt1) cos(α)− A1us(t − Δt2) cos(α) + A2up(t − Δt3) sin(β)
uly(t) = −us(t − Δt1) sin(α)− A1us(t − Δt2) sin(α) + A2up(t − Δt3) cos(β)
.
ulx(t) =

.
us(t − Δt1) cos(α)− A1

.
us(t − Δt2) cos(α) + A2

.
up(t − Δt3) sin(β)

.
uly(t) = − .

us(t − Δt1) sin(α)− A1
.
us(t − Δt2) sin(α) + A2

.
up(t − Δt3) cos(β)

(8)

{
σlx = S1

( .
us(t − Δt1) + S2 A1

.
us(t − Δt2)

)
+ S3 A2

.
up(t − Δt3)

σly = S4
( .
us(t − Δt1) + S5 A1

.
us(t − Δt2)

)
+ S6 A2

.
up(t − Δt3)

(9)

where A1 and A2 are the amplitude ratios (denoted as the reflected SV waves and reflected
P waves to the incident SV waves), Δt is the delay time of waves from the wavefront at t = 0
to the boundary node (node A), α and β are the angles between the vertical direction and
reflected SV waves, and the reflected P waves, respectively. A1, A2 and β can be expressed
as follows: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
A1 =

cs
2 sin 2α sin 2β−cp

2 cos2 2α

cs2 sin 2α sin 2β+cp2 cos2 2α

A2 =
2cpcs sin 2α cos 2α

cs2 sin 2α sin 2β+cp2 cos2 2α

β= arcsin
(

cp sin α
cs

) (10)
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where cs and cp are the wave velocities of P waves and SV waves, respectively. The delay
times Δt1, Δt2, Δt3, and variables S1 to S6 are all boundary-dependent, which can be
depicted as follows:

⎧⎨
⎩

Δt1 = y cos α/cs
Δt2 =

(
2Ly − y

)
cos α/cs

Δt3 =
(

Ly − y
)
/
(
cp cos β

)
+

(
Ly −

(
Ly − y

)
tan α tan β

)
cos α/cs

S1 = G sin 2α
cs

, S2 = −1, S3 = λ+2G sin2 β
cp

,

S4 = G cos 2α
cs

, S5 = 1, S6 = −G sin 2β
cp

(11)

On the bottom boundary, they became:
⎧⎨
⎩

Δt1 = x sin α/cs
Δt2 =

(
2Ly + x tan α

)
cos α/cs

Δt3 = Ly/
(
cp cos β

)
+

(
Ly cos α + x sin α − Ly tan β sin α

)
/cs

S1 = G cos 2α
cs

, S2 = 1, S3 = −G sin 2β
cp

,

S4 = G sin 2α
cs

, S5 = 1, S6 = λ+2G cos2 β
cp

(12)

On the right boundary, the stresses were the same but in opposite directions to those
on the left boundary, and for the displacement, the delay times were Δt1, Δt2, and Δt3, each
of them increased by Lx sin α/cs for the additional travel distance.

3.2.2. P Waves

Figure 4 presents a plane study area that was subjected to oblique incident P waves.
Similar to the oblique incident SV waves, each truncated boundary was subjected to three
waves that involved one incident wave and two reflected waves, as shown in Figure 4.
When node B, one of the joints on the left truncated boundary, were considered, the incident
seismic waves of node B reached the boundary directly (incident P waves) or through
reflection after first reaching the ground surface (reflected P waves and reflected SV waves).
The displacement and velocity of the incident P waves are denoted as up(t) and

.
up(t),

respectively.

 

Figure 4. Sketch of the seismic waves on truncated boundary by obliquely incident P waves.
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Consequently, the free-field motion and associated stress (in terms of their x and y
components) can be induced at the given point B (x1, y1) as follows:

⎧⎪⎪⎨
⎪⎪⎩

ulx(t) = up(t − Δt4) sin(α) + A3up(t − Δt5) sin(α) + A4us(t − Δt6) cos(β)
uly(t) = up(t − Δt4) cos(α)− A3up(t − Δt5) cos(α) + A4us(t − Δt6) sin(β)
.
ulx(t) =

.
up(t − Δt4) sin(α) + A3

.
up(t − Δt5)sin(α) + A4

.
us(t − Δt6) cos(β)

.
uly(t) =

.
up(t − Δt4) cos(α)− A3

.
up(t − Δt5)cos(α) + A4

.
us(t − Δt6) sin(β)

(13)

{
σlx = S7

( .
up(t − Δt4) + S8 A3

.
up(t − Δt5)

)
+ S9 A4

.
us(t − Δt6)

σly = S10
( .
up(t − Δt4) + S11 A3

.
up(t − Δt5)

)
+ S12 A4

.
us(t − Δt6)

(14)

where A3 and A4 are the amplitude ratios (denoted as the reflected P waves and reflected
SV waves to the incident P waves). Δt denotes the delay time of waves from the wavefront
at t = 0 to the boundary node (node B). α and β are the angles between the vertical direction
and reflected P waves together with the reflected SV waves, respectively. A3, A4 and β can
be expressed as follows:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

A3 =
cs

2 sin 2α sin 2β−cp
2 cos2 2β

cs2 sin 2α sin 2β+cp2 cos2 2β

A4 =
2cpcs sin 2α cos 2β

cs2 sin 2α sin 2β+cp2 cos2 2β

β= arcsin
(

cs sin α
cp

) (15)

where cs and cp are the wave velocities of P waves and SV waves, respectively. The delay
times Δt4, Δt5, Δt6, and the variables S7 to S12 are all boundary-dependent, which can be
depicted as follows:

⎧⎨
⎩

Δt4 = y cos α/cp
Δt5 =

(
2Ly − y

)
cos α/cp

Δt6 =
(

Ly − y
)
/(cs cos β) +

(
Ly −

(
Ly − y

)
tan α tan β

)
cos α/cp

S7 = λ+2G sin2 α
cp

, S8 = 1, S9 = G sin 2β
cs

,

S10 = G sin 2α
cp

, S11 = −1, S12 = −G cos 2β
cs

(16)

On the bottom boundary, they became:
⎧⎨
⎩

Δt4 = x sin α/cp
Δt5 =

(
2Ly + x tan α

)
cos α/cp

Δt6 = Ly/(cs cos β) +
(

Ly cos α + x sin α − Ly tan β sin α
)
/cp

S7 = G sin 2α
cp

, S8 = −1, S9 = −G cos 2β
cs

,

S10 = λ+2G cos2 α
cp

, S11 = 1, S12 = −G sin 2β
cs

(17)

On the right boundary, the stresses were the same but in directions opposite to those
on the left boundary, and for the displacement, the delay times were Δt4, Δt5, and Δt6„
each of which increased by Lx sin α/cp for the additional travel distance.

3.3. Verification

The incident seismic waves were implemented using the ABAQUS software, together
with a self-developed MATLAB program. The specific implementation is described in the
flowchart illustrated in Figure 5. Two numerical test examples were used to verify the
validity of the oblique incident seismic waves. One was the propagating process of oblique
incident waves in a truncated region, which was considered to explore the accuracy of the
input method in a semi-infinite field. The other was the response of a semicircular canyon
input by oblique incident waves, which was aimed at determining the accuracy of the
simulation in the topography.
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Figure 5. Flow chart for input seismic waves implemented in ABAQUS.

3.3.1. Test Example 1

A truncated rectangular domain was adopted to simulate the propagation process of
oblique incident waves in a semi-infinite field, as depicted in Figure 6a. The sizes of the
truncated regions were as follows: Lx = 800 m and Ly = 400 m. The region was sufficiently
large to detect the propagation of all the incident and reflected waves. The incident angles
of the P waves and SV waves were assumed to be 30◦ and 18◦, respectively.

  

Figure 6. Numerical model and incident waves of test example 1: (a) finite element model and
(b) displacement time history of incident waves.

The material parameters of the domain were as follows: Poisson’s ratio = 0.25, elastic
modulus = 1.25 Gpa and mass density, ρ = 2000 kg/m3. Points A (400, 400) and B (400, 0)
are the observation points. An impulse was adopted as an incident seismic wave, as shown
in Figure 6b. The impulse equation is defined as follows [57]:

P(t) = 16P0

[
G(t)− 4G

(
t − 1

4

)
+ 6G

(
t − 1

2

)
− 4G

(
t − 3

4

)
+ G(t − 1)

]
(18)

where G = (t/T0)
3H(t/T0) H(t) is the Heaviside function, P0 is the peak value of an

impulse, P0 is set to 1.0 m; and T0 is the acting time of the impulse, where T0 = 0.25 s.
Figure 7 shows the displacement contours with the time of incident SV waves. As

illustrated in the figures, the propagation processes of the incident waves and reflected
waves at the ground surface were simulated effectively in a semi-infinite field. In addition,

64



Energies 2021, 14, 6744

the displacement time histories of the observation points (points A and B) are shown in
Figure 8. As shown in the figures, the numerical results proposed by the input method
were in good agreement with the analytical solutions, where the analytical solutions were
calculated using the elastic wave propagation theory [58,59].

  

  
 

Figure 7. Displacement contours of SV waves propagated in semi-infinite space.

 

 

Figure 8. Displacement time history at observation points of incident SV waves: (a) horizontal displacement, and (b)
vertical displacement (solid lines and dashed lines are numerical results of points A and B, respectively, with circles showing
analytical solutions).
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The displacement contours with the time of P waves in Figure 9 show the propagation
processes of the incident waves and reflected waves at the ground surface. Meanwhile,
the displacement contours and the displacement time histories of the observation points
(points A and B) in Figure 10 both confirm that the input method was effective and precise
in the semi-infinite field. Therefore, the oblique incident SV waves and P waves in a
semi-infinite field could be simulated using the proposed input method, and the ability of
the viscous-spring artificial boundary to absorb the scattered waves was also verified.

  

  
 

Figure 9. Displacement contours of P waves propagated in semi-infinite space.

 

 

Figure 10. Displacement time history at observation points of incident P waves: (a) horizontal displacement, and (b) vertical
displacement (solid lines and dashed lines are numerical results of points A and B, respectively, with circles showing
analytical solutions).
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3.3.2. Test Example 2

A truncated rectangular domain with a semicircular canyon is shown in Figure 11a.
The truncated region was 0 ≤ x ≤ 200 m, 0 ≤ y ≤ 200 m and the radius of the canyon was
25 m. The material parameters of the ground were as follows: Poisson’s ratio = 0.3, elastic
modulus = 208 MPa and mass density, ρ = 2000 kg/m3. A Ricker wavelet was adopted as
the incident wave. The acceleration-time history of the wave is illustrated in Figure 11b.
The time history of the Ricker wavelet was defined as follows:

R(t) =
(

1 − 2π2 f 2
0 t2

)
exp

(
−π2 f 2

0 t2
)

(19)

with an excitation frequency f 0 of 4.0 Hz.
The incident angles had values of 25◦ under SV waves and 30◦ under P waves.

Figures 12 and 13 show the horizontal displacement amplification ratios Uh and vertical
displacement amplification ratios Uv of the ground surface on the canyon with incident
SV waves and incident P waves, respectively. Uh is defined as the ratio of the horizontal
displacement on the ground surface to the input horizontal displacement, and Uv is the
ratio of the vertical displacement. The numerical results presented in Figures 12 and 13
were in good agreement with the analytical solutions proposed by Wong [60]. Therefore,
in the topographic analysis, the proposed input method could effectively simulate the
propagation process of oblique incident seismic waves, and the viscous-spring artificial
boundary could absorb the scattered waves perfectly because of the topography.

 
 

Figure 11. Numerical model and input waves of test example 2: (a) finite element model and (b)
acceleration time-history of incident waves.

 

Figure 12. Cont.
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Figure 12. Displacement amplification ratios of ground under incident SV-waves with angle of 25◦: (a) horizontal ratios and
(b) vertical ratios (solid lines are analytical solutions by Wong [60] and circles are numerical results of finite element method
based on ABAQUS).

 

 

Figure 13. Displacement amplification ratios of ground under incident P-waves with angle of 30◦: (a) horizontal ratios and
(b) vertical ratios (solid lines are analytical solutions by Wong [60] and circles are numerical results of finite element method
based on ABAQUS).
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4. Discussion and Results

A schematic of the numerical model is illustrated in Figure 1. The mesh type of this
numerical model is quadrilateral element. A Ricker wavelet with a predominant frequency
of 4.0 Hz was employed as the incident wave to investigate the wave patterns, materials
and slope geometries based on the seismic responses. The acceleration-time history of
the incident wave, which was input from the left bottom of the model, is illustrated
in Figure 10b. To analyze the topographic effects, the acceleration amplification ratio
was applied, which is the ratio of the peak acceleration of the reflected waves at each
point on the surface to that of the incident seismic waves [36,45]. The horizontal and
vertical acceleration amplification ratios rh and rv are defined in Equations (20) and (21),
respectively. For a given wave, rh and rv are the values of the acceleration amplification
ratio r for the horizontal and vertical components, respectively. r =

√
rh

2 + rv2 defines
zones of the net amplification of ground acceleration with respect to the energy carried by
the incoming waves.

rh =
max(|ah|)∣∣∣ah,input

∣∣∣ (20)

rv =
max(|av|)∣∣av,input

∣∣ (21)

where max(|ah|) and max(|av|) are the peak horizontal (h) and peak vertical (v) acceleration
at the observation points along the slope ridges and slope crests, respectively; and

∣∣∣ah,input

∣∣∣
and

∣∣av,input
∣∣ are the horizontal (h) and vertical (v) acceleration, respectively.

In this study, the wave patterns were discussed based on the P waves and the SV
waves owing to the specific focus on the effects of body waves. In addition, the impact of
the materials was investigated in terms of the relative hardness and softness between the
slopes and foundations. The shear waves of different materials on the slope topographies
are presented in Table 1. Furthermore, the geometries of slopes with varying slope heights,
widths and inclinations are discussed. The slope height H is a normalized height that is
related to the wavelength λ [29,36], and it varies among 0.2λ, 0.5λ, 1.0λ and 2.0λ. The
width of the slope crest W varied from 50 to 400 m, and the intermediate values were
100 m and 200 m. The slope inclination i varied between 26.6◦, 33.7◦, 45◦, 55◦ and 63.4◦,
corresponding to width-depth ratios (defined as coti) of 2.0, 1.5, 1.0, 0.7 and 0.5. All the
influencing factors (wave patterns, materials and geometries) were based on the varied
directions of incident waves, which were input from the left bottom of the topography with
incident angles θ in the range of 0◦ to 30◦, sampled at 5◦ intervals.

4.1. Effects of Wave Patterns

Wave patterns, that is, P waves and SV waves, were discussed based on three different
slope topographies with varied angles of incident waves. Three models with different slope
widths, W = 0 m, 100 m and 400 m, were built to evaluate the effect of wave patterns on
ground motion amplification. The original model had a height of 100 m and an inclination
of 1.0 (45◦); meanwhile, the materials of the slope were regarded as homogeneous. The
acceleration amplification ratios of the P waves and SV waves at different seismic wave
inclinations are summarized in Figure 14.

The acceleration amplification ratios of SV waves were larger than those of P waves at
a specific slope topography. The slope width became wider and the amplification ratios
gradually decreased for each slope pattern. With an increase in the angle of incidence,
the acceleration amplification effects moved away from the epicenter and the maximum
acceleration amplification ratios were obtained when the incident angles fluctuated between
20◦ and 30◦, which were especially clear under SV waves. Thus, the pattern of amplification
of the SV waves was verified to be stronger in the slope topography, and the evolution was
the same as that of the findings of Meunier [35] (depicted as the slope configurations of
Figure 14a).
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Figure 14. Variations of the seismic responses along the slope ridges of the real amplification ratio (r) of PGA with varied angles
of wave incidence at P waves and SV waves. (a) slope width of 0 m, (b) slope width of 100 m, (c) slope width of 400 m.

4.2. Effects of Materials

In this section, materials are discussed based on the specific slope topography with
varying directions of incident waves. Three models, wherein the slope is soft whereas
the foundation is hard, the slope and foundation are both the same, and the slope is hard
whereas the foundation is soft, were built to investigate the effects of the materials on the
ground motion amplification of slope topography. The investigated model was 100 m
high, 100 m wide and 1.0 (45◦) in inclination. The so-called softness and hardness of the
materials in the slopes or foundations in Figure 15 is in contrast to that of the materials
in the foundation (the foundation materials are fixed); that is, the materials of the slope
changed from soft to hard (from left to right in Figure 15). The acceleration amplification
ratios of the different materials at different incident angles are summarized in Figure 15.

 

Figure 15. Variations of the seismic responses along the slope ridges and the slope crests of the real amplification ratio (r) of
PGA with varied angles of wave incidence under different materials. (a) slope soft while foundation hard, (b) slope and
foundation are same, (c) slope hard while foundation soft.
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In Figure 15, the acceleration amplification ratios of the SV waves were larger than
those of the P waves for each material. The ratios gradually decreased as the materials in
the slope varied from soft to hard; that is, the soft materials intensified the amplification
whereas the hard materials alleviated the amplification in the slope topography. In addition,
the maximum acceleration amplification ratios were acquired when the incident angles
fluctuated between 10◦ and 25◦ under SV waves incidence and fell between 0◦ and 10◦
under P waves incidence. Consequently, the slope topographies that covered soft materials
were more harmful during earthquake events, and the maximum ground motions of slope
topographies were usually in a certain direction of oblique incident seismic waves.

The synthetic accelerograms of the horizontal and vertical components of SV waves
and P waves with incident angles of 0◦ and 30◦are presented in Figures 16 and 17, re-
spectively. In the figures, “soft-hard” was the abbreviation of “the slope is soft and the
foundation is hard,” which corresponded to the situation of “a” in Figure 15; “same” re-
ferred to the situation of “b” in Figure 15, and “hard-soft” was marked as the situation of
“c” in Figure 15.

As illustrated in the figures, the soft materials led to intense amplification of the
ground motions, whereas the hard materials caused de-amplification. The scattered waves
under the soft materials were abundant, whereas they were weakened in the hard materials.
These evolutions were observed in the horizontal components of the SV waves and the
vertical components of the P waves. In addition, compared with the scattered waves
at 0◦ incidence and 30◦ incidence in Figures 16 and 17, the scattered waves were much
more abundant at the oblique incident waves owing to the added refraction effects by the
oblique directions of incident waves. In summary, the intense ground motions with soft
materials in slope topography could be explained by the abundantly scattered waves, and
this phenomenon would aggravate at oblique incident waves.

 

Figure 16. Cont.
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Figure 16. Synthetic accelerogram (accelerations recorded along the ground with time) generated along the topographic
profile, plotted from the horizontal or vertical components of P waves and SV waves arriving from the left of the model at an
incident angle of 0, (a) horizontal P waves with vertical direction, (b) vertical P waves with vertical direction, (c) horizontal
SV waves with vertical direction (d) vertical SV waves with vertical direction.
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Figure 17. Cont.
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Figure 17. Synthetic accelerogram (accelerations recorded along the ground with time) generated along the topographic
profile, plotted from the horizontal or vertical components of P waves and SV waves arriving from the left of the model at
incident angle of 30◦. (a) horizontal P waves with 30◦ directions, (b) vertical P waves with 30◦ directions, (c) horizontal SV
waves with 30◦ directions (d) vertical SV waves with 30◦ directions.

4.3. Effects of Slope Geometries

According to the analysis of the impacts of wave patterns, the pattern of P waves
was weak because of the amplification ratios of the ground motions, whereas that of SV
waves was strong. Thus, the effects of the slope geometries were discussed only based
on the SV waves rather than the P waves. In addition, the slope geometry changed
the wave paths at various directions of wave incidence; thus, the materials of the slope
topographies were assumed to be homogenous to eliminate the impacts of non-geometric
factors. Consequently, this section, discusses the investigation of the effects of the slope
geometries using homogeneous materials under SV incident waves.

4.3.1. Influence of Slope Height H

In this subsection, the slope height varied from 20 m, 50 m, 100 m, to 200 m, whereas
the other geometrical parameters (slope widths and slope inclinations) remained the same.
The acceleration amplification ratios along the slope surface are illustrated in Figure 18
with varying angles of incident waves.

 

Figure 18. Variations of the seismic responses along the slope ridges and the slope crests of the real amplification ratio (r)
of PGA with varied angles of wave incidence at different slope heights. (a) slope height of 20 m, (b) slope height of 50 m,
(c) slope height of 100 m, (d) slope height of 200 m.

In Figure 18, different distributions of ground motions are presented with varying
slope heights under SV incident waves. The acceleration amplification ratios rose signifi-
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cantly with an increase in the slope height from 0.2λ to 2.0λ. The area of the maximum
acceleration amplification ratios at each height moved to the center of the slope topography
with an increase in slope height. In addition, the maximum acceleration amplification
ratios could be obtained when the incident angles fell between 25◦ and 30◦ under a slope
height of 0.2λ, whereas the maximum acceleration amplification ratios could be obtained
when the incident angles fluctuated between 5◦ and 10◦ under a slope height of 2.0λ. Thus,
the higher the slope heights, the closer the maximum acceleration amplification ratios were
to the smaller inclinations of wave incidence. In summary, different slope heights influ-
enced the wave aggregation at the crest; the higher the model, the larger the acceleration
amplification ratios. The maximum ground motions were obtained in the oblique direction
of the incident waves.

Moreover, the observation points (slope toe and slope crest) are presented with hori-
zontal and vertical components in Figures 19 and 20, respectively, to analyze the compre-
hensive relations between the incident directions and slope heights.

  

 
 

Figure 19. Variations of the horizontal amplification ratios (rh) of PGA at the observation points ((a) left toe, (b) left crest,
(c) right toe and (d) right crest) with varied angles of wave incidence at different slope heights.

  

 
 

Figure 20. Variations of the vertical amplification ratios (rv) of PGA at the observation points ((a) left toe, (b) left crest,
(c) right toe and (d) right crest) with varied angles of wave incidence at different slope heights.

As shown in Figures 19 and 20, the variations in the amplification ratios at the slope
toe were gentle. The horizontal amplification ratios at the left toe decreased with an
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increase in the angle of incidence and increased with an increase in slope height. However,
the vertical amplification ratios at the left toe increased with an increase in the angle
of incidence, whereas their variations remained almost unchanged with varying slope
heights. The horizontal amplification ratios at the right toe increased with an increase in
the angle of wave incidence (at a slope height of 0.2), whereas they first increased and
then decreased as the incident angle increased (at slope heights of 0.5, 1.0 and 2.0). The
vertical amplification ratios of the right toe grew with an increase in the angle of incidence.
Nevertheless, these ratios increased significantly at angles of 10◦ and 20◦ (at a slope height
of 1.0). The variations above were in good agreement with the seismic responses of the
ground motions in Figure 18 (at a slope height of 1.0), which indicated that the variations
in the horizontal and vertical amplification ratios were non-monotonous at the slope toe.

The variations in the horizontal and vertical amplification ratios at the slope crest
are complicated. The horizontal amplification ratios at the left crest monotonously rose
or decreased with an increase in the angle of incidence (at slope heights of 0.2, 0.5 and
1.0). However, the horizontal ratios first increased and then decreased with an increase in
the angles of incidence (at a slope height of 2.0). The maximum horizontal amplification
ratios fell between 5◦ and 15◦ (at a slope height of 2.0). The horizontal amplification
ratios at the right crest first increased and then decreased as the incident angle increased,
and the maximum horizontal amplification ratios moved from the an incident angle of
30◦ to those at 15◦ as the slope height increased. The vertical amplification ratios of the
left crest increased with an increase in the angle of incidence, and the maximum vertical
amplification ratios of the left crest were obtained at a slope height of 1.0. The vertical
amplification ratios of the right crest increased with an increase in the angle of incidence
(at slope heights of 0.2 and 0.5). The variations in the vertical amplification ratios of the
right crest were intensely complicated (at slope heights of 1.0 and 2.0), and the maximum
ratios were obtained when the incident angles fell between 10◦ and 20◦.

In summary, the variations in the amplification ratios at the slope toe were monotonous,
that is, the ground motions changed regularly with varying incident angles and heights.
Nonetheless, the variations in ground motions at the slope crest were complicated owing
to the interactions between the input waves and the reflected waves in the topography.

4.3.2. Influence of the Width of Slope Crest W

The width of the slope crest varied from 50 m, 100 m and 200 m to 400 m, whereas the
other geometrical parameters (slope heights and slope inclinations) remained the same.
The acceleration amplification ratios along the slope surface are illustrated in Figure 21
with varying incident angles.

 

Figure 21. Variations of the seismic responses along the slope ridges and slope crests of the real amplification ratios (r) of
PGA with varied angles of wave incidence at different slope widths, (a) slope width of 50 m, (b) slope width of 100 m,
(c) slope width of 200 m (d) slope width of 400 m.

As illustrated in Figure 21, the acceleration amplification ratios at a slope width of
1.0 H were the greatest. This phenomenon can be indicated by the resonance of the model
sizes and wavelengths. The ground motions were concentrated on the slope crest, especially
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when the slope width was 4.0 H. In addition, the maximum acceleration amplification
ratios were obtained when the incident angles were between 5◦ and 10◦ at a width of
0.5 H, whereas the ratios reached a maximum when the incident angles fluctuated between
25◦ and 30◦ at a slope width of 4.0 H. Thus, the wider the slope crests, the closer the
maximum acceleration amplification ratios were to the greater inclinations of incident
waves. In summary, the energies of earthquake waves were mainly concentrated at the
crest of the slope topography. The maximum ground motions occurred as the width of
the slope model was nearly one wavelength, especially in certain directions of seismic
incident waves.

Moreover, the observation points (slope toe and slope crest) are analyzed in
Figures 22 and 23, respectively. All the observation points are illustrated based on the
horizontal and vertical amplification ratios, to analyze the comprehensive relations be-
tween the incident angles and slope widths.

  

  

Figure 22. Variations of the horizontal amplification ratios (rh) of PGA at the observation points ((a) left toe, (b) left crest,
(c) right toe and (d) right crest) with varied angles of wave incidence at different slope widths.

  

  

Figure 23. Variations of the vertical amplification ratios (rv) of PGA at the observation points ((a) left toe, (b) left crest,
(c) right toe and (d) right crest) with varied angles of wave incidence at different slope widths.

The horizontal amplification ratios at the slope toe decreased monotonously with an
increase in the incident angle, whereas they increased as the slope width increased. The
vertical amplification ratios at the left toe increased with an increase in the incident angle.

77



Energies 2021, 14, 6744

The vertical amplification ratios at the right toe reached a maximum when the slope widths
were between 1.0 and 2.0. With an increase in the incident angle, the vertical amplification
ratios were almost the same for each slope width.

Nonetheless, variations in the acceleration amplification ratios at the slope crest were
complicated. The horizontal amplification ratios at the left crest first decreased and then
increased with an increase in the incident angle (at slope widths of 2.0 and 4.0). The
horizontal ratios first increased and then decreased as the incident angle increased (at
slope widths of 0.5 and 1.0). In addition, the ratios increased from an incident angle of
5◦ to an incident angle of 20◦ at a slope width of 0.5, which could be interpreted by the
superposition of the scattered waves in the narrow models. The vertical amplification ratios
at the left crest first decreased and then increased with an increase in the angle of incidence.
Furthermore, the horizontal amplification ratios at the right crest first increased and then
decreased with an increase in the angle of incidence. The maximum horizontal ratios were
obtained between 15◦ and 25◦ of the incident angle (at a slope width of 1.0). The vertical
amplification ratios at the right crest were almost the same for various incident angles. The
vertical ratios reached a maximum between 15◦ and 25◦ of the incident angles (at a slope
width of 1.0). The above variations were in good agreement with the seismic responses of
ground motions of PGA in Figure 21b, and these evolutions could be interpreted by the
correlations between the wavelength and the slope widths.

In summary, the variations in the amplification ratios were mainly concentrated on
the slope crest with varying angles of incidence, and these complexities were aggravated
when the width was almost one wavelength.

4.3.3. Influence of Slope Inclination I

The inclination of the slope, which is defined as the width-depth ratio, varied from
0.5, 0.7, 1.0 and 1.5 to 2.0, whereas the other geometrical parameters (slope heights and
slope widths) remained the same. The acceleration amplification ratios along the slope
surface are illustrated in Figure 24 with varying angles of incidence.

 

Figure 24. Variations of the seismic responses along the slope ridges and slope crests of the real amplification ratios (r) of
PGA with varied angles of wave incidence at different slope inclinations. (a) slope inclination of 0.5, (b) slope inclination of
0.7, (c) slope inclination of 1.0 (d) slope inclination of 1.5 (e) slope inclination of 2.0.

In Figure 24, the acceleration amplification ratios moved from the left slope crest to
the right slope crest when the slope model became gentle. The amplification ratios moved
away from the wave source with an increase in the angles of incidence, especially in the
gentle slope model. These evolutions are indicated by the scattered waves induced by slope
inclinations. The ground motions reached a maximum when the incident angles fluctuated
between 5◦ and 10◦ in the steep slope model (i < 1.0). However, the ground motions reached
a maximum when the incident angles were between 15◦ and 20◦ in the gentle slope model
(i > 1.0). Thus, the greater the slope inclinations, the closer the maximum acceleration
amplification ratios were to the greater inclinations of the incident waves. In summary,
the ground motions were mainly concentrated on the slope ridges. The oblique incident
waves and slope inclinations changed the propagation of the seismic wave paths, and the
scattered waves easily concentrated as the slope became gentle. The maximum acceleration
amplification ratios were obtained in the oblique direction of the incident waves.
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Similar to the analyses of the slope height and slope widths, the slope toe and slope
crest are also presented with horizontal amplification ratios and vertical amplification
ratios in Figures 25 and 26, respectively. The comprehensive relations between the incident
angles and slope inclinations are discussed.

 
 

  

Figure 25. Variations of the horizontal amplification ratios (rh) of PGA at the observation points ((a) left toe, (b) left crest,
(c) right toe and (d) right crest) with varied angles of wave incidence at different slope inclinations.

  

  

Figure 26. Variations of the vertical amplification ratios (rv) of PGA at the observation points ((a) left toe, (b) left crest,
(c) right toe and (d) right crest) with varied angles of wave incidence at different slope inclinations.

The horizontal amplification ratios of the slope toe monotonously decreased with an
increase in the angle of incidence, whereas the horizontal ratios increased as the slope incli-
nation increased. That is, the ground motions at the slope toe increased as the slope became
gentle. However, the vertical amplification ratios of the slope toe increased monotonously
with an increase in the angle of incidence, and the ratios gradually decreased when the
slope became gentle.

The variations in the amplification ratios at the slope crest were complicated at varying
incident angles. The horizontal amplification ratios at the left crest decreased with an
increase in the angle of incidence, and the reduced amplitude intensified as the slope
became steeper (i < 1.0). The horizontal amplification ratios at the right crest remained the
same with an increase in the angle of incidence, and the maximum ratios fell between 1.0
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and 1.5 of i. The vertical amplification ratios at the left crest and right crest decreased with
an increase in slope inclination. The ratios were intensified at the left crest whereas they
were alleviated at a slope inclination of 1.0, at an incident angle of 15◦on the right crest.

In summary, the variations in the amplification ratios were concentrated on the slope
crests at varying angles of incidence because the varying inclinations of slope ridges
changed the propagation of wave paths in the topography.

5. Summary and Conclusions

In this study, ground motion amplification of the slope topography was analyzed
using dynamic FEMs. The wave patterns, materials and slope sizes were discussed based
on varying angles of incidence. A viscous-spring artificial boundary was borrowed, and an
equivalent nodal force method was proposed to implement oblique incident waves in the
FEM. Two numerical examples were adopted to verify the validity of the input method
and the accuracy of the artificial boundary. Subsequently, the ground motions in slope
topography were investigated with arbitrary directions of incidence, considering the main
impact factors of site effects (wave patterns, materials and sizes of slope topography).

The main conclusions and findings are as follows: (1) the amplification effects are
underestimated by the vertical incident waves, and the maximum ground motions are
closely related to the scattered waves, which depend on the ridge inclinations and the
incident directions. (2) Owing to the intense amplification effects under SV waves, the
ground motions of slope topography are preferred for analysis using SV waves rather
than P waves. (3) With an increase in the angles of incidence, the amplification effects are
more complicated at the crest of the slope topography, and the amplification regions are
focused on the ridges away from the epicenter. (4) The ground motion amplification effects
are aggravated in soft materials owing to the much more scattered waves produced. The
directions of the incident waves are a key factor in the analysis of ground motions in slope
topography. The amplification effects of slope topography should be discussed separately
owing to the complex transmission paths induced by oblique incident waves.

The results obtained here can be considered in the analysis of the ground motion
amplification effects of slope topography subjected to earthquakes. The above findings
were discussed in terms of three influencing factors that impact the topographic effects:
the patterns of the incident waves, the materials of the slope and the slope sizes. The
wave patterns that included P waves and SV waves were sufficient for the analysis of
topographic effects. Even though the surface waves (e.g., Rayleigh and Love waves) have
not been directly analyzed, they were still considered in this study because the conclusions
were based on the incident body waves, that is, P waves or SV waves, and were actually
a comprehensive result of body waves and surface waves. That is, the proposed input
method can also express the impacts of Rayleigh waves (in two dimensions). Thus, the
topographic effects calculated using P waves and SV waves in this study are meaningful
and necessary. Even though the samples in the analysis of slope materials and slope
sizes were relatively few, the conclusions could interpret several regularity phenomena,
achieving the purpose of this study. Furthermore, the lack of experimental evidence
for the comparison and calibration of the findings in the numerical studies is a serious
obstacle [36,61]. Hence, a specific model should be established according to the study
area while considering real materials based on the specific earthquake record for a specific
study area. Data from field measurements should be collected simultaneously to support
numerical modeling results.
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Abstract: Low porosity-permeability structures and microcracks, where gas is produced, are the
main characteristics of tight sandstone gas reservoirs in the Sichuan Basin, China. In this work,
an analysis of amplitude variation with offset (AVO) is performed. Based on the experimental
and log data, sensitivity analysis is performed to sort out the rock physics attributes sensitive to
microcrack and total porosities. The Biot–Rayleigh poroelasticity theory describes the complexity of
the rock and yields the seismic properties, such as Poisson’s ratio and P-wave impedance, which are
used to build rock-physics templates calibrated with ultrasonic data at varying effective pressures.
The templates are then applied to seismic data of the Xujiahe formation to estimate the total and
microcrack porosities, indicating that the results are consistent with actual gas production reports.

Keywords: tight sandstone gas reservoirs; rock-physics template; Biot–Rayleigh theory; total porosity;
microcrack porosity

1. Introduction

The development of society has led to a significant increase in the demand of oil and
gas resources, and the depletion of conventional petroleum resources made the exploration
and extraction of unconventional hydrocarbon resources necessary [1,2]. Tight sandstone
reservoirs are widely distributed and account for a high production of China’s total natural
gas [3,4]. Large-scale gas fields with great potential have been discovered in more than ten
basins, including Sichuan, Ordos, Songliao, Tuha, and Junggar [5].

Deep burial generally leads to high mechanical compaction and cementation of a
sandstone reservoir, so that tight and heterogeneous reservoir rocks are generated, where
microcracks are developed [6]. These microcracks affect the rock elastic properties and con-
trol the fluid flow, providing channels for hydrocarbon migration [7–9]. Their identification
is a key factor for evaluating reservoir quality [10,11].

The study of microcracks in tight sandstones has become an important topic of rock-
physics studies [12]. Hudson [13] established a relation between microcrack density and
rock elastic properties, while Smith [14] stated that in low porosity rocks, the effect of cracks
on seismic velocity can be important as mineral composition, total porosity, and fluid type.
Yoon [15] established a relation between aspect ratio and microcrack density. Cheng [16]
studied the effect of effective pressure and fluids. Zhang et al. [17,18] proposed a differential
poroelastic model to describe wave propagation and dissipation in fluid-saturated rocks
which contain inclusions at multiple scales.

The use of RPT (rock physics template; the list of abbreviations is given in Abbrevia-
tions) is widespread: Avseth and Ødegaard [19] linked the reservoir characteristics with
elastic attributes, whereas Avseth et al. [20] used the Biot–Gassmann theory to discriminate
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between oil and gas in reservoirs. RPT was also used by Xin and Han [21] to estimate
reservoir lithology and fluids. Michel [22] predicted porosity and oil saturation in shales,
based on RPTs built with P-wave impedance (IP) and the ratio between the P- and S-wave
velocities (VP/VS). Gupta et al. [23] identified thin sandy layers saturated with oil, and
Ba et al. [24] estimated porosity and gas saturation. Carcione and Avseth [25] evaluated
organic content, hydrocarbon saturation, and in-situ pressure in source rocks, and Liu
et al. [26] proposed a combination of fluid indicators. Pang et al. [27] predicted microcrack
properties in tight sandstone reservoirs, based on P-wave impedance and attenuation.

The Biot–Rayleigh (BR) theory was introduced by Ba et al. [28,29] for describing wave
propagation characteristics in rocks with multi-phase pore structures. This work is mainly
based on BR theory. We consider ten wells in the proposed area and perform a sensitivity
analysis by using the ultrasonic and well-log data. On the basis of Poisson’s ratio (ν) and
P-wave impedance, we establish multi-scale RPTs for tight sandstone gas reservoirs, which
relate the total and microcrack porosities to the seismic properties, which are obtained by
means of seismic inversion.

2. Overview of the Work Area

2.1. Geology

The West Sichuan depression, bounded by the Longmenshan thrust and Longquan-
shan uplift belts, is a key area of natural gas exploration in China [30]. The maximum
buried depth of the Xujiahe Formation exceeds 4.5 km, and the average thickness of the
target layer is approximately 120 m. The work area was subjected to multi-stage Indosinian,
Yanshan, and Himalayan tectonic movements, which resulted in diverse structural frac-
tures that are controlled by complex diagenesis processes. A mechanical compaction is an
aspect of diagenesis that destroys the primary pores. The sedimentary facies are mainly
about the braided river delta facies. The channels overlap with each other from different
periods, forming a longitudinal superposition and plane contiguous sand bodies [31].

2.2. Reservoir Characteristics

The tight sandstones are mainly composed of litharenites, with small amounts of lithic
quartz arenite and feldspathic litharenite. In terms of mineral content, the average amounts
of quartz and feldspar are 69% and 8.2%, respectively [32]. The effect of compaction on the
reservoirs is more significant than that of cementation. Figure 1 shows that the compaction
process is responsible for the developed geological characteristics such as complex pore
structures and network microcracks. The average secondary, primary, and microcrack
porosities are 2.9%, 1.1%, and 0.3%, respectively. The grain size varies from fine to medium,
and the sorting property varies from poor to good. Moreover, the reservoir exhibits
low porosity, low matrix permeability, and small pore-throat radii [31]. The microcracks
maintain the reservoir connectivity and facilitate the gas production [33].
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Figure 1. Thin section of a tight sandstone showing microcracks and a complex pore structure.

2.3. AVO Characteristics

Amplitude variations with offset (AVO) discriminate lithologies and help to de-
tect hydrocarbons [34]. Rutherford and Williams [35] categorized the AVO responses
of mudstone/gas-bearing sandstone interface into the three types. Subsequently, Castagna
and Swan [36] added a fourth AVO response type. We analyze the AVO characteristics
based on the profiles of Well P, shown in Figure 2, where the target layer is indicated
with dashed red lines. Table 1 shows the seismic properties of the sandstone model of
the Xujiahe Formation based on the log data. To obtain the P- and S-wave velocities and
density, a 60 m interval is selected. The model data are collected from the interval above
the top interface of the target layer that has a relatively stable P-wave velocity. For the
target layer, we consider average values.

Figure 3 illustrates the AVO of the top (red color) and bottom (blue color) interfaces.
The characteristics of the curves agree with the fact that that the P- and S-wave impedances
of the target layer are smaller than those of the overburden mudstone. The top and bottom
responses are type IV and I AVO curves, respectively.

Table 1. Seismic properties, corresponding to the sandstone model of the Xujiahe Formation.

Well

Top Target Layer Bottom

VP

(m/s)
Vs

(m/s)
Density
(g/cm3)

VP

(m/s)
Vs

(m/s)
Density
(g/cm3)

VP

(m/s)
Vs

(m/s)
Density
(g/cm3)

P 4453 2812 2.5360 3956 2462 2.5298 4787 2983 2.5531
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Figure 2. Log profiles of Well P. (a) P-wave velocity, (b) S-wave velocity, and (c) density.

 
Figure 3. (a) AVO curves and (b) synthetic seismic records of the target layer.
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3. Theory and Flowchart

Figure 4 shows an idealization of the tight sandstone of the Xujiahe Formation, which
is characterized by a complex pore structure and microcrack network. The total porosity is
the sum of intergranular and microcrack porosity.

 

Figure 4. Scheme of tight sandstone pore structure with intergranular pores and microcrack network.

The flowchart for the prediction of the reservoir properties is given in Figure 5. The
microcrack porosity is estimated by using the quantitative relation between the elastic
attributes and reservoir properties, based on a rock-physics model and aided by geological,
log data, and ultrasonic data.

 

Figure 5. Flowchart for the prediction of the reservoir properties.
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The main minerals are quartz, feldspar, and clay. The total porosity is less than 12%.
The procedure to establish the rock-physics model is as follows.

(1) The Voigt–Reuss–Hill equation [37–39] is used to compute the elastic modulus of
mineral mixture MVRH according to the mineral composition:

MV =
N

∑
i=1

fi Mi, (1)

1
MR

=
N

∑
i=1

fi/Mi, (2)

MVRH =
MV + MR

2
, (3)

where fi and Mi denote the volume fraction and elastic modulus, respectively, of the
i-th component.

(2) According to the pore structure shown in Figure 4, we use the differential equivalent
medium (DEM) theory [40] to add spherical pores and oblate cracks, whose aspect
ratio are 1 and 0.0005, respectively, to add pores and microcracks into the matrix, and
obtain the bulk and shear moduli of the rock skeleton (starred quantities),

(1 − y)d/dy[K∗(y)] = (K2 − K∗(y))P(∗2)(y), (4)

(1 − y)d/dy[μ∗(y)] = (μ2 − μ∗(y))Q(∗2)(y). (5)

The initial conditions are K∗(0) = K1 and μ∗(0) = μ1, where K1 and μ1 are the bulk
and shear moduli, respectively, of the initial main material (phase 1); K2 and μ2 are the
bulk and shear moduli, respectively, of the inclusion that is gradually added (phase 2);
y is the volume content of phase 2; and P(∗2) and Q(∗2) [41] are related to the shape of
the inclusion.

(3) The equations proposed by Batzle and Wang [42] are used to compute the bulk
modulus, viscosity, and density of pore fluids at different temperatures and pressures.

(4) The BR theory is used to compute the wave response. Appendix A shows the compu-
tation of the complex wave number k. The complex velocity is v = ω/k, where ω is
the angular frequency, and the P-wave velocity and quality factor are [7]

VP =
[
Re

(
v−1

)]−1
, (6)

Q =
Re

(
v2)

Im(v2)
, (7)

where “Re” and “Im” take real and imaginary parts, respectively.

We consider the inclusion radius of 100 μm, and the bulk and shear moduli of the
matrix are 33 GPa and 45 GPa, respectively. Gas has a bulk modulus of 0.02 GPa, a density
of 0.089 g/cm3, and viscosity of 0.016 × 10−3 Pa·s. The crack porosity is set to 0.2%, and
the total porosity varies as shown in Figure 6, where the P-wave velocity and dissipation
factor are plotted as a function of frequency. Increasing porosity implies increasing velocity
dispersion, attenuation, and relaxation frequency.
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Figure 6. P-wave velocity (a) and dissipation factor (b) as a function of frequency and different total porosities.

Figure 7 shows the P- and S-wave velocities as a function of the total porosity for
various microcrack porosities at 1 MHz. As can be seen, the velocities decrease with
increasing total and microcrack porosities, as expected.

 

Figure 7. Effect of the total and microcrack porosities on the P-wave (a) and S-wave (b) velocities.

4. Ultrasonic Experiments and Sensitivity Analysis

To investigate the effects of the microcracks, ultrasonic experiments at 1 MHz were
performed. We select a sample with a porosity of 4.39% and a grain bulk modulus of
39 MPa. The grain, dry-rock, and wet-rock densities are 2.691, 2.573, and 2.62 g/cm3,
respectively, where the sample is saturated with water. The experimental setup proposed
by Guo et al. [43] is used to measure the velocities at 20 ◦C, with the ultrasonic pulse
method. The sample is sealed with a rubber sleeve and placed in the vessel. The pore
pressure and temperature are fixed. Effective pressures of 5, 10, 15, 20, 25, 30, and 35 MPa
are applied to the sample, in both the gas-saturated and water-saturated cases, and the
velocities are measured.

As shown in Figure 8a, the measured P- and S-wave velocities increase with effective
pressure. The increase of the confining pressure at a fixed pore pressure will lead to the
gradual closure of internal microcracks (especially at low effective pressures), so as to
stiffen the rock skeleton and increase its elastic moduli (and the wave velocities).
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Figure 8. P- and S-wave velocities (a) and their ratio (b) as a function of effective pressure.

Figure 8b shows the velocity ratio. In the full gas saturation case, VP/VS increases with
increasing effective pressure and the opposite behavior occurs for full water saturation case.

In addition, we measured the total porosity in the range 5–35 MPa. Microcracks with
small aspect ratios tend to close first with increasing effective pressure and the relation
between porosity and pressure changes from exponential to linear [44].

Experimental measurements can be performed to predict microcrack porosity based
on the relation between porosity and effective pressure [45–47]. Stiff porosity can be
obtained through a linear extrapolation of this relation and the microcrack porosity can
be estimated as the difference between the total and stiff porosities. Figure 9 shows the
different porosities as a function of the effective pressure.

Figure 9. Total, stiff, and microcrack porosities as a function of the effective pressure.
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The sensitivity analysis method like Sobol’s indices can be used to analyze the inter-
actions between the parameters, which can be applied with the given forward modeling
equation or method/procedure [48]. In this work, sensitivity analysis to the total and
microcrack porosities as inputs is performed based on the actually measured data from the
experiments and well logs as puts, without considering the detailed modeling equations (or
procedures). Based on the observed experimental or log data, the fluid sensitivity indicator
(FSI) [49–52] has been proposed to analyze how the rock elastic properties are affected by
the different fluid saturation statuses. Whereas, in this study, a similar method is adopted
to analyze the relative variations of rock physics attributes with respect to the changes in
total/microcrack porosity, and it is defined as

SI =

∣∣A − Am
∣∣

Am
, (8)

where Am and A represent the value of rock physics attribute at the minimal total (or
microcrack) porosity and the average value of rock physics attribute within the considered
range, respectively. Eleven attributes are considered, including density and the P- and
S-wave velocities. The other eight are VP/VS, P-wave impedance (IP), S-wave impedance
(IS), Poisson’s ratio (ν), shear modulus (μ), the first Lamé constant (λ), λρ, and VP/ρ.

Figure 10 shows the sensitivity indices to microcrack porosity at ultrasonic frequencies,
where we observe that λρ, λ, ν, μ, and IP are the most sensitive ones.

Figure 10. Sensitivity indices varying with the microcrack porosity.

The sensitivity analysis to total porosity is performed for the sonic log data, where
we consider the gas-saturated layers of Well P. Figure 11 shows the results, where λρ, λ,
ν, μ, and IP are the most sensitive. In Figure 10, VP/ρ, VP, and IP have a similar value
while that of IP is slightly higher than the values of VP/ρ and VP. However, it is obvious
that in Figure 11 the value of IP is higher than the values of VP/ρ and VP. According to
Figures 10 and 11, ν and IP are sensitive to both porosities and can be considered to build
the rock-physics templates.
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Figure 11. Sensitivity indices varying with the total porosity, based on data from Well P.

5. Rock-Physics Templates

5.1. Modeling

Figure 12 shows the RPTs with respect to total and microcrack porosities at ultrasonic
and log frequencies, where the black and red curves isolines of total and microcrack
porosities, respectively.

 
Figure 12. RPTs at ultrasonic (a) and sonic (b) frequencies.

5.2. Calibration

Ultrasonic and log data are used to calibrate the RPTs. Figure 13 displays an RPT at 1
MHz and the inclusion radius of 50 μm, where the color of the scatters indicates microcrack
porosity, and the maximum value is 0.54%. The Poisson’s ratio gradually increases with
decreasing microcrack porosity; the plot shows that the template is in agreement with the
ultrasonic data.

Figure 14 shows an RPT at 10 kHz and the inclusion radius of 200 μm, where the color
bar indicates total porosity (the data are from the log data of well P). Most of the data
have a porosity greater than 4%. With the increasing porosity, Poisson’s ratio increases and
P-wave impedance decreases, and the agreement between data and theory is good.
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Figure 13. Ultrasonic data and corresponding RPT. The color bar indicates the microcrack porosity.

 

Figure 14. Log data and corresponding RPT. The color bar indicates the total porosity.
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6. Microcrack Estimation

Based on approximated reflection coefficients [53], a pre-stack AVA inversion [54–56] is
adopted to obtain the Poisson ratio and P-wave impedance and build the templates. Then,
the microcrack porosity is estimated, with data points outside the template considered
non-reservoir.

Figure 15 shows the P-wave impedance and Poisson’s ratio obtained from a seismic
survey line. Well M shows high P-wave impedances at the top and low P-wave impedances
at the bottom of the target layer, and high Poisson’s ratio in the middle. On the other
hand, Well F shows the low impedance and Poisson’s ratio. Figure 16 shows the total and
microcrack porosities predicted for the survey. Both porosities are high at Well M and low
at Well F. The gas production reports of wells M and F are 100.5 × 104 m3 per day and
4.4 × 104 m3 per day, respectively, indicating that the predictions are consistent with the
reports.

 
Figure 15. 2-D seismic profiles of P-wave impedance (a) and Poisson’s ratio (b).

 
Figure 16. Inversion results of total (a) and microcrack (b) porosities corresponding to the data of Figure 15.
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Figures 17 and 18 show results for another seismic survey line. Wells C and P show
high P-wave impedances in the middle section, while Poisson’s ratio is low throughout
the target layer around Well C. This well exhibits low total and microcrack porosities (see
Figure 18). Although Well P shows a higher total porosity, the microcrack porosity is low.
Well J shows the best potential for gas production with high total and microcrack porosities.
The reports show that Well C produced almost no gas with non-industrial gas production
flow, while Wells P and J produce 2.14 × 104 and 6.4 × 104 m3 gas per day, respectively.
The predictions of the porosities are consistent with the production status.

Figure 17. 2-D seismic profiles of P-wave impedance (a) and Poisson’s ratio (b) corresponding to a second survey.

Figure 18. Inversion results of total (a) and microcrack (b) porosities, corresponding to the data of Figure 17.

3D seismic slices of the work area of ~471 km2 are produced from the RPTs. According
to the daily gas production rate, ten wells are classified into three categories, namely,
extremely low (less than 1 × 104 m3), low (1 × 104 − 7 × 104 m3) and high (higher than
7 × 104 m3) gas production wells. Figures 19 and 20 show the corresponding maps of total
and microcrack porosities, respectively.
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Figure 19. 3D slice of reservoir total porosity. Black, white, and red circles indicate extremely low,
low, and high gas production wells, respectively.

Figure 20. 3D slice of reservoir microcrack porosity. Black, white, and red circles indicate extremely
low, low, and high gas production wells, respectively.

The predictions show that Well A is located in an area with extremely low total and
microcrack porosities. The total porosity of Wells C and D are higher than that of Well A,
but their microcrack porosities are low. Wells F, G, J, and P are located in an area with low
total and microcrack porosities, whereas Wells E, N, and M show high total and microcrack
porosities. According to the production test report, Well A is a water well with no gas

98



Energies 2021, 14, 7225

production, and Wells C and D produce almost no gas. The three wells are classified
as the lowest production. Wells P, F, G, and J produce 2.14 × 104, 4.4 × 104, 5.76 × 104,
and 6.4 × 104 m3 gas per day, respectively, classified as low production. Wells E, N and
M produce 17.66 × 104, 25 × 104, and 100.5 × 104 m3 gas per day, respectively, and are
classified as high production. The predictions basically agree with the reports, so that the
RPTs can discriminate between low and high gas production reservoirs.

7. Conclusions

This study uses rock-physics templates to estimate the total and microcrack porosities
of tight sandstone gas reservoirs. The models are based on the poroelasticity theory to ob-
tain the elastic attributes at different frequency bands, namely, how Poisson’s ratio, velocity,
and other relevant attributes are affected by those porosities. Ultrasonic experiments are
performed under full water and gas saturations, showing that the wave velocities increase
with effective pressure. When the rock is fully saturated with gas, the ratio between the P-
and S-wave velocities increases with effective pressure, while for water, an opposite trend
is observed.

A sensitivity analysis shows that P-wave impedance and Poisson’s ratio are most
sensitive to both porosities. The attributes are considered to build the templates which are
calibrated with experimental and log data. Finally, the templates are applied to seismic
data to estimate the porosities, indicating that the predictions are consistent with the gas
production reports.

At present, the tight sandstone gas reservoirs of Sichuan Basin have contributed to
the major proportion of the total gas production output of the petroleum industries in
China. However, the tight sandstone reservoirs generally exhibit the characteristics of
low porosity, low permeability, high heterogeneity, and deep burial. There are difficulties
in the precise prediction and detailed description of high-quality reservoirs based on
the traditional geophysical exploration methods. In this work, we propose a multiscale
rock physics modeling method by incorporating the effects of microcrack porosity on
rock physics attributes. A workflow is presented to establish the relationships between
rock physical properties and seismic wave responses, based on which the prediction of
microcrack porosity is achieved in the 3D seismic survey work area. The application of the
method is effective as a case study.

The proposed method can be applied in rock physics modeling based on the elas-
tic/seismic responses of reservoir rock. It may be affected by the problem of multiplicity
of solutions in the parameter inversion and reservoir prediction. Further studies may
incorporate the wave attenuation in rock physics modeling, so that more attributes will be
available for validating and calibrating the templates, and the influence by the multiplicity
of solutions can be alleviated. Furthermore, this paper is focused on the studies on tight
gas sandstone reservoirs, and for the different types of complex reservoirs, the approach
should be extended and adjusted to achieve effective applications. Specifically, for those
tight/shale oil reservoirs, the viscoelasticity characteristics of fluid have to be analyzed and
incorporated in rock physics modeling, so that some reasonable results can be obtained.

For future studies, the different sensitivity analysis methods should be included to
analyze the interactions between different attributes with respect to rock basic properties.
Furthermore, the multi-phases of different types of microcracks, mesopores and fractures
need be considered to establish a more realistic rock model, with which the in situ reservoirs
can be better described and simulated, in combination with the latest techniques of digital
rock physics.
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Appendix A

The Biot–Rayleigh theory

The BR dispersion equation [28] yields the complex wave number k,
∣∣∣∣∣∣

a11k2 + b11 a12k2 + b12 a13k2 + b13
a21k2 + b21 a22k2 + b22 a23k2 + b23
a31k2 + b31 a32k2 + b32 a33k2 + b33

∣∣∣∣∣∣ = 0, (A1)

where
a11 = A + 2N + i(Q2φ1 − Q1φ2)x1, b11 = −ρ11ω2 + iω(b1 + b2),

a12 = Q1 + i(Q2φ1 − Q1φ2)x2, b12 = −ρ12ω2 − iωb1,

a13 = Q2 + i(Q2φ1 − Q1φ2)x3, b13 = −ρ13ω2 − iωb2,

a21 = Q1 − iR1φ2x1, b21 = −ρ12ω2 − iωb1,

a22 = R1 − iR1φ2x2, b22 = −ρ22ω2 + iωb1, (A2)

a23 = −iR1φ2x3, b23 = 0,

a31 = Q2 + iR2φ1x1, b31 = −ρ13ω2 − iωb2,

a32= iR2φ1x2, b32 = 0,

a33 = R2 + iR2φ1x3, b33 = −ρ33ω2 + iωb2,

and
x1= i(φ2Q1 − φ1Q2)/Z, x2= iφ2R1/Z, x3= −iφ1R2/Z,

Z =
iωηφ2

1φ2φ20R2
0

3κ10
− ρ f ω2R2

0φ2
1φ2φ20

3φ10
−

(
φ2

2R1 + φ2
1R2

)
, (A3)

where ω is the angular frequency; φ10 and φ20 are the local porosities of intergranular pores
and microcracks, respectively; and φ1 and φ2 are the corresponding absolute porosities.
ρ f , η, and κ10 are the fluid density, the fluid viscosity, and rock permeability, respectively;
A, N, Q1, R1, Q2, and R2 are elastic parameters; R0 is the radius of inclusion; ρ11, ρ12, ρ13,
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ρ22, and ρ33 are density parameters; and b1 and b2 are Biot dissipative parameters. The
expressions for all these quantities can be found in [28,29].
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