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Preface to ”Advances in Sustainable River
Management: Reconciling Conflicting Interests under
Climate Extremes”

Because different human pressures influence on freshwater ecosystems, there is still a very

important discussion about the consequences of these activities mainly for rivers and ways to

decrease risk of degradations of river ecosystems. Assurance of optimal living conditions for

aquatic organisms is one of the most important principles related to sustainable water management.

Conservation and wellbeing of freshwater ecosystems are closely linked to the preservation of

the natural hydrological regime. Therefore, the main objective of this book is to contribute in

understanding and provide science-based knowledge, new ideas/approaches and solutions in

sustainable river management, to improve water management policies and practices following

different environmental requirements aspects. In this book are present nine chapters where the

following topics were presented: an advanced hydro-economic water allocation and management

model (WAMM) to help resolve water shortages and disputes among river basin units under

severe drought conditions [1], a possibility of using bottom sediments from dam reservoirs in earth

structures was considered [2], using advanced machine learning based on the Artificial Neural

Network, optimized with a Genetic Algorithm for seasonal groundwater table depth prediction [3],

comparison of different hydrological method to assessment of e-flow [4], modeling flood zones based

on advantage 2D hydraulic model Flood2D [5], effects of stream flow changes on cruise tourism

[6], sensitivity of simple rainfall-runoff model on errors of flood prediction [7], some problems with

human pressures on the Thames ecosystem [8] and role of geosynthetics in civil engineering, mainly

in dyke construction [9].

The book can be useful for water managers autorities, civil engineers, researchers and students

to show current knowledge best management practices in river ecosystems. The editors are thankful

to all authors who submitted very interesting papers, reviewers for very constructive opinions about

the submitted papers and editors for support during the publication process.
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Safeguarding optimal living conditions for aquatic organisms is one of the most
important principles of sustainable water management. The conservation and wellbeing of
freshwater ecosystems are closely linked to the preservation of the natural hydrological
regime. On the other hand, human activities often alter the natural hydrologic regime
and habitat conditions for aquatic ecosystems by substantially affecting several essential
life-stages of aquatic organisms, such as migration and spawning of fish macroinvertebrates
and other aquatic species. Ever-increasing water exploitation, mainly for water supply,
irrigation, and renewable energy, has degraded freshwater ecosystems, notably rivers.
Thus, planned or existing hydraulic structures, such as hydropower plants, dams, and
water intakes, among others, may adversely affect aquatic organisms’ living conditions.

Further, the climate extremes and water scarcity exacerbated by climate change induce
additional stress in freshwater ecosystems and may stimulate conflicts among water users.
Therefore, ensuring optimal living conditions for aquatic organisms is one of the most
critical sustainable development goals to stop biodiversity decline.

Additionally, we are aware that water is needed for several vital human activities,
where agricultural and industrial seems to be primary water consumers; in a situation in
which the world has observed more frequent droughts and moments of water scarcity,
water systems management requires the most advanced approaches and tools for rigorously
addressing all dimensions involved in the sustainability of its development.

This book presents nine chapters featuring some of the main lines of research around
sustainable river management, emphasizing international experiences across several coun-
tries. These chapters represent a collection of articles published in a Special Issue entitled
“Advances in Sustainable River Management: Reconciling Conflicting Interests under
Climate Extremes,” published by Sustainability (MDPI) in 2020 and 2021. The editors of
this book would like to acknowledge the excellent guidance and efforts from the editorial
team at MDPI and the quality of the experience and research presented by the 24 authors
who have contributed to this Special Issue’s academic and technical success.

This book covers a wide range of literature reviews and original research interventions.
Moreover, it presents studies about practical problems with the use of rainfall-runoff
models to simulate floods, a new approach to the design of flood zone areas that can help
with the assessment risk of flood disaster, as well as discussions about more reasonable
hydrological methods for the assessment of e-flows, a crucial issue regarding optimal
assurance conditions in aquatic organisms. This book also presents modern tools to
support water management and the prediction of water resources. It explores the use of
sediment and geotextiles in water engineering, human pressure on the ecological status of
rivers, and the importance of proper water management when using rivers.
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We hope that this collection of papers will be of use to academics and practitioners in
helping to provide sustainable water management strategies under different natural and
artificial conditions.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The Thames is an iconic river of cultural and historical importance. A cyclical process of
deterioration during the last two centuries, followed by technology-driven restorations, including
two major sanitation projects with a third currently underway, has produced detrimental effects on
the Thames ecosystem. This paper overviews the river ecology, pollution and other anthropogenic
pressures, which lead to biodiversity loss and the proliferation of non-native, pollution-tolerant
species. This article further reviews past and current management, sampling and assessments trends
and provides an objective overview of remediation, restoration and monitoring needs, practices
and research gaps. Here, we argue that restoration work, if maladapted, can be ineffective in
improving resilience or have unexpected side effects that make matters worse rather than better. We
explain the need for a broader view of river restoration and management including consideration of
species transplants in achieving overall sustainability against a backdrop of accelerating change in
the Anthropocene.

Keywords: the Thames; ecosystem; pollution; biodiversity; non-native species; ecosystem manage-
ment; remediation; restoration; monitoring

1. Introduction

The Thames catchment covers an area of over 16,000 km2. The Thames system
is composed of several connected subsystems which can be divided into ‘natural’ or
geographically described, and manmade, engineered elements, each of which has cobenefits
and trade-offs beyond their initial purpose (Figure 1). The river has a low gradient and
is well-mixed and generally shallow. Above Richmond, the river has been transformed
into a series of lacustrine stretches connected by locks and weirs (Figure 2, Supplementary
Figure S1). The dominant factor governing species distributions in the tidal Thames is
the increasing salinity from Teddington down towards the estuary although flow regime,
brine from desalination plants, groundwater inputs, warm water from sewers and power
stations, chemical pollution and low oxygen saturation, each of which can create temporary
and localised effects, also play a part. The Teddington weir delineates the tidal river; saline
conditions intrude as far as Teddington during times of low flow. Water is released from
the Richmond lock during high flow events in the upper catchment, which can alter salinity
and flow downriver. The Thames barrier at Woolwich, in association with other elements
of the Thames flood protection system (Figure 3, Supplementary Figure S1) [1], provides
flood control, particularly for the low-lying areas of London. The barrier is only closed for
short durations when flow control is needed, allowing for fish passage most of the time.
The barrier was completed in 1984 and designed to withstand a projected annual sea-level
rise of 6 mm to 8 mm, which appeared more than adequate at the time. However, analysis
of the compounding effects of accelerating sea-level rise, extreme rainfall events and storm
surges is raising the possibility of it being overwhelmed sooner [2].
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Figure 1. Natural and engineered components of the Thames catchment system.

 

Figure 2. Natural and engineered components of the Thames catchment system. Non-tidal reaches of the Thames with 45
locks (arrowheads). The Teddington lock and the weir mark the tidal river limits. The double-dashed line shows tidal areas
(brackish water). The Royal Botanic Gardens (Kew) are indicated in green.
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Figure 3. The tidal Thames flood-plain with defences labelled in light blue. The Greater London Area (GLA) is indicated
with a grey border. The red dotted line shows the lower limit of the flood protection system. The green boundary delineates
the operational area of the UK Environment Agency at the time (2005). Modified from [1], reproduced with permission.

2. Ecosystem Services

2.1. Recreation, Transport and Water

Historically, water depth and navigability were maintained for industrial barge trans-
port. More recently, the Canal and Rivers Trust (CRT) estimated that on average some
246,000 boating enthusiasts visit the canal and river network each week [3]. Wash from
boats, even small craft, can greatly affect aquatic life, mobilise sediment and damage
riverbanks. However, boating groups, anglers’ associations and other groups participate
in maintaining the river and positively influence development and restoration work. The
upper reaches are monitored for changes to bathymetry and depth for possible dredging
needs, and dredging is also conducted in the lower reaches and in the estuary. Large
silt banks have built up in downstream stretches. They change morphology, reduce flow
capacity, and accumulate xenobiotics such as metals that adhere (adsorb) to the particles
and increase the larval survival in invasive species [4]. The sediment is largely anoxic with
occasional black, sulphide deposits [5] inhibiting oxygenation by worms or colonization
by plants. However, the lack of oxygen in combination with the increased organic matter
aids in the reduction of nitrate and preserves natural revetments (e.g., wood or spiling)
that would otherwise rapidly degrade. Deposits of nutrients, particularly phosphorus,
accumulate in the mud and can be remobilized through disturbance caused by construction
work, boat traffic or dredging in the river, but also promote carbon sequestration and con-
taminant uptake through increased vegetation [6,7]. Damage caused by construction work
is sometimes traded-off against a contribution (funds) towards restoration, but nutrient
release increases algal growth and aids phosphorous-loving (and excreting) aquatic species
belonging to the Ponto–Caspian group such as Dreissena polymorpha (Pallas, 1771) [8,9].

Large abstractions are taken upstream of Teddington for agriculture and drinking
water and major inputs of wastewater occur as sewage treatment effluent. Increasing
domestic and industrial water use means that effluent from sewage treatment plants can
comprise a major component of stream flow downstream of treatment facilities. At times,
wastewater can even comprise the majority of the river flow. Water abstraction from above
the tidal area and changes in rainfall with increased intensity of storms have exaggerated

5
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the extremes in flow regimes with periods of reduced flow, many more ephemeral streams
and increased flooding. There are several remaining Thames tributaries, which provide
refuge for fish during times of low oxygen in the main channel, but many have been closed
off. Large stretches of the banks and islands have been armoured to protect against erosion
and the river has generally narrowed. Sediment inputs from agricultural tilling [10] have
created mud banks which decrease the volume of the river basin through related algal and
silt deposits. Modifications including increased reservoir capacity such as the opening of
the Wraysbury reservoir in 1970 provide additional stored capacity to maintain improved
flows during periods of drought [11]. Licensing has been brought in to manage abstractions,
which frequently increase during periods of drought, reducing flows to the point where
they cause stress to the ecosystems [12].

2.2. Fisheries and Ecosystem Decline

Prior to 1800, the river was clean enough to support large populations of many
species [13]. Diadromous species which use the ocean and freshwater at different stages
of their lifecycle including smelt, salmon, eels, sprat and flounder, were caught for food
along the river for centuries. Fishing and fisheries have been an integral part of the Thames
community for several hundred years. Fishing communities lived for generations at several
locations along the river including Kew and Chiswick [14]. The fishery included coarse
fish species which are not typically consumed today such as pike, however, they are still
currently important to anglers. In the past, large quantities of shellfish, starfish and shrimp
were landed from the estuary [15]. Starfish were caught for use as fertiliser on crops. The
river was wider in many places, with extensive gravel banks that once attracted large
spawning aggregations of smelt. In recent times, fishing has been reduced to mainly
recreational angling for coarse species including carp and pike in the river, and some sea
angling in the estuary. Small but important commercial fisheries continue in the estuary
for whelks, cockles and oysters. The modern Thames above Teddington is freshwater
and contains a typical UK species assemblage for a degraded river (Figure 4) including
non-native mussels, fish, invertebrates and invasive aquatic plants [16].

Figure 4. Simplified freshwater food web from the non-tidal part of the Thames. Note that no
non-native species are shown. Modified from [16], reproduced with permission.
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Water is well oxygenated after passing over the weirs, which causes spikes in satura-
tion in the reaches immediately below and maintaining localised communities of freshwater
species, especially in the area above Richmond, including native unionid mussels and,
more recently, non-native bivalves. However, these primarily freshwater faunae are sensi-
tive to low flows caused by periods of drought and abstractions, which are taken further
upstream. In the past, this has given rise to cyclical declines in many taxa, including
caddisflies, mayflies, unionid mussels, isopods and leeches, as occurred, for example,
during pronounced drought in 1989 and 1990. Some species of fish including eels and
snakehead are able to leave the water to navigate weirs and obstacles. However, barriers
still impede progress both upriver and downriver during migration. Potentially invasive
bivalves including the zebra mussel, which were predicted to increase substantially, have
now declined from this part of the river.

The Teddington weir marks the transition between the purely freshwater and tidal
parts of the river. The lock gates are lowered at high slack water and fish passage through-
out the river has recently been provided at locks and weirs. Downriver from Teddington,
the water has low salinity most of the time, however, this varies with the seasons and flow.
Many freshwater fish including barbel, Barbus barbus (Linnaeus, 1758), and carp, Cypri-
nus carpio (Linnaeus, 1758), are tolerant of brackish water and can thrive in even the lower
reaches. A total of approximately 120 species of fish live in the Thames [3,17,18] but many
are rare, non-native (exotic) or not representative of resident populations (Table 1) [3,18,19].
Less than ~20 pollution tolerant species comprise a majority abundance (Table 2) [20].

Table 1. Non-native fish species recorded from the Thames (complete catchment) 1.

Common Name Species Source Suspected Origin 2

Wel’s catfish Silurus glanis (Linnaeus, 1758) [17] Stocking
Siberian sturgeon Acipenser baerii (Brandt, 1869) [3] Pet trade

Sterlet Acipenser ruthenus (Linnaeus, 1758) [3] Pet trade
Short-snouted seahorse Hippocampus hippocampus (Linnaeus, 1758) [17] Unknown

Bitterling Rhodeus sericeus (Pallas, 1776) [17] Ornamental
Koi carp Cyprinus carpio (Linnaeus, 1758) [3] Ornamental

Grass carp Ctenopharyngodon idella (Valenciennes, 1844) [3] Stocking
Pumpkinseed Lepomis gibbosus (Linnaeus, 1758) [3] Stocking

Sunbleak Leucaspius delineatus (Heckel, 1843) [17] Pet trade
Topmouth gudgeon Pseudorasbora parva (Temminck and Schlegel, 1846) [3] Pet trade

Zander Sander lucioperca (Linnaeus, 1758) [3] Stocking
Goldfish Carassius auratus (Linnaeus, 1758) [17] Aquaculture

Goldfish × carp hybrid [18]
Orfe Leuciscus idus (Linnaeus, 1758) [17] Ornamental

Bream × Orfe hybrid [18]
Rainbow trout Oncorhynchus mykiss (Walbaum, 1792) [17] Stocking

Brook trout Salvelinus fontinalis (Mitchill, 1814) [17] Stocking
Fathead minnow Pimephales promelas (Rafinesque, 1820) [18] Ornamental

Guppy Poecilia reticulata (Peters, 1859) [17] Ornamental
European catfish Silurus glanis (Linnaeus, 1758) [17] Stocking

1 Unusual, exotic species are mentioned from time to time in the media as curiosities when caught by anglers. Many non-native species
originate from imports for food, bait for fishing, and the pet and ornamental fish trade. They are frequently released into surface waters
when they become too big for an aquarium or pond. 2 The explicit means of arrival is not usually known. Additional, cryptic species
probably exist in the river, however, most are unlikely to sustain reproducing populations.
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Table 2. Principal fish species in the tidal Thames, from [20].

Common Name Species

European smelt Osmerus eperlanus (Linnaeus, 1758)
European eel Anguilla anguilla (Linnaeus, 1758)

Common dace Leuciscus leuciscus (Linnaeus, 1758)
Common goby Pomatoschistus microps (Krøyer, 1838)

Dover sole Solea solea (Linnaeus, 1758)
European seabass Dicentrarchus labrax (Linnaeus, 1758)

European sprat Sprattus sprattus (Linnaeus, 1758)
Flounder Platichthys flesus (Linnaeus, 1758)
Herring Clupea harengus (Linnaeus, 1758)

Stickleback Gasterosteus aculeatus (Linnaeus, 1758)
Pouting Trisopterus luscus (Linnaeus, 1758)
Roach Rutilus rutilus (Linnaeus, 1758)

Sand goby Pomatoschistus minutus (Pallas, 1770)
Whiting Merlangus merlangus (Linnaeus, 1758)

The tidal Thames supports a variety of migratory and non-native birds (swans, ducks,
geese and other wildfowl) and a variety of fish (flounder, bass and mullet to name a few)
as well as invertebrates and molluscs, including freshwater snails and bivalves. Aquatic
mammals such as seals and dolphins mainly use the estuary but will on occasion come
upriver as far as Teddington. In addition, there are a variety of other mammals including
foxes, water voles, cats and rats. Recent increases in mammal populations in the Thames
estuary do not necessarily translate to improved health of the river but may be due to
other causes including behavioural changes as marine mammal colonies are known to
relocate for reasons including seeking refuge from disturbance. Certainly, bioaccumulation
of toxins in fish can be expected to have profound effects on animals higher up the food
web, especially as it has been shown that increases in particulate matter in water can
increase uptake of toxic chemicals [21]. Sea grass occurs off the Essex coast but is under
increasing pressure, especially from sediment [22]. Native and non-native molluscs occur
in the estuary, and the most abundant is the invasive slipper limpet, Crepidula fornicata
(Linnaeus, 1758). Despite recent declines, there are surviving fisheries for the native oyster,
Ostrea edulis (Linnaeus, 1758), the imported American oyster, Crassostrea gigas (Thunberg,
1793), as well as the endemic cockle, Cerastoderma edule (Linnaeus, 1758), and whelks.

3. Pollution

The combined sewer network disposes of domestic and industrial waste as well
as urban drainage and can release raw sewage, with added hydrogen peroxide, to the
river, particularly during periods of heavy rain or flooding due to limited capacity [21].
Historical levels of 150 million tonnes a year were discharged in the 1850s. Around
40 million tonnes were still being released to the river in 2011 but recent improvements
have reduced this to 18 million tonnes, the majority entering the river higher in the tidal
reaches at the Hammersmith, Lots Road and Western Pumping stations [17,23,24]. In
the London area, many tributaries have been lost and built over, with some assimilated
into the sewer system [25]. Nutrient inputs from farming and livestock stimulate algal
growth and related bacterial and viral communities [26]. These amplify greenhouse gases
released by the river and promote growth and pathogenicity in microbial communities.
Microbial assemblages are affected by antibiotics released in effluent from sewage treatment
works [27,28]. Antibiotics may also trigger toxin release in Harmful Algal Blooms (HABs)
by initiating lysis, causing a cascading reaction throughout the bloom in response to
the presence of cyanotoxin in the water [29–31]. Oxygen depletion occurs in the lower
reaches of rivers due to bacterial respiration associated with the consumption of organic
material and the subsequent senescence and decomposition. Tidal areas of the river
Thames are affected by oxygen depletion, partially because of the periodic sewage release
(Figure 5, Supplementary Figure S1) [32] and algal growth stimulated by an excess of
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nutrients, especially at the mouth of the estuary, which is a common and increasing feature
of many rivers [33,34]. Other pollutants enter the water from historic (unlined) landfills
(Figure 6, Supplementary Figure S1) [35,36], which become grossly exposed when subjected
to increasing erosion [36].

 

Figure 5. Typical annual sewage releases (prior to 2013) from combined sewer system outfalls and pumping stations (PS) in
the upper tidal Thames. CSO stands for combined sewage overflow. Red bars indicate release volume in cubic metres; all
bars are shown to the same scale, except for the Abby Mills CSO. Pumping stations raise sewage to higher elevation levels
to facilitate gravitational flow in the system of pipes towards the estuary. Modified from [32], reproduced with permission.

Rainfall can more than double flows in the sewer network, which is connected to
the river at multiple locations through outfalls. In some Thames tributaries, such as the
river Lee, flows are greatly reduced due to water abstractions for agriculture and drinking
water. Downstream of these locations, especially at times of low flow, the river can be
over 40% effluent. Sewage treatment does not remove all pollutants from water. Some
pharmaceuticals, which are specifically designed to be effective at a low dose, including
psychotropic drugs, many hormones, antibiotics, pain killers and antidepressants remain
in the effluent [31,37,38]. Many are known to have detrimental effects on aquatic ani-
mals [39,40] and can degrade to potentially more harmful transformation products through
biotic and abiotic processes [41,42]. After treatment, wastewater and its associated sludge
is frequently reused for crop irrigation and fertilisation, which allows contaminants to
circulate and further accumulate in the environment. In a recent study, sediment samples
collected from multiple locations in the tidal Thames revealed contamination from persis-
tent organic pollutants such as PCBs and heavy metals [43]. Soil samples taken from an
island in the river showed increasing contaminant concentrations from a 20 cm to 40 cm
depth, which is suggestive of accumulation in riverbanks and other areas subjected to
flooding (Supplementary Figures S2 and S3, Supplementary Table S1). Similar findings
have been reported elsewhere [44].
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Figure 6. Historic landfills in the Thames Estuary. Blue areas are designated at risk of flooding by the Environment Agency,
the red and yellow areas are historic landfills that are leaching contaminants. Landfills are also vulnerable to subsidence
thereby amplifying the effects of sea-level rise and flooding. Reproduced from [36] under a Creative Commons Attribution
Generic License.

The Thames, as well as other rivers, now contain large quantities of nano-plastics,
micro-fibres and other micro-plastics which cannot feasibly be removed but aggregate with
biogenic particles and eventually settle into the sediment [45] or are flushed into the ocean.
However, these are continually replenished by others through aerial deposition as well as
run-off from the land and roads [46,47]. Materials released into the river, including rubbish
and sewage, especially in the upper regions of the tidal Thames, do not completely flush
but move back and forth with the tides and may take several weeks or even months to
leave the estuary during times of low flow [48]. Most of the organic material decomposes
within a few days, but fats take much longer. ‘Fatbergs’, solid masses of combined fats
and other waste including synthetic (plastic) ‘wet-wipes’, can form hard accretions in
sewers several hundred metres long and harbour toxic chemicals and antibiotic-resistant
pathogens, which can be released directly into the river through outfalls [28,49].

In the early 19th century, the Thames was used as an open sewer. The fast growth of
the London population led to major increases in the amount of sewage discharged to the
Thames and tributaries, severely reducing the oxygen content of the water. A campaign
to improve public health led to the opening of the London sewer system in 1870, which
improved the situation. However, the system became overwhelmed again in the first half of
the 20th century and stretches of the tidal Thames turned anoxic with widespread hypoxia,
resulting in a major depletion of aquatic life. Prior to upgrades of the sewer network in
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the 20th century, the river was declared ‘biologically dead’. Between the early 1960′s and
late 1970′s, the river began to recover from severe pollution, and much was made of the
return of many North Sea coastal fish species to the Thames, especially salmon [50,51]. This
reflected contemporary ideas regarding the reversible nature of environmental degradation
and the belief that the river could be returned to pristine conditions one species at a time
with technical improvements of the system. The return of fish to the river was described as
a ‘recovery’, but changes following previous improvements to the London sewage system
were not measured and comprehensive before and after data were not collected [5].

4. Biodiversity Loss

Many native species of all taxa are in decline and local extinction may be inevitable
for populations of native mussels, salmonids (smelt, trout and salmon), several plants,
gastropods and some types of river flies. Continuing occurrence does not necessarily mean
that there is potential to recover species. Population decline beyond a certain minimum
level of genetic diversity might take decades to reverse. Deteriorating environmental con-
ditions and extremes of weather further impede recovery and could make it unattainable.
For example, fluctuation in eel populations is a typical indicator of population decline
in species with high reproductive capacity [52]. This, as well as the precipitous declines
in river flies [53] and the continuing decline in native mussels [54,55], is to be expected
and provide typical examples of the urban river syndrome. Biodiversity loss can occur
through the extinction of an individual species but also through the chronic decline in the
abundance of subpopulations. Species are not generally highly localized except perhaps
for the smelt spawning grounds at Kew, and unionid mussels at Richmond; other species
such as cockles and flounder occur in large numbers. Whilst being isolated in different
local habitats at different times of year and varying stages of their lifecycle, many species
manage to survive the occasional serious pollution events and escape mass die-offs.

5. Non-Native Species

The Thames is home to an increasing number of non-native species [56] including a
Ponto–Caspian assemblage and elements of American and Asian freshwater assemblages.
Around 100 have been recorded from the Thames [57] and there will certainly be more
cryptic species that have gone undetected. Potentially, many more non-native plants and
animals occur on land and in gardens within the catchment area as the ecosystem adapts to
environmental change. The Thames has been described as one of the most highly invaded
rivers in the world [57].

Range shifts due to climate change have been underway for at least several decades [58].
Species such as the spotted bass, native to North Africa, are now established in the es-
tuary. Understanding how non-native species can make communities more resilient (in
addition to the problems they may cause) is increasingly important. Deliberate introduc-
tions, frequently through oversight, but mainly on purpose, compose a significant part of
ecosystems worldwide. There are many examples in the literature regarding deliberate
introductions for conservation (assisted migration) or pest control purposes [59–62].

Food webs and other interactions are changing but need to be investigated as well.
The populations of European-wide invasive species are typically seen to decline after
varying periods of time (some in the short-term, others require a longer period of perhaps
several years) to reduced levels following the initial population eruptions [63]. This may be
due to integration with local food webs and acclimatisation to predators, disease and other
factors constraining population size. However, short-term responses may be unhelpful
in the long-term management of non-native species since it is a form of disturbance and
can therefore provide additional opportunities for future colonisation, e.g., through the
provision of additional habitat or ecological niche.

Pollution and reductions in oxygen saturation may have aided pollution-tolerant
species from a competitive perspective, especially if they are air breathing or able to
temporarily leave the water to avoid oxygen depleted areas of the river. These include
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the Chinese mitten crab, Eriocheir sinensis (H.Milne Edwards, 1853), eels Anguilla anguilla
(Linnaeus, 1758), potential future colonisers including the walking catfish, Clarias batrachus
(Linnaeus, 1758), already recorded in the Thames, and perhaps the Chinese river mussel,
Sinanodonta woodiana (I.Lea, 1834), which is more pollution tolerant than the native unionid
species. Some crabs including Eriocheir sinensis (H. Milne Edwards, 1853) are also known
to have a high tolerance for ammonia possibly providing an advantage in water polluted
by sewage [64].

Following disturbance due to climate or land use change, non-native species are
sometimes better adapted, whereas native species may take long periods to recover if
they do at all. The simplification of communities through declines in abundance and
diversity means that non-native species sometimes increase biodiversity, and this has
created conflicts between ecologists who wish to restore indigenous communities and those
more interested in increasing biodiversity generally [65,66]. It is typical for an invasive
species to acclimatise to local conditions through integration with food webs and adaptation
to local climate, pathogens, predators and competition. This process may in turn include
the alteration of the environment by the organism in terms of increased nutrient availability.
The quagga mussel, Dreissena bugensis (Andrusov, 1897), for example, occurs in dense beds
which increase phosphorous content of the water, which, when combined with changes to
habitat caused by the establishment of large colonies, is believed to assist in the settlement
of additional members of the Ponto–Caspian assemblage [67]. Shells of the American
slipper Limpet, Crepidula fornicata (Linnaeus, 1758), form banks in the Thames Estuary.
They produce copious amounts of pseudo-faeces which smother native oysters, transform
the substrate, and enrich the nitrogen content of the water column [68]. Their reproductive
cycle, as with the Chinese mitten crab, involves long residence times for larvae in the
estuary, meaning that population dynamics are similarly regulated by phenology, nutrient
levels, particulates (which increase larval survival), temperature and flows.

Reporting on invasive and non-native species populations is highly variable. For
example, considerable attention has been paid to species that are invasive elsewhere such
as the Chinese mitten crab and Dreissenid mussels [67], but relatively little consideration
has been given to the vast slipper limpet population in the estuary. With hindsight, perhaps
a disproportionate emphasis has been placed on charismatic species such as salmon and
smelt and to the conservation of the slow-growing native unionid mussels, with monitoring
of their limited return to the Thames following engineering work to improve the sewer
system beginning in the 1950′s [69]. These anomalies probably related to factors other than
a comprehensive prioritisation strategy.

6. Past Surveys, Current Management, Sampling and Assessments

A programme of sampling species collected from cooling water intakes at London
power stations (e.g., Lots Road, Brunswick Wharf, Blackwall Point) was initiated in the
second half of the 20th century in cooperation with the Central Electricity Generating
Board [15,70]. This followed major improvements to environmental conditions following
the second period of restoration of the London sewer system in the 1960’s. However,
monitoring in the tidal Thames has been somewhat sporadic. Some work has been carried
out by the Environment Agency, various ecological contractors, the Zoological Society
London (ZSL) and others who have conducted monitoring of juvenile fish as well as certain
historically important fish species including smelt, and used traps located in the river to
assess eels. On occasion, seine netting is conducted in the river but there is no complete,
long-term dataset and continuing work remains patchy. Since 1974, starting initially at
West Thurrock Power Station, the water intake and, on occasion, outfall resting tank from
cooling water systems at power stations in the Thames have been used for semi-quantitative
assessment of aquatic species populations [5,71]. Water from a sub-tidal collection point in
the river is passed through a screen filter before entering the station and items are collected
in a pit. Since the rate of water intake is known, sampling for a specified period provides
an indication of the abundance of animals in the immediate vicinity of the intake in terms
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of animals per litre. This system is convenient but has been problematic because operators
were not trained to correctly identify to the species level. The location of the intakes is
subject to bias attributable to attraction to warm water effluent from the power station
(particularly when using condensers in the past), as well as migratory patterns which
can cause animals to form spawning aggregations or accumulate as they converge from
tributaries and progress downstream. In addition, larger animals are able to escape being
sucked in at the intake and this was confirmed using trawls that illustrated that the number
of larger fish were being underestimated [5].

The ZSL surveys benthic species from time to time at a location approximately 11 km
upriver from Chiswick [51,52] and does have conservation programmes in place for certain
species in the Thames including eels, smelt and seals. Notwithstanding this, the inherent
value of the river within the overall context of London as well as the associated biota
should merit a progressive and systematic monitoring programme conducted to the highest
standards as one component of a comprehensive adaptation plan.

7. Remediation, Restoration and Monitoring

The Tideway project includes the expansion of the Beckton sewage treatment plant
(downstream of the Thames Barrier), currently the largest sewage treatment plant in Europe.
Increases in effluent may create problems in the estuary since not all harmful chemicals
(including pharmaceuticals) or plastics are removed in the processing of sewage, and there
may be challenges in the disposal of increased volumes of sludge (biosolids) produced
by the treatment process. At the current time, biosolids from Beckton are recycled and
used as fertilizer, although some waste is incinerated and disposed of as ash. Sludge
contains nano and micro-plastics as well as pharmaceuticals [44,72,73], drug residues and
other chemicals which can be blown or washed into the river as run-off from fields and
landfills. The new Tideway Tunnel system will reduce sewage and effluent releases into
the upper tidal Thames with most effluent entering the river closer to the estuary at Beckon.
However, complete flushing will still be dependent on the tides, and some releases in the
upper reaches will continue, especially during storms. These major changes to nutrient
and run-off pollution, with a general shift from London down river towards the estuary
will affect diverse elements of the ecosystem in both positive and negative ways providing
an opportunity for a Before-After-Control-Impact (BACI) survey. Some species such as
the non-native Asiatic clam will benefit from cleaner water but might also be affected by
reduced nutrients and associated algal content. This will be the third major technological
improvement to the Thames and the London sewer system after the 1850–1900 and the
1950–1980 sensitisation improvements [15]. However, it is now well understood that purely
engineered solutions, while they may be robust, are not resilient but rather brittle and
prone to failure. The Tideway project should improve dissolved oxygen levels within
the upper tidal reaches. That will aide juvenile fish and fish species with higher oxygen
requirements such as salmonids (salmon, smelt and shad), eels and to a lesser extent coarse
species including pike, dace and zander (an introduced species), which are predominantly
freshwater but do also occur in the upper reaches of the tidal part of the river. However, as
with previous improvements, such changes could increase the receptiveness of the Thames
ecosystem and open the door to further non-native species. The system can also respond
in unexpected ways and it may be that established non-native or endemic species could
become invasive and their numbers increase greatly. The pressures that will result, for
example, dissolved oxygen increase and organic matter reductions, work selectively by
boosting or inhibiting individual species through a complex interaction of effects. The
Chinese mitten crab, for example, might be negatively affected by the reduction of nutrients
and as a consequence, of the algae on which the crabs primarily feed.

There have been large population fluctuations within the tidal area and significant
change is underway as estuarine species shift. However, a comprehensive Thames monitor-
ing plan is missing. This would appear out of sync with regards to the Tideway project, for
which a BACI survey would no doubt be very useful in assessing its effects on the ecology
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of the river. The absence of consistent monitoring practices is a surprising feature of the re-
cent history of the Thames given the cost of improvement projects, long-term conservation
work and the associated conservation areas. In fact, the general condition of the river and
foreshore fall well below that of the surrounding areas, indicating that restoration, monitor-
ing and stewardship within the overall context of the immediate neighbourhood have been
disproportionately low. Sampling was initiated as a means of evaluating improvements
resulting from modifications to the sewer system in the middle of the 20th century [5].
However, it was not part of a formal monitoring protocol and important information on
the recovery of the river was lost, including data regarding the return of parasites [74].

8. Conclusions

Two major cycles of drastic deterioration of the Thames ecosystem and depletion of
aquatic life, followed by technology-driven restorations over the last two centuries brought
about strong ecosystem disturbances. Under the continuous pressure of anthropogenic
impact, replacement of the Thames ecosystem rather than recovery becomes the most
likely outcome. The Thames is home to an increasing number of non-native species,
including pollution-tolerant species, whilst many native species undergo a continuing
process of decline and extinction. Before engaging in the wholesale destruction of non-
native species (at significant cost) it is increasingly important to understand the possible
future state of the ecosystem, especially given that once a species is lost it cannot be
retrieved. Therefore, it is possible to damage future ecosystems through the arbitrary
destruction of well adapted, non-native species as they respond to climate change and
migrate to more suitable environmental conditions. Species persistence must also be
viewed from within the context of ecosystem restoration. The ecology has changed and
cannot be expected to revert to its previous condition as most of the changes are irreversible.
For example, even brief periods of reduced oxygen levels in the ocean and coastal waters
can have lasting effects on behaviour and reproduction through epigenetic effects on the
current and future generations [75]. However, even in relatively undisturbed environments,
restoration has not resulted in a return to prior pristine condition [76]. In recognition of
these issues, some restoration practitioners in the field of woodlands have been working to
develop a future-proof ecosystem using species that are not endemic, i.e., using transplants,
while others have considered more heat-tolerant engineered organisms. Such self-assembly
is already underway with many non-native species successfully integrating to existing
ecosystems, particularly in the oceans [77,78].

A more holistic view of restoration should be adopted with the emphasis on im-
proving resilience and aiding adaptation of the complete socio-techno-ecological system,
including anthropogenic impacts. The adaptive capacities of these ecosystems must be
maintained by preserving a balance among heterogeneity, modularity and redundancy,
tightening feedback loops to provide incentives for sound stewardship. Similar issues
relate to flood and coastal defences, which must be developed as part of a complete socio-
technical solution [79]. It has therefore become increasingly important to collect data on
species abundance within comprehensive monitoring programmes. The use of ‘citizen
science’ and crowdsourcing has been largely insufficient and a larger, higher quality ef-
fort is required. It should be centred around organisations which embody high levels of
expertise such as the National Biodiversity Network (NBN) and universities. In the case
of the Thames, this means regular surveys and sampling with integration between other
monitoring programmes around the country. Intelligent monitoring of species that may
cause population eruptions, such as the Chinese mitten crab, especially following years of
low flow, can provide an early warning of potential pest outbreaks in accordance with the
governments’ strategy around ‘sleeper species’ [80].

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/su13116045/s1, Figure S1: Relative positions of each of the maps shown in Figures 2, 3, 5 and 6
of the manuscript; Figure S2: Supplemental information on contaminants (Persistent Organic Pollu-
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tant (PCB)); Figure S3: Supplemental information on contaminants (single cores); Table S1: Supple-
mental information on contaminants (Mean pollutant concentrations).
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Abstract: Rational water resource management is used to ensure a stable supply of water by predict-
ing the supply of and demand for future water resources. However, rational water allocation will
become more difficult in the future owing to the effects of climate change, causing water shortages
and disputes. In this study, an advanced hydro-economic water allocation and management model
(WAMM) was introduced by improving the optimization scheme employed in conventional models
and incorporating the economic value of water. By relying upon economic valuation, the WAMM can
support water allocation efforts that focus not only on the stability but also on the economic benefits
of water supply. The water supply risk was evaluated following the different objective functions
and optimization methods provided by the WAMM using a case study of the Namhan River basin
in South Korea under a climate change scenario over the next 30 years. The water shortages and
associated economic damage were compared, and the superior ability of WAMM to mitigate future
water shortages using economic valuation and full-step linear programming (FSLP) optimization
was demonstrated. It is expected that the WAMM can be applied to help resolve water shortages and
disputes among river basin units under severe drought conditions.

Keywords: climate change; hydro-economic water allocation; optimal water allocation; risk analysis;
water supply

1. Introduction

Water resources are essential for human life and should be stably secured and ratio-
nally allocated. According to the World Bank [1], water resource management (WRM)
refers to a series of processes, including planning, developing, and managing water re-
sources, related to both water quantity and quality, and across all water uses by consumers.
UNESCO [2] reported that global water consumption is expected to increase gradually
because of population growth and lifestyle changes, while conflicts over water are expected
to intensify owing to climate change (e.g., during times of frequent drought and limited
water supply in some areas). According to Adetoro et al. [3], many studies have been
conducted worldwide to mediate water disputes from social and engineering perspectives.
Such studies include various types of water allocation models presented as a part of en-
gineering solutions to these disputes. The primary objective of a water allocation model
is to present the most efficient supply plan for limited water resources according to the
priorities or water rights of various water demand sectors. These demand sectors account
for municipal, agricultural, and industrial water usage. The allocation results may differ
in terms of fairness, economic feasibility, or social importance. The utilization of water
allocation models has evolved with their complexity, from early models allocating water
resources based on quantitative efficiency to hydro-economic models seeking to maximize
socio-economic benefits.

Major studies related to the development and utilization of water allocation models
include the introduction of one of the earliest models, MITSIM (Massachusetts Institute
of Technology River Basin Simulation Model), by Strzepek and Lenton [4]. Subsequently,
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Strzepek [5] improved the water allocation simulation function and used it to evaluate the
stability of agricultural water supply in the Swedish South-Western Skane Basin. Shafer
and Labadie [6] developed the MODSIM (Modified SIMYLD) model, another typical
early water allocation model. Later, optimal water allocation models equipped with
optimization modules based on linear programming or quadratic programming were
developed to maximize water allocation efficiency. Such models include the AQUATOOL,
developed by Andreu et al. [7], and the water evaluation and planning system (WEAP),
initiated by Raskin et al. [8] and further developed by Yates et al. [9], to provide enhanced
user-friendliness. In terms of quantitative water management, the AQUARIUS model
developed by Diaz et al. [10] is considered a representative optimal water allocation model
for the maximization of water supply reliability and minimization of water shortages.
Notably, the WEAP model was incorporated into the Korea-water evaluation and planning
system (K-WEAP) model to strengthen its applicability in Korea and has been utilized
in various nationwide water management plans [11]. In addition, the Riverware model
developed by Zagona et al. [12] further enhanced the optimal water allocation model
using an optimization system based on a prioritized set of objectives implemented by
linear pre-emptive goal programming. The California value integrated network (CALVIN)
model developed by Howitt et al. [13] is a critically important, globally well-known,
hydro-economically integrated model that considers not only the water requirements in its
optimal solution but also the economic value of water resources based on data collected
over 50 years in California, USA. The CALVIN water allocation model has been mainly
used to inform water supply plans that minimize water supply costs and maximize the
associated economic benefits. Newlin et al. [14] and Pulido-Velazquez et al. [15] presented
various possibilities for utilizing the CALVIN model to establish state-wide water resources
plans in southern California.

The environmental functions of water resources were divided into regulation, habitat,
production, and information by Costanza et al. [16] and de Groot et al. [17]. As reported by
UNSD (United Nations Statistics Division) [18], the economic valuation of water resource
services is challenging; therefore, numerous researchers have attempted to define their
economic value based on measurable variables such as changes in quantity (e.g., supply
and regulation), quality (e.g., treatment and generation), ecological services (e.g., refugia
and pollination), and cultural features (e.g., recreation). However, since the economic value
of water resources mainly depends on national and regional policies and environments,
their value may be quantified based on the conditions in the area of interest and period.
For instance, many different water resource valuation studies have been conducted in
South Korea. Hwang et al. [19] calculated the potential value of groundwater for drought
preparation using the contingent valuation method (CVM). Park et al. [20] evaluated the
economic value of rainfall in the spring season in terms of dam reservoir water resource
utilization during droughts. Moreover, a study by K-water [21] employed various methods
to quantitively evaluate the overall value of South Korea’s water resources. The K-water
study calculated the municipal water supply benefit (based on the willingness to pay, and
investigated using the CVM), the industrial water supply benefit (based on the value of the
marginal product (VMP) and estimated using the production function of major industrial
sectors), and the agricultural water supply benefit (based on a farm crop budget analysis).
Lim and Lee [22] presented the agricultural water supply benefit based on the estimated
VMP of rice crops in South Korea. Since 2011, the Korea Environment Institute (KEI) has
organized, classified, and presented various valuation cases for water resources using the
environmental valuation information system (EVIS) [23].

Climate change represents an environmental factor that has a direct impact on the
security of water resources. Numerous climate change scenarios have been created globally
using various general circulation models (GCMs) to predict rainfall, temperature, and
humidity. Using data from these models, multiple studies have predicted the damage
arising from potential water shortages due to climate change. Krol et al. [24] developed
and applied a model to explain the relationship between climate change and water use,
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focusing on agriculture in northeast Brazil. Ray et al. [25] and Ashofteh et al. [26] analyzed
the water supply risk by applying long-term climate change scenarios to water supply
networks. Liu et al. [27] and Basupi and Kapelan [28] compared water shortages under
different climate change conditions and suggested a plan for utilizing decision-making
tools and a framework to establish an optimal water supply strategy.

Here, a new hydro-economic water allocation model was examined, the water alloca-
tion and management model (WAMM), developed by Jeong et al. [29]. Equipped with an
advanced optimization module, the WAMM provides enhanced functionality compared
with conventional models and incorporates the economic value of water to optimize water
allocation. In this case study, the WAMM was applied to the Namhan River basin in South
Korea for long-term (30-year) water allocation planning using a future climate change
scenario; the water allocation results obtained according to various water supply objectives
and optimization methods were compared.

The remainder of this paper is structured as follows. Section 2 introduces and provides
details of the WAMM, including the improved optimization algorithm and calculation of
the economic value of water resources. It also introduces the process used to establish the
climate change scenarios. Section 3 introduces the case study river basin and summarizes
the economic value of the water resources in the study area, as well as the relevant climate
change scenarios. Section 4 quantitatively compares and analyzes the simulation results of
the WAMM according to the type of optimization method and objective function applied.
Finally, Section 5 presents the conclusions and plausible future studies.

2. Materials and Methods

A water allocation model is an engineering support tool that can facilitate the rational
establishment of a water supply and demand plan within a given river basin. Figure 1
illustrates a simplified river basin in which municipal, industrial, agricultural water de-
mands, and the maintenance flow rate are collected from the mainstream. The water flows
in the river and the water storage in reservoirs are controlled by dams. The flow rate
of the river and the water available in reservoirs can be estimated based on the water
resources available within the relevant basin. Then, the actual available supply that can be
supplied to demand sites is determined based on river maintenance flow and restricted
water storage capacity in reservoirs. A water allocation plan becomes important when
the available water supply does not meet the demand and needs to be determined by
considering the importance, water rights, and economic feasibility of each demand site.

The WAMM was developed based on components and input data similar to those of
the K-WEAP model that is currently utilized to generate water allocation plans in South
Korea. It is equipped with a graphical user interface (GUI) for user convenience, and
the water supply system components and input data are provided through a dedicated
input module in the form of an Excel spreadsheet. Figure 2a shows the datasheet of
the input module and user-interface screens in the WAMM. The WAMM manages water
allocation simulations as an individual project that includes all the specifications of system
components, operational information, and simulation results needed for establishing a
water supply plan. Figure 2b illustrates the control panel for the water allocation strategies
and results analysis screens. Notably, the WAMM also provides an advanced optimization
module that enables users to select optimization methods and objective functions to apply.
The structure of the improved linear programming-based optimization module contained
within the WAMM, as well as the development of a water allocation strategy that considers
both the reliability and economic benefits of the water supply are described in detail in the
next section.

2.1. Full-Step Linear Programming (FSLP) in the WAMM

It was relatively simple to establish a water supply plan in the past. However, as the
number and complexity of the factors that must be considered have increased, the impor-
tance of water allocation plans and the role of related models have gradually increased as
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well. As discussed in Section 1, the majority of conventional water allocation models rely
on optimal water allocation based on linear programming (LP), such as the AQUATOOL [7]
and WEAP [8] models, or quadratic programming (QP), such as the AQUARIUS [10] model.
As a mathematical optimization method providing a global optimal solution, LP is still
widely used, despite only being applicable to problems with objectives and constraints that
can be formulated as linear functions.
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Figure 1. Scheme of water allocation in a river basin.
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Figure 2. Graphical user interface (GUI) of the water allocation and management model (WAMM). (a) Project management
window; (b) allocation management and results window.

In optimization problems such as water resource planning and allocation, the mini-
mization of costs and maximization of benefits, or the maximization of target performance,
are used as objective functions. In the previously described K-WEAP model, the maximiza-
tion of water reliability (defined as the ratio of water supply to water demand) is used
as an objective function. In the K-WEAP model and the WAMM, a function setting the
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water supply priority for each demand site is provided to reflect the importance of water
use. This can be simply expressed as an objective function that maximizes the reliability of
water supply based on a set of weighted values as follows:

Maximize : Reliability =
Nd

∑
i=1

Wi
Si

Di
, subject to : Si ≤ Di (1)

where Nd is the number of demand sites in the basin, Wi is the weight according to the
priority of demand site i, Si is the water supplied to demand site i (m3), and Di is the water
demand of demand site i (m3).

For the hydro-economic water allocation model, which allocates water by taking into
account the economic value of supplied water, optimization to maximize benefits can
be performed by setting the economic value as an objective function. In this study, the
economic objective function can be formulated to maximize the benefits of the water supply
by weighting the water resources in terms of the economic value of the unit water supply
as follows:

Maximize : Bene f it =
Nd

∑
i=1

Vi Si, subject to : Si ≤ Di (2)

where Vi is the economic benefit in Korean Won (KRW) of the supplied water to the demand
site i (KRW/m3). Note that 1000 KRW can be approximated as 1 US dollar.

To establish a rational water supply plan, various socio-economic impacts must be
considered using different types of objective functions. Here, two objective functions were
constructed and implemented to facilitate optimal water allocation in the WAMM: (1) the
reliability (stability) of the water supply (Equations (1)) and (2) the economic benefits of
the water supply (Equation (2)).

Traditional water allocation models typically utilize single-step linear programming
(SSLP) to optimize the water allocation for each simulation time step. As indicated in
Figure 3a, a separate optimization is sequentially performed along the simulation time
period, in which the allocation results (e.g., individual supply from source to demand and
reservoir storage) of the previous time step are provided as initial values in the subsequent
simulation time step. However, this sequential approach has a drawback as the decisions
made in the earlier time step cannot be modified, resulting in a potential water shortage in
subsequent time steps. Therefore, the WAMM uses full-step linear programming (FSLP) to
optimize the entire simulation period at once, mitigating such limitations. As shown in
Figure 3b, water allocations over the entire simulation periods were determined simultane-
ously through a single optimization run. This made it possible to allocate water such that
the shortage occurring over the entire simulation period was minimized, realizing water
allocations that actively and flexibly responded to changing environments.

For this flexible response, the reliability and benefits of the water supply were cal-
culated for the entire simulation period and not the unit simulation period. Hence, the
modified forms of the objective functions for FSLP are as follows:

Maximize : Reliability =
T

∑
t=1

Nd

∑
i=1

Wi
Si,t

Di, t
, subject to : Si,t ≤ Di, t (3)

Maximize : Bene f it =
T

∑
t=1

Nd

∑
i=1

Vi Si,t, subject to : Si,t ≤ Di, t (4)

where T is the total number of simulation periods in which water is allocated, Si,t is the
water supplied to demand site i at simulation time t (m3), and Di,t is the water demand of
demand site i at simulation time t (m3).
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2.2. Economic Valuation of Water Resources in the WAMM

The value of a resource can be defined as the monetary value of the benefit or loss
arising from its presence or absence, or a change in its state. In particular, water resources
have the characteristics of public goods and behave differently from goods in the general
market economy, making it difficult to devise an effective valuation method. Accordingly,
the WAMM employed the results of previous studies that evaluated and applied the
economic value of water resources for economic analysis as follows.
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Figure 3. Comparison of long-term water allocation optimization. (a) Single-step linear programming (SSLP) optimization
framework and (b) full-step linear programming (FSLP) optimization framework.

To estimate the economic value of municipal water, K-water [21] calculates the benefit
of municipal water supplied to the user by estimating the user’s willingness to pay (WTP)
for unit demand. The WTP indicates how much value the consumer places on a particular
product. In this study, the water supply benefit of municipal water was calculated using
the measured WTP and the estimated demand function from the K-water study [21]. Here,
the demand function defines the relationship between price and demand to represent the
change in the quantity of a product the consumer intends to purchase according to the
price of the product. In general, when other supply conditions are the same, the curve of
the demand function gradually decreases with increasing price.

To estimate the economic value of municipal water in Korea, the reduction in water
consumption corresponding to an increase in water price was first investigated based on
the maximum WTP for municipal water demand using a consumer survey. Then, the final
supply benefit function was derived by calculating the market demand function reflecting
the individual responses in the form of the WTP. In this study, the dependent variable of
the supply benefit function is the WTP for municipal water (i.e., the value of unit municipal
water). The average monthly water demand per person, average monthly income per
person, and the number of persons for each household were selected as explanatory
variables. Hence, the linear municipal water supply benefit function can be expressed as

PM = α0 + α1Q + α2 I + α3F + ǫ (5)

where PM is the value of unit municipal water per person, measured as the WTP (KRW/m3

/person); Q is the average monthly demand for municipal water per person (m3/month
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/person); I is the average monthly income per person (KRW/month/person); F is the
number of persons per household; α0, α1, α2, and α3 are the coefficients of the regression
equation; and ǫ is the error variable of the regression equation.

After excluding the income variable from Equation (5) through a t-test, K-water [21]
derived the supply benefit function for municipal water by performing a regression analysis
based on the historical data and yielded:

PM = 516.336 − 2.716Q + 65.137F (6)

To estimate the economic value of industrial water in Korea, K-water [21] calculated
the marginal product output according to the industrial water supply for a given production
function. The production function is a mathematical representation of the relationship
between input sources and output values of industrial products. K-water [21] expressed
this function using the Cobb–Douglas production function estimation method with the
production value as a dependent variable, while the input labor, manufacturing cost,
amount of tangible fixed assets at year-end, and water supply were taken as explanatory
variables, as follows:

ln PI = ln β0 + β1 ln L + β2 ln WI + β3 ln MI + β4 ln K (7)

where PI is the production value of industrial products (KRW); L is the number of workers
(person); WI is the industrial water supply quantity (m3); MI is the unit manufacturing cost
(KRW/unit product); K is the balance of tangible assets at the end of the year (KRW/year);
and β0, β1, β2, and β3 are the coefficients of the regression equation.

A regression analysis of the average technical statistics for all industrial sectors sur-
veyed by the National Water Resources Plan 2011–2020 of South Korea [30] resulted in the
following industrial water production function:

ln PI = 2.02 + 0.73 ln L + 0.05 ln WI + 0.27 ln MI + 0.05 ln K (8)

Thus, the value of unit industrial water (KRW/m3) can be calculated by dividing the
calculated production value of industrial products determined using Equation (8) with the
quantity of industrial water supplied.

To estimate the economic value of agricultural water in Korea, Lim and Lee [22]
calculated its economic benefits based on a production function correlating the agricultural
water input with the annual rice production. This process was the same as that used to
analyze the VMP of industrial water. Lim and Lee [22] expressed the economic value of
agricultural water using the Cobb–Douglas production function estimation method based
on the production value of rice as a dependent variable and the total agricultural water
supply, agricultural management cost, irrigated farmland area, and drought year correction
coefficient as explanatory variables as follows:

ln PA = ln γ0 + γ1 ln A + γ2 ln WA + γ3 ln MA + γ4D (9)

where PA is the production value of rice (KRW); A is the area of irrigated farmland (1000
ha); WA is the agricultural water supply quantity (million m3); MA is the agricultural
management cost (KRW); D is the drought year correction coefficient; and γ0, γ1, γ2, and
γ3 are the coefficients of the regression equation.

A regression analysis of the total amount of rice production and agricultural infras-
tructure status in South Korea over 35 years was then applied to obtain the agricultural
water production function:

ln PA = 2.97 + 0.10 ln A + 0.28 ln WA + 0.36 ln MA + 0.18D (10)
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Thus, the value of unit agricultural water (KRW/m3) can be calculated by dividing
the calculated production value of rice determined using Equation (10) with the quantity
of agricultural water supplied.

The economic value of various water uses, determined according to the methods
described above, can be used to quantify the direct benefit generated from the water supply
for each sector. Therefore, in the event of a water supply shortage, the potential economic
damage in each demand sector can be calculated and water can be allocated accordingly to
minimize overall economic loss (or to maximize overall economic benefit).

2.3. Climate Change Scenarios

2.3.1. Changes in Water Supply

Cho et al. [31] analyzed 52 GCMs (including the Representative Concentration Path-
way (RCP) 4.5 and 8.5 scenarios) and evaluated their fitness for application in South Korea
through the climate change adaptation for water resources (CCAW) research project of
South Korea. Seventeen GCMs were evaluated as having better availability based on their
standardized skill scores and were divided into wet, average, and dry scenarios. In the
present research, the RCP 8.5 climate change scenario was selected. This scenario is gen-
erated from the Hadley Center Global Environment Model version 2 Atmosphere Ocean
(HadGEM2-AO) [32] and is the most suitable scenario for representing typical climate
change in the study area [31].

Meteorological information, such as daily precipitation and temperature for the next 30
years, were provided from the model, and the river basin flow was estimated using rainfall-
runoff models, such as the Hydrological Simulation Program-FORTRAN (HSPF) [33],
Soil and Water Assessment Tool (SWAT) [34], and Precipitation-Runoff Modeling System
(PRMS) [35], based on meteorological information in South Korea [36]. Lee et al. [36]
applied the three rainfall-runoff models to the four biggest river basins in South Korea
and reported that the PRMS model is the most suitable for the Han River basin. Therefore,
using the pentad (5-day) averaged flow rate resulting from the PRMS model, the river basin
flow according to climate change in the case study basin was estimated and applied as
input to the WAMM. Note that the river basin flow represents the available water resources
in the study basin.

2.3.2. Changes in Water Demand

Agricultural demand, municipal/industrial (combined) demand, and river main-
tenance flow are considered water demand sectors in the WAMM. Based on the water
demand in 2015, in this study, the changes in population and farmland over the next
30 years were applied, as suggested by the Korea Statistical Yearbook [37], as well as the
population projections by province [38], to the water demand change scenario. Based on
farmland area statistics in the study area in 2015–2020, farmland area was extrapolated from
2015 to 2045, with a gradual decrease of 15%. Conversely, according to national population
projections by province [38], the population in the study area is expected to increase by
12.8% from 2015 to 2036, then decrease by 2.2% from 2036 to 2045. Furthermore, three
long-term water demand projections (low demand, average demand, and high demand)
were suggested by the National Water Resources Plan 2011–2020 of South Korea (MLTM,
Ministry of Land, Transport and Maritime Affairs) [30] to account for the uncertainty of
water supply conditions. According to the high demand projection [30], municipal, indus-
trial, and agricultural water demands are expected to increase by 0.66%, 11.07%, and 4.85%,
respectively. In the present study, among the three demand projections, the high demand
condition was adopted with farmland area and population trends for the estimation of
municipal, industrial, and agricultural water demands, for use as WAMM inputs.
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3. Case Study

3.1. Application Area (Namhan River Basin, South Korea)

Figure 4 shows the case study area, the Namhan River basin in South Korea, in which
approximately 1.5 million people live (investigated in the year 2018), including seven rural
sub-basins, to which WAMM performance was applied and analyzed under the climate
change scenarios. The total length and area of the river basin are 375 km and 12,407 km2

(2447, 1773, 2483, 1614, 524, 1491, and 2072 km2 for the 1001 to 1007 sub-basins). In this
case study, water was allocated to meet the requirements in June when water shortage has
been frequently observed in the study area. The water allocation period was limited to
June (frequent drought month) and evaluated using a pentad (5-day) simulation time step
over the next 30 years (with 2015 as the base year); that is, June was divided into six time
intervals for every simulation year. Thus, each simulation was conducted independently
for each year.
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Figure 4. Case study area with seven sub-basins of the Namhan River basin, South Korea.

River flow, groundwater, and dam and agricultural reservoirs were considered water
supply sources in the case study basin, while agricultural, municipal/industrial (combined),
and river maintenance flow were considered demand sites. The amount of reclaimed water,
an additional water supply source, was dynamically determined based on the allocated
water at each of the municipal/industrial demand sites with specific reclamation rates.
In South Korea, according to the MLTM [30], 65% of the demand supplied to municipal
and industrial sites is generally discharged into the river downstream of the demand sites.
In the case of agricultural demand, 35% of the demand contributes to water resources
gradually; therefore, the net demand (i.e., 65% of the total demand) was applied as the
actual agricultural demand without the water reclamation process.

A schematic of the water supply system in the Namhan River basin is shown in
Figure 5. The base demands of the municipal/industrial and agricultural demand sites in
June 2015 are summarized in Table 1. In total, 29 demand sites, including 10 agricultural
sites, 14 municipal/industrial sites, and 5 river maintenance flow gauges, with identical pri-
orities for reliability-based water allocation, use water in the case study basin. The Namhan
River is the main stream draining the basin and it has three branches: the Pyeongchang
River, Dal Stream, and Seom River. The water flow is controlled by the Gwangdong Dam
on the Pyeongchang River before it joins the Namhan River and then by the Chungju
Dam on the Namhan River. Next, the Dal stream joins the Namhan River, followed by the
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Seom River. The Hoengseong Dam is located upstream on the Seom River and controls its
flow. After the joining of the Seom River, three large weirs—the Gangcheon Weir, Yeoju
Weir, and Ipo Weir—control the flow of the mainstream of the Namhan River downstream.
In addition, agricultural water is supplied by several agricultural reservoirs distributed
throughout the basin. Consequently, it is possible to store and supply water in the case
study basin through a total of six main water storage facilities (i.e., three dam reservoirs
and three weir pools) and 10 agricultural reservoirs in addition to the river flow.
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Figure 5. Schematic of the Namhan River basin water supply network.

Table 1. Average water demand at individual sites in the Namhan River basin (in June 2015).

Sub-Basin Demand Sites
Water Demand

(1000 m3)
Sub-Basin Demand Sites

Water Demand
(1000 m3)

External
transmis-

sion

M/I. 1303 245
1005

A. 1005 11,280

M/I. 2001 780 M/I. 1005 615

M/I. 1101 225
1006

A. 1006 18,559

M/I. 3011 3170 M/I. 1006 6095

1001
A. 1001 3900

1007

A. 100701 7649

M/I. 1001 3090 M/I. 100701 2820

1002
A. 1002 7361 A. 100702 3318

M/I. 1002 955 M/I. 100702 1960

1003
A. 1003 11,227 A. 100703 49,057

M/I. 1003 4175 M/I. 100703 6880

1004
A. 1004 28,585 A. 100704 4584

M/I. 1004 4815 M/I. 100704 2875

Note: A: agricultural water demand; M/I: municipal and industrial water demand.

Every municipal/industrial and agricultural demand site has access to separate
groundwater sources nearby. In the WAMM, the recharge of groundwater is not sim-
ulated, but only initial groundwater storage is set and supplied to demand sites. However,
in the target season (June), little groundwater use was recorded, and so the effect of ground-
water supply was not specified in the present case study. Furthermore, Figure 5 shows
five flow gauges (M.1 to M.5) for river maintenance flow over the entire river basin, which
have flow requirements of 7.73, 5.03, 23.1, 7.57, and 32.5 m3/s, based on maintenance
demand in MLTM [30]. The river maintenance flow requires the minimum flow rates
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for eco-environmental preservation and induces the discharge of reservoirs and release
downstream without actual water consumption.

3.2. Economic Value of Water Resources in the Namhan River Basin

The economic values of municipal, industrial, and agricultural water supply in
Namhan River basin were estimated and provided to the WAMM. The economic value
of municipal water was estimated to be 1283 KRW/m3 by substituting the municipal
water use status reported in the National Water Resources Plan 2011–2020 of South Korea
(MLTM) [30] in the municipal water supply benefit function (Equation (6)). The eco-
nomic values of industrial and agricultural water were estimated to be 5583 KRW/m3 and
384 KRW/m3, respectively, by applying the data used to derive the respective produc-
tion functions in previous studies (Equations (8) and (10) suggested in [21,22]). Here, the
economic value of river maintenance flow was not considered. As the WAMM considers
the demand sites of both municipal and industrial water together, their economic value
(Table 2) was applied by considering the proportions of municipal and industrial water
use at each demand site.

Table 2. Economic valuation of water supply to municipal/industrial water demand sites.

Demand Site
Municipal Water

Demand Ratio (%)
Industrial Water

Demand Ratio (%)
Economic Value of
Supply (KRW/m3)

M/I. 1001 38 62 3949
M/I. 1002 92 8 1627
M/I. 1003 69 31 2616
M/I. 1004 80 20 2143
M/I. 1005 63 37 2874
M/I. 1006 92 8 1627

M/I. 100701 61 39 2960
M/I. 100702 61 39 2960
M/I. 100703 61 39 2960
M/I. 100704 61 39 2960

M/I. 1101 100 0 1283
M/I. 1303 100 0 1283
M/I. 2001 100 0 1283
M/I. 3011 100 0 1283

3.3. Application of Climate Change Scenario in the Namhan River Basin

3.3.1. River Basin Flow Projection

The predicted precipitation and maximum temperatures in the seven sub-basins in
June for the next 30 years are illustrated in Figure 6. Using the PRMS rainfall-runoff
simulation, the river basin flow in June for each sub-basin was estimated for the next
30 years (independent year-by-year simulation; Figure 7). It should be noted that the
initial storage in the reservoirs at the beginning of June for the next 30 years is fixed as
the base value of the standard year of 2015. Sub-basin flows generally change following
consistent trends across the years but deviate considerably between wet and drought years.
The total river basin flow of the entire Namhan River basin in June exhibits an average of
405 million m3/month, a maximum of 1455 million m3/month (2018), and a minimum of
29 million m3/month (2036) over the next 30 years. Based on comparisons of predicted
and gauged rainfall in 2015–2018, the climate change scenarios represent relatively wet
conditions in the 1001–1004 sub-basins, and dry conditions in the 1005–1007 sub-basins.

3.3.2. Water Demand Projection

The water demand in June was predicted for each demand site over the next 30 years
(Figure 8) based on the water demand change scenario of the Namhan River basin. The
agricultural water demand in June was predicted to gradually decrease over the next
30 years from a maximum of 170 million m3/month in 2015 to a minimum of 144 mil-
lion m3/month in 2045 owing to a decrease in the farmland area. On the other hand,
the demand for municipal and industrial water in June was predicted to increase from a
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minimum of 52 million m3/month in 2015 to a maximum of 57 million m3/month in 2045,
and the annual deviation was predicted to be relatively small.
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Figure 6. Rainfall and temperature predictions in the Namhan River sub-basins (in June).
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Figure 7. Runoff predictions in the Namhan River sub-basins (in June).

The estimated river basin flow and water demand for the next 30 years were pre-
liminarily compared for the entire Namhan River basin (Figure 9). The total river basin
flow shows significant annual variation compared with the water demand. As the river
basin flow in June was sometimes remarkably lower than the demand during the 30-year
simulation period, the predictions show that water shortage events will occur throughout
the basin. However, these results do not include water resources that can be utilized
from reservoirs (e.g., dams, weirs, and agricultural reservoirs) in the basin. Thus, actual
water shortages are likely to primarily occur in the most notable drought years, including
2024–2026, 2036, and 2038–2039, which are predicted to have insufficient river flow.
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Figure 8. Cont.
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Figure 8. Water demand prediction in the Namhan River basin (in June). (a) Agricultural water demand of each demand
site (30-year average); (b) total agricultural water demand changes over 30 years; (c) municipal/industrial water demand of
each demand site (30-year average); and (d) total municipal/industrial water demand changes over 30 years.
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Figure 9. Comparison of predicted river flow and water demand in the Namhan River basin.

4. Application Results

Optimal water allocation under the applied climate change scenario was simulated
using the WAMM for the Namhan River basin over the next 30 years. By applying two op-
timization methods (SSLP and FSLP) and two objective functions (supply reliability and
economic benefit), the allocation results were compared to demonstrate the relative effective-
ness of the allocation methods embedded in the WAMM.

4.1. Water Allocation Using SSLP

4.1.1. Reliability-Based Water Allocation Using SSLP

First, optimal water allocation was conducted to maximize the water supply reliability
as the objective function using the SSLP method (Figure 10). According to the WAMM,
water shortages with an average, maximum, and minimum values of 9.7 million m3/month,
32.3 million m3/month (2024), and 0.7 million m3/month (2016), respectively, will occur in
the case study area in June over the next 30 years. These water shortages correspond to
average, maximum, and minimum economic losses of 5.0 billion KRW/month, 16.9 billion
KRW/month (2024), and 0.9 billion KRW/month (2016), respectively.
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Figure 10. Water allocation simulation results obtained using reliability-based single-step linear programming (SSLP).
(a) Water shortage and (b) economic damage.

Within the simulation period (30 years), water shortages occur every year at demand
site M/I. 3011, where the increasing demand cannot be met owing to the restriction of
the transmission capacity. In addition, agricultural sites such as A. 1002, A. 1004, and A.
1006 also incur severe water shortages during drought years. These water shortages are
particularly significant in 2024, 2026, and 2036 when the shortages exceed approximately
30 million m3/month. As shown in Figure 10, agricultural water shortages are dominant
(accounting for approximately 86% of the shortages occurring in the basin over 30 years)
compared with municipal and industrial water shortages (14%). However, this larger
proportion of shortages account for only approximately 63% of the economic damage,
while the economic damage in the municipal and industrial sectors is approximately 37%.
This result is related to the different economic values of water according to its use.

4.1.2. Economy-Based Water Allocation Using SSLP

The results of the reliability-based water allocation analysis confirm that the trends
of water shortage and economic loss in the basin do not necessarily match because the
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economic value of water is different according to its use. Here, the allocation of water to
maximize economic benefit while using the SSLP method is considered.

The results of the water allocation simulation yielded the distribution of water short-
ages and economic damages in June (Figure 11). The overall water shortage and economic
damage are lower than those based on the reliability-based SSLP water allocation. There
are two reasons for the lower water shortage. First, the increase in supply to the municipal
and industrial water demand sites results in increased production and use of reclaimed
water. Second, the river maintenance flow is utilized for supplying demand sectors because
the economic value of the maintenance flow is not considered in the economy-based SSLP
under drought conditions.
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Figure 11. Water allocation simulation results obtained using economy-based single-step linear programming (SSLP).
(a) Water shortage and (b) economic damage.

The water shortage pattern at site M/I. 3011 for the economy-based water allocation
observed in Figure 11 is the same as that observed for the reliability-based water allocation
in Figure 10. However, the municipal and industrial water shortages in 2024 and 2026 were
resolved to a great extent by using the economy-based water allocation; that is, most of the
municipal and industrial water shortage events were resolved, except for cases in which the
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capacity of the supply conduit pipe was limited. In summary, when using economy-based
water allocation, the average, maximum, and minimum water shortages in June will be
6.7 million m3/month, 21.5 million m3/month (2036), and 0.7 million m3/month (2016),
respectively, which is equivalent to average, maximum, and minimum economic damages
of 3.8 billion KRW/month, 10.6 billion KRW/month (2024), and 0.9 billion KRW/month
(2016), respectively. Compared with the reliability-based SSLP water allocation results (Sec-
tion 4.1.1), the economy-based SSLP water allocation method reduces maximum the water
shortage and economic damage by approximately 10.8 million m3/month and 6.2 billion
KRW/month, respectively, and the average water shortage and economic damage over
30 years by 3.0 million m3/month and 1.2 billion KRW/month, respectively.

Notably, the severity of economic damage due to water shortage does not seem to be
directly related to the severity of water shortages. The most severe water shortage will
occur in 2036, but the most severe economic loss will occur in 2024. In other words, water
shortage-induced damage and economic damage exhibit different patterns.

4.2. Water Allocation Using FSLP

4.2.1. Reliability-Based Water Allocation Using FSLP

Next, FSLP-based water allocation was performed (i.e., allocating water over the entire
simulation period) and the results were compared with those of the conventional SSLP.

The reliability-based FSLP water allocation simulation provided water shortage and
economic loss results for June (Figure 12). As expected, the results of the FSLP water
allocation demonstrated a significant reduction in the overall water shortage compared
to the results of the SSLP. This reduction is the effect of utilizing storage facilities when
simultaneously considering the entire simulation period (all six time steps of June). In
particular, in SSLP, regardless of the water shortage occurring in other time steps, the
remaining water in the current time step is discharged as is or stored mainly in downstream
storage facilities. In FSLP, when water shortage is expected in future time steps, the
remaining water in the current time step is secured in an appropriate storage facility where
possible, improving allocation results through more flexible preparation for expected water
shortage events.

Analyses of the simulation results in Figure 12 reveals that, for reliability-based
FSLP water allocation, the average, maximum, and minimum water shortage in June is
2.5 million m3/month, 8.3 million m3/month (2024), and 0.7 million m3/month (2016),
respectively; the average, maximum, and minimum economic damage is 2.03 billion
KRW/month, 4.38 billion KRW/month (2024), and 0.9 billion KRW/month (2016), re-
spectively. Compared to the reliability-based SSLP water allocation (Section 4.1.1), the
FSLP-based allocation considerably increases water allocation efficiency by reducing the
maximum water shortage and economic damage by approximately 24.0 million m3/month
and 12.5 billion KRW/month, respectively, and the average water shortage and economic
damage over 30 years by 7.2 million m3/month and 3.0 billion KRW/month, respectively.

4.2.2. Economy-Based Water Allocation Using FSLP

Lastly, economy-based FSLP water allocation was performed and the results of water
shortage and economic damage are shown in Figure 13. Compared to the economy-
based SSLP (Section 4.1.2), which maximizes economic benefits with the conventional
SSLP method, the FSLP reduced the maximum water shortage and economic damage by
approximately 13.2 million m3/month and 6.3 billion KRW/month, respectively, and the
average water shortage and economic damage over 30 years by 4.2 million m3/month and
1.8 billion KRW/month, respectively.

The results of a comparison between the reliability-based FSLP (Section 4.2.1) and
economy-based FSLP are as follows. As the reliability-based allocation already maxi-
mizes the quantitative efficiency of water supply, the total water shortage was the same
throughout the simulation period for both approaches. However, using the economy-based
FSLP, the economic damage was slightly reduced by supplying water preferentially to
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demand sites M/I. 1001 and M/I. 100701–M/I.100704, which have larger proportions of
industrial, water rather than supplying demand sites M/I. 1002 and M/I. 1006, in which
the proportion of municipal water is higher than industrial water. In summary, the water
shortages resulting from the economy-based FSLP water allocation were the same as those
resulting from the reliability-based FSLP, but with slightly lower average, maximum, and
minimum economic damages of 2.02 billion KRW/month, 4.36 billion KRW/month (2024),
and 0.9 billion KRW/month (2016), respectively.
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Figure 12. Water allocation simulation results obtained using reliability-based full-step linear programming (FSLP). (a) Water
shortage and (b) economic damage.
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Figure 13. Water allocation simulation results obtained using economy-based full-step linear programming (FSLP). (a) Water
shortage and (b) economic damage.

5. Discussion

Conventional water allocation models such as MODSIM [6] and WEAP [8] were de-
veloped decades ago but many studies are still widely applying them to water resource
management by combining them with optimization schemes and various objective func-
tions. Chou et al. [39] conducted a representative case study in optimizing water resources
operation by combining existing models and advanced optimization algorithms. In this
study, water allocation results using the reliability-based SSLP of the WAMM represent the
conventional approach of WEAP [8]; however, the results using FSLP or economy-based
allocation offer an alternative decision for better water resources management. The results,
which are based on assumptions such as climate change and water demand scenarios,
reveal both water shortage risks and associated economic considerations. Moreover, water
supply efficiency according to the objectives and optimization methods of water allocation
can be comparatively analyzed.

Table 3 provides a comparative analysis of the four water allocation simulation results
evaluated in this study. In terms of the objective function, the economy-based water
allocation approach reduced both water shortage and economic damage compared with
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the reliability-based allocation approach. In terms of the optimization method, the FSLP
significantly reduced water shortages compared with the SSLP. Therefore, a water allocation
method that considers the economic value of water resources using an FSLP optimization
method capable of simultaneously considering the entire simulation period is the most
effective approach for the case study basin. Finally, the 30-year average water supply
reliability of the reliability-based SSLP water allocation (i.e., the conventional method) was
95%, which improved to 97% when using the economy-based SSLP water allocation and to
99% when using FSLP water allocation.

Table 3. Comparison of full-step linear programming (FSLP) and single-step linear programming (SSLP) water allocation results.

Water Allocation
Method

Total
Reliability

Average Maximum Minimum

Water Shortage
(106 m3/Month)

Economic
Damage

(109 KRW/Month)

Water Shortage
(106 m3/Month)

Economic
Damage

(109 KRW/Month)

Water Shortage
(106 m3/Month)

Economic
Damage

(109 KRW/Month)

Reliability-based
SSLP 0.95 9.7 5.0 32.3 16.9 0.7 0.9

Economy-based SSLP 0.97 6.7 3.8 21.5 10.6 0.7 0.9
Reliability-based

FSLP 0.99 2.5 2.03 8.3 4.38 0.7 0.9

Economy-based FSLP 0.99 2.5 2.02 8.3 4.36 0.7 0.9

6. Conclusions

In this study, a new hydro-economic water allocation and management model, WAMM,
was tested by improving the optimization algorithm of conventional water allocation mod-
els and considering the economic value of water resources. The WAMM was applied for
water allocation simulation considering the impact of climate change and water demand
scenarios on the Namhan River basin in South Korea over the next 30 years. A climate
change-influenced water supply scenario was constructed based on the precipitation and
maximum temperature predictions of the RCP 8.5 climate change scenario derived from
HadGEM2-AO GCM. Also, a demand scenario was built based on a demand forecast
obtained according to the changes in population and farmland and accounted for the
uncertainty of conditions. To evaluate the two objective functions (reliability and economic
benefit) and the two optimization methods (SSLP and FSLP) within the WAMM, water
supply from the basin over the next 30 years was allocated to four different cases and the
allocation results were comparatively analyzed. The results can be summarized as follows.

1. The results of the reliability-based SSLP allocation show that, according to the consid-
ered climate change scenario, the water shortage in June over the next 30 years will
be an average and maximum of 9.7 million m3/month and 32.3 million m3/month
(2024), respectively, corresponding to average and maximum economic damages of
5.0 billion KRW/month and 16.9 billion KRW/month (2024), respectively.

2. The results of the economy-based SSLP allocation show a lower total water shortage
because water allocation focused on municipal and industrial sectors and the use of
reclaimed water increased; moreover, the priority of river maintenance flow demand
was lowered. Over the next 30 years, average and maximum water shortages in
June of 6.7 million m3/month and 21.5 million m3/month (2036), respectively, were
obtained, corresponding to average and maximum economic damages of 3.8 billion
KRW/month and 10.6 billion KRW/month (2024), respectively. Therefore, compared
to the reliability-based SSLP method, in which the objective function of water al-
location is simply based on the supply quantity, water allocation considering the
economic value of the water reduces both the water shortage and economic loss to a
certain degree.

3. The results of the reliability-based FSLP allocation confirm that the total water short-
age was considerably reduced by flexibly utilizing storage facilities to respond to
water shortages that are predicted to develop throughout the entire simulation period.
The average and maximum water shortages in June were found to be 2.5 million
m3/month and 8.3 million m3/month (2024), respectively, corresponding to aver-
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age and maximum economic damages of 2.03 billion KRW/month and 4.38 billion
KRW/month (2024), respectively.

4. Economy-based FSLP allocation indicates the same quantity of water shortage as
the reliability-based FSLP allocation but preferentially supplies water to munici-
pal/industrial demand sites that comprise a high proportion of industrial water
demand. This difference resulted in average and maximum economic damages of
2.02 billion KRW/month and 4.36 billion KRW/month (2024), respectively, over the
30-year period, which are slightly less than the corresponding values obtained using
the reliability-based FSLP.

The WAMM has a few important limitations to take note of when applying climate
change scenarios to each sub-basin; primarily, the scenarios and economic value of wa-
ter are somewhat roughly aggregated. However, the water shortage-induced economic
damage due to climate change was still successfully minimized and quantified using the
model. In future work, the WAMM will be modified to more comprehensively consider
water sources such as the conjunctive use of surface water, groundwater, and reclaimed
water. Furthermore, more precise climate change scenarios and water valuations would
also contribute to specified water resources management. Once effectively derived and
demonstrated, the WAMM is expected to offer a robust decision-making tool to resolve
water shortages and disputes among river basin units.
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Abstract: Dykes, or levees, are structures designed and constructed to keep the water in a river
within certain bounds in the event of a flood. In relation with climate change, more frequent
floods, of higher intensity, can be expected due to anthropogenic emissions of greenhouse gases
into the atmosphere. The objective of this review paper is to address the many ways in which
geosynthetics contribute to sustainable construction of dykes and thus to water systems management.
This review paper, prepared by the four Technical Committees and the Sustainability Committee of
the International Geosynthetics Society, briefly describes geosynthetics and their function, dykes and
dyke failure modes, before presenting the main focus of the use of geosynthetics for the design and
construction of durable dykes to ensure the protection of life and infrastructure. The optimization
of dyke construction with geosynthetics to increase their resilience not only results in performance
advantages, but also in economic advantages. The way geosynthetics can contribute to mitigating
greenhouse gas emissions for a sustainable river management is discussed. This is done not only by
allowing more economic construction methods to be implemented, but also solutions with increased
resilience to face the extreme stresses related to climate change, while at the same time bringing about
a positive contribution to the reduction of greenhouse gas emissions during the construction process
itself. Finally, it is shown that by following state of the art standards and design practice any possible
risk associated with the use of geosynthetics in dykes can be mitigated.

Keywords: geosynthetics; dykes; levees; protection; reinforcement; stabilization; drainage; erosion
control; barriers; emission reductions

1. Introduction

To protect the land and to allow for beneficial uses such as irrigation or navigation,
special measures are often necessary to keep the water in a river within certain bounds [1].
Longitudinal dykes constitute one of the most often used active structural methods to
control the course of a river [1,2]. A dyke is an embankment constructed to prevent flooding,
keep out the sea or confine a river to a particular course, usually only temporarily charged
by floods. Dykes are commonly made of different natural materials such as soil and
rock, often supplemented by other materials, such as geosynthetics. Dykes are generally
categorized into river dykes (or levees) and sea dykes [3]. River dykes are the focus of this
review paper.

Since the Intergovernmental Panel on Climate Change (IPCC) [4,5] was established in
1988, vast and constant research has been performed on the effects on natural systems, such
as rivers, of the increasing content of anthropogenic greenhouse gases in the atmosphere.
Changes in weather patterns will be one of the principal effects of climate change, and
one of the expected changes is more extreme weather conditions. This is expected to be
of considerable consequence as it impacts on the vulnerability of communities living in
low lying areas exposes them to environmental risks and effects of flooding and causes
changes to land use on a large scale [6].

43



Sustainability 2021, 13, 4445

One particular objective of adaptation to climate change is minimizing any negative
impacts of climate change on social and ecological systems. This involves enhancing the
resistance of the social and ecological systems—also called resilience, e.g., resistance to
extreme weather events of: (1) infrastructures supplying both the public and the economy,
and (2) structures, for the purposes of, e.g., work, health, energy, transport as well as
living [7].

In recent decades several major flood events have shown the vulnerability of flood
protection structures all around the world. Frequently, the overtopping of flood protection
dykes has caused total failure of the structure. In the aftermath of past disastrous flood
events in Germany and other European countries, it became evident that dykes are part
of society’s infrastructure—the improvement of old dykes and the construction of new
ones has become essential since the 1990s [8]. Structures such as dykes need a maximum
of safety, the flood disasters of the past years were far more destructive than they should
have been [1]. The river dykes affected were often too low, or in too poor condition to resist
water height, water pressure, or the duration of the flood period [9].

The improvement of dykes cross-sections by using different geosynthetics has devel-
oped to be state-of-the-art as geosynthetic solutions, used with natural materials, have
proven to provide strength and flexibility, imperviousness and drainage, durability and
robustness or to control degradation [1,3,8,10–12]. These technologies bring not just struc-
tural defense but more time for evaluating risk and providing emergency response to
populated areas that are threatened by rising water levels [8,11]. They can be designed to
control the interaction of water and soil according to the individual and local requirements
to allow for an excellent execution of waterways and flood protection structures [1].

In dykes, drains affect the pore water flow to avoid internal and surface erosion.
Impervious elements prevent an interaction of soil and water. If the water flow cannot be
modified, structures and soil have to be strengthened to be able to withstand unfavorable
actions of the water [1].

As literature on the proper use of geosynthetics in dykes is scarce and as no synthesis
has been presented to date, according to the authors’ knowledge, the four Technical
Committees of the International Geosynthetics Society (IGS) working respectively on
hydraulics, reinforcement, stabilization and barrier systems have decided, in a joint effort
with the Sustainability Committee of the IGS, to prepare the review presented in this paper.

The appropriate use of geosynthetics in dykes in relation to filtration and separation,
to the management of the drainage of water within the structure over time, strengthening
or steepening the structure with reinforcement and stabilization, minimizing impacts of
erosion on the structure and enhancing barriers to water flow will be emphasized.

Before presenting an overview of the main applications of geosynthetics in preventing
the failure of dykes, thus ensuring their longevity in Section 4, Section 2 of this paper will
give a brief overview of geosynthetics and their functions and Section 3 will introduce the
structure of earthen dykes and the failure mechanisms that can be encountered.

In compiling the references for this review, it was found that some reference documents
on dykes give a brief insight into possible uses of geosynthetics, their functions and their
applications [3,12]. As stated above, a state-of-the-art review, as the one presented in this
review paper, does not exist according to the authors’ knowledge, specifically one that
places an emphasis on the sustainable use of geosynthetics in dykes.

Adding resilience to flood protection structures is critical to future risk mitigation as
building higher and stronger structures to prevent overtopping waves, storm surge, and
flood waters is more costly [13]. Section 5 will emphasize that geosynthetics solutions are
also cost effective.

Finally, a focus will be given to the reduction of greenhouse gas emissions resulting
from the use of geosynthetic solutions compared to traditional solutions, evidencing how,
in addition to improving the resilience of structures, the use of geosynthetics also positively
affects the environment by contributing to a reduction in greenhouse gases emissions of
constructing and maintaining these structures, as demonstrated in Section 6 of this paper.
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2. Geosynthetics and Their Applications

After more than 60 years of successful experience, geosynthetics are very well estab-
lished for many applications in hydraulic engineering including dykes, and the possible
uses are growing continuously [14].

ISO 10318 [15] defines the various types of geosynthetics and their functions.
A geosynthetic [15] is defined as a product, at least one of whose components is

made from a synthetic or natural polymer, in the form of a sheet, a strip, or a three-
dimensional structure, used in contact with soil and/or other materials in geotechnical
and civil engineering applications. Geosynthetics have pervaded geotechnical engineering
to the point where it is no longer possible to practice geotechnical engineering without
geosynthetics. Various families of geosynthetics can be defined depending on the functions
they fulfil: barrier, drainage, filtration, protection, reinforcement, stabilization, separation,
and surface erosion control [15].

The barrier function [15] consists of preventing or limiting the migration of fluids.
Geosynthetic barriers (GBRs) are geosynthetic materials that fulfill this function. A geosyn-
thetic barrier is defined as a low-permeability geosynthetic material used in geotechnical
and civil engineering applications with the purpose of reducing or preventing the flow
of fluid through the construction [15]. GBRs fall into three categories according to the
material that fulfils the barrier function: (i) clay geosynthetic barriers (GBR-C) whereby the
barrier function is implemented by clays (also called geosynthetic clay liners (GCL)), (ii)
bituminous geosynthetic barriers (GBR-B) whereby the barrier function is implemented by
bitumen, and (iii) polymeric geosynthetic barriers (GBR-P) whereby the barrier function is
implemented by a polymer. GBR-B and GBR-P are also called geomembranes.

The principal other functions that other families of geosynthetics can fulfil are drainage,
filtration, protection, reinforcement, separation, stabilization and surface erosion control.
The various functions are defined as follows [15]:

• Drainage is the collection and transportation of precipitation, groundwater and/or
other fluids in the plane of a geosynthetic material,

• Filtration is the restraining of uncontrolled passage of soil or other particles sub-
jected to hydro-dynamic forces, while allowing the passage of fluids into or across a
geosynthetic material,

• Protection is the prevention or limitation of local damage to a given element or material
by the use of a geosynthetic material,

• Reinforcement is the use of the stress-strain behavior of a geosynthetic material to
improve the mechanical properties of soil or other construction materials,

• Separation is the prevention from intermixing of adjacent dissimilar soils and/or fill
materials by the use of a geosynthetic material,

• Stabilization is improvement of the mechanical behavior of an unbound granular
material by including one or more geosynthetic layers such that deformation under
applied load is reduced by minimizing movements of the unbound granular material,

• Surface erosion control is the use of a geosynthetic material to prevent or limit soil or
other particle movements at the surface of, for example, a slope.

Various materials within the family of geotextiles and related products can fulfil the
seven functions described above [1]. A geotextile is defined [15] as a planar, permeable,
polymeric (synthetic or natural) textile material, which may be nonwoven, knitted, or
woven and that is used in contact with the soil and/or other materials in geotechnical and
civil engineering applications.

Geotextile-related products [15] are planar, permeable, polymeric (synthetic or natural)
material used in contact with the soil and or other materials in geotechnical and civil
engineering applications, and that do not comply with the definition of a geotextile.

Of the various families of related products, those that are especially emphasized in this
paper are geocomposites, geogrids, geostrips, geocells, geoblankets, geonets, geospacers
and geomats.
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A geocomposite [15] is a manufactured and assembled material, at least one of whose
components is a geosynthetic product.

A geogrid [15] is a planar, polymeric structure consisting of a regular open network
of integrally connected, tensile elements that may be linked by extrusion, bonding, or
interlooping or interlacing and whose openings are larger than the constituents.

A geostrip [15] is a polymeric material in the form of a strip of width not more
than 200 mm, used in contact with soil and/or other materials in geotechnical and civil
engineering applications.

A geocell [15] is a three-dimensional, permeable, polymeric (synthetic or natural)
honeycomb, or similar cellular structure, made of linked strips of geosynthetics.

A geoblanket [15] is a permeable structure of loose, natural or synthetic fibres and
geosynthetic elements bonded together to form a continuous sheet.

A geonet [15] is a geosynthetic consisting of parallel sets of ribs overlying and inte-
grally connected with similar sets at various angles;

A geospacer [15] is a three-dimensional polymeric structure with an interconnected
air space in between.

A geomat [15] is a three-dimensional, permeable structure, made of polymeric fil-
aments, and/or other elements (synthetics or natural) mechanically, and/or thermally
and/or otherwise bonded. When geomats are placed on the ground surface, and filled with
topsoil and seeds, provide better vegetative entanglement, improved shear resistance of the
root system, and result in a more durable surface, they are referred to as turf reinforcement
mats (TRM).

For all these materials and the many applications of geosynthetics, experience has
been gained, tests have been developed and standardized, at the international level in ISO
TC 221, CEN TC 189 and ASTM D35, and regulations and recommendations have been
written.

3. Dykes Structure and Failure Mechanisms

3.1. Insight in Dykes Structure

Dykes (also called levees) are the last artificial defense against floods. For dykes to
be effective, they need to be continuously maintained and some fundamental rules are
generally followed in their construction.

A dyke consists of several parts as shown in Figure 1. Often the inner core of the
embankment is made up of low permeability soil and granular structural fill, in various
arrangements, while the outer part is covered with a growth medium or topsoil layer that
is covered with perennial vegetation to limit erosion.

Figure 1. Typical cross-section of a river dyke.

The granular structural fill supports the low permeability soil and is often needed to
prevent burrowing animal weakening the structure by digging burrows that could open
passages through the embankment resulting in serious damage in the event of a flood.
The surface vegetation gives the embankment protection against erosion by rainfall and
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flood waters. To prevent animals from finding a suitable environment for excavating their
burrows, it is essential that the embankment is covered only with grass and that no bushes
or trees are allowed to grow on them. The top of the dyke is often a flat area that allows for
access for maintenance inspections. The side exposed to the river, or riverside, often has
additional erosion protection measures to resist the high flow and energy of a flood, such
as large riprap rocks. The side away from the river, or landside, would typically only be
vegetated, and it thus the most vulnerable area of the dyke.

3.2. Failure Mechanisms in Earthen Structures

A flood defense structure can fail due to a number of causes [8,16,17]. These causes
are also known as failure mechanisms. The most common potential failure mechanisms in
earthen dykes are:

• Overflow flooding caused by a water level in the river that is higher than the crest of
the dyke, leading to overtopping. This can cause the structure to fail on the landside
due to progressive erosion (Figure 2a).

• Overtopping: Progressive erosion of crest, landside slope and/or toe due to the force
of the water in the event of overtopping or overflow (Figure 2b).

• Macro-instability in riverside slope consisting in sliding of riverside slope when the
outer water level falls sharply after a high water event (outward macro-instability)
(Figure 2c).

• Macro-instability in landside slope, consisting in sliding either due to water pressure
exerted against the structure and increased pore pressure in the subsurface, or due
to infiltration of the overflowing water when high water levels are combined with
overtopping (Figure 2d)

• Micro-instability in the landside (or riverside) slope due to outward seepage through
the structure (Figure 2e).

• Erosion of riverside slope due to wave action or currents (Figure 2f).
• Piping as a result of seepage through the subsurface [17], carrying sand particles

with it and undermining the levee and siphoning beyond the foot of an embankment
(Figure 3).

• Excavation of dykes by rodents (Figure 4).

Figure 2. Failure caused by: (a) overflow, (b) overtopping, (c) macro-instability in riverside slope, (d) macro-instability in
landside slope, (e) micro-instability caused by water filtration in the dyke body, and (f) erosion of riverside slope (adapted
from [16]).
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Figure 3. Failure caused by uplift and piping. (a) First and (b) second phase of the breaking of an
embankment by siphoning (adapted from [17]).

Figure 4. Failure caused by excavation by rodents (adapted from [16]).

Figure 5 show examples of failure of river dykes.

Figure 5. Examples of failure of: (a) the dyke of river Po in Mantova province (Northern Italy) during
the flood event of October 2000, and (b) the dyke of river Arno in Tuscany (Italy) during the flood
event of October 1992 (adapted from [17]).

3.3. The Length Effect

The ‘length effect’ has major implications for the failure probability of a dyke segment:
each segment consists of a contiguous series of flood defense structures that are the com-
ponents of a serial system, similar to the links in a chain [16]. A chain is as only strong as

48



Sustainability 2021, 13, 4445

its weakest link: if one link fails, the entire system fails. The longer a dyke, the greater the
probability that there will be a weak spot somewhere. This is referred to as the length effect.
In practice, the length effect is relatively strong for geotechnical failure mechanisms such
as macro-instability and piping. A clear example of the length effect is shown in Figure 5a.

The length effect can be minimized by connecting adjacent segments with longitudinal
reinforcement and drainage systems.

3.4. Increasing Strength

The composition of the soil (subsurface), dimensions (including the height and slope)
and the revetment (facing on the surface) determine the dyke resistance to failure. Figure 6
shows an example of a dyke profile. The required protective height and width of a flood
defense structure is determined by a number of factors. Overflow and overtopping, stability
and uplift can all damage the revetment and erode the underlying structure, and can thus
potentially cause a breach. These mechanisms also have a negative impact in terms of
sliding in the top layer and macro-stability (Figure 6).

Figure 6. Example of the design of the dyke profile based on three failure mechanisms. The thick orange line envelopes the
solutions to the three failure mechanisms, and shows the design profile. The white dash lines show the initial profiles. (A)
Overtopping (greater height, less steep landside slope, rougher slope). (B) Stability (less steep landside slope, widening of
levee base). (C) Uplift and piping (heavier top layer and longer seepage length) (adapted from [16]).

There is however not always enough room to make an ideal dyke profile entirely
of soil, for example when there are buildings, watercourses or other obstacles that are
expensive or impossible to move. In such situations the flood defense structure will have
to be strengthened using methods that take up very little space, such as reinforced soil
structures with geosynthetics. Geosynthetic drainage systems can reduce groundwater
pressure in the structure and allow the soil to retain more strength; geosynthetic barriers can
replace thick natural low permeability soil with significantly thinner layers, thus reducing
the structures footprint and increasing its impermeability (see Figure 7).
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Figure 7. Application of geosynthetics for dykes, schematic examples (adapted from [2,8]).

4. Main Applications of Geosynthetics in River Dykes

4.1. Geotextiles for Filtration

Filtration is one of the most common functions fulfilled by geotextiles in river dykes:
it involves intricate interaction mechanisms between soil particles and geotextile fibers,
hence it is certainly one of the most complex among all the functions fulfilled by geotextile
products. Significant studies and research have been carried out around the world to
evaluate the behavior of geotextiles used for soil filtration, both in the laboratory and in
the field, with the ultimate goal to improve design criteria [18,19]. Geotextiles have better
uniformity than granular filters. Geotextiles are subject to manufacturing tolerances under
factory conditions, while granular filters are subject to the natural variability of soils and
segregation during placement. Geotextiles rely on their extensibility and strength to remain
continuous during placement and subsequent deformation. Nonwoven geotextile filters
can be used both around the landside gravel drain and under the riprap protecting the
upper portion of the riverside slope. Geotextiles used as filters in river dykes behave very
similarly to geotextiles used in earth dams. The separation function is usually combined in
those applications with the filtration function in horizontal, vertical and inclined filters and
separation elements [8,20].

4.2. Geosynthetics for Drainage

Geosynthetics for drainage can be found in many applications in dyke design, as
illustrated in Figure 8, such as in horizontal drains for the downstream slope, chimney and
finger drain, vertical or sloping drain to compliment the barrier lining system inside the
dyke body and internal drainage in homogeneous fill.

The US Army Corps of Engineers (USACE) [21] presents many situations where
granular drainage layers can be incorporated in dykes, some of which are presented in
Figure 9. In all these situations geosynthetics drainage systems can be designed in place of
the granular ones.
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Figure 8. Applications of drainage geocomposites in dykes: (a) horizontal drains for the downstream slope, (b) chimney and
finger drain, (c) vertical or (d) sloping drain to compliment the barrier lining system inside the dyke body, and (e) internal
drainage in homogeneous fill (adapted from [21]).

Figure 9. Use of horizontal and inclined drainage layers to control seepage through an embankment
(a) horizontal drainage layer, (b) inclined drainage layer for a homogeneous embankment, (c) inclined
drainage layer for a zone-embankment, (d) typical pervious toe trench with collector pipe, and (e)
pervious toe trench located beneath landward slope (adapted from [21]).
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Geosynthetics for drainage are typically geocomposite drains, i.e., a combination of
geosynthetics manufactured into a single product, usually comprising a drainage core with
a geotextile filter factory bonded on each face. The drainage core is a 3 dimensional element
(geonet, geomat, geospacer) (Figure 10), able to convey water flow along its plane.

Figure 10. Examples of (a) geocomposite drains with geomat and (b) geonet core.

4.3. Geosynthetics for Reinforcement

Geosynthetics can be used for increasing the stability of a dyke, or increasing its slope
angles and thus reducing its footprint, by building reinforced fill structures. Engineering
design procedures and construction methods are well established for these geosynthetic
reinforcement applications. Reinforced fill is comprised of three basic components: fill,
geosynthetic reinforcement and facing. The fill is usually a relatively clean granular soil
material. The reinforcement is usually laid in horizontal layers. The facing is connected
to the reinforcement and retains the face of the fill; it is usually made up of precast
concrete elements, or by wrapping-around the geosynthetic reinforcement. Geogrids,
woven/knitted geotextiles, and geostrips (Figure 11) are typically used for reinforcement
in dyke construction.

Figure 11. Examples of (from left to right) woven geotextile, extruded geogrid, woven geogrid, bonded geogrid, geostrip.

The selection of the type of reinforcement and its specifications are undertaken based
on design, as the reinforced soil body behaves similar to a structural element, on which the
stability of the dyke ultimately depends.

Geosynthetic reinforcement can be incorporated at the base of embankments to aid in
construction, reduce potential for foundation failure and excessive deformation, facilitate
embankment construction on sloping ground, and to construct steeper embankment slopes.

Dykes frequently must be constructed across soft and compressible soil, with the
potential for embankment failures (Figure 12). Basal geosynthetic reinforcement placed at
the bottom of the embankment improves stability and may reduce the required width of
the embankment (Figure 13), thereby reducing foundation preparation and embankment
soil volumes.

Dykes can also be constructed across hill slopes. The natural soil conditions, steepness
of the hillside, weight of the embankment, and seepage into the embankment can decrease
embankment stability (Figure 14). Geosynthetic reinforcement can be incorporated in the
embankment to improve stability (Figure 15). Geosynthetic reinforcement placed along the
dyke axis can also be used to minimize the length effect [22].
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Figure 12. Potential dyke failure when embankment is constructed on soft soil (adapted from [22]).

Figure 13. Dyke failure prevented by using geosynthetic basal reinforcement. Tension that develops in the reinforcement
(red arrows) provides the required stability and reduce embankment settlements (adapted from [22]).

Figure 14. Potential failure of a dyke constructed on a hillside (adapted from [22]).

Figure 15. The tensile strength provided by geosynthetic reinforcement can prevent the failure of a dyke constructed on a
hillside, while reducing its footprint (adapted from [22]).
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In many situations to increase the resistance of a dyke requires the enlargement of
the existing embankment (Figure 16) [21]. The required embankment widening can be
reinforced with geosynthetics. Depending on site conditions, multiple layers of reinforce-
ment can be used to reinforce the embankment slope, which could permit the slope to
be steepened, thereby reducing the foundation area to be prepared and the volume of
fill in the embankment. The reduced land area required, reduced fill material costs, and
increased embankment reliability provided by inclusion of geosynthetic reinforcement
make incorporating geosynthetics a logical and economical choice. Figure 17 shows an
example of reinforced soil dyke built in Tuscany (Italy).

Figure 16. Enlargements of existing dykes (a) riverside dyke enlargement, (b) straddle dyke enlarge-
ment, and (c) landside dyke enlargement (adapted from [21]).

Figure 17. Geogrid reinforcement of a dyke with steepened slope in Tuscany (Italy) (a) edge of the slope and (b) flat area.

While geosynthetic reinforcements placed across the dyke can afford the stability
of each cross-section, additional reinforcement placed along the dyke axis can minimize
the length effect, as shown in Figure 18. This longitudinal reinforcement can be installed
during major refurbishment works on an existing dyke, and can be included in the original
design for new dyke construction. The cost of the longitudinal reinforcement is negligible
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compared to the savings of avoiding potential dyke breaks due to the length effect, and
consequent costs.

Figure 18. Geosynthetic reinforcement used to afford stability of each cross-section of a dyke and for minimizing the
length effect.

4.4. Geosynthetics for Stabilisation

Geosynthetics with stabilization function in dykes are typically used to construct
roads and platforms to carry traffic on the top of the structure. As very often dykes are
constructed from cohesive soils with a lot of fines, such as clays and silts, they are there-
fore relatively weak soils so their ‘trafficability’ is quite low. Any heavy vehicle passing
on the top of dyke, especially during wet seasons characterized by increased moisture
within top of the structure (spring thaw, heavy rain periods, etc.) will typically result
in deep rutting (see Figure 19), making any further vehicle access impossible, especially
during periods when the dyke could be experiencing a high-water level on the riverside
or when local erosion/shallow slips of dykes occurs that require immediate maintenance
to prevent further deterioration. From a management of dykes point of view lack of
access for traffic is an unacceptable situation. Emergency vehicle access for urgent re-
pair/maintenance works—which may require access for cranes, excavators, bulldozers or
similar type machinery—requires continuous accessibility via a light but stable permanent
pavement.

One of the most effective solutions to prevent rutting of the dyke crest is stabilization
by geosynthetics of the unbound aggregate layer on the top of dyke, as shown in Figure 20.
Geosynthetics for stabilization are in most cases biaxial/multiaxial geogrids or geocells
(Figure 21) installed horizontally on the top of dyke structure. The stabilizing effect of
geosynthetics is achieved by a reduction of horizontal and vertical movement of aggregate
particles which counteracts deformation of that aggregate layer under applied load from
vehicle traffic. It results in either prevention of fast rutting and can even provide a full
flat profile of aggregate layer over a wet period. Axle load, bearing capacity of soils in
the upper part of dyke and type of aggregate are parameters incorporated into design
procedure, whilst thickness of aggregate layer and type of geosynthetic are the outcome
of it. In individual cases it might be a bespoke solution designed for a specific type of
machinery, e.g., heavy crane operating on the top of dyke. Often a geotextile separation
layer is also included under the stabilized layer to further increase the redundancy of
the system.
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Figure 19. Dyke top structure with rutting caused by traffic and with local erosion failures typical for
wet seasons.

Figure 20. Use of geosynthetics for stabilisation in dykes: (a) typical applications, (b) typical cross-section with geogrid
stabilization, and (c) typical cross-section with geocell stabilization.

Figure 21. (a) Typical biaxial geogrid and (b) typical geocell.

Another, very practical application of stabilizing geosynthetics in dykes is the con-
struction of very light pavements for bicycles (Figure 20), which is becoming a very popular
solution to attract bikers and to keep populations exercising and healthy.
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4.5. Geosynthetics for Surface Erosion Control

Unlike in canals, it is not typical for a dyke to form the bank of a river. In most
instances the dyke is placed at a higher level and at a distance from the natural river bed,
and the water flow will only reach the river dyke during flood events. Hence the erosion of
dykes by the permanent water stream or by the vessels in the river will not be discussed in
this paper. Erosion control of riverbeds is discussed in [1,2].

Given these clarifications, in dyke engineering surface erosion control is related to
both riverside and landside slopes, and it can be required for two main sources of erosion:

• Erosion caused by rainfall, and
• Erosion caused by overflow and overtopping of the dyke (Figure 2).

Rainfall erosion can occur both on the whole landside slope and riverside slope, and
erosion due to overtopping can occur in flooding conditions on the landside of a dyke.

Erosion control against rainfall on the riverside or landside slope of a dyke is exactly
the same as on any slope, while erosion control for overtopping is typical of dyke engineer-
ing. Many failures of dykes have been triggered by overtopping and consequent failure of
the unprotected landside slope. Failure mechanisms due to overtopping have been shown
to start at the landside slope, and then progressively involve the dyke body. The need to
protect the landside slope is therefore evident.

Overtopping of a dyke can create erosion damage on the crest and on the landside
slope, depending on the local boundary conditions. Overtopping often occurs with dyke
saturation, which weakens the structure and makes it easier for the water to flow over the
crest, subsequently cutting into the landside slope surface or into the toe of the dyke. The
primary erosion protection mechanism for dykes against hydraulic loads is grass cover.
The resistance of vegetation against erosion depends mainly on the grass, which must be
sufficiently dense to prevent soil particles from passing through it and sufficiently robust
to prevent bare spots from appearing in the vegetated area. To gain immediate protection
and strength, an effective solution can be provided by geosynthetics for erosion protection
(geomats, reinforced geomats, geoblankets). In the case where the grass cover does not
give full coverage, or where hydraulic impact has locally removed the grass, the erosion
control product bridges the bare spots.

Geosynthetics create a physical barrier which can absorb the impact of water and
wind on soil, resulting in the prevention of soil loss and enhancing vegetation growth.
These products are flexible and environmentally friendly; the installation is easy and fast
and they can be applied directly on slopes and along river and canal banks. Examples of
geosynthetics for erosion control are given on Figure 22. They promote vegetation growth
and increase the long term resistance of the grass cover to the potential hydraulic loads
from a river in flood or from water flow on the landside during overtopping by reinforcing
the grass root zone. However, after installation some time is needed to allow the roots to
grow through the erosion control product into the soil below (Figure 22).

Experience has shown that vegetated dykes can withstand limited overtopping with
little or no damage. Research utilizing actual vegetation on test embankments and experi-
ence with vegetated spillways has allowed quantification of the hydraulic loads required
to generate failure on a vegetated embankment face [23]. The results of this research and
experience have been used to develop simplified computational procedures for use in
predicting an acceptable amount of overtopping flow during a major flood event. Allowing
overtopping of dykes to the point of incipient failure of the slope protection is consistent
with the U.S. Natural Resources Conservation Service approach of requiring passage of the
design flood without breach of the embankment.

During overtopping flow the vegetation can provide protection against the initiation of
concentrated erosion that leads to head cut development and breach. For larger flow rates,
vegetation may delay breaching sufficiently to permit evacuation of downstream areas [24].
Vegetative cover is most viable as a protection method in humid climates that receive
sufficient moisture to establish relatively dense, uniform turf grasses without supplemental
irrigation. Good maintenance of the cover is essential to achieve significant protective
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benefits. Vegetation provides protection to an embankment in two functional ways: (1)
protection of the soil surface by reduction of velocities and stresses at the embankment
boundary as a result of the coverage provided by stems and leaves that lay down in the flow
and blanket the surface; (2) the reinforcement of the underlying soil due to the presence
of roots.

Figure 22. Examples of geosynthetics for erosion control. From left to right (a–e): geomat, steel mesh reinforced geomat,
geogrid reinforced geomat, geoblanket and resulting vegetation growth.

Geosynthetic reinforced grass can resist significantly higher duration flow velocities
compared to unreinforced grass; moreover the time before failure occurs is extended when
vegetation is reinforced. A good grass cover can typically withstand flow velocities of 4.5,
3.2 and 2.8 m/s for durations of 1, 5 and 10 h respectively, while for grass reinforced by a
20 mm thick TRM these velocities are typically increased to 6.0, 5.5, and 5.0 m/s [25].

4.6. Geosynthetyics for Protection against Rodents Excavation

Beavers, nutria, badgers and other rodents or digging animals can sometimes cause
significant damage on slopes of dykes. In isolated cases, such damage caused by these
animals could lead to an increased risk of global slope failures with serious consequences
of flooding for the communities living in the area. Cavities created by digging animals
(Figure 23) can be of high risk for the stability of the dyke. The highest risk is beavers
digging through the low permeability layers. An opening through these layers leads to
increased flow through the dyke, ultimately causing erosion and water seeping through
the embankment all the way to the landside. Most critical failures consist in partial or total
collapse of the embankment by sliding.

Due to changing climate conditions, recent studies show an increase in the population
of beavers, nutria and other rodents in vast regions of central Europe over the last 15 years,
while the Netherlands’ beaver population is expected to grow from 700 to 7000 by 2032 [26].

Safe and durable protection against rodent intrusion in dykes can be achieved by
lining the dyke slopes with geomats reinforced with steel mesh (Figure 23). The strength of
the steel mesh will act as an impenetrable barrier to the animals who will not be able to
dig a hole through the steel mesh, while the geomat will provide the erosion protection
function during flooding events.
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Figure 23. Badger excavation at dyke toe and protection against rodent excavation with reinforced geomats (adapted
from [26]).

An intervention against rodent intrusion was implemented in Germany along the
Odra Dyke, District Sophienthal, Brandenburg, in 2013, in cooperation with the State
Agency for Environment, Health and Consumer Protection Frankfurt/Oder and the Water
and Dyke Association Oderbruch [26]. A reinforced geomat for beaver protection was
installed in a 200 m long dyke stretch, near the community of Sophienthal. This project also
shows the multi-functional use of geosynthetics in dykes: a geosynthetic clay liner (GCL)
was placed for waterproofing of the riverside slope, a polyester geogrid was placed at the
base of the embankment for basal reinforcement, and reinforced geomats were placed on
the riverside and landside slopes for protection against erosion and rodents excavation.

4.7. Geosynthetics for River Training Works

Longitudinal dykes can be protected, particularly in curves, with groins built perpen-
dicular to the river flow (Figure 24) [2]. Such structures must be resistant against high
flow forces. The groins can be built using geosynthetic mattresses, geosynthetic tubes and
geosynthetic containers. In addition, a filter geotextile underneath the groins is an essential
component of the system that contributes to a long lasting training structure. The weight
of the containers is typically chosen according to the hydraulic load and the installation
done to avoid gaps in between the elements. These structures may also get an armor layer
of steel or geosynthetic mattresses or armor stones (riprap) if necessary. The structures can
also use cheap local material for the main structure fill with short transportation distances
and thus reduced related impact.

Figure 24. Groin construction with geosynthetics: (1) hard armor or geosynthetic containers; (2) geosynthetic containers for
the core; (3) geotextile filter; (4) steel mattresses or armor stones (adapted from [2]).
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4.8. Geosynthetics in Barrier Systems

To avoid failures due to water filtration inside and below a dyke, or due to erosion
on the riverside slope, the most effective passive method is to separate water completely
from the soil and thus prevent any interaction between the water and soil [1]. This can
be done using barrier materials, which, also serve as protection for the underlying soil.
Barrier layers can be provided by geosynthetic material, namely polymeric or bituminous
geomembranes or geosynthetic clay liners (GCL). The advantage of these systems is the
flexibility to adapt to deformations developing after the lining installation [1].

The use of geosynthetics also allows for the construction of a dyke out of higher
permeability fill than would normally be adopted for dyke construction, in order to reduce
seepage and internal erosion [12].

There is often a variety of locally available materials used to construct dykes, as local
soils are the most cost effective construction material. However, the material is often very
heterogeneous and its permeability can be variable. Many of these dykes have been subject
to reconstruction, additional sealing and other improvement [3] as local weak points can
lead to the failure of the entire structure.

Some potential applications of geosynthetic barriers in dykes are summarized in
Figure 25.

Figure 25. Some applications of geosynthetic barriers in dykes (adapted from [27]): (a) on the riverside slope; (b) vertically
placed in the dyke body; (c) in the cut-off diaphragm below the dyke body; (d) vertically placed in the dyke expansion.

Near surface slips resulting from a quick drop in the water level on the riverside, and
causing superficial sliding of the riverside slope, can leave the clay core unprotected against
erosion. In the case of geomembranes or GCLs, placed on the riverside slope (Figure 25a),
near-surface slips are also critical, but can be repaired more easily than along softened,
partially eroded clay [8]. A specific requirement for barriers is a sufficient resistance against
impact forces. Armor stones have to be laid on the barrier material with care [1]. In these
cases a geomembrane requires protection provided by a nonwoven geotextile.

Brandl [8] also points out that geosynthetics have proved suitable as an alternative to
clay cores in the body of a dyke.

Installing a barrier on the waterside of the dyke may not always result in the desired
effect. An additional aspect to consider is the contact to the in situ soil layer at the upstream
toe of the embankment. If the water is able to flow below the barrier and into the dyke, the
effect of the lining will be negated. The seepage line in the embankment will ultimately
reach nearly the same level as without the barrier. The only advantage is potentially
to gain some time until this condition is reached, depending on the permeability of the
embankment. If there is no soil layer with low hydraulic conductivity at the foot of the
dyke, additional measures are necessary, e.g., cut-off diaphragm to a sufficient depth [1]
(Figure 25c).

Cutoff walls can be constructed using interlocking geomembrane panels, which can
be installed in slurry-filled trenches. The geomembrane panels are inserted with the aid of
guide frames. The geomembrane panel joints are typically self-sealing with proprietary
interlocking features. In some soil conditions, the geomembrane panels can be installed
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using a vibratory hammer and insertion plate, thus eliminating the need to excavate a
slurry trench. The geomembrane for cut off walls are usually made of HDPE, with a
thickness of 2–3 mm.

In case of dyke expansion, the expansion can be made of locally available soil with
relatively high permeability; yet the expansion can be made impervious by placing a
geosynthetic barrier vertically in the expansion on the dyke crest (Figure 25d).

Other impervious linings such as concrete slabs, concrete mattresses or asphalt layers
are too stiff to adjust to subbase deformations. They will bridge indentations caused, e.g.,
by sub-erosion and thus no warning is given until a cavity under the lining has become too
large and the whole structure collapses [1].

Significant experience on the use of GCLs as impermeable surface lining in dykes has
been gained in Germany where following the Elbe River floods that took place between
2002 and the end of 2005, about 150 levee reconstruction projects are known to have been
carried out in which about 700,000 m2 of GCLs have been employed [10]. A schematic
application of GCLs as an inland levee sealing system against flooding from rivers is
illustrated in Figure 26. The dimensioning of GCLs in this case is covered in [28] and the
installation of a geosynthetic clay liner generally follows [29].

Figure 26. Application of a geosynthetic clay liners (GCL) in the course of dyke refurbishment works (adapted from [30,31]).

The hydraulic properties of GCLs and Geomembranes, compared with various lining
materials are included in Table 1 [32].
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Table 1. Properties and flow rates through lining materials including geosynthetic clay liners and geomembranes for
an applied hydraulic head of 1 m for porous materials. The difference in pressure applied between both faces of the
geomembranes and multicomponent GCLs is 100 kPa.

Material Testing Conditions
Hydraulic

Conductivity
(ms−1)

Thickness
(m)

Flow Rate
(m3m−2d−1)

Cement concrete In the field a 10−10 a 0.1 9.5 × 10−5

Roller compacted
concrete 10−8 a 0.5 2.6 × 10−3

Asphaltic concrete
In the field with excellent construction and quality

control a 10−9 a 0.1 9.5 × 10−4

Asphaltic concrete
In the field with ordinary construction and quality

control a 10−8 a 0.1 9.5 × 10−3

Compacted clay liner With excellent construction and quality control a 10−9 a 1 1.7 × 10−4

Compacted clay liner With ordinary construction and quality control a 10−8 a 1 1.7 × 10−3

Geosynthetic clay
liners

As manufactured, confined and hydrated with low
cation concentration solutions 10−11 a 0.01 8.7 × 10−5

Multicomponent GCLs As manufactured Meaningless 0.01 <2 × 10−5 b

Geomembranes As manufactured Meaningless ≥0.001 <10−6 b

a [33], b [34]. Adapted from [32].

5. Economic Advantages of Construction Using Geosynthetics

The use of geosynthetics in civil engineering applications often provides financial
benefits by reducing the cost of imported materials, reducing the amount of waste, and
generally provides more efficient use of resources compared with traditional solutions that
use soil, concrete, and steel [35]. The cost, schedule, and risk reduction benefits provided
by using, for example, geosynthetic reinforcement, have resulted in these products having
been used for decades to improve stability of dykes. Based on a review, four types of cost
savings have been identified [36]:

• Reduction of the quantity or need for select imported soil material,
• Easier and/or accelerated construction,
• Improved long-term performance, and
• Improved sustainability.

The questions of the reduction of the quantity or need for select imported soil material
and improved long-term performance are discussed in the following subsections. Improved
environmental benefits of the use of geosynthetics, contributing to sustainability, will be
discussed in Section 6 of this paper.

5.1. Reduction of the Quantity of Soil Material

To reduce the quantity of natural soil materials required, geosynthetics often replace
the given soil and rock materials at a material and installation cost that is less than that of
the natural-material alternative. Furthermore, geosynthetics are often used in geotechnical
systems and, due to improved performance efficiency, may decrease the volume of other
geotechnical materials used in that system. In many cases the cost benefit is such that the
use of geosynthetics is now the standard practice [36].

Normal flood embankments along rivers are not designed for overflow loads, ex-
cept special designed overflow sections. Some technical code for flood protection dykes
along rivers exclude the protection of the landside embankment from technical standard
structures because of the high costs and poor experience with such structures [37]. Thus,
overflow loads mostly lead to a very rapid and complete failure of the dyke structure form-
ing a dyke breach with lengths from few meters to several hundreds of meters. A huge part
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of the damage that occurred due to dyke breaches in Germany in the past decades could
have been avoided by focusing the application of overflow protection for the structures. In
addition, [37] states that one major issue cited against the incorporation of overflow dyke
structures are perceived high costs. According to them this issue can be addressed by using
designs incorporating geosynthetics.

An example of how geosynthetics can economically contribute the construction of
overflow dyke structures was presented in [13]. The USACE conducted extensive testing
and pilot research programs to find alternative solutions for dyke overflow protection
measures in order to reduce the costs and provide identical or better performance than
traditional hard armoring systems such as rock riprap and concrete for hurricane and
storm damage risk reduction systems. The study showed that a high-performance turf
reinforcement mat (HP-TRM) solution is a more cost effective and environmentally friendly
solution than traditional hard armor solutions.

The case study of the construction of dykes on embankments constructed on soft soils
was presented by [36]. In the study dykes at Craney Island, Virginia, USA, construction,
without reinforcement using geosynthetics would have required 8 to 10 times the volume
of soil, as the fill would be pushed down into the soft soil below in order to build the
structure above the surface. When reinforced embankments using geosynthetics were built
on that project, less than one times the volume of soil was lost for one volume to construct
the structure above the surface. Thus for very weak soils, geosynthetics used in reinforcing
the embankment significantly reduced the amount of displacement of the foundation and
thus the loss of material, resulting in a significant saving.

5.2. Reduction of the Need for Select Soil Material

The EU Regulation 305/2011 [38] lays down harmonized conditions for the marketing
of construction products and particularly recommends predominantly using secondary
materials as construction material. The demonstration of how the use of geosynthetics can
improve the functionality of dykes constructed with fine-grained dredged materials as a
replacement for standard dyke cover material was studied [3]. In this context geosynthetics
contribute to reduce the cost of construction by allowing the use of inert waste products as
part of the structural fill.

In many places in the world, gravel for the core and rock as armor is simply not
available and concrete (for armor elements) is too expensive. In such cases, geotextile
bags or containers offer an alternative solution. Local fill material is filled in geosynthetic
containments to build the core of the river training structures. Using cheap local material
for the major volume of the structure will result in lower costs with the same benefit [1].

More generally, a better use of residues and waste in engineering works is important
to reduce the exploitation of natural material and to preserve the environment. The combi-
nation of geosynthetics with such residues may provide less expensive and concomitantly
more environmentally friendly solutions [39].

5.3. Improved Long-Term Performance

The long term performance of geosynthetics in their application can both be discussed
from the point of view of the product performance, and of the application in which the
geosynthetics are installed. Indeed, geosynthetics, by their use, contribute to the increase of
the lifetime of the application, as evidenced by the references mentioned in the following.

5.3.1. Durability of Geosynthetics

UV resistance is a key parameter for the durability of geomats and geoblankets for
erosion control, especially in areas with lower chance of full vegetation, and for critical
applications such as storm water management and flood protection [13]. Accelerated UV
tests on geomats for a period of 3000 h and 6000 h have proven the long term durability of
these geosynthetics for erosion control [13].
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Reference [40] mentions the various ageing mechanisms that the GCLs can face while
installed in dykes: stress during installation, surface resistance against abrasion due to
rip-rap, washout of bentonite in relation with hydrodynamic action, freeze-thaw cycles,
hydration-desiccation cycles combined with cation exchange that lead to significant increase
in the hydraulic conductivity of the bentonite in the GCL, or root penetration. Proper
design, and installation of GCL however allow to overcome those potential aging and
failure mechanisms as emphasized by feedbacks from excavations at dykes. In particular a
minimum 0.8 m thickness of cover soil is recommended. Fleischer and Heibaum [40] report
on the excavation at three dykes of GCLs installed respectively in 1994, 2001 and 2004,
thus 4 to 12 years after installation. Where the soil cover nature, thickness and slope were
adapted, as well as the vegetation on top of the GCL and cover soil, good performance
along time of the GCL was noticed.

Multicomponent GCLs are GCLs onto which is attached a film, coating, or mem-
brane that decreases the hydraulic conductivity, protect the clay core, or both [41]; these
geosynthetics could find some applications in dykes to solve some of the issues previously
presented. Some hydraulic properties of multicomponent GCLs are given is Table 1.

5.3.2. Increased Life Span Thanks to the Use of Geosynthetics

Most of the applications in which geosynthetics are used are designed to perform
at least equally to traditional design solutions. Part of the reason geosynthetic solutions
have improved performance over traditional designs is that they work better than the
geotechnical material they replace. The performance improvement is gained by using
manufactured materials with known properties as compared to the relative high variability
of soils and requirements for monitoring of the installation/compaction of soils to allow
for their desired properties to be achieved in the field. In some applications geosynthetics
also improve the performance of geotechnical material [36].

Haselsteiner et al. [37] mention that measures involving geosynthetics lead to a re-
tardation of the flooding of the hinterland located behind the dyke and additionally a
complete failure was avoided. Both effects result in a reduction of flood damage and in
gaining more time for taking other flood protection measures. In spite of the fact that no
design specification or standards were created, in comparison to commonly used overflow
protection measures such as riprap or just flat embankment inclinations, geosynthetic
overflow structures are an effective and efficient solution.

In addition, it was shown, among other conclusions, that HP-TRM maintained with
engineered earth anchors (EEAs) can increase the safety factor of the armoring system
against hydraulic forces and also provide slope surface stability [13].

5.3.3. Geosynthetics and Seismic Resilience

The good performance of geosynthetic-reinforced soil walls and slopes during earth-
quake has been documented widely in the literature [42]. In Japan, the greater seismic
resistance of these structures compared to conventional retaining wall structures has led to
their increasing use for new permanent structures and to replace conventional structures
damaged in earthquakes. By extension, dykes constructed with geosynthetic reinforce-
ment would be more resistant to seismic loading than those constructed from traditional
materials and the geosynthetic reinforcement will provide additional tensile strength and
resilience in the structure.

6. Mitigating Greenhouse Gases Emissions Using Geosynthetics

Two categories of actions are required to tackle climate change and its effects: (i)
mitigation to reduce greenhouse gases (GHG) emissions and (ii) adaptation. Geosynthetics
can make a contribution to mitigation by reducing GHG emissions from construction and
operating infrastructure. In fact, the ecological advantages of construction methods using
geosynthetics are well known, the use of geosynthetics can dramatically reduce emissions
from soil that needs to be excavated, transported, and put in place [43].
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The carbon footprint is a measure of total GHG emissions caused directly or indirectly
by a person, organization, event, or product. The carbon footprint can include emissions
over the entire life of a product or construction. Embodied carbon (EC) is an indicator of
cumulative carbon emissions used in the solution adopted. Life-cycle assessment (LCA) is
a tool for measuring the environmental impact of products or systems over their lifetime.
It considers the extraction of raw materials, production, use, recycling, and disposal of
waste [43].

The past few years have seen an improved mastery of techniques of LCA in the field
of geosynthetics. The latest calculations [44–46] are indicative of the progress made in this
field, in which an ever-more constructed standard approach is evolving by using EC values
representative of geosynthetics [47] and by comparing the EC values for entire construction
solutions. Thus, results are recognized and trusted when the conclusion indicates that
solutions using geosynthetics significantly reduce environmental impact.

The sustainability of materials and processes is commonly assessed by calculating
the carbon emissions (CO2) generated that can be used as “short LCA” for the ecological
evaluation [44]. Taking into account the extraction and production of the used construction
materials, loading, transport and installation, the cumulated energy demand (CED) and
CO2 emissions are determined for each of the construction alternatives.

Although this is a simplification, the ease of calculation encourages comparisons
between solutions and makes such assessments accessible, transparent, and repeatable so
that the CO2 emitted can more easily be counted towards industry, national, and interna-
tional targets [44]. Some studies have incorporated other indicators such as cumulative
energy demand, climate change, photochemical ozone formation, particulate formation,
acidification, eutrophication, land competition, and water use. Such calculations were
made for various applications [48].

The use of geosynthetics results in massive improvements to CO2 savings as opposed
to nearly all alternative civil engineering materials used [49]. In the particular context
of dykes the example of the comparison of an external sealing for a river dyke on the
Kinzig (southwest Germany) is given [50]. The use of a GCL is compared to the use of a
compacted clay liner (CCL) with an average thickness of 0.625 m. The comparison turns
out in favour of the GCL. The difference in the cumulated energy demand of the two
sealing systems is, however, comparatively insignificant. A medium transport distance of
35 km (one-way) was assumed for the mineral barrier material, which greatly impacts the
CED for the required sealing material of 45.000 tons (see Figure 27). For the GCL the main
share in the CED is the polypropylene (PP), which at a surface weight of 0.69 kg/m2 PP
(including 6.2% overlapping) is a major factor. When comparing the two sealing systems,
the transport distance for the mineral sealing material is the decisive parameter. If the
place of extraction is on-site or very near to the place of installation, then the CCL—mostly
because it has no energy content (feedstock)—can hardly be improved upon. In the case of
the GCL, the main part of the CED is the energy content (feedstock) of the polypropylene
(ca. 53%). The transport distance for the GCLs from the manufacturer’s plant in Espelkamp
to Offenburg (580 km) is, in comparison as regards the CED compared to the PP granulate
material, of hardly decisive consequence (ca. 8.5%).

The covering soil which has to be put in position as weather protection for both barrier
materials (here: d = 0.8 m), is 97 MJ/m2 with an assumed average transport distance of
20 km for both cases studied, in particular when comparing these systems with other
systems, of quite considerable consequence. The distribution concerning environmentally
relevant CO2 corresponds approximately to the CED, the GCL has a CO2 emission of
4.0 kg/m2, the CCL of 9.9 kg/m2 and the covering soil is entered in the CO2 balance sheet
with 7.9 kg/m2 (see Figure 28).
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Figure 27. Comparison of cumulated energy demand for GCL and compacted clay liner (CCL) dyke
sealing systems (adapted from [46]).

Figure 28. Comparison of CO2 emissions for GCL and CCL dyke sealing systems (adapted from [46]).

In bank protection works, the carbon footprint of double twist wire mesh solutions is
twice as little as riprap and can be improved more when locally available stones are used,
which is usually the case as the diameter of stone used in the filling of the mesh is usually
small. In this case the impact in terms of carbon footprint was 6 times less than for riprap
for the case study presented [51].
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7. The Minimum Energy Performance Concept

A key concept in sustainability of constructions is the minimum energy perfor-
mance [52]: according to the EU Directive on the Energy Performance of Buildings, cost-
optimal energy efficiency levels for buildings need to be ensured, where cost-optimal is the
level of energy efficiency at which the total cost of the life cycle is minimized, taking into
account the costs of construction, energy and maintenance [53].

Extending the concept from buildings to civil engineering constructions, such as river
dykes, sound engineering practices would require the designers to understand how to use
“living” and “inert” materials together by best combining both types of materials.

The challenge is to identify a system capable of providing the required resistance and
to be able to incorporate the most appropriate solution, which would be that one defined
by the cost-optimal energy efficiency levels; in civil engineering constructions this can
be broadly defined as the minimum amount of intervention on the environment, which
is required to solve the problem, ranging from the lowest level of no intervention up to
the highest energy level, which may necessitate, as example, the construction of massive
concrete structures.

Given the above outlined reduction of the quantity of soil material, reduction of the
need for select soil material, improved long-term performance, durability, increased life
span, and mitigating greenhouse gases emissions, Geosynthetics can be considered as
one of the best ways to design according to the minimum energy performance approach,
affording in most cases the cost-optimal energy efficiency level of the project.

8. Advantages and Disadvantages of the Use of Geosynthetics in Dyke Engineering

As discussed above, the use of geosynthetics in river dykes has many advantages, in
terms of technical properties, ease of construction, economy, and environmental impact.

In this section the potential disadvantages for the use of geosynthetics in river dykes
are discussed, based on recent research and experience from existing projects.

8.1. Geotextiles for Filtration

To the authors’ knowledge there are no reported failures in literature of geotextile
filters used in river dykes. The potential disadvantages of geotextile filters, compared to the
traditional granular filters, lies in the risk of clogging and/or blinding due to fine particles
being entrapped inside the geotextile and/or accumulated on its surface, to a level that the
filtration capacity and the permeability are impaired. Recent results from excavation of
geotextile filters have been reported [54].

It has to be noted that geotextile for filtration in earth dams has been one of the
earliest applications: the first large earth dam using geosynthetic materials, Valcros dam,
was built in 1970 in France. At that time the geotextiles were designed as a filter on
the upstream slope between the rocks and the earth fill and on the downstream slope
around the main drains [55]. The behavior of these geotextiles is fully documented because
several excavations and investigations were carried out 6 years [56] and 21 years after
installation [57]; the geotextiles at Valcros dam are still in operation without any impair
factor to their filtration capacity after over 50 years.

Over 40 years of research into geotextile filters has led to the publication of several
design criteria, which have been summarized in the ISO TR 18228 [58] series of standards
for design of geosynthetics, including the filtration function.

Designing geotextile filters in river dykes according to this standard would prevent the
potential risk of clogging and/or blinding, thus eliminating the only potential disadvantage
for the use of a geotextile filter.

8.2. Geosynthetics for Drainage

Geosynthetic drains have very think profile (up to 20 mm) compared to granular
drainage blankets (whose thickness is of the order of 0.5–1.5 m). Nevertheless the water
flow inside geosynthetic drains is typically turbulent with much higher velocity than the
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filtration flow occurring in granular filters. Hence the flow rate of geosynthetic drains is
very high even with their reduced thickness.

Recent research on geosynthetic drains has shown that the draining core can be subject
to thickness reduction due to compressive creep over the entire design life, and due to the
intrusion of the geotextile filters into the draining core, which would reduce the available
flow capacity. This is a potential disadvantage compared to granular filters, which are not
subject to the negative effects of long term overburden pressure.

A decrease in the available flow capacity due to chemical or biological clogging of
the draining core has however been shown to not be of concern when fresh water is being
transmitted, such as in the case of river dykes.

Research on geosynthetic drains has led to the development of test standards for
the evaluation of their short and long term properties: water flow capacity in standard
conditions (ISO 12958-1 [59]) and in operational conditions (ISO 12958-2 [60]), compressive
creep testing (ISO 25619-1 [61]) and accelerated compressive creep testing with the Stepped
Isothermal Method (SIM) (ASTM D7361 [62]).

These tests are the base for the design criteria for geosynthetic drains, which have
been summarized in the ISO TR 18228 [58] series of standards for design of geosynthetics,
including the drainage function.

Designing geosynthetic drains in river dykes according to this standard, taking into
consideration the overburden pressure, would allow for the selection of a product able to
provide the required flow rate at the end of the design life, with the prescribed factor of
safety on the available drainage capacity.

Hence the potential disadvantage of geosynthetic drains compared to granular filters,
due to compressive creep and geotextiles intrusion, can be easily overcome through sound
engineering design.

8.3. Geosynthetics for Reinforcement and Stabilisation

To the authors’ knowledge there is no potential disadvantage in the use of geosynthet-
ics for reinforcement and stabilization in river dykes.

Obviously, the stability of reinforced or stabilized soil structures shall be designed
taking into account all the potential limit states and failure mechanisms, including the
water induced ones: for river dykes, the stability analyses in case of rapid draw-down shall
always be carried out.

8.4. Geosynthetics for Surface Erosion Control

The erosion control function is complex, since the performance depends both on the
geosynthetics that are used and on the establishment of the vegetation.

Given that the establishment of vegetation would require, in any case, the correct mix-
ture of soils, the proper selection of seeds, the possible use of mulch, and the maintenance
during the first growth season, the only potential disadvantage in the use of geosynthetics
could be the difficulty to select a product that wouldn’t impair the growth of vegetation
while continuously providing erosion protection and root reinforcement.

The ISO TR 18228 [58] series of standards for design of geosynthetics, including the de-
sign of geosynthetics for the erosion control function, both on slopes and on river/channel
banks, allows for the selection of the geosynthetics which can afford the required resistance
to both the design water velocity and the design shear stresses applied by the stream.

8.5. Geosynthetics in Barrier Systems

The main barrier materials used in dykes engineering are GCLs. GCLs when used in
river dykes are however subject to specific failure mechanisms. These are summarized as
previously stated in [40] and include:

• Careful attention needs to be paid to panel overlaps as these are potential points of
weakness in the barrier, so good construction quality assurance is critical.
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• GCLs in dykes should not be exposed directly to hydraulic loads, as this could wash
the bentonite out of the GCL over time. GCLs are therefore typically covered with a
soil layer, minimum 800 mm thick.

• GCLs subject to freeze and thaw cycles can develop increased hydraulic conductivity;
again the soil cover layer will usually prevent this failure mechanism.

• GCLs can be subject to root penetration from vegetation that establishes on the em-
bankments. Sufficient cover depth, typically 0.8m, is usually specified to mitigate this
risk.

• The bentonite in a GCL can be subject to cation exchange, reducing the swell capacity
of the bentonite and thus the hydraulic conductivity. This effect is usually exacerbated
by wet/dry cycling. As such designers should be aware that the GCL hydraulic
conductivity is likely to increase over time and incorporate measures to deal with this
in the design.

Von Maubeuge and Ehrenberg [63] discussed the benefits multicomponent GCLs
could bring, by limiting bentonite erosion and wet dry cycles and also potential cation
exchange with the soil covering the GCL, as could be expected in a dyke environment, thus
further extending the design life of the material. The polymer layer in the multicomponent
GCL will also form a barrier to root penetration, as a geomembrane would, which has been
highlighted as a risk to the use of GCLs in dykes [40].

8.6. Environmental Benefits of Geosynthetics

Geosynthetics are designed to last: most geosynthetics can be supplied with certificates
of conformance for an expected duration in excess of 100 years. It is essential that the design
life of geosynthetics is at least equal to the design life of the structure they are incorporated
in. As previously presented, the design life of geosynthetics used in geoenvironmental
applications is subject to many factors. By taking these factors into consideration, and by
using internationally accepted standards of specification, design and installation, their
ability to function can be relied upon for well over the expected design life of these
structures. Ref. [64] evaluated durability testing data collected over a 17 year period on
HDPE geomembrane samples. Geomembranes used in applications such as river dykes
will experience temperatures below the long-term average ambient temperatures. For a
site with an annual average earth temperature of 15 degrees Celsius the expected life of a
suitable specified and installed geomembrane would be well over the 100 years specified in
CE marking. Strict quality control along the production chain but also during installation,
for which procedures have been developed and are in use, is also a key factor.

The construction activities based on construction methods that do not involve geosyn-
thetics have contributed significantly to global warming and associated geoenvironmental
instabilities, such as soil erosion, hill/riverbank/coastal slope instability, ice/glacier melt-
ing, floods and sea-level rise, worldwide [65]. Carbon emissions associated to construction
with geosynthetics has been shown to have a comparatively limited impact, so that in
addition to bringing solutions that contribute to limiting the effects of floods, geosynthetics
also, in a virtuous circle, contribute to limiting carbon emissions during construction of
these measures. The use of geosynthetics also provides an increased durability and re-
silience to infrastructure, which also results in less carbon emissions long term due to the
infrastructure being able to function for a longer time.

Finally, education, in particular through the Educate the Educators program of the IGS,
is essential in offering undergraduate civil engineering students exposure to geosynthetics.
It does this by providing Geotechnical Engineering university professors with the content
and pedagogical tools needed [66]. The knowledge and knowhow thus capitalized over
the years in terms of designing and building with geosynthetics can be used to the best
and largest possible extent to ensure the longest duration of works and lowest impact to
the environment.
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9. Summary

In the context of climate change and the resulting expected increased frequency and
magnitude of natural disasters, longitudinal dykes, constitute one of the most often used
active structural methods to control the course of a river

Dykes are commonly made of different natural materials. They can also incorporate
geosynthetics. Literature on the appropriate use of geosynthetics in dykes and their
advantages in this context is sparse. The objective of this review paper was thus to compile
a synthesis of the existing literature on this topic to address the many ways in which
geosynthetics contribute to sustainable construction of dykes and thus contribute to water
systems management.

A brief presentation of what geosynthetics are and the functions they can fulfil was
given in Section 2 of this paper.

Section 3 gave a brief overview of dyke structure, when built from granular materials,
and the typical failure mechanisms in earthen structures that are commonly encountered
due to the action of water. Based on the review of these failure mechanisms, solutions
incorporating geosynthetics, that contribute to increased resilience of dykes by increasing
their strength and their longevity, are presented.

The main applications of geosynthetics in dykes were presented in Section 4. The
advantages of using geotextiles filters, and the various locations in a dyke where they
can be used were detailed. Insight was then given in the applications of geocomposites
for drainage, that can replace granular materials efficiently to fulfil this function. The
applications of reinforcement and stabilization were then addressed. Again the importance
of the adaptation of the design and of using the right materials at the right location to
optimize the performance was emphasized. The enlargement of dykes was discussed in
this section.

Surface erosion control can be a major issue in dykes, both on the riverside and the
landside. This topic is critical as overtopping of dykes during extreme intensity floods is
thought to represent one of the main risks of failure of these structures. Various alternatives
incorporating geosynthetics were presented.

The use of geosynthetics to ensure protection against rodents was also discussed.
Finally, details were given on the way geosynthetic barriers can be incorporated in

dykes in order to separate water from soil in the structure and thus avoid failures due to
water infiltration, was presented.

Through the presentation of the various potential uses of geosynthetics in dykes,
emphasis was thus put on the many ways geosynthetics contribute to reduce the risk of
failure of dykes and thus increase their resilience.

As further shown in Section 5, in addition to the technical benefits of construction
with geosynthetics, the use of geosynthetics also results in economic advantages for a
project. The paper has demonstrated how construction with geosynthetics can result in a
reduction in the quantity of soil material required to form a dyke, and even of the type of
fill required, making it possible to use dredged materials, coal combustion products or even
residues. The increased life span of construction that results from the use of geosynthetics
also contributes to the implementation of economies that can be significant.

In addition to the environmental benefits resulting from the reduction in quarrying of
granular fill material, mitigation of greenhouse gas emissions during construction can be
obtained and quantified as shown in Section 6 of this paper.

This review paper has illustrated the many possible contributions of geosynthetics to
the construction of sustainable river management, not only by allowing the implementation
of more economic construction methods, but also with increased durability, to be able to
withstand the extreme stresses related to climate change that these structures are going to
be expected to endure. Geosynthetics also bring a positive contribution to the reduction of
greenhouse gas emissions and support a reduction in construction costs.

The advantages and disadvantages of the use of geosynthetics in water engineering in
the context of dykes was finally discussed, showing that risks inherent in the use of these
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products can be prevented provided that proper design, specification and installation is
ensured. Efforts in education made by the International Geosynthetics Society in the past
years contributes to the effort of ensuring longevity of structures through the appropriate
use of geosynthetics.
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Abstract: A possibility of using bottom sediments from dam reservoirs in earth structures was
considered. Sediments from the Rzeszow reservoir (Poland) were used as research material, which,
according to geotechnical standards, were classified as low permeable silt with high organic content.
As fine, cohesive soil with a low coefficient of permeability, the sediments can be used in sealing
elements of hydraulic engineering embankments. In order to verify the suitability of the sediments,
stability and filtration calculations were carried out for embankments with a sealing in the form of
a core made of the sediments. It was stated that by using a core made of sediments, the volume of
seepage on the downstream side during continuous or variable backwater was significantly lower in
relation to an embankment without a core, and the phreatic line did not extend to the downstream
slope. It is estimated that, in the case of a planned dredging in Rzeszow Reservoir, the amount of
dredged sediment would exceed 1.5 million m3, and therefore, the possibility of their economic use is
essential. The search for materials that could replace natural soil in earthen structures is an important
issue from both the ecological and economic points of view.

Keywords: bottom sediments; soil core; levee; stability analysis

1. Introduction

Hydraulic engineering embankments are earth structures temporarily or permanently
damming water. They fulfill a variety of functions as levees, embankments of rivers,
causeways, and so forth. These structures have a trapezoidal shape, and depending on the
class or function, they may include sealing and drainage elements within the body and the
subsoil (Figure 1).

Granular materials with the greatest particle size distribution should be used to form
embankments. In the construction of the embankments of rivers and water reservoirs,
their proper tightness should be ensured to prevent excessive water filtration through the
body of the earth structure and water leaks, which would pose a threat to the stability
of the structure and surrounding area [1–3]. The soil used for forming the embankments
should therefore be resistant to water. In the case of using permeable materials, the use
of additional sealing in the form of a screen or a core should be considered. Depending
on the place of incorporation into the embankment, the soil should be characterized by
different requirements. For the construction of the outer part of an earth-fill dam, the
so-called static part, stony soil (screen, residual clay soil, and cobbles), coarse-grain soil
(gravel and gravel–sand), and fine non-cohesive soil (sand) can be used. Cohesive soils
(clay, silt, gravel sand mixed with clay, and gravel mixed with clay) are incorporated into
the dam seal and are designed to reduce the filtration through the dam body.

Due to difficulties in obtaining suitable natural soils for incorporation, whose re-
sources are limited and non-renewable, research continues on materials that could replace
them [5,6]; industrial waste is a typical example [7,8]. In this situation, the use of bottom
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sediment from dam reservoirs is also worth considering [9]. One of the main problems
related to the performance of reservoirs is protection from sediment deposition [10]. Since
the process of silting occurs in every dam reservoir, the extraction of sediments is one of the
ways to recover lost volume and to restore proper functioning of the reservoir. In Poland,
water reservoirs in the south, especially in the Carpathians, get silted up the fastest [11].

 

Figure 1. Schematic diagram of the cross-section of a levee, including the main elements [4]. (1)—upstream slope, (2)—
downstream slope, (3)—crest, (4)—tight screen, (5)—tight core, (6)—subsoil ground sealing, (7)—drain, (8)—drainage ditch,
(9)—depression curve in the case of a homogeneous embankment (without core). (a)—safety reserve, (b)—levee crest width,
(1:n)—upstream slope inclination, (1:m)—downstream slope inclination.

The silting of water reservoirs as a result of the sedimentation of material carried by
tributaries causes a decrease in their capacity. The intensity of the silting process depends
on the surface and topography of the catchment area, its use, types of soil, as well as the
precipitation intensity and duration. The type and location of the reservoir, as well as
the hydrological regime of the river, also play an important role. Therefore, considering
reservoir water management, it is important to determine the rate of the siltation process,
and thus, the amount of mineral and organic material deposited in the reservoir. It is
believed that if the capacity is reduced by 80%, the reservoir loses its retention function [12].

According to the Act [13], bottom sediments are classified as waste and should be
disposed of when they are extracted. However, if they are moved within surface waters
for purposes related to water management or reducing the effects of floods, drought, or
remediation, these sediments are not dangerous [14]. While considering the potential use of
bottom sediments, another important aspect is their pollution. The chemical composition
of the sediments depends on the type of soils in the catchment area and their agricultural
use, as well as the type of industry present in the area [15–17]. Therefore, identification
of the chemical composition of bottom sediments using chemical and ecotoxicological
analyses is important, not only to assess the degradation of the water reservoir, but also
to determine the potential applications of the extracted sediments [18,19]. There is also
research carried out on anaerobic methane oxidation processes, which occur in sediments
that create habitats in freshwater dam reservoirs of small volumes; these processes play a
significant part in global warming [20].

Bottom sediments that show a neutral or alkaline reaction and high content of fine
fractions can be used to improve physicochemical properties of light and acidic soils [21].
The possibilities of the agricultural use of sediments are mainly connected with a low
content of heavy metals, but also an appropriate content of available forms of magnesium,
potassium, and phosphorus, which prove their fertility. Research on the potential uses
of bottom sediments, including agricultural, was carried out by Fonseca et al. [22], Canet
et al. [23], Baran et al. [24], and others. Using the example of sediments from the Rożnów
reservoir located in southern Poland, Tarnawski et al. [25] indicated that there is a great
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possibility of using sediments for environmental purposes (agriculture, reclamation). In
order to fully assess their potential usage, it is necessary to analyze the ecological risk
connected to their extraction and possible environmental pollution with heavy metals,
PAHs (polycyclic aromatic hydrocarbon), PCBs (polychlorinated biphenyl) [25]. These
materials can also be used in the reclamation of mine and energy waste landfills, especially
the ones with fly ashes [26]. Sediments in dam reservoirs, if they meet geotechnical
requirements, can be a full-value material that can be used in earth constructions [9,27,28].
These materials should not contain more than 3% of organic parts and not more than 5%
of water-soluble parts [2]. In plastic sealing elements of hydrotechnical embankments,
mainly cohesive soils should be used, which contain more than 25% of particles with a
diameter smaller than 0.01 mm, and the permeability coefficient of such soils should be
less than 10−7 m·s−1. There is also research on bottom sediments stabilized by the addition
of bentonite [28,29] and using bottom sediments in brick production [30].

There has also been research conducted on the characteristics of sediments deposited in
the bottom of lakes and seas, but from the point of view of their geological structures [31–33].
For example, tests on the sediments from Lake Bergsee in southern Germany have shown
that they are much weaker and highly-compressive compared to the sediments from
Scandinavian lakes [31]. Whereas Ballas et al. [33] showed that sediments in the Romanian
part of the Black Sea are highly plastic, clayey materials that have high compressibility, low
shear strength, and moderate sensitivity. They also noticed a slight increase in the shear
strength of sediments where the precipitation of iron sulphides and calcium carbonates
occurred, which cemented this material. Ballas et al. [33] clearly indicate that it is the
cementation process, connected with the precipitation of chemical compounds, that causes
the seabed to be stable.

The purpose of the work was to analyze the filtration output and stability of an earth
embankment with a seal made of fine-grained bottom sediments in the form of a central
core and a cut-off wall in the ground. The calculations were also made for the embankment
without these seals. The results of the tests on the geotechnical parameters of the bottom
sediments from a water reservoir in Rzeszów (Poland) were used in the calculations.
The calculations were carried out to assess the usability of bottom sediments from that
reservoir for earthworks, in particular, in hydrotechnical constructions. The purpose of
the work resulted in the need to look for materials, other than natural mineral soils, that
could potentially be used as a sealing material in hydrotechnical earth embankments. As
shown above, there are a number of studies describing problems related to the chemical
pollution of bottom sediments from dam reservoirs and possible attempts to use them
in agriculture. However, there are very few studies related to the use of sediments in
earthworks; moreover, the amount of deposited material is significant, so their economic
potential is great.

2. Materials and Methods

2.1. Study Area

The water reservoir in Rzeszów (Podkarpackie Voivodeship, Rzeszów, Poland) was
created in 1973 as a result of building a barrage in 63.7 km of the Wisłok River (Figure 2).
Initially, the reservoir capacity was 1.8 million m3, and its area was 68.2 hectares. The
catchment area of the reservoir is 2060.7 km2, with a total catchment area of the Wisłok River
of 3528.2 km2. As a result of the silting process, the reservoir is currently about 60% silted
up, so its original functions cannot be fully realized. It is estimated that approximately
1.5 million m3 of bottom sediments may be extracted from the reservoir. This intensive
silting process is mainly the result of the way the catchment area is used, where agricultural
land is over 70% (arable land—53.9%, orchards—1.8%, meadows and pastures—14.3%) [34].
The remaining part of the catchment area is forest land. In the catchment area, for the
most part, there are poorly permeable, brown and silty soils, as well as alluvial soils with a
mechanical composition of heavy clays and clayey silts [34].
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Figure 2. Location and view of the Rzeszów reservoir.

2.2. Geotechnical Parameters

Bottom sediment tests were carried out on an averaged material, which was a mixture
of all samples taken from the bottom of the reservoir. The scope of the research included
grain size composition, specific density, consistency limits, compaction parameters, shear
strength, coefficient of permeability, and organic matter content. The grain size compo-
sition was determined by the areometric method [35,36], and the specific density by the
pycnometer method [37]. Consistency limits, that is, the liquid limit, was determined by
the Casagrande method, and the plastic limit, by the standard thread rolling method [38].
Compaction parameters, that is, the optimum moisture content and the maximum dry den-
sity, were determined in the Proctor apparatus at the compaction energy of 0.59 J·cm−3 [39].
Shear strength parameters, the angle of internal friction and cohesion, were determined in
a direct shear apparatus [40]. Samples measuring 60 × 60 mm were formed directly in the
apparatus box at the optimum moisture content to achieve the compaction index IS = 1.
The samples were subjected to normal stress of 50, 100, and 200 kPa, and then sheared at a
rate of 0.1 mm·min−1. The coefficient of permeability was determined in an oedometer,
on samples (diameter—6 cm, height—2 cm) formed at optimum moisture content and a
compaction index of IS = 1. The organic matter content was determined by two methods:
oxidation and loss on ignition [41].

2.3. Stability and Filtration Calculations

Two methods were used to calculate slope stability: the analytical Bishop’s limit
equilibrium method and the numerical finite element method. The Bishop’s method is
a limit equilibrium method, where the potential landslide mass is divided into blocks
with vertical walls, for which the resisting and sliding forces are analyzed. The factor
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of safety refers to the strength parameters of the soil, so it is determined how much the
values of the angle of internal friction and cohesion should decrease for the slope to lose
stability. It is assumed that, along the potential slip surface, the soil is plastic and meets
the Mohr–Coulomb limit condition. The calculations were made using the GeoStudio
package—the SLOPE/W software was used for stability, and SEEP/W for filtration [42].

Z_Soil.PC software was used to calculate the stability and filtration, by the finite
element method [43]. As a model of soil, the elastic-perfectly plastic Mohr-Coulomb model
was used and the method of reducing the shear strength parameters was used to determine
the factor of safety. The method of reducing shear strength is based on reducing the
values of the angle of internal friction (ϕ) and cohesion (c) in subsequent calculation steps,
maintaining the ratio FS = tan ϕ

tan ϕF = c
cF that determines the factor of safety (FS). The values

ϕF and cF are the limit values of the angle of internal friction and cohesion; when they are
exceeded, the shearing process starts. The method allows for the determination of the slip
surface where the balance between shear stress and shear strength was obtained the fastest.
Reducing or increasing the parameters allows for the determination of consecutive failure
surfaces and tracking of the destruction process [44]. The stability analysis was carried out
for the case of flat deformation (two-dimensional analysis).

Filtration calculations were carried out in the conditions of steady and non-steady
filtration. In the case of steady-state filtration, the filtration pressure distribution depends
only on the coefficient of permeability of individual materials, and the values of the coeffi-
cients themselves determine, in turn, the flow rate—the parameters describing the flow in
the unsaturated zone are of secondary importance [45]. In the case of unsteady filtration in
the unsaturated zone, a model that takes into account the changes in conductivity related
to the presence of the air should be used. The specificity of water flow through the unsatu-
rated zone is related to the time and space variable pressure distribution, which depends
directly on the degree to which the pores are filled with water, that is, the volume moisture
content. In the unsaturated zone, the pore pressure is lower than atmospheric pressure and
has a negative value. The van Genuchten model was used to describe unsteady filtration,
which illustrates the relationship between conductivity and the degree of saturation, as
well as the relationship between the degree of saturation and the value of negative water
pressure [46]. According to van Genuchten [47], the relative permeability coefficient is
described by the following equation:

kw(h) = ks·

{

1 −
(

α·h(n−1)
)

·

[

1 + (α·hn)−m
]}2

[

(1 + α·h)n]m
2

(1)

The value of the permeability coefficient is a function of suction pressure, which, in
turn, depends on the volumetric moisture content of the soil:

θ = θr +
(θs − θr)

[

1 + (α·h)n]m , (2)

where ks (m·s−1) is the saturated permeability coefficient, kw (m·s−1) is the unsaturated
coefficient of permeability, θ (−) is the volumetric moisture content, θs (−) is the saturated
volumetric moisture content, θr (−) is the residual volumetric moisture content, h (cm) is
the pressure head in cm, the water column, is α (cm−1), and the n and m constants are
(m = 1 − 1

n ).
It was assumed that the bottom sediments and soil in the body of the dam and in

the subsoil had the same vertical and horizontal hydraulic parameters. The coefficient
of permeability was determined based on the authors’ tests, and the parameters of the
van Genuchten equation were estimated in the RETC program, based on the geotechnical
characteristics of the soils (grain size composition, bulk density) [48–50]. The values of
the Young modulus (E) and Poisson ratio (ν) do not have an influence on the factor of
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safety [44], so for each material, the default values were assumed to be E = 100 MPa, ν = 0.3,
and the angle of dilatancy, ψ = 0◦.

The calculations were made for the assumed embankment structures made of medium
sand without seals and with a seal in the form of a core made of bottom sediments from the
Rzeszów reservoir. The seal was in the form of a centrally located core width of 1 m in the
upper part, enlarged at the base of the embankment, prolonged in the ground in the form
of a vertical wall, maintaining the unsealed zone below the wall with a thickness equal
to the height of the dam, according to the relevant requirements [51]. The foundation of
the embankments was assumed to be on the ground built with permeable medium sands
laying on an impermeable layer of clay. Calculations using the Bishop’s method were made
for two calculation cases: without backwater and with continuous backwater; and using the
FEM method, for three calculation cases: without backwater, with continuous backwater,
and with variable backwater (dependent on the flood wave). It was assumed that during
the passage of a flood wave, the water level rises to the maximum backwater level for two
days (t = 2 d), remains at a constant level for three days (t = 5 d), after which the water
level falls for two days (t = 7 d). The crest width of the embankments was assumed to be
3 m, with a slopes gradient of 1:2, heights of 4, 6, and 8 m, and position of the water level
1.5 m below the crest (Figure 3). According to the regulations on technical conditions to
be met by hydrotechnical structures and their location, which are enforced in Poland [52],
the minimum safety factor—regardless of the building class or with detailed tests on the
parameters of soil in the body and ground under the basic load system—is FS = 1.3.

ν
ν

ψ

 

Figure 3. Diagram for stability calculations of the embankment made with medium sand and sealed with a core made of
bottom sediments.

3. Results

3.1. Characteristic of Bottom Sediments

Bottom sediments taken from several places of the Rzeszów reservoir were classified
as well-grained coarse silts or coarse clayey silts (Figure 4). The grain size composition
was dominated by the silt fraction, which was from about 86% to 92%; the sand fraction
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was from 1% to 2%, and the clay fraction, from 6% to almost 13%. The specific density was
from 2.58 to 2.62 g·cm−3.−

 

ł

ł

− − −

−

Figure 4. Grain size composition of the bottom sediments from the Rzeszów reservoir.

The high content of silt is related to the location of the reservoir (in the downstream
part of the Wisłok river), the predominance of silty soils in the catchment area, and the
presence of the Besko reservoir in the upstream part of that river, where coarser fractions
are accumulated [53]. In addition, this reservoir was built in the part where Wisłok is a
lowland river, so the water flow velocities are low.

The other geotechnical parameters of the sediments were determined for the averaged
sample. It was assumed that, during extraction, the sediments would be mixed and, as
such, built into earthen embankments.

The material was characterized by an increased content of organic parts; the loss on
ignition amounted to nearly 5%, while organic content was over 3%, which should qualify
it as a low-organic soil. Sediments are a low permeable material, and the filtration rate
decreased from 1 × 10−8 to about 1 × 10−9 m·s−1, with an increase in the compaction index
from 0.9 to 1. The liquid limit of the Rzeszów reservoir sediment was above 40%, while the
plasticity limit was about 27%, so the material was characterized by a high plasticity index
of close to 14%. The maximum dry density was 1.4 g·cm−3 at the optimum moisture content
of 27%. Sediments at the optimum moisture content were characterized by relatively high
values of the angle of internal friction and cohesion. The angle of internal friction increased
from 23◦ to almost 34◦ and cohesion from 33 to about 36 kPa, respectively [53].

The values of the geotechnical parameters for stability and the filtration calculations
were adopted based on the test results (Table 1). The geotechnical parameters of the
medium sand, which was in the body of the hydrotechnical embankment, and the clay
(impermeable layer) were adopted based on the authors’ own tests.

As fine, cohesive soil with a low coefficient of permeability, the Rzeszow reservoir
bottom sediments meet most of the Polish criteria [2,54] for sealing elements in hydraulic
engineering embankments (Table 2). They were characterized by an appropriate coefficient
of permeability and fine particle content. In the case of two parameters—the coefficient of
uniformity and organic content—a value slightly lower than required was obtained (the
coefficient of uniformity was 13.3, with the desired value of at least 15, and the organic
content was 3.3%, with a limit value of 2% or 3%, depending on the source). Therefore,
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bottom sediment could be used as a construction material in the sealing elements in
hydraulic engineering embankments [53].

Table 1. Geotechnical parameters of bottom sediments from the Rzeszów reservoir and soils adopted for stability calculations.

Parameter

Value for Material:

Bottom Sediments—Silt
(Si), Is = 0.95

Medium Sand (MSa),
ID = 0.8

Clay (Cl), IL = 0.2

Angle of internal friction [◦] 22.3 35 18

Cohesion [kPa] 42.7 0 30

Unit weight [kN·m−3] 20.1 18.6 21

Coefficient of permeability [m·s−1] 3.4 × 10−9 1 × 10−4 1 × 10−10

Voids ratio [–] 0.843 0.565 0.422

where: IS—compaction index [–], ID—degree of compaction [–], IL—plasticity index [−].

Table 2. Geotechnical parameters of bottom sediments from the Rzeszów reservoir in comparison with the requirements for
sealing elements in hydraulic engineering structures.

Parameter Requirements Value for the Bottom Sediments

Coefficient of uniformity, Cu >15 13.3

Clay fraction content, Cl [%] <30 8.5

Content of particles smaller than 0.005 mm, [%] 10 ÷ 25 19

Content of particles smaller than 0.01 mm, [%] >25 30

Organic matter content, [%] <2 ÷ 3 3.33

Coefficient of permeability, [m·s−1] <10−8 1.05 × 10−8 (IS = 0.9)
1.2 × 10−9 (IS = 1)

Gwóźdź [9] has also researched the possibility of using bottom sediments for earth
constructions. His research has shown that the sediments from the Rożnów reservoir
(Poland) are suitable for mineral sealing layers in landfills. Their coefficient of permeabil-
ity ranged from 1.1 × 10−9 to 4.7 × 10−10 m·s−1, with an increase in compaction from
IS = 0.95 to 1 [9], and the plasticity index was PI = 15 ÷ 65, which also indicates the use-
fulness of this material. The value of compaction index (IS) expresses the ratio of the dry
density of soil for moulded samples in laboratory tests to the value of the maximum dry
density determined in a Proctor’s method. The value of compaction index (IS) expresses
the ratio of the dry density of soil for molded samples in laboratory tests (or from the field
test) to the value of the maximum dry density determined in a Proctor’s method. Whereas
the plasticity index (PI) is a measure of the plasticity of a soil and is the size of the range of
the moisture contents at which the soil remains plastic.

3.2. Filtration Calculations

In each calculation case in the GeoSlope software for an embankment without a core,
seepage occurred on the downstream slope. The phreatic line decreased as a result of using
seals in the form of a core made of bottom sediments from the Rzeszow reservoir. Figure 5
shows exemplary pore water pressure values in the body of the embankment and its base
with and without the seal. The course of phreatic lines and a significant reduction in water
pressure indicate a restriction of the water flow.
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(a) 

 

(b) 

Figure 5. Location of the phreatic line and water pressure distribution in soil pores—embankment with a height of 6 m
without a core (a) and with a core (b) (pressure in kPa).
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Calculations of the seepage through the body and base of the embankment using the
finite element method showed that the value of the seepage for an embankment without
a core was large and ranged from 7.4 to 32.1 m3·(d·m)−1, depending on the height of the
embankment (Table 3). Considerably lower values were obtained for an embankment with
a core—from 4.4 to more than 13.2 m3·(d·m)−1; there was thus an approximately two-fold
reduction in the size of seepage.

Table 3. Results of filtration calculations.
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Height of embankment [m]

4 6 8

Height of maximum water level [m]

2.5 4.5 6.5

Maximum leakage Q [m3 × (d·m)−1] for:

body subsoil total body subsoil total body subsoil total

With continuous
backwater

Without a core 1.28 6.13 7.41 3.36 15.92 19.38 7.28 24.82 32.1

With a core 0.66 3.79 4.45 1.2 8.4 9.59 1.15 12.09 13.24

With variable
backwater

Without a core 1.29 6.06 7.35 2.9 16.01 18.91 7.56 24.81 32.36

With a core 0.79 3.81 4.6 1.28 8.25 9.52 0.88 12.02 12.9

The analysis of seepages for the embankment with and without sealing, and with
continuous and variable backwater, shows significant differences in the obtained values
(Table 3). Seepages through the downstream slope and the subsoil for an embankment
without a core were high and ranged from over 7 to 32 m3·(d·m)−1, depending on the
height of the embankment. The use of seals in the form of a core made of bottom sediments
resulted in a lower phreatic line, a significant reduction in seepages, which amounted to
more than 4 to 13 m3·(d·m)−1.

Detailed analysis of seepage through the embankment showed that the differences
in its values between the continuous and variable backwater were small (Table 3). These
values did not exceed 0.5 and 0.3 m3·(d·m)−1 adequately with and without the sealing.
The same was found for the base of the embankment, but here the differences did not
exceed 0.15 m3·(d·m)−1. On the other hand, there was a significant reduction of the seepage
through the body of the embankment and its base with or without a sealing. The seepage
through the body decreased by two to six times with an increase of the embankment height
from 4 to 8 m. On the other hand, the seepage through the subsoil decreased two times
as a result of using sealing, regardless of the height of the embankment. In conclusion, it
should be clearly stated that the use of bottom sediments from the Rzeszów reservoir to
seal the body of the embankment and its base significantly reduced the size of seepage.

3.3. Stability Calculations

3.3.1. Bishop’s Method

The results of stability calculations of the slopes of the analyzed embankments, de-
pending on the backwater (with and without continuous backwater) and the type of
embankment (with and without a seal) are shown in Table 4. For the case without back-
water, the factor of safety was 1.4 at any height of the embankment, with or without a
seal. This follows from the assumption that the slope material is composed of medium
sand, for which zero cohesion was assumed in the calculations. For each embankment
height, the smallest factor of safety was obtained for the slip surfaces, which were at low
depths, located parallel to the edge of the slope, with a surface landslide occurring in each
case. The factor of safety was higher than that required (FS ≥ 1.3), so, in the absence of
backwater, medium sands with the adopted parameters can be used for the construction of
embankment slopes with the selected gradient to a height of 8 m.
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Table 4. The results of stability calculations using the Bishop’s method.

Height of Embankments [m] Slope

Conditions

Without Backwater With Continuous Backwater

Embankment

Without a Core With a Core Without a Core With a Core

Factor of Safety, FS [–]

4
Upstream

1.403 1.403
1.476 1.451

Downstream 1.174 1.379

6
Upstream

1.403 1.403
1.611 1.477

Downstream 0.958 1.321

8
Upstream

1.402 1.402
1.67 1.522

Downstream 0.866 1.255

The calculation results for the case with continuous backwater show significant dif-
ferences between the factor of safety of the upstream and downstream slopes, depending
on the height of the embankment and whether the seal was used or not (Table 4). These
values for upstream slopes increased from 1.48 to 1.67 (embankment without a core), and
from 1.45 to 1.52 (embankment with a core), as the height of the embankment increased
from 4 to 8 m. For downstream slopes, there was an inverse relationship, and the stability
factor decreased from 1.17 to 0.96 and 0.87 (embankment without a core) and from 1.38 to
1.32 and 1.26 (embankment with a core), with the height of the embankment increasing
from 4 to 6 and 8 m. As can be seen, the downstream slope of the embankment without a
core with heights of 6 and 8 m was unstable, and at a height of 4 m, the factor of safety was
less than required.

Based on calculations using the Bishop’s method, it can be said that in conditions
without backwater, the use of a core made of bottom sediment from the Rzeszow reservoir
had no effect on the stability of the embankment. In the case of continuous backwater, an
embankment without a core retained stability only at a height of 4 m, wherein the value of
the stability factor was less than that required (FS = 1.17). For embankments with a height
of 6 and 8 m, the factor of safety of downstream slopes was smaller than 1, so the slope
was unstable.

3.3.2. FEM Method

Calculations for the case without backwater indicate that stability is maintained for
both an embankment with and without a core at each adopted embankment height. The
factor of safety ranged from 1.8 to 1.6 and did not show variability, depending upon the
type of the embankment (Table 5). As in the case of the Bishop’s method, this results from
the parameters of the material (cohesion value of zero), so the yield zones are shallow and
parallel to the slope surface.

Calculations for the case with continuous backwater (Table 5, Figures 6 and 7) also
indicate that the stability of both embankments was maintained. The potential slip curves
for the embankment without a core and with a core, with a height of 8 m, occurred on the
downstream side, whereas, in the case of an embankment with a core with heights of 4 and
6 m, the soil yielded as a result of displacement caused by the reduction of the strength
parameters. The factor of safety decreased from 1.7 to 1.2 for the embankment without a
core and from 1.9 to 1.7 for the embankment with a core, as the height of the embankment
increased from 4 to 8 m, respectively. Therefore, the use of a core resulted in a 1.2-fold (on
average) increase in the value of the factor of safety.
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Table 5. Results of embankment stability calculations using the FEM method.

Conditions Embankment

Height of the Embankment [m]

4 6 8

Factor of safety, FS [–]

Without backwater
Without a core 1.83 1.68 1.63

With a core 1.76 1.68 1.63

With continuous backwater
Without a core 1.72 1.43 1.22

With a core 1.88 1.81 1.67

With variable backwater

At maximum backwater (t = 5 d)
Without a core 1.72 1.43 1.22

With a core 1.89 1.81 1.68

After the drop of the flood wave (t = 7 d)
Without a core 2.12 1.97 1.88

With a core 2.07 1.98 1.74

 

(a) 

Figure 6. Cont.
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(b) 

Figure 6. Movement isolines for FEM grid nodes for an embankment with a height of 4 m, without a core (a) and with a
core (b), with continuous backwater.

 

(a) 

Figure 7. Cont.
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(b) 

Figure 7. The phreatic line for an embankment with a height of 4 m, without a core (a) and with a core (b), with
continuous backwater.

Calculations for the case with a passing of a flood wave (Table 5, Figure 8) indicate
that both embankments maintained stability. For the calculations carried out at a maximum
backwater (t = 5 d), the potential slip curves occurred as in the case with continuous
backwater, with the exception of an embankment with a core, with a height of 4 m, where
the movement occurred on both sides of the embankment. The results of the calculations
after the water level drops indicate that the potential slip curves for an embankment with
a core appear on the upstream slope, and for an embankment without a core, on both
sides of the embankment. After 3 days of maximum backwater (t = 5 d), there was a
steady filtration; hence, the factors of safety at the maximum backwater (t = 5 d) were the
same as for the case with continuous backwater, while in the descending phase (t = 7 d)
they decreased from about 2.1 to 1.9 (embankment without a core) and from 2.1 to 1.7
(embankment with a core), as the height of the embankment increased from 4 to 8 m.
The size of seepage on the downstream side was slightly lower than for the conditions of
continuous backwater (Table 5).

In the case of calculations simulating the passage of a flood wave, the stability of the
embankment was similar as in the case of continuous backwater, while in the descending
phase, the values of the stability factor for upstream slopes in each calculation case met the
requirement of FS ≥ 1.3 [52]. Seepage on the downstream side of the embankment was
similar as in the case of continuous backwater, so the use of a core had a corresponding
effect on the stability conditions of these embankments.

Based on these results. it can be stated that in conditions without backwater, both
an embankment without a core and an embankment with a core maintain stability. The
resulting stability factors were high and comparable for the two types of embankments
adopted; the use of a core therefore did not affect the conditions of stability. In the case of
calculations with continuous backwater, lower values of the factor of safety were obtained,
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which, however, guaranteed the stability of the slopes and were higher than the value
required by [52] for the Classes III and IV of embankments.

 

(a) 

 

(b) 

Figure 8. Movement isolines for FEM grid nodes at maximum backwater (a) and after the falling of the wave (b), for an
embankment with a height of 4 m, with a core made of sediment at the passing of a flood wave.
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3.4. Summary and Discussion of the Results

The values of the factor of safety of slopes that were determined using numerical
methods were generally consistent with those obtained using the limit equilibrium method.
In all calculation cases, the values of the factor of safety that were obtained using the
analytical method were smaller than those obtained using the numerical method; it can
thus be stated that this method provides a greater safety margin. It was a non-cohesive
slope, so the critical failure surface in the Bishop’s method was shallow, and the factor
of safety was lower. The biggest differences occurred in the case of an embankment
without a core with heights of 6 and 8 m with continuous backwater; according to the
analytical method, the slopes in this embankment were unstable, and in the numerical
method, the factors of safety were 1.4 and 1.2 respectively. These differences arose from
different assumptions made in the above methods. In the analytical method, the loss of
stability for the assumed slip curve occurs if the forces maintaining the balance of the
rigid body are smaller than the sliding forces (a component of the weight of the given
block, tangential to the slip surface, is greater than the friction and cohesion of the soil),
while in the numerical method, the determination of the yielding point results from the
analysis of stress distribution in the given soil medium. The advantage of the Bishop’s
method is the speed and simplicity of the calculations, and in the case of simple structures,
such as hydraulic engineering embankments in the technical Classes III and IV, it may
be successfully used to determine stability conditions. On the other hand, finite element
calculations do not require the assumption of the shape of the slip surface in advance, and
allow the determination of the development of plastic strain with the progressive reduction
of strength parameters, until the formation of a plastic strain zone, which determines the
course and shape of the potential slip surface.

Dams of reservoirs are an obstacle to mineral material transported by rivers. This
causes the development of the landing processes of these reservoirs. The high degree of
overloading of the Rzeszów reservoir prompted the authors to carry out research aimed at
recognizing the geotechnical properties of the sediments deposited in the reservoir. In the
available literature, there are few publications on research related to the possibility of using
bottom sediments for earth construction purposes. Research on the properties of bottom
sediments is most often carried out in the aspect of assessing the content and migration
of heavy metals [55,56] or organic pollutants [57,58]. On the other hand, the potential use
of bottom sediments is seen in agriculture for the fertilization and reclamation of post-
industrial areas [22–24,59]. Therefore, the problem presented in the article is important
from the point of view of environmental engineering. The authors carried out a series
of tests and numerical calculations in terms of the use of bottom sediments for earth
construction purposes. The performed calculations indicate the potential possibilities of
using bottom sediments in applications related to hydrotechnical construction.

4. Conclusions

Based on the suitability analysis of bottom sediments from the Rzeszow reservoir
for civil engineering, it was concluded that this material can be used for sealing elements
in hydraulic engineering embankments. The obtained values of geotechnical parameters
of the sediments show that this material fulfills most of the criteria required to use them
in sealing layers. The calculations of stability and filtration through the embankments in
this regard confirmed the usefulness of the analyzed sediments. An embankment made
of medium sand, with a core made of bottom sediments maintained stability at a height
of 8 m; the values of the stability factor in each calculation case were greater than that
required by regulation. By using a core made of bottom sediment, the volume of seepage
on the downstream side during continuous or variable backwater was significantly lower
in relation to an embankment without a core, and the phreatic line did not extend to the
downstream slope.

It is estimated that in the case of a planned dredging in the Rzeszow reservoir, the
amount of dredged sediments could exceed 1.5 million m3; therefore, the possibility of
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their economic use, as indicated above, is essential. The tests and calculations carried out
allowed the determination of the possible use of bottom sediments in civil engineering.
As a result, the sediments could provide an alternative to natural soil, whose resources
are limited and non-renewable. The search for materials that could replace natural soil in
earthen structures is a very important issue from both the ecological and economic points
of view.
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trace elements in the bottom sediments of the Rożnów reservoir (Poland). Ecotoxicology 2020, 29, 45–57. [CrossRef] [PubMed]

20. Szal, D.; Gruca-Rokosz, R. Anaerobic oxidation of methane in freshwater sediments of Rzeszów reservoir. Water 2020, 12, 398.
[CrossRef]
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Abstract: Accurate information about groundwater level prediction is crucial for effective planning
and management of groundwater resources. In the present study, the Artificial Neural Network
(ANN), optimized with a Genetic Algorithm (GA-ANN), was employed for seasonal groundwater
table depth (GWTD) prediction in the area between the Ganga and Hindon rivers located in Uttar
Pradesh State, India. A total of 18 models for both seasons (nine for the pre-monsoon and nine
for the post-monsoon) have been formulated by using groundwater recharge (GWR), groundwater
discharge (GWD), and previous groundwater level data from a 21-year period (1994–2014). The hybrid
GA-ANN models’ predictive ability was evaluated against the traditional GA models based on
statistical indicators and visual inspection. The results appraisal indicates that the hybrid GA-ANN
models outperformed the GA models for predicting the seasonal GWTD in the study region. Overall,
the hybrid GA-ANN-8 model with an 8-9-1 structure (i.e., 8: inputs, 9: neurons in the hidden layer,
and 1: output) was nominated optimal for predicting the GWTD during pre- and post-monsoon
seasons. Additionally, it was noted that the maximum number of input variables in the hybrid
GA-ANN approach improved the prediction accuracy. In conclusion, the proposed hybrid GA-ANN
model’s findings could be readily transferable or implemented in other parts of the world, specifically
those with similar geology and hydrogeology conditions for sustainable planning and groundwater
resources management.

Keywords: artificial intelligence; Ganga; groundwater; Hindon; statistical indicators; Uttar Pradesh

1. Introduction

Groundwater is one of the most vital natural resources. It promotes healthy human life, economic
growth, and environmental sustainability. It becomes a reliable source of water in all climatic regions
of the world [1]. Due to rapid population growth, industrial development, agricultural activities, and
increased domestic use, most of the world’s countries will face a freshwater shortage problem [2].
The spatial-temporal variation, discrepancies of groundwater resources, and increased groundwater
dependence have also impacted groundwater levels [3,4]. The physical-based model requires explicit
knowledge about the study region’s physical properties (characterization and quantification), boundary
conditions, and big dataset; usually, these aspects are very laborious, costly, and time-consuming [1,5].
To overcome these difficulties, the machine learning-based model has proved the ability to solve
large complex problems, including rainfall-runoff modeling [6–8], hydrometeorological drought

95



Sustainability 2020, 12, 8932

prediction [9–11], evaporation estimation [12–15], simulation of evapotranspiration [16–18], and
prediction of groundwater level [19–26]. Recently, Deb et al. [27] and Den and Kiem [28] explored the
contribution of surface water (SW) and groundwater (GW) in a rainfall-runoff relationship simulation
in two heterogeneous, semi-arid catchments located in southeast Australia (SEA) under different
climatic conditions by using physical-based models. They found highly improved runoff simulation
during dry conditions linked with SW–GW in study catchments.

In a related context, extensive application of the Artificial Neural Network (ANN) has been found in
water resources engineering, such as modeling of groundwater discharge [29–35], groundwater quality
prediction [36–39], and aquifer parameter estimation [40–42]. Also, the hybrid and straightforward
versions of ANN have been widely utilized for modeling groundwater fluctuation in confined aquifers,
unconfined aquifers, leaky or semi-confined aquifers, and multi-layered aquifer systems [43–52].
Furthermore, different machine learning models optimized with nature-inspired algorithms have been
proposed for attaining higher reliability in water resource problems [53–55].

The genetic algorithm (GA) is a stochastic approach capable of solving complex multi-dimensional
problems for finding the optimal global solution. In the last 25 years, GA has been successfully
explored in the diverse field of engineering [56–61]. Likewise, Dash et al. [62] integrated the ANN
with GA (GA-ANN) to predict the groundwater level in the lower Mahanadi river basin of Orissa
State, India. The hybrid GA-ANN model results were compared with standalone ANN, optimized
with back-propagation, Levenberg–Marquardt, and Bayesian regularization algorithms. They found a
better performance with the GA-ANN model of medium and high groundwater level prediction than
the other models. Supreetha et al. [63] investigated the GA-ANN model’s capability to forecast the
groundwater fluctuation in the Udupi District, Karnataka (India). The monthly rainfall and water level
records of 10 years were used as input. The results of the analysis revealed that the GA-ANN model
outperformed the ANN model. Hosseini and Nakhaei [64] employed the back-propagation network
(BP) coupled with GA (GA-BP) in the Shabestar Plain of Iran to predict monthly groundwater levels
using hydrometeorological inputs. They found that the GA-BP method performed superiorly to the
simple BP method. However, other studies also support the feasibility of the hybrid GA-ANN model
for groundwater management problems [65–67].

Consequently, Wibowo et al. [68] proposed hybrid multiple back-propagation neural networks
with GA (M-BPNN-GA) to resolve the limitation of a Seasonal Auto-Regressive Integrated Moving
Average (SARIMA), Auto-Regressive Integrated Moving Average (ARIMA), Back-Propagation Neural
Network (BPNN), and Exogenous Input Nonlinear Auto-Regressive Network (NARX) for predicting
the groundwater level in the Dungun River, Malaysia. They found that the M-BPNN-GA improved
significantly over the ARIMA/ SARIMA, BPNN, and NARX techniques. Li et al. [69] used the
particle swarm optimization (PSO), GA with back-propagation (GA-BP), artificial bee colony with
back-propagation (ABC-BP), and BP to project the groundwater level in overexploited arid regions of
northwest China. They found a promising performance of the ABC-BP method with double hidden
nodes in long-term groundwater fluctuation prediction.

To this end, for socio-economic development in the Gangetic plain of eastern Uttar Pradesh, the
groundwater plays a dynamic role. Although agriculture is the primary income source in Uttar Pradesh,
farmers are mostly dependent on the groundwater for non-monsoon season irrigation, as stated by
the Central Groundwater Board (CGWB) [70]. With the tremendous increase in population growth,
this region faces higher freshwater demand, leading to groundwater scarcity during the non-monsoon
season. According to the authors’ knowledge and reported literature so far, no study has been
conducted to examine the potential of a hybrid machine learning model—that is, a genetic algorithm
integrated with an artificial neural network (GA-ANN) for predicting the seasonal groundwater table
depth fluctuations in the area between the Ganga and Hindon rivers by using various hydrogeological
variables. The outcomes of the hybrid GA-ANN models were compared with the traditional GA
models based on eight statistical indicators (coefficient of determination (R2), coefficient of efficiency
(CE), correlation coefficient (r), mean absolute deviation (MAD), root mean square error (RMSE),
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coefficient of variation of error residuals (CVRE), absolute prediction error (APE), and performance
index (PI)) and through visual interpretation for optimal utilization of groundwater resources in the
study area.

2. Materials and Methods

2.1. Description of the Study Area

The study region is situated between the Hindon River and the Ganga River, consisting of an
alluvial cover of the Gangetic plain covering approximately 563,647 hectares with varying elevations
from 215 m to 273 m above MSL (mean sea level). The study region lies between the latitude of
28◦66′ N and 29◦92′ N and longitude of 77◦46′ E and 78◦02′ E, consisting of 24 blocks: 3 blocks of
Saharanpur district (Baliakheri, Nagal, Deoband), 6 blocks of Muzaffarnagar district (Charthawal,
Purkaji, Muzaffarnagar, Shahpur, Janpath, Khatauli), 12 blocks of Meerut district (Sardhana, Rohta,
Daurala, Mawana, Meerut, Janikurd, Saroorpur, Paricchitgarh, Hastinapur, Rajpura, Kharkhoda,
Macchra) and 3 blocks of Ghaziabad district (Muradnagar, Razapur, Bhojpur) of Uttar Pradesh. Figure 1
illustrates the location map study area with all the blocks. The entire study region’s climate is
sub-tropical monsoon with annual rainfall ranging from 933 mm to 1204 mm.

′
′ ′ ′

 

Figure 1. Location Map of the Study Area.

2.2. Hydrogeology of Study Area and Data Acquisition

The study region covers alluvium plain, consisting of sand, silt, clay, and minerals like sodium
carbonate, sodium chloride, and sodium sulfate with calcium and magnesium, and detrital traces
in varying proportions. Typically, the deposit of the sand bed contains the groundwater in the area.
The abstractions of groundwater are utilized for irrigation, drinking, industrial, and domestic purposes
in the study area. The groundwater abstraction rate is 942 m3/h, while the demand is estimated to be
between 5069 and 12,672 m3/h [70]. This study location has heterogeneous types of aquifers, which are
divided into three categories:

• Aquifer type group I is composed of different types of basalt rocks, like weathered, dense, and
vesicular. Groundwater occurs under water table conditions 30 m or lower than ground level.
The tube well discharge varies from 97 to 227 m3/h for drawdown between 2.68 m and 0.68 m.
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• Aquifer type group II is mainly sandstone, siltstone, limestone, and schist. The piezometric head
of the horizontal flowing wells lies between 6.63 and 8.92 m above the groundwater level. In the
non-flowing wells, it ranges between 1.55 and 11.34 m below the ground level. Most tube wells
constructed in this region register a free flow, ranging from 80 to 210 m3/h. In the non-flowing
wells, the discharge head varies from 2 to 8 m.

• Aquifer type group III is composed of gravel, pebbles, grit, sand, clay, etc. Quaternary aquifers
belong to this group. Groundwater occurs under unconfined conditions in surface or near-surface
aquifers. Water depth varies from 0.2 to 9.7 m.

For this analysis, the daily rainfall data of 21 years (1994–2014) were obtained from the Nazarat
district headquarters, while the groundwater table depth (GWTD) data measured at 38 observation
wells (Dabthawa, Daurala, Hastinapur, Ganeshpur, Janikurd, Atrada, Kaili, Macchra, Mawana,
Pilona, Meerut, Khatki, Paricchitgarh, Sathla, Incholi, Mau Khas, Rajpura, Salawana, Sardhana,
Sarrorpur, Surana, Razapur, Charthwal, Kutsera, Jansath, Kakrauli, Barla, Sohanjini, Deoband, Rajupur,
Kapoori Govindpur, Nagal, Rohta, Khatauli, Lakhnaur, Amrala, Muradnagar, and Muzaffarnagar)
for the pre- and post-monsoon seasons were collected from the Groundwater Department of Uttar
Pradesh (India) for the same period. Figure 2 shows the location of observation wells in the
study area. The pre-monsoon, post-monsoon, monsoon, and non-monsoon seasons are March–May,
October–December, June–September, and January–February, respectively. Figure 3a,b demonstrates
the variation of groundwater table depth measured at 38 observation wells during the pre- and
post-monsoon seasons. The study region’s statistical data were taken from the corresponding district
statistical departments regarding the number of minor irrigation structures, the area taken by minor
and major crops, area irrigated by minor irrigation structures, and the human population and livestock.

 

 

 

Figure 2. Study Area with 38 Observation Wells.
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Figure 3. The Fluctuation of Groundwater Table Depth at 38 Observation Wells in (a) Pre-Monsoon,
and (b) Post-Monsoon Seasons, 1994–2014.

2.3. Genetic Algorithm (GA)

The GA is a robust optimization metaheuristic algorithm, driven by natural and biological selection
based on Darwin’s survival theory [71,72]. The GA has no hypotheses like linearity, stationary, or
uniformity, and does not depend on any specific conceptual phenomenon. It involves chromosomes,
population set, fitness function, mutation, and selection steps. This provides a set of solutions, named
populations, that are governed by chromosomes. The solutions are taken from one population and
used to originate a new population, based on the idea that the newly developed population will be
better than the older population.

Furthermore, solutions are chosen to develop new solutions (offspring) as per the fitness function.
The above procedure will be repeated until the number of offspring in the final population is the same
as that equal to the number of parents in the initial population. Two genetic operators are used in
these processes: crossover and mutation. In this study, double point crossover and Gaussian mutation
operators were used with a crossover and mutation probability of 0.01. Figure 4 shows the general
process chart of the genetic algorithm. The necessary steps of the GA are outlined below:

1. Start: Generate chromosomes by random population.
2. Fitness: Determine the fitness function in the populations of every chromosome.
3. New Population: Develop the new population by following the steps that follow until completing

the new population.

(a) Selection: Based on their fitness, identify two parent chromosomes from a population.
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(b) Crossover: Cross the parents to create a new spring (children), with the possibility of a
crossover. When there is no crossover, offspring are the exact duplicate of the parents.

(c) Mutation: Mutate new offspring at each locus, with the likelihood of mutation.
(d) Accepting: In the new population, locate new offspring.

4. Replace: For the further running of the algorithm, use the newly created population.
5. Test: When the ended conditions are encountered, the current population’s best outcome will

stop and return.
6. Loop: Switch back to Step 2.

 
 
 

 

 

Figure 4. Flow Chart of the Genetic Algorithm (GA) Model.

2.4. Hybrid Genetic Algorithm-Artificial Neural Network (GA-ANN)

In this research, the Hybrid GA-ANN model was developed by incorporating the ANN into a
single topology coupled with the GA. The single ANN model suffers from certain drawbacks, such as
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getting trapped through local minima and slow learning rates. Therefore, optimization algorithms
such as the GA with ANN can significantly improve ANN efficiency [73–75] over the aforementioned
weaknesses. The integrated GA-ANN strategy fulfills the goal based on two steps:

• The GA technique is used to improve the topology of the ANN and its variables.
• The optimal response is obtained using ANN.

In this study, the GA method was chosen to maximize the optimal number of hidden neurons,
weights, and bias values for the ANN models. The GA variables, like crossover likelihood, selection
method, mutation rate, size of the population, and the generation numbers, were calculated based on a
hit and trial procedure; the details of GA parameters are summarized in Table 1. The flow diagram of
the proposed hybrid GA-ANN technique is depicted in Figure 5.

 

Figure 5. Flow Chart of the Hybrid GA-ANN Model.
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Table 1. GA parameters for the optimization of the Artificial Neural Network (ANN) model.

GA Parameter Type/Value

Population size 50
Population type Double vector

Population initial range [3 × 1double]
Selection Mechanism Roulette wheel

Basis of chromosome selection Fitness function (MSE)
Crossover type Double

Crossover Probability 0.8–1.0
Mutation type Gaussian

Mutation Probability 0.001–0.01
Elite count 2

Migration direction Forward
Migration interval 20

Time limit Infinite
Stall Generation limit Inf

Maximum number of generations 100
Termination Criteria 0.001 m2

Display Iteration

2.5. Determination of the Parameters the ANN Model

Architecture: Sets the relationship between a series of inputs and the desired outputs. The ANN
with a single hidden node structure has been used to forecast the seasonal GWTD in the study area.

Training algorithm: Training is a process in which iterative modification and optimization
techniques are adjusted to update the ANN model parameters such as connection weights and bias
values. After several iterations, the training will stop or converge to a specified minimum error rate.
In this study, GA optimization techniques were employed to reduce the error between the target and
the predictors.

Activation function: Used to convert the input signal to output. In this study, a linear transfer
function in the output layer and a logistic sigmoid transfer function in the hidden node were used for
ANN models. The functional limitations of the sigmoid logistic factor range between 0 and 1.

Learning rate: The trained mechanism’s efficiency is highly vulnerable to the selection of the
learning rate. A non-conventional GA optimization method was used to evaluate the favorable
learning rate.

Hidden neuron optimization: In general, a hit and trial procedure was utilized to determine
the neurons’ best-hidden numbers. Few researchers showed the utility of GA for optimizing hidden
neurons [76,77]. Hence, in this study, the GA optimization method was utilized to calculate the hidden
neurons’ optimum numbers.

Error function: Denoted by E, the means square error used for the optimization of the weights
and described by Equation (1):

E =
1
n
(
∑n

i=1

(

ai − pi)
2
)

(1)

where ai is the actual value, pi is the predicted value, and n is the number of observations.
Weight optimization: In this study, the learning of error correction was used to develop a channel

to attain favorable connection weights by reducing the risk of error between the network’s actual
performance of a neuron and the response targeted from that neuron. The initial range of weights
chosen was from 0 to 1 and was then prioritized using the GA technique.

2.6. Development of GA-ANN and GA Models for GWTD Prediction

In this research, a total of 18 models (9 for pre-monsoon and 9 for post-monsoon) were developed
with different input parameters (groundwater discharge, groundwater recharge, and antecedent water
table depth), as listed in Table 2, for predicting the seasonal GWTD in the study region. The total
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available data were separated into two classes: (i) training data included from 1994 to 2008 (70%), and
(ii) testing data obtained from 2009 to 2014 (30%). In both the seasons, the number of observations
varied from 548 to 570 for the training, and 206 to 228 for the testing. Figure 6 illustrates the length of
data utilized for the training and testing of the GA and GA-ANN models. The entire ANN and GA
modeling exercises were carried out using the MATLAB R2013a software.

𝐺𝑊ோ − − − − 𝐺𝑊஽ − − − −

−𝐺𝑊ோ − − − − 𝐺𝑊஽ − − − −

− − −𝐺𝑊ோ − − − − 𝐺𝑊஽ − − − −

∆ − − ∆ − − ∆ −𝐺𝑊ோ − − − − − − −  𝐺𝑊஽ −

− − − − − − −𝐺𝑊ோ − − − − − − − 𝐺𝑊஽ −

− − − − − − − − − − −𝐺𝑊ோ − − − − − − −  𝐺𝑊஽ −

− − − − − − ∆ − − ∆ − − ∆ −

− ∆ − − ∆ −𝐺𝑊ோ 𝐺𝑊஽
∆ e. 

 

𝐺𝑊ோ = 𝑅௥ ൅ 𝑅௖ ൅ 𝑅௜ ൅ 𝑅௚ ൅ 𝑅௦ ൅ 𝑅௧ 𝐺𝑊஽ = 𝐸௦ ൅ 𝑂௚ ൅ 𝐸௧ ൅ 𝑇௣𝑅௥ 𝑅௖ 𝑅௜𝑅௚ 𝑅௦𝑅௧ 𝐸௦ 𝑂௚𝐸௧𝑇௣
𝑅௥ = 3.47(𝑃 − 38)଴.ସ𝑅௥

Figure 6. Time-Series Plot of Pre- and Post-Monsoon GWTD in the Study Region.

In Table 2, the groundwater recharge (GWR) and discharge (GWD) were computed using
Equations (2) and (3) given by the Ministry of Water Resources, India (MWRI) [78]:

GWR = Rr + Rc + Ri + Rg + Rs + Rt (2)

GWD = Es + Og + Et + Tp (3)

where Rr is recharge due to rainfall, Rc is recharge due to seepage from canals, Ri is recharge due to
return flow of irrigation water, Rg is groundwater inflow into the area, Rs is influent seepage from
rivers, Rt is recharge due to seepage from tanks and ponds, Es is effluent seepage to rivers, Og is
groundwater outflow from the area, Et is evapotranspiration loss from groundwater reservoir, and
Tp is groundwater pumpage through wells. The groundwater recharge due to rainfall was estimated
using Equation (3) given by [79]:

Rr = 3.47(P− 38)0.4 (4)

In which, Rr is the rainfall penetration (cm), and P is the annual rainfall (cm). The groundwater
recharge data due to canal seepage were obtained from the Canal Irrigation Department of Uttar
Pradesh’s divisional offices. Recharge due to percolation of irrigation water applied to the field took
35% of the total water applied for irrigation, as suggested by Agricultural Refinance and Development
Corporation (ARDC) and CGWB, India [70,80]. Seepage from tanks and ponds was calculated based
on the Groundwater Department of Uttar Pradesh’s norms. The year-wise data of the number of
minor irrigation structures present in the study area were collected from the districts’ District Statistical
Officer. Then, pumpage was determined by multiplying the number of minor irrigation structures by
their respective unit drafts [70,80]. In the study region, groundwater withdrawal for industrial habits
was taken as 1% of the pumpage through minor irrigation units [70,80]. The groundwater requirement
for domestic purposes was taken as 135 L/day/capita. The total groundwater requirement for livestock
consumption was assumed to be 10% of the total water requirement, as livestock consumes a significant
portion of surface water resources.
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Table 2. Parameters of nine developed models for pre- and post-monsoon seasons.

Model Output Input

Pre-monsoon season

1 WTpr F[GWR(ms,n−1) + (Nms,n−1 to n), GWD(ms,n−1) + (Nms,n−1 to n), WTpr,n−1]
2 WTpr F[GWR(ms,n−1) + (Nms,n−1 to n), GWD(ms,n−1) + (Nms,n−1 to n), WTpr,n−1, WTps,n−1]
3 WTpr F[GWR(ms,n−1) + (Nms,n−1 to n), GWD(ms,n−1) + (Nms,n−1 to n), ∆WT(pr,n−1–ps,n−1) ]
4 WTpr F[GWR(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2),GWD(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2), WTpr,n−2]
5 WTpr F[GWR(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2), GWD(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2), WTpr,n−2, WTps,n−2, WTpr,n−1, WTps,n−1]
6 WTpr F[GWR(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2), GWD(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2), ∆WT(pr,n−2–ps,n−2), ∆WT(ps,n−2–pr,n−1), ∆WT(pr,n−1–ps,n−1)]

7 WTpr
F[GWR(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2) + (Nms,n−3 to n−2) + (ms,n−3), GWD(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2) + (Nms,n−3 to n−2) + (ms,n−3),

WTpr,n−3]

8 WTpr
F[GWR(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2) + (Nms,n−3 to n−2) + (ms,n−3), GWD(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2) + (Nms,n−3 to n−2) + (ms,n−3),

WTpr,n−3, WTps,n−3, WTpr,n−2, WTps,n−2, WTpr,n−1, WTps,n−1]

9 WTpr
F[GWR(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2) + (Nms,n−3 to n−2) + (ms,n−3), GWD(Nms,n−1 to n) + (ms,n−1) + (Nms,n−2 to n−1) + (ms,n−2) + (Nms,n−3 to n−2) + (ms,n−3),

∆WT(pr,n−3–ps,n−3), ∆WT(ps,n−3–pr,n−2), ∆WT(pr,n−2–ps,n−2), ∆WT(ps,n−2–pr,n−1), ∆WT(pr,n−1–ps,n−1)]

Post-monsoon season

1 WTps F[GWR(ms,n) + (Nms,n−1 to n), GWD(ms,n) + (Nms,n−1 to n), WTps,n−1]
2 WTps F[GWR(ms,n) + (Nms,n−1 to n), GWD(ms,n) + (Nms,n−1 to n), WTps,n−1, WTpr,n]
3 WTps F[GWR(ms,n) + (Nms,n−1 to n), GWD(ms,n) + (Nms,n−1 to n), ∆WT(ps,n−1–pr,n)]
4 WTps F[GWR(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2), GWD(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2), WTps,n−2]
5 WTps F[GWR(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2), GWD(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2), WTps,n−2, WTpr,n−1, WTps,n−1, WTpr,n]
6 WTps F[GWR(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2), GWD(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2), ∆WT(ps,n−2–pr,n−1), ∆WT(pr,n−1–ps,n−1), ∆WT(ps,n−1–pr,n)]
7 WTps F[GWR(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2) + (ms,n−2) + (Nms,n−3 to n−2), GWD(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2) + (ms,n−2) + (Nms,n−3 to n−2), WTps,n−3]

8 WTps
F[GWR(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2) + (ms,n−2) + (Nms,n−3 to n−2), GWD(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2) + (ms,n−2) + (Nms,n−3 to n−2), WTps,n−3,

WTpr,n−2, WTps,n−2, WTpr,n−1, WTps,n−1, WTpr,n]

9 WTps
F[GWR(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2) + (ms,n−2) + (Nms,n−3 to n−2), GWD(ms,n) + (Nms,n−1 to n) + (ms,n−1) + (Nms,n−1 to n−2) + (ms,n−2) + (Nms,n−3 to n−2),

∆WT(ps,n−3–pr,n−2), ∆WT(pr,n−2–ps,n−2), ∆WT(ps,n−2–pr,n−1), ∆WT(pr,n−1–ps,n−1), ∆WT(ps,n−1–pr,n)]

WT is the groundwater table depth, GWR is the groundwater recharge, GWD is the groundwater discharge, Pr is the pre-monsoon, Ps is the post-monsoon, n is the number of years, ms is
the monsoon season, Nms in the non-monsoon season, and ∆ is the change in storage.
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2.7. Statistical Indicators

The predictive efficacy of the formulated GA-ANN and GA models was evaluated based on
eight statistical measures: coefficient of determination (R2), coefficient of efficiency (CE), correlation
coefficient (r), mean absolute deviation (MAD), root mean square error (RMSE), coefficient of variation
of error residuals (CVRE), absolute prediction error (APE) and performance index (PI). These R2, CE, r,
MAD, RMSE, CVRE, APE, and PI, were computed using Equations (5)–(12) as given by [10,81]:

R2 = 1−
∑n

i=1(ai − Pi)
2

∑n
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(

ai − aavg

)2
(5)
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(
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)2
−
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(
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)2
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)
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2
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MAD =
1
n
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pi − ai (8)

RMSE =

√

1
n
(
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i=1
(ai − pi)

2) (9)

CVRE =
1
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√

∑n
i=1(ai − pi)

2

n
(10)

APE =

∑n
i=1 ai − pi
∑n

i=1 ai
(11)

PI =

√

∑n
i=1(ai − pi)

2

∑n
i=1 ai

(12)

where ai is the actual value of GWTD, pi is the predicted value of GWTD, n is the number of observations,
aavg is the average of actual GWTD values, and Pavg is the average of predicted GWTD values.

3. Results and Discussion

3.1. Prediction of GWTD Using Traditional GA Method

Firstly, the GA technique was optimized by computing the minimum value of the root mean square
error (RMSE) to build the GWTD prediction models. The generation limit values, population size, and
the number of binary variables with their lower and upper limits were established by the number of
variables in the models. Table 3 shows the GA parameters’ values for the nine pre-monsoon season and
nine post-monsoon season models, respectively. It was noted from Table 3 that the minimum RMSE
was 2.26 for GA-5 with a population size and generation limit of 150 and 200, respectively, for the
pre-monsoon season, while the minimum RMSE was 2.73 for post-monsoon season GA-8, with a
population size of 100 and generation limit of 150.

Table 4 displays the values of performance or statistical indicators in the pre-monsoon season.
The values of performance indicators for the GA-5 model were found to be better during the
pre-monsoon season. For this model, in the testing period, the maximum values of coefficient of
determination (R2), coefficient of efficiency (CE), and correlation coefficient (r) were 0.42, 0.33, and
0.65, respectively, while the minimum values of mean absolute deviation (MAD), root mean square
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error (RMSE), coefficient of variation of error residuals (CVRE), absolute prediction error (APE), and
performance index (PI) were 2.14, 5.11, 0.43, 0.23, and 0.03, respectively. Therefore, GA-5 was selected
to forecast the pre-monsoon GWTD in the study area. For the testing data set, the observed and
predicted GWTD values by GA-1 to GA-9 models during the pre-monsoon season are illustrated
in Figure 7, which shows that the predicted values of GWTD in the pre-monsoon season were not
in reasonable consistency with the observed GWTD values. From the 228 (38 × 6 (nodes × years))
expected values of GWTD in the pre-monsoon season, only 113 values were ensured a 10 % variation
during the testing period.

Table 3. Value of GA model parameters for pre- and post-monsoon seasons.

Model Population Size Generation Limit Minimum RMSE Generation at Minimum RMSE

Pre-monsoon

GA-1 50 60 3.95 45
GA-2 50 60 2.42 43
GA-3 100 120 3.18 85
GA-4 150 200 4.44 120
GA-5 150 200 2.26 120
GA-6 150 200 4.57 120
GA-7 100 150 4.65 120
GA-8 150 200 4.70 120
GA-9 150 200 4.01 135

Post-monsoon

GA-1 100 120 4.41 65
GA-2 100 120 4.54 100
GA-3 150 200 3.45 100
GA-4 100 150 4.03 86
GA-5 100 150 5.89 84
GA-6 100 150 5.49 95
GA-7 150 200 5.56 135
GA-8 150 200 2.73 150
GA-9 150 200 5.31 150

Table 4. Performance indicators of GA models during pre-monsoon season.

Model Period R2 CE r MAD MSE CVRE APE PI

GA-1
Training 0.26 −0.76 0.03 1.01 19.60 0.14 0.14 1.45
Testing 0.39 −0.31 0.62 2.63 15.60 0.65 0.33 0.05

GA-2
Training 0.40 −6.19 0.55 5.02 11.23 0.12 0.72 1.28
Testing 0.39 0.17 0.62 2.68 5.86 0.48 0.29 0.03

GA-3
Training 0.11 −1.16 0.39 6.01 25.77 0.91 0.08 0.03
Testing 0.02 −0.14 0.14 3.9 10.11 0.56 0.42 0.04

GA-4
Training 0.40 0.35 0.03 0.52 9.33 0.75 0.07 0.02
Testing 0.39 0.15 0.62 2.67 19.71 0.48 0.29 0.07

GA-5
Training 0.54 0.43 0.60 0.52 4.75 0.10 0.07 0.01
Testing 0.42 0.33 0.65 2.14 5.11 0.43 0.23 0.03

GA-6
Training 0.23 0.42 0.54 0.71 7.06 0.40 0.1 0.02
Testing 0.15 0.14 0.39 3.65 20.88 0.49 0.39 0.03

GA-7
Training 0.47 0.32 0.50 0.71 8.3 0.43 0.13 0.02
Testing 0.36 0.11 0.60 2.34 21.62 0.50 0.25 0.03

GA-8
Training 0.29 0.05 0.40 0.64 11.54 0.52 0.09 0.02
Testing 0.34 0.08 0.58 2.57 22.1 0.51 0.28 0.04

GA-9
Training 0.44 0.07 0.05 1.69 11.07 0.47 0.24 0.02
Testing 0.39 0.16 0.62 3.29 16.08 0.45 0.36 0.03
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Figure 7. Scatter plot of observed and predicted GWTD by (a) GA-1, (b) GA-2, (c) GA-3, (d) GA-4,
(e) GA-5, (f) GA-6, (g) GA-7, (h) GA-8, and (i) GA-9 models in testing period for pre-monsoon season.

Similarly, the values of performance indicators during the post-monsoon season are given in
Table 5. In the post-monsoon season, the GA-8 model produced the highest values of R2, CE, and r at
0.47, 0.68, and 0.31, respectively, while the values of MAD, MSE, CVRE, APE, and PI were the lowest at
1.87, 7.45, 0.47, 0.22 and 0.03, respectively. The GA-8 model was elected best to predict GWTD for the
post-monsoon season in the study area. Figure 8 demonstrates the comparison among the observed
and predicted values of GWTD in the post-monsoon season with the testing dataset. It can be seen in
Figure 8 that the GA-8 model has less scattering than the other models. Based on the assessment, it can
be concluded that the GA model had the potential ability to recognize the trend of groundwater table
depth data during both seasons. However, GA models were not able to predict the GWTD accurately
in the study region during both seasons.
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Table 5. Performance indicators of GA models during post-monsoon season.

Model Period R2 CE r MAD MSE CVRE APE PI

GA-1
Training 0.43 0.47 0.40 0.75 10.81 0.57 0.13 0.02
Testing 0.40 0.19 0.63 2.56 19.45 0.51 0.29 0.03

GA-2
Training 0.42 0.23 0.40 0.67 11.71 0.59 0.11 0.02
Testing 0.39 0.14 0.36 2.52 20.61 0.53 0.29 0.03

GA-3
Training 0.13 −0.29 0.08 0.33 19.78 0.78 0.04 0.03
Testing 0.01 −0.24 0.32 4.11 11.9 0.63 0.48 0.05

GA-4
Training 0.33 0.19 0.04 0.57 12.68 0.67 0.09 0.02
Testing 0.39 0.07 0.36 2.38 16.24 0.55 0.27 0.03

GA-5
Training 0.27 0.08 0.04 0.80 13.93 0.53 0.13 0.03
Testing 0.29 −0.44 0.54 2.74 34.69 0.68 0.32 0.04

GA-6
Training 0.08 −0.30 0.2 0.77 20.44 0.85 0.13 0.03
Testing 0.01 −0.24 0.1 4.18 30.14 0.63 0.48 0.03

GA-7
Training 0.41 0.32 0.05 0.62 10.31 0.52 0.10 0.02
Testing 0.39 −0.31 0.36 2.82 30.91 0.65 0.33 0.04

GA-8
Training 0.56 0.51 0.47 0.27 7.42 0.46 0.04 0.02
Testing 0.47 0.31 0.68 1.87 7.45 0.47 0.22 0.03

GA-9
Training 0.06 −0.32 0.06 0.9 20.12 0.77 0.15 0.03
Testing 0.07 −0.19 0.26 3.91 28.19 0.62 0.46 0.06

 

Figure 8. Scatter diagram of observed and predicted GWTD by (a) GA-1, (b) GA-2, (c) GA-3, (d) GA-4,
(e) GA-5, (f) GA-6, (g) GA-7, (h) GA-8, and (i) GA-9 models in testing period for post-monsoon season.
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3.2. Prediction of GWTD Using GA-ANN Models

The training and testing results based on the effect of population size on the mean square error
(MSE) for the post-monsoon and pre-monsoon seasons of all GA-ANN models are listed in Table 6.
It was observed in Table 6 that the minimum MSE values for different GA-ANN models were obtained
from a population size of 50 as compared with the MSE from the population sizes of 100 and 200 for all
models. Hence, the population size of 50 was selected as optimal for GA-ANN development to predict
seasonal GWTD in the study region. The optimal number of generations, optimal population size, and
respective MSE values for all GA-ANN models for pre- and post-monsoon seasons are summarized in
Table 7. In a single-layered ANN structure, the number of neurons was enhanced for all the developed
GA-ANN models using MATLAB R2013a software. The methodology of optimizing the GA was used
to maximize the number of neurons per model. The optimal numbers of neurons for each GA-ANN
model corresponding to the minimum mean square error (MSE) are given in Table 8.

Table 6. Effect of population size on GA-ANN models for pre- and post-monsoon seasons.

Model Data Set

Population Size = 50 Population Size = 100 Population Size = 200

MSE MSE MSE

Pre-
Monsoon

Post-
Monsoon

Pre-
Monsoon

Post-
Monsoon

Pre-
Monsoon

Post-
Monsoon

GA-ANN-1
Training 0.20 0.20 0.50 0.20 0.50 0.30
Testing 0.30 0.10 0.30 0.30 0.30 0.20

GA-ANN-2
Training 0.60 0.30 0.60 0.60 0.50 0.60
Testing 0.40 0.20 0.50 0.40 0.40 0.50

GA-ANN-3
Training 0.15 0.14 0.15 0.15 0.14 0.18
Testing 0.12 0.12 0.13 0.14 0.13 0.16

GA-ANN-4
Training 0.60 0.30 0.60 0.30 0.80 0.20
Testing 0.40 0.20 0.50 0.25 0.50 0.30

GA-ANN-5
Training 0.30 0.40 0.30 0.40 0.60 0.60
Testing 0.10 0.10 0.20 0.20 0.40 0.20

GA-ANN-6
Training 0.12 0.11 0.12 0.11 0.14 0.15
Testing 0.10 0.90 0.11 0.12 0.12 0.13

GA-ANN-7
Training 0.40 0.40 0.50 0.40 0.50 0.60
Testing 0.30 0.30 0.40 0.60 0.40 0.20

GA-ANN-8
Training 0.30 0.30 0.30 0.30 0.30 0.30
Testing 0.20 0.20 0.50 0.60 0.40 0.50

GA-ANN-9
Training 0.10 0.20 0.11 0.30 0.13 0.25
Testing 0.06 0.10 0.09 0.20 0.11 0.10

Table 7. Optimal population and generation for developed GA-ANN models during pre- and
post-monsoon seasons.

Model
Optimal Population Size Optimal Generation MSE

Pre-Monsoon Post-Monsoon Pre-Monsoon Post-Monsoon Pre-Monsoon Post-Monsoon

GA-ANN-1 49 49 35 45 0.02 0.03
GA-ANN-2 35 37 30 35 0.04 0.02
GA-ANN-3 45 50 40 45 0.19 0.46
GA-ANN-4 42 42 30 30 0.08 0.06
GA-ANN-5 39 47 35 35 0.05 0.05
GA-ANN-6 47 48 45 45 0.72 0.62
GA-ANN-7 47 32 30 25 0.02 0.02
GA-ANN-8 42 47 35 40 0.06 0.03
GA-ANN-9 49 48 45 45 0.94 0.95
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Table 8. Structure of different developed GA-ANN models.

Pre-Monsoon Post-Monsoon

Model
Neuron in the
Hidden Layer

Mean Square
Error

Model
Neuron in the
Hidden Layer

Mean Square
Error

GA-ANN-1 4 0.02 GA-ANN-1 7 0.03
GA-ANN-2 6 0.04 GA-ANN-2 7 0.02
GA-ANN-3 5 0.19 GA-ANN-3 8 0.46
GA-ANN-4 6 0.08 GA-ANN-4 11 0.06
GA-ANN-5 7 0.05 GA-ANN-5 8 0.05
GA-ANN-6 8 0.72 GA-ANN-6 12 0.62
GA-ANN-7 6 0.02 GA-ANN-7 7 0.02
GA-ANN-8 9 0.06 GA-ANN-8 9 0.03
GA-ANN-9 8 0.94 GA-ANN-9 8 0.95

Finally, the value of performance indicators of hybrid GA-ANN models for pre-monsoon season
during training and testing periods are listed in Table 9, which indicates that the performance of
GA-ANN-8 was better than other GA-ANN models. The values of R2, CE, and r for the GA-ANN-8
were found to be 0.91, 0.91, and 0.96, respectively, in the training period. In testing, the values of these
variables were 0.94, 0.94, and 0.97, respectively. The values of MAD, RMSE, CVRE, APE, and PI were
0.45, 0.22, 0.12, 0.01, and 0.03, respectively, during the training period, while in the testing period were
0.48, 0.17, 0.11, 0.03, and 0.02, respectively. The GA-ANN-8 model was chosen as the best to predict the
pre-monsoon GWTD in the study area. The observed and predicted values of GWTD in pre-monsoon
by the GA-ANN models for the testing dataset are plotted in Figure 9. It was noted from Figure 9
that the expected values of pre-monsoon season GWTD were in better agreement with the measured
(observed) values of GWTD during the testing period.

Table 9. Performance indicators of GA-ANN models in the pre-monsoon season.

Model Structure Dataset R2 CE r MAD RMSE CVRE APE PI

GA-ANN-1 3-4-1
Training 0.93 0.88 0.96 0.56 0.25 0.14 0.11 0.04
Testing 0.92 0.89 0.95 0.59 0.28 0.13 0.10 0.03

GA-ANN-2 4-6-1
Training 0.90 0.87 0.95 0.57 0.30 0.15 0.12 0.05
Testing 0.89 0.84 0.94 0.65 0.59 0.16 0.13 0.04

GA-ANN-3 3-5-1
Training 0.89 0.82 0.94 0.85 0.85 0.19 0.14 0.06
Testing 0.54 0.46 0.73 0.75 0.96 0.31 0.16 0.07

GA-ANN-4 3-6-1
Training 0.80 0.77 0.79 0.62 0.78 0.19 0.12 0.06
Testing 0.83 0.79 0.89 0.54 0.76 0.17 0.09 0.08

GA-ANN-5 6-7-1
Training 0.86 0.89 0.93 0.59 0.76 0.18 0.02 0.03
Testing 0.85 0.82 0.92 0.49 0.74 0.14 0.04 0.05

GA-ANN-6 5-8-1
Training 0.83 0.82 0.92 0.65 0.79 0.21 0.10 0.06
Testing 0.75 0.80 0.87 0.56 0.80 0.15 0.10 0.09

GA-ANN-7 3-6-1
Training 0.86 0.90 0.92 0.49 0.31 0.15 0.11 0.07
Testing 0.84 0.82 0.91 0.61 0.42 0.13 0.10 0.06

GA-ANN-8 8-9-1
Training 0.91 0.91 0.96 0.45 0.22 0.12 0.01 0.03
Testing 0.94 0.94 0.97 0.48 0.17 0.11 0.03 0.02

GA-ANN-9 7-8-1
Training 0.75 0.59 0.87 0.84 0.75 0.21 0.15 0.08
Testing 0.62 0.45 0.79 0.87 0.98 0.23 0.19 0.04
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Figure 9. Scatter diagram of observed and predicted GWTD by (a) GA-ANN-1, (b) GA-ANN-2,
(c) GA-ANN-3, (d) GA-ANN-4, (e) GA-ANN-5, (f) GA-ANN-6, (g) GA-ANN-7, (h) GA-ANN-8, and
(i) GA-ANN-9 models in the testing period for pre-monsoon season.

Similarly, for the post-monsoon season, the performance indicator values of hybrid GA-ANN
models are summarized in Table 10 for both the periods and found that the GA-ANN-8 performed
significantly better than other GA-ANN models. The values of R2, CE, and r for the GA-ANN-8
were obtained as 0.89, 0.90, and 0.94, respectively, during the training period and 0.95, 0.96, and 0.97,
respectively, during the testing period. While the values of MAD, RMSE, CVRE, APE, and PI for
GA-ANN-8 were found to be 0.56, 0.31, 0.15, 0.11, and 0.03, respectively, in the training, and 0.45, 0.42,
0.13, 0.10, and 0.01, respectively, in the testing. The observed and predicted GWTD values yielded by
GA-ANN-1 to GA-ANN-9 models for post-monsoon throughout the testing period are illustrated in
Figure 10. It was found that the expected value of GWTD in post-monsoon had a better association
with the observed values of GWTD in the testing period. The reason for the better performance of the
GA-ANN-8 model may be the development of the model using annual data from three years, including
the values of previous groundwater table depth for both seasons. However, in the GA-ANN-1 and
GA-ANN-5 models, only annual data from one and two years were used. Therefore, the GA-ANN-8
model was nominated as the best model to predict the post-monsoon GWTD in the study area.
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Table 10. Performance indicators of GA-ANN models in the post-monsoon season.

Model Structure Dataset R2 CE r MAD RMSE CVRE APE PI

GA-ANN-1 3-7-1
Training 0.89 0.87 0.94 0.58 0.52 0.17 0.14 0.04
Testing 0.92 0.93 0.96 0.53 0.54 0.15 0.11 0.03

GA-ANN-2 4-7-1
Training 0.87 0.85 0.93 0.64 0.75 0.21 0.17 0.06
Testing 0.90 0.87 0.95 0.59 0.56 0.18 0.12 0.04

GA-ANN-3 3-8-1
Training 0.88 0.86 0.94 0.60 0.58 0.19 0.16 0.05
Testing 0.77 0.75 0.88 0.53 0.69 0.30 0.15 0.05

GA-ANN-4 3-6-1
Training 0.74 0.69 0.86 0.85 0.88 0.21 0.13 0.05
Testing 0.89 0.85 0.89 0.84 0.79 0.14 0.14 0.04

GA-ANN-5 6-8-1
Training 0.86 0.81 0.93 0.60 0.79 0.19 0.12 0.04
Testing 0.92 0.93 0.96 0.53 0.55 0.12 0.11 0.02

GA-ANN-6 5-12-1
Training 0.60 0.62 0.77 0.72 1.15 0.56 0.15 0.08
Testing 0.50 0.57 0.71 0.69 1.35 0.86 0.86 0.09

GA-ANN-7 3-7-1
Training 0.86 0.82 0.93 0.83 0.35 0.19 0.11 0.06
Testing 0.88 0.87 0.94 0.80 0.51 0.22 0.22 0.06

GA-ANN-8 8-9-1
Training 0.89 0.90 0.94 0.56 0.31 0.15 0.11 0.03
Testing 0.95 0.96 0.97 0.45 0.42 0.13 0.10 0.01

GA-ANN-9 7-8-1
Training 0.77 0.74 0.88 0.89 0.79 0.25 0.16 0.07
Testing 0.71 0.54 0.78 0.79 1.01 0.45 0.45 0.09

Figure 10. Scatter diagram of observed and predicted GWTD by (a) GA-ANN-1, (b) GA-ANN-2,
(c) GA-ANN-3, (d) GA-ANN-4, (e) GA-ANN-5, (f) GA-ANN-6, (g) GA-ANN-7, (h) GA-ANN-8, and
(i) GA-ANN-9 models in the testing period for the post-monsoon season.
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This study’s outcomes follow the studies carried out in other parts of the world to predict
the groundwater level with slightly different input parameters [44,62,65,68,69,82,83], and found the
performance of GAs implemented with ANN promising for the prediction of groundwater table depth
in various regions. Shiri et al. [84] predicted groundwater depth (GWD) fluctuations of two coastal
aquifers located in Donghae City, Korea, by employing six heuristic models: boosted regression tree
(BRT), random forests (RF), multivariate adaptive regression spline (MARS), ANN, support vector
machine (SVM), and gene expression programming (GEP). They found the GEP model with tide and
rainfall data provided better estimates than the other models. Some findings also showed the potential
capability of genetic algorithm in conjunction with other machine learning techniques in various water
resources problems [85–87].

This study’s overall findings revealed that the hybrid GA-ANN models performed well in
seasonal groundwater table prediction with varying input variables in the study area. These models
were more reliable, robust, dynamic, and time-saving than the simple one. This study would help
the hydrologists and geologists formulate a smart, intelligent system for effective planning and
management of groundwater resources for operating the various drives in the study region. Thus,
this study proved the feasibility of the hybrid GA-ANN model in predicting the seasonal GWTD in the
area between the Ganga and the Hindon rivers in Uttar Pradesh.

4. Conclusions

With climate change and overexploitation situations, groundwater table fluctuations’ accurate
predictions are essential for managing groundwater resources. The present study aimed to investigate
the comparative potential of the hybrid GA-ANN models against the traditional GA models to predict
the seasonal groundwater table depth in the area between the Ganga and the Hindon rivers. The ability
of developed models was evaluated by using the statistical indicators (coefficient of determination,
coefficient of efficiency, correlation coefficient, mean absolute deviation, root mean square error,
coefficient of variation of error residuals, absolute prediction error, and performance index), as well
as through visual inspection. The analysis results demonstrate that the GA models recognized the
groundwater table depth trend efficiently but failed to predict the groundwater table depth because
the maximum coefficient of determination was only 0.47. Simultaneously, the GA-ANN models’
performance was found to be superior to the GA models for GWTD prediction in both the seasons,
with the highest coefficient of determination values of 0.94 and 0.95, respectively. It was also concluded
that the more significant number of input parameters enhanced the predictive rationality of applied
GA-ANN models. Thus, the GA-ANN based models may be successfully functional in the field of
groundwater to predict the groundwater table fluctuations with reasonably good accuracy.

The efficient models found in this study confirm promising outcomes and proved to be reliable
and time-saving technologies for optimal planning and management of groundwater resources in the
study area. Our proposed model could be readily transferable or adapted to other areas, specifically
those with similar hydrogeological conditions. The accessibility and quantity of data are challenging.
In future research, the authors will project to establish a wireless sensor network for near real-time
monitoring of groundwater levels and meteorological data in the study area.
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Abstract: Environmental flow assessments (e-flows) are relatively new practices, especially in
developing countries such as Nepal. This study presents a comprehensive analysis of the influence
of hydrologically based e-flow methods in the natural flow regime. The study used different
hydrological-based methods, namely, the Global Environmental Flow Calculator, the Tennant method,
the flow duration curve method, the dynamic method, the mean annual flow method, and the annual
distribution method to allocate e-flows in the Kaligandaki River. The most common practice for
setting e-flows consists of allocating a specific percentage of mean annual flow or portion of flow
derived from specific percentiles of the flow duration curve. However, e-flow releases should mimic
the river’s intra-annual variability to meet the specific ecological function at different river trophic
levels and in different periods over a year covering biotas life stages. The suitability of the methods
was analyzed using the Indicators of Hydrological Alterations and e-flows components. The annual
distribution method and the 30%Q-D (30% of daily discharge) methods showed a low alteration at the
five global indexes for each group of Indicators of Hydrological Alterations and e-flows components,
which allowed us to conclude that these methods are superior to the other methods. Hence, the study
results concluded that 30%Q-D and annual distribution methods are more suitable for the e-flows
implementation to meet the riverine ecosystem’s annual dynamic demand to maintain the river’s
health. This case study can be used as a guideline to allocate e-flows in the Kaligandaki River,
particularly for small hydropower plants.

Keywords: dynamic flow releases; flow regime; hydrological methods; Indicators of Hydrological
Alteration; river health

1. Introduction

1.1. Overview of E-Flow Concept

Climate change, rapid globalization, economic boost, and ever-increasing populations demand
better management of water resources. To meet humankind’s demands (i.e., energy, water), many water
conservancy and hydropower projects have been built [1]. Several hydropower plants are under
construction or planned to be constructed, which will modify the rivers’ natural flow regime either
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through impoundments such as dams and barrages or through diversion work for agriculture or
urban supplies [2]. These projects contribute to tackling the climate change effect (drought, floods) and
improve the living standard of citizens (rent standards). However, its adverse effects, such as reducing
total flow discharge left to the river, changing the seasonal flow regime [3,4], altering the magnitude and
frequency of floods, and modifying the groundwater table are a severe threat to the aquatic ecosystem
existence [5,6]. Most rivers with dams and diversion projects are at the ecological tipping point,
which means act now or face the projects’ worst effects soon. Hence, along with humankind’s benefits,
it is required to protect the rivers, natural lakes, and groundwater of the watershed by mitigating the
riverine ecosystem [7].

The escalating hydrological alterations of the rivers flow regime, and its resulting severe impacts
on the riverine ecosystem’s health is recognized globally [8–10]. With the advent of growing public
consciousness in the river health and its hydrological alteration causing adverse impacts, river scientists
developed the science of environmental flows (e-flows) assessments, which aid in determining the
quality and quantity of water required for the protection of the riverine ecosystem and its inhabitants.
The US clean water act 1977, 1992 European Commission (EC), Habitat Directive, and 2000 EC Water
Framework Directives are examples that stressed mandatory river restoration to improve rivers’
ecological status. The Water Sustainability Act (2016) mandated that streamflow should not reduce
below the environmental flow needed due to groundwater pumping in British Columbia and Canada.
Environmental flow has been mandated in British Columbia, Canada, and California, USA [11].
An “Instream Flow Requirement (IFR),” “environmental flows,” “Environmental Flows Requirement
(EFR),” or “environmental water demand (EWD)” are used as interchangeable terminology for the
e-flows [2]. E-flows represent the flow regime provided within a river downstream to maintain a certain
acceptable river health level and are widely used as environmental protection measures in many water
conservancies projects [12,13]. E-flows is defined as “the quantity, timing, and quality of freshwater flows

and levels necessary to sustain aquatic ecosystems which, in turn, support human cultures, economies, sustainable

livelihoods, and well-being,” according to the Brisbane Declaration [14]. The process of defining the
e-flows is known as “environmental flow assessment (EFA)” [15]. E-flows represent the water needed
for the river ecosystem. However, there are other demands as well, such as residential, agriculture,
and farming. Hence, all respective sectors’ demand should be considered to understand the relationship
between water availability and water stress on the river ecosystem. For instance, Xu et al. [16] integrated
the e-flow requirement in water-stress impact analysis to inform energy system deployment. This study
did not consider any water needs except for hydropower production. All of the basin’s existing
facilities’ water needs should be integrated to conduct water-stress analysis, giving us an idea about
the basin’s energy system deployment. Groundwater plays a vital role in river hydrology and ecology
at various scales (spatial and temporal), evaluating the spatial and temporal pumping effects on
streamflow depletion while allocating environmental flows [17,18]. Gleeson and Richter [18] suggested
that “high levels of ecological protection will be provided if groundwater pumping decreases monthly
natural baseflow by less than 10% through time”. However, the discussed e-flows methodologies do
not consider the impact of groundwater pumping. The study recommends integrating the impact of
groundwater pumping and the impact of water infrastructure on environmental flows.

Environmental flow methodologies stem from a need to conserve mostly rivers and wetlands
sustainably with the appropriate ecological balance in the water system close to the natural flow
regime. This concern led to the development of different approaches in the environmental flows’
methodologies worldwide. Tharme [8] reviewed more than 200 methodologies spread across different
geographical spectra. Though all of these methodologies, in principle, have the same goal to achieve
a suitable environmental flow regime of water bodies, they differ in their working principle and
assumptions made during derivation. These vast methodologies can be classified into four major
categories: (1) hydrological, (2) hydraulic rating, (3) habitat simulation, and (4) holistic methodologies.
The first two categories, hydrological and hydraulic rating, are based on the assumption that water
bodies’ habitats/ecosystem functions (e.g., rivers) degrade with reducing water availability in the
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river. Whereas, habitat simulation assumes an “optimal” flow in the river, sustaining the river ecology
in balance [9,19]. Holistic methods are more comprehensive methods with environmental flows
designed to mimic the natural hydrograph [20]. Table 1 shows a short overview of all types of methods.
The different factors, namely, types of the river (e.g., perennial, seasonal, high base flow, flashy);
ecological importance of the river; stakeholders involved; cost; and difficulty of obtaining data decide
the preference of the EFA methods [21]. For brevity, the concepts and details of these methods are
described in the literature [19,20,22–25].

Table 1. Selection criteria for different environmental flow calculation methodologies [26].

Method Category Resolution Level Ecosystem Time Cost

Hydrologic Very Low/Low River Short Less
Hydraulic rating Low River Short/Long Less/Medium
Habit simulation Medium/High River Medium/Long Medium/High

Holistic High Wetland, floodplains, Long High

Hydrological methods use historical flow data records (e.g., daily, monthly, seasonal, yearly flow)
to recommend an e-flows setting for maintaining the desired level of river health [24]. Rather than
focusing on the optimized environment for single species, this method encompasses the conservation
of rivers’ overall ecological integrity. The hydrological methods assume that there exists a relationship
between flow parameters and biological attributes [27]. Based on this, different parameters are
developed to optimize the flow regime. However, hydrological methods have some limitations.
They can be used only in gauged catchments, are sensitive to hydrological data, and assume that all
the aquatic organisms need the same quantity of water for survival. Due to its easiness of application,
rapid assessment, low cost, and fewer field visits with most of the data readily arrived or can be
simulated; hydrological methods are widely used to calculate environmental flow [28]. About 30% of
all methods are hydrological-based [29]. Most of the preliminary and planning studies’ hydrological
methods are used [30]. Suwal et al. [31] used the desktop hydrological method “Global Environmental
Flow Calculator” (GEFC) to calculate the e-flow for different classes. Pastor et al. [32] recommended
the suitability of the Variable Monthly Flow (VMF) and Tessman methods, especially for the variable
flow regimes river.

1.2. Environmental Flows Practices in Nepal

The world is focusing and giving prime importance to the ecological impact assessment of
water-related projects like hydropower and developing a robust e-flows setting methodology to
ensure rivers’ ecological integrity [27,33,34]. The concept of e-flows is burgeoning on a global scale.
However, in Nepal, the e-flows concept is still in its infancy as investors and the government are
not serious about the rivers’ e-flows requirements while constructing water conservancy projects on
the rivers in Nepal. Many hydropower projects (storage, run of the river, and peaking run of the
river) are at the construction phase. Most of the projects are located on most of Nepal’s major rivers’,
namely in Kaligandaki, Karnali, and Mahakali. Developed countries have used different advanced
and robust methodological approaches for e-flows regulation. However, developing nations like
Nepal usually use hydrological methods. Though hydropower development goes back a century,
environmental flow concern was not significant until the Water Resource Act, 1992 in Nepal. This act
gave the basic idea about the “environmental study” but did not encompass the broader environmental
flows aspect. The Environmental Protection Act (EPA), 1997, was the turning point for e-flows in
Nepal as it gave basic guidelines and highlighted the need for Initial Environmental Examination
(IEE) and Environmental Impact Assessment (EIA) based on the installed capacity of projects. The
EPA made the Environmental Protection Rules (EPR, 1997), making it mandatory to conduct an EIA
for projects above 50 MW, and an IEE study for projects below 50 MW [35]. The introduction of the
Hydropower Development Policy, 2001, became the paradigm shift in the e-flows setting in Nepal
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as it exclusively defined the minimum flow requirements for hydropower projects built onwards.
Ecological, downstream, or environmental flows are the terms used in Nepal for the e-flows. The policy
stated that “Provision should be made to release such quantum of water which is higher of either at
least 10% of the minimum monthly average discharge of the river/stream or the minimum required
quantum as identified in the environmental impact assessment study report” [35]. The working Policy
for Construction and Operation of Physical Infrastructure within Protected Area (2009) further defined
different provisions of e-flows that is: If the headworks is within the conservation areas, at least 50% of
the monthly flow is considered as e-flows and if the headworks are not within conservation areas, but
the downstream flow through the conservation areas, at least 10% of the monthly flow is considered
as e-flows [35]. With the support of the International Water Management Institute (IWMI) and the
World-Wide Fund for Nature (WWF), e-flows assessment in Nepal is undergoing in many rivers [36,37].
About 50% of all large rivers are affected by dam construction. Studies have identified that cold-water
fish in Nepal are threatened due to block connectivity by dam blockages of hydropower projects [38].
Snow trout and gold mahseer are critically endangered fish species, and dark mahseer and Gangetic ailia

are the vulnerable fish species according to the International Union for Conservation of Nature (IUCN).
Furthermore, the irrigation policy (2014) [39] gave the working direction and decided to use only

the residual water for irrigation purposes after maintaining the minimum required water flow in
the river and creeks. During the last two decades, many hydropower projects had been constructed.
More projects are in the construction phase and the pipeline [40]. The EIA reports show the requirement
of e-flows in the projects; however, due to a lack of monitoring resources, none of Nepal’s projects
has been following the policy regarding the e-flows implementation, which is a severe threat to the
downstream ecosystem of the projects. For instance, the Modi River did not get environmental flows
as prescribed in EIA and IEE reports except for the wet season [41,42].

The case study on the environmental flow assessment discussed in this paper is located in
Nepal’s Himalayan region. Table 1 shows that hydrological methods are best suited for Nepal on
the primary investigation of e-flows. The main objectives of the present study are: (i) study different
existing hydrological e-flow methods (EFMs) and allocate e-flows using six different e-flow methods;
(ii) comparison of 6 EFMs; (iii) compute flow alteration using the Indicators of Hydrological Alterations
(IHA) indicators and e-flows components (EFC) and application of global indexes; and (iv) to suggest
better e-flows assessment methods (hydrological). The Kaligandaki River is considered as a case study
for this investigation. The study is organized as follows: Section 2 presents details about the study
area and applied methodologies. Section 3 shows the main results of the study. The discussion and
conclusion are developed in Sections 4 and 5, respectively.

2. Materials and Method

2.1. Study Area

Kaligandaki is one of Nepal’s major rivers and the Narayani River (Figure 1). Narayani River
joins the Ganges River in India as a left-bank tributary, eventually draining at the Bay of Bengal.

This paper’s study station is Kotagaon Shringe hydrometric station located at 27◦45′00”N latitude
and 84◦20′50”E longitude at an elevation of 198 m [6]. The station lies downstream of the powerhouses
of the Kaligandaki-A hydropower station. The daily flow values recorded at the Kotagaon station were
obtained from the Department of Hydrology and Meteorology (DHM), Nepal (http://dhm.gov.np/).
The mean daily flows data from the year 1964–2015 were used in the study. The details of the
Kaligandaki River are shown in Table 2. These flow values were processed in MS-Excel.
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Figure 1. Hydropower and hydrometric station locations within the Kaligandaki River Basin, Nepal.
The upper figure shows the mean daily time series of flow discharge from the year 1964–2015.

Table 2. Flow data and watershed description of Kaligandaki River, Nepal.

Name Details

Elevation 190 m to 8168 m
Total catchment area 11.851 km2

Location 82◦52.8′ E to 84◦26.3′ E, 27◦43.2′ N to 29◦19.8′ N
Mean annual precipitation 1396 mm

Flow data Series 1 January 1964–31 December 2015
Min flow (m3/s) 46

Mean flow (m3/s) 449.7
Max flow (m3/s) 6840

Min average monthly flow (m3/s)
10% of min average monthly flow (m3/s)

90
9

2.2. Methodology

In this study, six different hydrologic-based EFA methods were used to evaluate e-flows in the
Kaligandaki River and later compared its effectiveness and influence on the natural flow regime using
IHA indicators. The leading cause of using hydrological methods is the lack of ecological information
of the basin, which is a must in other advanced methods, such as holistic habitat simulation methods.
The figurative workflow of the study is shown in Figure 2. The key features of the used methods are
discussed in the following sections.
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Figure 2. The flow chart shows the main steps and e-flow methods applied in this study.

2.2.1. Annual Distribution Method

The Annual Distribution Method (ADM) method is based on the mean ratio index, a ratio between
annual average runoff and minimum annual average runoff. The ADM assumes that the minimum
monthly average runoff of rivers could meet the essential water needs to maintain essential ecological,
environmental function, give a favourable environment for the survival of the aquatic organism and
riverine ecosystem will not suffer severe irreversible damage; however, it cannot reflect the hydrological
characteristics of the river. Nevertheless, for many years, the average monthly discharge process can
better reflect the overall historical river discharge process, such as timing, duration, frequency, and flow
rate change. The mean ratio index is determined and quantified in the same period. According to
the long series data of the natural average monthly flow of hydrological station, the average annual
discharge Q and the minimum annual discharge Qmin are calculated respectively [43]. The calculation
formulas are given below:

Q =
1
12

12
∑

i=1

qi (1)

qi =
1
n

12
∑

j=1

qi j (2)

Qmin =
1

12

12
∑

i=1

qmin(i) (3)

qmin(i) = min(qi j), j = 1, 2, . . . , n (4)

where qi is the average monthly discharge of ith month during series of n years (m3/s); qmin(i) is the
minimum monthly discharge of ith month for n years (m3/s); qi j is the average discharge of ith month
jth year; n is the number of years data available.

Calculate the mean ratio index (η) using an annual average discharge (Q) and minimum annual
average discharge (Qmin) at the same time.

η =
Qmin

Q
(5)

Qi = qi × η (6)
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Calculate the basic ecological flow for each month (Qi) using Equation (6), where i is the month, i.e.,
i = 1, 2–12. The ADM method calculates monthly environmental flow; however, we needed daily
flow for a year to compute IHA flow alteration. The study used Equation (7) to convert monthly
environmental flow into daily flow [44].

Qi
env, j =

Qi
n, j

Qi
n

×Qi
env (7)

where Qi
env, j is the minimum environmental flow on the jth day of the ith month, Qi

n, j is the natural

flow on the jth day of the ith month, Qi
n is the average value of the natural flow of the ith month, and

Qi
env is the minimum environmental flow of the ith month.

2.2.2. Global Environmental Flow Calculator

The study used the “Global Environmental Flow Calculator” (GEFC) software [13] to calculate
the environmental flow of different Environmental Management Classes (EMC). The GEFC software
implements the “FDC Shifting” method. The details about the software are described in Smakhtin and
Eriyagama [13]. The method describes ‘Environmental Management Classes’ (EMC). Table 3 shows
the details about EMC and its corresponding ecological description with a management perspective.
It classified EMC into six classes giving six similar environmental flow levels to each class. The software
gives the percentage of mean annual flow (MAF) in each EMC. The study considers only EMC
from B to F.

Table 3. Description of Environmental Management Classes (EMC) used in the Global Environmental
Flow Calculator [2,13].

EMC Most likely Ecological Condition Management Perspective

A
(Natural)

Same as natural rivers with insignificant
modification of instream and riparian habitat

Protected rivers and basins. Reserves and
national parks. No new water projects

(dams, diversions, etc.) allowed.

B
(Slightly modified)

Largely intact biodiversity and habitats
despite anthropogenic activities

(dam, diversion, basin modifications)

Water supply schemes or irrigation
development present and/or allowed.

C
(Moderately modified)

The biota’s habitats and movement have been
impacted, but essential ecosystem functions
are still unmodified; some sensitive species

are vanished and/or reduced in extent;
alien species survived.

Multiple disturbances (for instance, dams,
diversions, habitat modification,

and reduced water quality) related to the
need for socio-economic development

D
(Largely modified)

Substantial changes in natural habitat, biota,
and essential ecosystem functions have
occurred; a lower than expected species
richness; the much-lowered presence of
intolerant species; alien species prevail.

Significant and precise visible
disturbances (such as dams, diversions,

transfers, habitat modification, and water
quality degradation) associated with

basin and water resources development

E
(Seriously modified)

Habitat diversity and availability have
declined; species richness is strikingly lower
than expected; only tolerant species remain;

indigenous species can no longer breed;
alien species have invaded the ecosystem.

High human population density and
extensive water resources exploitation.

This class is not suitable as a management
goal. The management team should move

to a higher class to restore the flow
pattern of the river.

F
(Critically modified)

Modifications have reached a tipping point;
the ecosystem has been completely modified

with an almost complete loss of natural
habitat and biota; in the worst case,

the underlying ecosystem functions have
been destroyed, and changes are irreversible.

This status is not acceptable from the
management perspective. Management

interventions are necessary to restore flow
patterns and river habitats (if still

possible/feasible) to ‘move’ a river to a
higher management category.
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2.2.3. Flow Duration Curve Analysis

The Flow Duration Curve Analysis (FDCA) method is another popular method used in
environmental flow calculations. A typical flow duration curve represents the proportion of flow
exceeded for a particular time in the river section. Based on this exceedance curve, the minimum
threshold is defined to preserve the ecological integrity of rivers. Generally, indices related to
flow duration curves are developed. The maximum abstraction level of water from the river can
be subsequently calculated. This method is useful in setting environmental flows downstream of
hydropower. The equation used to compute the exceedance probability, which also is referred to as the
flow-duration percentile, is given as:

P = 100× (m/(n + 1)) (8)

where P is the exceedance probability, m is the ranking, from highest to lowest, of all daily mean flows
for the specified period of record, and n is the total number of daily means flows in the recorded period.

In this study, Q80%, Q85%, and Q90% are used as low flow indices.

2.2.4. Tennant Method

The Tennant method [45,46] suggested that specific percentages of the average annual flow (AAF)
are necessary to maintain a river ecosystem’s biological integrity. It assumed that the aquatic organisms’
water requirement depends on different life cycles, such as the reproductive stage, global growth stage,
etc. These stages have different water requirements. Hence, the method divided the whole year into a
spawning period (April–September) and the general growth period (October–March). Table 4 shows
the percentage standards of an aquatic organism’s water requirement in different life cycle stages.

Table 4. Flow recommendations as per the Tennant method, based on Tennant [45].

Aquatic-Habitat Condition for
Small Stream

Recommended Base Flow (% of MAF)

General Period
(October–March)

Fish Spawning Period
(April–September)

Flushing or maximum 200% of the average flow
Optimum range 60–100 60–100

Outstanding 40 60
Excellent 30 50

Good 20 40
Fair or degrading 10 30
Poor or minimum 10 10

Severe degradation <10% of average flow to zero flow

2.2.5. Dynamic Methods

30% of Mean Daily Flow (30%Q-D).
This is based on the concept of minimum daily flow. It releases 30% of mean daily flow, considering

a long series of interannual mean daily flow data, allowing for dynamic e-flows releases [47–49].

2.2.6. Mean Annual Flow

At least 10 or 25% of the Mean Annual Flow (MAF) must be released to the downstream depending
upon the degree of environmental protection in the river reach. For satisfactory results, at least five
years of continuous daily flow data are needed. For more representative results, a long time series of
interannual mean daily flow data is required for this method [47].
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2.2.7. Indicators of Hydrological Alteration (IHA) and Global Indexes

Richter et al. [50] used 32 “ecologically relevant” hydrological indexes to develop a set of Indicators
of Hydrologic Alteration (IHA). The IHA indexes represent five essential parameters of the natural flow
regime: magnitude, frequency, duration, timing, and rate of change [51]. The IHA indexes captured
most of the variation and information described by 171 indexes, which makes IHA indexes the best
choice to represent alteration on rivers [52]. The study used the Richter et al. [53] approach to assess
the flow regime and e-flows component (EFC) alteration using relative mean deviation between the
natural flow regime (NFR) and e-flows release from the 6 EFMs.

Kuriqi et al. [47] proposed a global index for a separate group of IHA indicators to simplify the
analysis. Initially, the alteration of each indicator was computed using Equation (9), which is the
relative mean difference between natural flow regime (NFR) and altered flow regimes (AFR) divided
by nfr. Here, afr is the regime that will be obtained after releasing the e-flows instead of natural flows.
After that, each group’s new global index was computed using Equation (10), each group’s average.
The details about indexes are shown in Table 5.

HIi, j =

∣

∣

∣

∣

∣

∣

HIi, j(n f r) −HIi, j(a f r)

HIi, j(n f r)

∣

∣

∣

∣

∣

∣

(9)

I j =

∑

HIi, j

N
(10)

where HIi, j is the relative mean difference of i hydrological indicator of j group. I j: global alteration index
of j group, HIi, j(n f r): hydrological indicator related to nfr, HIi, j(a f r): hydrological indicator related
to the altered flow regime, and N; the total number of IHA indexes for each group. Here, i = 1,2–12
depend upon the group and j = 1,2,3,4,5. The five indices are classified, as shown in Table 6.

Table 5. List of the Indicators of Hydrologic Alteration (IHA) parameters, their ecological significance,
and regime characteristics and global indexes for each IHA group.

Global Index for Each Group IHA Parameters
Regime Characteristic
(Specific Alteration)

Ecological Significance

Mean Monthly Flow
Alteration Index (Imm)

Group 1:
Mean value of each

calendar month

Magnitude
(increased variation)

Guaranteed favourable
habitat conditions and
flow regime (quantity,

quality, and temperature)
for aquatic and terrestrial
organisms. Availability of

food and cover for
fur-bearing mammals.

Magnitude and Duration of
Extreme Flow Alteration

Index (IMDE)

Group 2:
Annual minima, 1, 3, 7, 30,

90 day means
Annual maxima,

1,3,7,30,90 day means
Number of zero-flow days

Baseflow index: 7 day
minimum flow/mean flow

for the year

Magnitude and Duration
(prolonged low flows;

altered inundation
duration; prolonged

inundation)

Structuring of aquatic
ecosystems by abiotic and
biotic factors. The shaping

of river channel
morphology and physical

habitat conditions.

Timing of Extreme Flow
Alteration Index (ITE)

Group 3:
Julian date of each annual

1 day maximum
Julian date of each annual

1 day minimum

Timing (oss of seasonal
flow peaks)

Disrupt cues for fish:
(spawning, egg hatching,

migration) [54]. Evolution
of the life history and

behaviour mechanism of
the aquatic organisms [48].
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Table 5. Cont.

Global Index for Each Group IHA Parameters
Regime Characteristic
(Specific Alteration)

Ecological Significance

Frequency and Duration
Alteration Index (IFD)

Group 4:
No. of high pulses

each year
No. of low pulses

each year
Mean duration of high

pulses within
each year (days)

Mean duration of low
pulses within

each year (days)

Frequency and Duration
(flow stabilization)

Availability of floodplain
habitats for

aquatic organisms.
Influences bedload transport,
channel sediment textures,
and duration of substrate
disturbance (high pulses).

Nutrient and organic
matter exchanges between

river and floodplain.

Rate and Frequency Alteration
Index (IRF)

Group 5:
Means of all positive
differences between

consecutive daily values
Means of all negative
differences between

consecutive daily values
Reversals

Rate of change and
Frequency (rapid

changes in river stage;
accelerated flood

recession)

Wash out and stranding of
aquatic species [55].
Failure of seedling
establishment [56].

Note: All the ecological significance of the IHA parameters is not listed in the table. A few are listed for more
ecological significance; the authors recommend literature related to IHA parameters [51,53,57,58].

Table 6. Range of alteration for global indexes. Where ‘0’ means no alteration while ‘1’ implies the
highest alteration.

Range 0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00

Alteration Low Mild Moderate High

2.2.8. Environmental Flow Components

The five essential components of flow, namely: low flows, extreme low flows, high flow pulses,
small floods, and large floods, have been identified ecologically essential and have been incorporated
in IHA software as “environmental flow components” [51]. Each of the flow components has a
respective role in the life of an organism. For instance, extreme low flows reduce water connectivity,
restricting organisms’ movement; high flow pulses help aquatic mobile organisms move upstream
and downstream of rivers. Different species, different geographic conditions, and different rivers
(perennial, ephemeral) could be life-threatening, causing the death of organisms or may provide
favorable conditions for aquatic organisms for their life stages [51]. The study used the e-flows
component (EFC) to assess the alteration using each parameter’s relative mean difference.

2.2.9. Limitations of the Methodology

The hydrological methods are the most simple, straightforward, and data-friendly methods that
have been used extensively for the preliminary study of the e-flows allocation [48]. So, when there are
several available solutions for the same problem, there is no guarantee of the best solution from both
fixed and scientific perspectives. Single flow indices and other hydrological methods (such as Tennant,
GEFC, FDC, ADM) have been applied globally, having many advantages. These methods simplify
river basin planning work, needless time, and money. They require a low-level of knowledge related to
the eco-hydrology of the basins [29,57]. The study’s analysis was limited to hydrological-based e-flows
methods, which required only time-series data of mean daily flows [47]. Other sophisticated methods
are also available such as habitat simulation and holistic approach, which are more directly involved in
ecological concepts. They were not used in the analysis due to a lack of data in the present case study.
However, the study can be continued further using those methods if the required data are available.
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3. Results

3.1. E-Fows Allocation

Different hydrological methods are used to compute the potential e-flows in the river Table 7
presents the estimated e-flows from different methods. Daily flow data collected over 51 years
(between 1964 and 2015) were used to calculate e-flows. The GEFC was used to calculate e-flows for
different management classes.

Table 7. E-flow allocation of Kaligandaki River regarding all applied e-flows methods (EFMs).

Method Classes (%of MAF) E-flows (m3/s)

GEFC Class B 47.8 214.46
Class C 32.8 147.16
Class D 23.7 106.33
Class E 18.6 83.45
Class F 15.7 70.44

Tennant Oct–Mar 10 44.87
Apr–Sept 30 134.6

FDC Q80% FDCA, 49.04
Q85% FDCA, 45.65
Q90% FDCA, 43.05

Mean annual flow 10%MAF 44.97
Dynamic methods 30%Q-D 30% of daily flow

Annual Distribution Method

Month Jan Feb March April May June July August Sep Oct Nov Dec

E-flow
(m3/s)

60.57 50.05 45.07 49.75 73.54 204.58 646.33 785.59 584.67 274.83 127.61 83.71

This case study only considered Class B classes to Class F, as Class A flows could not be considered
as e-flows for any project. The lowest class, ‘F’, shows 15.7% of MAF, that is, 70.44 m3/s, which indicates
that below this amount would characterize the river as a dead environment. An average annual e-flows
allocation of 147.16 m3/s (32.8% of MAF) is expected to maintain the essential ecosystem functions.
Figures 3 and 4 show the interannual discharge and monthly mean flow of all EFMs.

 

75th%

25th%

Median 

Max 

Min 

Figure 3. Interannual discharge regarding all applied EFMs. The dashed line connects the mean values
of e-flows discharge for each EFMs.
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Figure 4. Mean monthly e-flows regarding all EFMs. The year is divided into two parts; the first
part refers to high flow seasons (July–December). The second part refers to the low flow seasons
(January–June). The reading of the left-vertical axis corresponds to the first part. The reading of the
right-vertical axis corresponds to the second part of the year.

The study considers the Tennant method’s fair and degrading condition criteria, which allocates
10% of the MAF (equivalent to 44.87 m3/s) for the flow from October to March and 30% of the MAF
(equivalent to 134.6 m3/s) for the flow from April to September. The method is simple and easy to
implement, which lets it become more user friendly. It must be noted that 10% of the 6 months’ flow
is the lowest among all the methods studied. Hence, it may create critical conditions for the river
ecosystem during a 10% period.

The mean annual flow method that is 10% MAF allocated 44.97 m3/s to maintain the health of river
reach, which is the second-lowest allocation showing its vulnerability of implementation. The dynamic
methods of 30%Q-D methods follow the natural hydrograph pattern showing its applicability in the
EFs allocation.

The FDC curve could be determined using whole multi-year data, or the FDC curve could be
determined for each year separately. Młyński et al. [58] showed significant differences between the Qp

(‘p’ percentage exceedance discharge) for the multi-year curve and Qp for mean or median annual
curves. The study used multi-year curves to determine the e-flows of the Kaligandaki River. FDC or
percentile methods such as Q80, Q85, and Q90 was considered for the study. This method allocated
e-flows as the mean daily discharge that is equaled or exceeded by 80% (Q80), 85% (Q85), and 90% (Q90).
The e-flows suggested by these methods are Q80= 49.04 m3/s, Q85 = 45.65 m3/s, and Q90 = 43.05 m3/s.
The EF estimations from the FDCA methods considered here are less than Class F (equivalent to
70.44 m3/s), which critically modified the river ecosystem. Hence, it can be concluded that FDCA
methods are not suitable for the EF estimations.

The ADM allocated the lowest e-flows at 45.07 m3/s for March and the highest for August at
785.59 m3/s, which is shown in Table 5. The method considered the intra-annual variation of the
flow regimes, which can meet the actual need to sustain the ecological function of the river instead of
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considering the specific percentages of average annual runoff or specific guarantee rate of frequency
curve of natural runoff as e-flows.

3.2. Interannual and Seasonal E-Flows Characterization

Figures 5 and 6 show that the constructed FDC’s shape for different EF methods differs from
NFR for mean annual flow and seasonal flow (autumn, spring, summer, and winter). The FDC curve
of ADM and 30%Q-D methods show a slope, which means this method tries to maintain the rivers’
variability, but not by other methods. From the figure, we can see all methods on the FDC curve are
below the mean NFR.

 

Figure 5. Flow duration curve of interannual mean daily e-flows from 1964 to 2015, regarding of all
applied EFMs.

 

Figure 6. Flow duration curve of seasonal mean daily e-flows regarding of all applied EFMs. Summer
(June, July, August), autumn (September, October, November), winter (December, January, February),
and spring (March, April, May).

The FDC curve of ADM and 30%Q-D show a similar pattern as NFR but with lower values.
Simultaneously, all methods are low flow fixed values methods, represented in a straight line rather
than normal FDC curves. The annual mean FDC curves show that all methods value is less than low
flows of the NFR, which gives us an idea about the insufficiency of the flow in the river. The seasonal
FDC of all methods shows that autumn and summer FDC is the same as the mean annual FDC;
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however, FDC of spring and winter shows that Class B and Class C e-flows are higher than mean
seasonal flows, which demonstrates suitability for the low flow seasons. In contrast, all other methods
are below the mean seasonal flows. The ADM and 30%Q-D methods show a similar pattern as NFR
FDC; however, they give very low e-flows during spring and winter seasons. Most of the e-flows
methods give a straight line FDC, which means it does not consider the river’s flow variability.

The methods which mimic the shape of NFR will be the better methods to sustain the health of the
river. In this way, we can choose the different methods for a different season or even different months to
take each method’s strength and to give one robust method for e-flows calculation in different periods.

3.3. Flow Regime Alteration

3.3.1. IHA Alteration

Figure 7 shows the e-flows regime alteration degree using five indices developed by Kuriqi et al. [47]
for all e-flow methods used in the study. The detailed information about the e-flows regime alteration
regarding each e-flow method in Appendix A (Table A1). Each method has its strengths and weaknesses,
allowing a certain percentage of flow into the rivers. Figure 7 shows the flow alteration due to different
EFMs, which may have a high impact on the hydro-ecosystem and related hydro-ecological process.
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Figure 7. Global indices derived from indicators of hydrological alteration regarding all applied EFMs.
Namely, Mean Monthly Flow Alteration Index (IMM), Magnitude and Duration of Extreme Flow
Alteration Index (IMDE), Timing of Extreme Flow Alteration Index (ITE), Frequency and Duration
Alteration Index (IFD), and Rate and Frequency Alteration Index (IRF). The five indexes are classified
into four categories, low (0–0.25), mild (0.25–0.5), moderate (0.5–0.75), and high alteration (0.75–1).

For instance, 10% MAF, Q85%, and Q90% show a high Mean Monthly Flow Alteration Index (IMM).
Whereas, 30%Q-D, Q80%, Class E, Class F, and Tennant show moderate IMM. While ADM, Class B,
Class C, and Class D show mild IMM. For the second global index, Magnitude and Duration of Extreme
Flow Alteration Index (IMDE), only Class B shows great alteration. ADM and Class D show mild
alteration while all remaining methods show moderate alteration. Looking at the Timing of Extreme
Flow Alteration Index (ITE), 10% MAF, Q80%, Q85%, Q90%, and Tennant show moderate alteration.
Only Class B shows mild alteration, but all remaining EFMs methods show low alteration. Frequency
and Duration Alteration Index (IFD) shows that environmental management classes Class C, Class D,
and Class E show moderate. In contrast, 30%Q-D, ADM, and Class B show low alteration, but other
EFMs, for instance, 10%MAF, Q80%, Q85%, Q90%, Class F, and Tennant show high alteration. The Rate
and Frequency Alteration Index (IRF), all except ADM and 30%Q-D, show high alteration while ADM
and 30% Q-D show low alteration showing these methods effectiveness in e-flows determination.
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3.3.2. E-flows Components (EFC)

The study calculated relative changes in the mean of e-flows component (EFC) regarding six
EFMs against NFR using the values obtained from IHA software. The results are shown in Table 6.
The results show that most of the EFC low flow changes 100% negatively except for 30% Q-D, ADM,
and Tennant methods. For 30% Q-D, all EFC Low Flows changes −70%, while in ADM, it varies
between −31% during June and 65% during August. The Tennant method varies between −6% during
April and −100% for the winter season, extending up to March month. Table 6 shows the relative mean
change of the EFC parameters against NFR. Most of the methods, namely 10% MAF, Q80%, Q85%,
Q90%, Class B to Class F, show all EFC parameters changes of −100%. While 30%Q-D method shows
duration, timing, and frequency of extreme low, high flow, small flood, and enormous flood vary by
0%, and remaining parameters show −70% relative changes against NFR. The ADM method shows a
variation of relative mean change within a range between −2% of high flow frequency and +260% of
significant flood frequency.

In comparison, the Tennant method shows a variation between −39% extremely low peak and
1393% extremely low duration. The variability of flow is high when the positive and relative change of
Cv is high. In contrast, flow variability is low when Cv’s negative and relative change is of low value.

4. Discussion

The results show that MAF, Tennant (Oct–Mar), and FDC methods allocate e-flows less than
the GEFC class F (critically modified) method; hence these methods are not recommended for the
e-flows assessment for the present case-study. Further, Class B (Slightly modified) and Class C
(moderately modified) allocated a considerable amount of e-flows; however, they gave a fixed value
which is a certain percentage of MAF. Nevertheless, river flow is dynamic with interannual variability.
Hence, ADM and dynamic method (30%Q-D) are recommended for e-flows allocation. These methods
consider the changing characteristics of natural runoff. Hence, to ensure the sustainability of the river
health, we must choose the methods that maintain the river’s flow dynamics rather than an absolute
fixed percentage of MAF of the river.

NFR of many rivers worldwide had been altered by anthropogenic activities such as diversions
and impoundment work [5,6,44]. For the rivers with limited data, time, and funding, the hydrological
methods are the best method to allocate e-flows. The applied five alteration indexes showed that there
is a considerable difference in alteration regarding each EFM. The degree of alteration was varied from
EFM to EFM. The EFM, such as ADM and 30%Q-D, appeared to be less altered. This may be due to the
consideration of the flow variability of the river [48]. Here, the ITE, IFD, and IRF, which have an essential
role in sustaining the different ecological processes [54,59], were preserved near NFR, which means they
are less altered only for two EFMs, that is, ADM and 30%Q-D. Overall, the results obtained by taking an
average of five global indexes showed that the 10% MAF, Q80%, 85%, 90%, and Tennant methods gave high
alteration, class D, E, and F showed moderate alterations, indicating their unsuitability in the e-flows
allocation. The remaining methods showed mild alterations, indicating the suitability of e-flows allocation.
The ADM and 30%Q-D methods showed the lowest and second-lowest alteration among all considered
methods with values of 0.380 and 0.406, respectively. This is because the ADM and dynamic methods
were the only methods that considered the concept of a dynamic pattern of the river like the NFR.

All six EFMs showed a high alteration of an e-flows component (EFC). Among those methods,
except ADM, 30%Q-D, and the Tennant method, all others showed a −100% alteration, confirming the
methods’ applicability. ADM gave a lower EFC alteration; it showed a monthly low flow alteration
between −31% to −65%, resulting from less water in the river than the naturally available water in
the riverine ecosystem. The low alteration of monthly flows means it maintains the temperature,
flow velocity, and connectivity needed for most of the aquatic habitat than other methods [51].
Extreme low flows, high flow pulses, small floods, and large floods low alterations further give strong
supports to the suitability of the method, which is shown in Table 8, because these components play a
crucial role in maintaining the health of the rivers [51].
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The FDC is a plot of the observed historical river flow data collected with different temporal
resolutions daily, weekly, monthly, seasonally, and annually at the gauge station and when that flow
is equaled or exceeded [60–62]. The FDC is an informative method that shows the characteristics of
flow. The slope of the flow-duration curve is a quantitative measure of the flow regime variability [62].
The NFR FDC generally showed low flows exceeded most of the time while high flows are exceeded
infrequently. However, the paper’s studied e-flows methods showed low flow exceedance 100%
of the time, except for the ADM and 30%Q-D. The FDC curve plotted for annual mean and mean
seasonal flows showed a drastic reduction in river flows, especially the high flood. However, the
ADM and 30%Q-D methods try to mimic the FDC curve of NFR, which might help sustain the riverine
ecosystems’ health. Other methods that release fixed minimum flow rather than dynamic release gives
a straight line FDC, removing high floods, small floods and it is lower than NFR over the year. The FDC
is useful to evaluate the relationship between magnitude and frequency of the river flow; however,
it does not maintain temporal sequences of flows and so is unsuccessful in meeting the criteria of the
timing or duration of the e-flows [63]. Nevertheless, as recommend by Kuriqi et al. [9,49], to guarantee
suitable habitat conditions during low flow periods, AMD and 30%Q-D should be combined with other
methods by setting a minimum of e-flows to be released downstream of the water intake. The results
of this case study are aligned with the recommendations of the investigations above.
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Table 8. Relative change (%) of the EFC regarding six EFMs against the natural flow regime (NFR), represented by the mean values. The sign ( + ) symbolizes an
increase and (−) a decrease.

E-Flows Components (EFC)
Dynamic
E-Flows

Minimum
Annual

FDC Curve
ADM

Global Environmental Flow Calculator
Tennant

EFC Low Flows 30%Q-D 10%MAF Q80% Q85% Q90% Class B Class C Class D Class E Class F

July—Low Flow −70 −100 −100 −100 −100 −46 −100 −100 −100 −100 −100 −70
August—Low Flow −70 −100 −100 −100 −100 −65 −100 −100 −100 −100 −100 −61

September—Low Flow −70 −100 −100 −100 −100 −35 −100 −100 −100 −100 −100 −72
October—Low Flow −70 −100 −100 −100 −100 −40 −100 −100 −100 −100 −100 −64

November—Low Flow −70 −100 −100 −100 −100 −49 −100 −100 −100 −100 −100 −41
December—Low Flow −70 −100 −100 −100 −100 −49 −100 −100 −100 −100 −100 −100
January—Low Flow −70 −100 −100 −100 −100 −48 −100 −100 −100 −100 −100 −100

February—Low Flow −70 −100 −100 −100 −100 −49 −100 −100 −100 −100 −100 −100
March—Low Flow −70 −100 −100 −100 −100 −50 −100 −100 −100 −100 −100 −100
April—Low Flow −70 −100 −100 −100 −100 −48 −100 −100 −100 −100 −100 −6
May—Low Flow −70 −100 −100 −100 −100 −34 −100 −100 −100 −100 −100 −15
June—Low Flow −70 −100 −100 −100 −100 −31 −100 −100 −100 −100 −100 −52
EFC Parameters

Extreme low peak −70 −100 −100 −100 −100 −41 −100 −100 −100 −100 −100 −39
Extreme low duration 0 −100 −100 −100 −100 −55 −100 −100 −100 −100 −100 1393
Extreme low timing 0 −100 −100 −100 −100 −3 −100 −100 −100 −100 −100 234
Extreme low freq. 0 −100 −100 −100 −100 82% −100 −100 −100 −100 −100 −74
High flow peak −70 −100 −100 −100 −100 −62 −100 −100 −100 −100 −100 −100

High flow duration 0 −100 −100 −100 −100 −30 −100 −100 −100 −100 −100 −100
High flow timing 0 −100 −100 −100 −100 26 −100 −100 −100 −100 −100 −100

High flow frequency 0 −100 −100 −100 −100 −2 −100 −100 −100 −100 −100 −100
High flow rise rate −70 −100 −100 −100 −100 −74 −100 −100 −100 −100 −100 −100
High flow fall rate −70 −100 −100 −100 −100 −81 −100 −100 −100 −100 −100 −100
Small Flood peak −70 −100 −100 −100 −100 −68 −100 −100 −100 −100 −100 −100

Small Flood duration 0 −100 −100 −100 −100 11 −100 −100 −100 −100 −100 −100
Small Flood timing 0 −100 −100 −100 −100 6 −100 −100 −100 −100 −100 −100

Small Flood frequency 0 −100 −100 −100 −100 −64 −100 −100 −100 −100 −100 −100
Small Flood rise rate −70 −100 −100 −100 −100 −96 −100 −100 −100 −100 −100 −100
Small Flood fall rate −70 −100 −100 −100 −100 −85 −100 −100 −100 −100 −100 −100

Large flood peak −70 −100 −100 −100 −100 −74 −100 −100 −100 −100 −100 −100
Large flood duration 0 −100 −100 −100 −100 −18 −100 −100 −100 −100 −100 −100
Large flood timing 0 −100 −100 −100 −100 −2 −100 −100 −100 −100 −100 −100

Large flood frequency 0 −100 −100 −100 −100 260 −100 −100 −100 −100 −100 −100
Large flood rise rate −70 −100 −100 −100 −100 −88 −100 −100 −100 −100 −100 −100
Large flood fall rate −70 −100 −100 −100 −100 −71 −100 −100 −100 −100 −100 −100
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5. Conclusions

In developing countries like Nepal, where ecological information is insufficient and has
inadequate baseline data regarding e-flows assessment, the hydrological methods can estimate
e-flows requirements for planning and study phases. This study aimed to discuss e-flows calculation
methodologies (hydrological) and to discuss the present status of the e-flows in Nepal. We compared
six hydrological-based EFMs to allocate e-flows, to evaluate flow alteration, to estimate relative
change (%) of the EFC against NFR, and to characterize the interannual and seasonal e-flows of the
Kaligandaki River.

The results of the study showed that the global indexes such as Frequency and Duration Alteration
Index (IFD) and the Rate and Frequency Alteration Index (IRF) showed a high alteration for all
methods, except for the ADM and dynamic method (30%Q-D), which in turn showed a low alteration.
The remaining three indexes, namely the Mean Monthly Flow Alteration Index (IMM), the Magnitude
and Duration of Extreme Flow Alteration Index (IMDE), and the Timing of Extreme Flow Alteration
Index (ITE) showed moderate and mild alteration for all hydrological-based EFMs investigated in this
case study. In the overall analysis, it can be seen that the flow alteration of five indexes and the e-flows
component (EFC) is lower for ADM and dynamic methods compared to other hydrological methods
considered in this study. Furthermore, the FDC of annual mean flows and annual seasonal mean
flows showed a dramatic decrease in river flows, especially the high flows in most e-flow methods
except for ADM and 30%Q-D methods. This concludes the practicability of the ADM and dynamic
methods; it reflects the interannual variability of the river to meet the specific ecological function of the
different sections of the river in different periods. Nevertheless, we suggest that the application of
those methods should be made under biota requirements at a given river.

The ADM method used in the study was specially designed for large and medium-size perennial
rivers, not for temporary or seasonal rivers. The runoff process of these rivers may be intervened more
often, which can create a large error in the calculation procedure. Furthermore, many researchers
highlighted that the interannual and intra-annual variability of flow in the river must be maintained to
sustain the ecological biodiversity. Hence, within hydrological methods, a method that considers the
dynamic nature of the flow regime of the river is recommended for the e-flows allocation.
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Appendix A

Table A1. IHA indicators are showing flow alteration regarding all applied EFMs against NFR.

IHA Parameters
Mean

30% Q-D 10% MAF Q80% Q85% Q90% ADM Class B Class C Class D Class E Class F Tennant

Group #1
July 0.70 0.96 0.96 0.96 0.96 0.46 0.82 0.87 0.91 0.93 0.94 0.89

August 0.70 0.97 0.97 0.97 0.97 0.46 0.85 0.90 0.92 0.94 0.95 0.91
September 0.70 0.95 0.95 0.95 0.96 0.54 0.79 0.85 0.89 0.92 0.93 0.87

October 0.70 0.90 0.89 0.90 0.91 0.50 0.54 0.68 0.77 0.82 0.85 0.79
November 0.70 0.80 0.78 0.80 0.81 0.50 0.12 0.35 0.53 0.63 0.69 0.79
December 0.70 0.70 0.68 0.70 0.72 0.50 0.03 0.10 0.30 0.45 0.54 0.70

January 0.70 0.62 0.58 0.61 0.63 0.50 0.05 0.06 0.14 0.29 0.40 0.62
February 0.70 0.55 0.51 0.54 0.57 0.52 0.05 0.06 0.08 0.18 0.29 0.55

March 0.70 0.50 0.45 0.49 0.52 0.49 0.04 0.05 0.06 0.14 0.23 0.50
April 0.70 0.54 0.50 0.54 0.56 0.46 0.04 0.06 0.10 0.20 0.30 0.35
May 0.70 0.69 0.66 0.68 0.70 0.34 0.05 0.14 0.29 0.42 0.51 0.19
June 0.70 0.89 0.88 0.88 0.89 0.43 0.51 0.64 0.73 0.79 0.82 0.67

Group #2
1-day minimum 0.70 1.10 0.09 0.07 0.06 0.02 0.69 0.00 0.00 0.02 0.06 0.32
3-day minimum 0.70 0.39 0.34 0.38 0.42 0.42 1.00 1.00 0.00 0.03 0.10 0.39
7-day minimum 0.70 0.41 0.35 0.40 0.43 0.42 1.00 0.00 0.00 0.04 0.11 0.41
30-day minimum 0.70 0.46 0.41 0.45 0.48 0.46 1.00 0.02 0.03 0.09 0.18 0.46
90-day minimum 0.70 0.51 0.47 0.50 0.53 0.47 1.00 0.03 0.05 0.14 0.24 0.51
1-day maximum 0.70 0.99 0.99 0.99 0.99 0.64 1.00 0.96 0.97 0.98 0.98 0.97
3-day maximum 0.70 0.99 0.98 0.98 0.99 0.59 0.93 0.95 0.96 0.97 0.98 0.96
7-day maximum 0.70 0.98 0.98 0.98 0.98 0.53 0.91 0.94 0.95 0.96 0.97 0.94
30-day maximum 0.70 0.97 0.97 0.97 0.97 0.51 0.87 0.91 0.94 0.95 0.96 0.92
90-day maximum 0.70 0.96 0.96 0.96 0.96 0.49 0.83 0.88 0.91 0.93 0.94 0.89

Number of zero days 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Base flow index 0 4.580357 0.0008 0.000801 0 0.8071 1.455677 0.255647 0.253194 0.184867 0.080163 0.452621

Group #3
Date of minimum 0.000 0.94 0.90 0.94 0.94 0.05 0.00 0.000 0.000 0.148 0.475 1.000
Date of maximum 0.00 0.18 0.18 0.18 0.18 0.03 0.18 0.18 0.185 0.178 0.178 0.183
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Table A1. Cont.

IHA Parameters
Mean

30% Q-D 10% MAF Q80% Q85% Q90% ADM Class B Class C Class D Class E Class F Tennant

Group #4
Low pulse count 0 1 0.988495 1 1 0.709692 0 0.067454 0.272659 0.580616 0.736016 1

Low pulse duration 0.00 1.00 0.91 1.00 1.00 0.41 0.00 0.09 0.56 0.61 0.75 1.00
High pulse count 0.00 1.00 1.00 1.00 1.00 0.29 1.00 1.00 1.00 1.00 1.00 0.44

High pulse duration 0.00 1.00 1.00 1.00 1.00 0.46 1.00 1.00 1.00 1.00 1.00 4.56
Low Pulse Threshold 0.70 0.57 0.53 0.56 0.59 0.45 0.01 0.05 0.14 0.25 0.34 1.00

High Pulse
Threshold

0.70 0.96 0.95 0.96 0.96 0.52 0.79 0.85 0.89 0.92 0.93 0.88

Group #5
Rise rate 0.70 1.00 0.99 1.00 1.00 0.67 0.91 0.93 0.96 0.97 0.98 0.86
Fall rate 0.70 1.00 0.99 1.00 1.00 0.63 0.90 0.92 0.94 0.95 0.97 0.68

Number of reversals 0.00 1.00 1.00 1.00 1.00 0.08 0.44 0.53 0.69 0.86 0.94 0.87
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and Hydrological Methods to Calculate the Environmental Flow: Wisloka River, Poland: Case Study.
Environ. Monit. Assess. 2019, 191, 254. [CrossRef] [PubMed]
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1 Department of Economy, Engineering, Society and Business (DEIM), Tuscia University, Via San Camillo De

Lellissnc, 01100 Viterbo, Italy; petro@unitus.it
2 Department of Hydraulics Engineering and Geotechnics, University of Agriculture in Krakow,

St. Mickiewicza 24–28, 30-059 Krakow, Poland; rmflorek@cyf-kr.edu.pl (J.F.);
leszek.ksiazek@urk.edu.pl (L.K.)

3 Department of Sanitary Engineering and Water Management, University of Agriculture in Krakow,
St. Mickiewicza 24–28, 30-059 Krakow, Poland; dariusz.mlynski@urk.edu.pl

* Correspondence: andrzej.walega@urk.edu.pl; Tel.: +48-12-662-4029

Received: 27 September 2020; Accepted: 13 October 2020; Published: 14 October 2020
����������
�������

Abstract: The use of the Mike11 one-dimensional (1D) hydraulic model, together with official
hydrology, represents a standard approach of the National Water Management Authority (NWMA) in
Poland for flood mapping procedures. A different approach, based on the hydrological Event-Based
Approach for Small and Ungauged Basins (EBA4SUB) model and the Flood-2 Dimensional
(FLO-2D) hydraulic model has here been investigated as an alternative procedure. For the analysis,
two mountainous rivers in Poland were selected: Kamienica Nawojowska is characterized by a
narrow valley, while Skawinka has a broad valley. It was found that the flood zones can enormously
differ locally, with larger zones generated by the Mike11/NWMA model in some cases and by the
EBA4SUB/FLO-2D model in other situations. The benefits of using the two-dimensional (2D) model
are consistent in areas without drainage and where the connection to the main channel is insufficient.
The use of 1D modeling is preferred for the possibility of mapping the entire river network in a short
computational time.

Keywords: flood hazard zone; EBA4SUB model; FLO-2D; Mike11

1. Introduction

Floods are a natural phenomenon that occurred in the past and that will be repeated in the
future. For a natural ecosystem, periodic flooding from the river plays a positive role. In situations
of intensive urban development, when an increase in urbanization of areas located in the proximity
of rivers is observed, floods can cause considerable damages. Adequate flood protection can only
be implemented by combining technical measures with proper urban development planning [1,2].
According to the provisions of the Floods Directive [3], flood risk management plans, and their derived
flood-prone areas, are crucial elements of flood hazard reduction. In Poland, actions have been carried
out for many years in order to delineate such flood-prone areas. The National Security System (ISOK)
has the necessary task to provide an effective system for protecting the country from extraordinary
hazards, which is particularly essential due to the growing number of such events and the increasing
scale of their economic and social impact. Following this task, flood hazard management plans were
developed for the majority of catchments in Poland, mainly the ones having discharge gauging stations,
allowing local authorities to make decisions about the identification of flood hazard zones.

When determining the flood hazard zones, hydraulic models are used to forecast the water
flow surface during the flood wave [4]. When using one-dimensional (1D) models to determine the
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extension of flood hazard zones, the digital elevation model (DEM) should be subtracted from the water
surface model (WSM), which is based on water surface profiles in river cross-sections. The accuracy of
determining flood hazard zones is affected by many factors, which include accuracy of data acquisition,
type of hydraulic model, DEM accuracy, identification of land cover, the accuracy of mapping the
configuration of the riverbed [4], and the accuracy and quality of hydrological data [5].

In the case of hydraulic modeling, 1D or two-dimensional (2D) models, like FLO-2D, can be
used [6]. Petroselli et al. [7] and Vojtek et al. [8] showed the main problems with the use of both
hydrologic and hydraulic models in the generation of flood mapping. The main problems are the
role of DEM resolution, the choice of hydrologic modeling, and the fact that 1D hydraulic models
do not provide information about the direction of the flow field or the course of flowing around
obstacles (e.g., buildings), which is a predominant characteristic in urban areas. As specified in the
local spatial development plans, flood hazard mapping constitutes an essential instrument in the
decision-making process performed by local authorities to tackle areas that are particularly threatened
with flooding [9]. Numerical models allowing forecasting the water surface level during the passing
of the flood wave are used in the determination of the flood hazard zone. In practice, the model is a
compromise between obtaining a solution and obtaining a sufficient number of parameters describing
the object and the accuracy of the result. The stages of developing a 1D model include implementation
of the river network, cross-sections, and hydraulic structures; identification of land cover; setting of
initial conditions; and finally, the calibration and verification of the model [10]. In order to define
the boundaries of flood zones, the water surface model, which is based on the water surface level
in cross-sections, should be combined with the digital elevation model (DEM). The accuracy of
determining the water surface level consists of many factors, including the quality of hydrological
data, the type of numerical model, the accuracy of the DEM [11], the identification of land cover, or the
accuracy of mapping the bottom of the water wetted channel [12].

In this work, hydrological and hydraulic calculations that allow the generation of flood hazard
zones are key issues. Hydrological rainfall–runoffmodels are very popular in the assessment of the
design discharge and hydrograph to be propagated by the hydraulic models. Design hydrographs
may be derived for instance by synthetic means such as SCS Unit Hydrograph (UH) or Snyder
UH [13–15]. Geomorphological instantaneous unit hydrograph (GIUH) is also commonly used to
assess the design hydrograph [16]. After having defined the design hydrograph, in order to calculate
the water level for different return periods, hydraulic 1D models are commonly used, like HEC-RAS
or Mike11 (Hydro River). Polish experiences from the use of such rainfall–runoff models showed
some problems. The main problems concern the following issues: lack of recommended rainfall
hyetographs [17], high sensitivity of synthetic UH to the distribution of rainfall gauge stations, and
errors in rainfall data [18]. The review of the critical problems in the application of the hydrological
model in the Polish situation shows the need to develop a method that is more objective in practical
applications. The Event-Based Approach for Small and Ungauged Basins (EBA4SUB) rainfall–runoff
model, introduced by Piscopia et al. [19] and Petroselli and Grimaldi [20], is an example of a model
that may be used for ungauged catchments. This model is based on geographic information systems
and the optimization of the topographic information in the DEM, and it uses the same input data
necessary to apply the well-known rational formula. Młyński et al. [21] provided an initial study in
the application of this model under Polish conditions. In the present study, the EBA4SUB/FLO-2D
framework was used to create flood zones for the following reasons: the framework provides an
accurate estimation of the design hydrograph, minimizing at the same time the subjectivity of the
practitioner related to the choice of the input parameters. Indeed, the EBA4SUB model reduces the user
subjectivity in modeling both the infiltration process (thanks to the automatic estimation of the Curve
Number (CN) parameter) and both the propagation process (thanks to the automatic estimation of
concentration time). In brief, the EBA4SUB model proposes a framework that provides similar results
when two analysts apply it at different times for the same watershed and input data. Generally, using
the EBA4SUB model the two following benefits can be achieved. First, in excess rainfall estimation,
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thanks to the Curve Number for Green-Ampt (CN4GA) internal routine and its automatic calibration,
we benefit from the accuracy of a physically based infiltration scheme (the Green-Ampt equation)
mixed with the simplicity of an empirical approach (the CN method). Second, for excess rainfall-direct
runoff transformation, we determine the instantaneous unit hydrograph (IUH) shape using detailed
geomorphological information pixel by pixel, avoiding the use of synthetic methods [20].

Bearing in mind the limitations associated with the hydrological rainfall–runoffmodels used in
Poland for determining flood zones, this study aimed to analyze the possibilities of using the EBA4SUB
model to determine the extent of flood zones. The EBA4SUB model was here coupled with FLO-2D,
and the results have been compared with the official procedure used in Poland by the National Water
Management Authority (i.e., the use of Mike11/NWMA). The novelty of this work is the use of a
combined approach based on the hydrological EBA4SUB model with a 2D hydraulic model, FLO-2D,
to generate flood zones in two mountainous catchments in Poland. It should be emphasized that
there has been no analysis so far regarding the possibility of using this approach to determine the
design hydrographs in this region. The study was carried out for selected catchments of the Upper
Vistula river basin. Therefore, the conducted study will allow us to determine whether this model may
be an alternative to commonly used methodological approaches. Moreover, comparing the official
procedure with the proposed approach based on the combination of EBA4SUB and FLO-2D will allow
us to understand if an update of the existing flood-prone areas maps is possible, minimizing the
user subjectivity.

2. Materials and Methods

2.1. Study Area

The study regarded two catchments of the Upper Vistula basin: Skawinka and Kamienica
Nawojowska. The Upper Vistula basin accounts for about 25% of the entire Vistula basin and about 15%
of Poland’s area and covers the south-eastern region of the country. It covers part of the Carpathians,
Subcarpathian valleys, and Małopolska Uplands. The Upper Vistula basin area shows large variations
in elevation [21]. Physiographic parameters of the studied catchments (Skawinka and Kamienica
Nawojowska, respectively) are: catchment area (A) 316.0 and 238.0 km2, main river length (L) 34.0 and
33.1 km, average main river slope (I) 10.3 and 17.3‰, average catchment slope (Ψ) 18.6 and 31.0‰,
soil imperviousness index (N) 34.0 and 33.0%, and runoff coefficient (Φ) 0.62 and 0.82. The Skawinka
catchment area includes agricultural areas (75.6%), forests (20.8%), and artificial surfaces (3.6%).
The Kamienica Nawojowska catchment is characterized by forests and seminatural areas (58.6%),
agricultural areas (36.4%), and artificial surfaces (5.0%). The studied catchments have a different
hydrographic system and the analyzed zones include estuary river sections with a length of about 9 km
(Figure 1). The layout of the river network indicates differences between Kamienica Nawojowska and
Skawinka. The tributaries of Kamienica are concentrated in the central part of the basin and the supply
is mainly on the left bank. Skawinka has tributaries distributed more evenly along the entire length.

  

Figure 1. River network layout for Kamienica Nawojowska and Skawinka. The modelled sections
included in both methods (Mike11/National Water Management Authority (NWMA) and FLO-2D)
modeling are marked blue.
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2.2. Materials

The physiographic characteristics for the analyzed catchments were determined on the basis
of the Hydrographic Division Map for Poland, the DEM with a resolution of 100 m, the Corine
Land Cover database, and the Soil Map for Poland. The source of DEM, aerial photos, and images
is the Polish Central Office of Geodesy and Cartography [GUGiK], which provides open access
services. In particular, the open access services used in the present study are: http://www.gugik.gov.pl/
pzgik/zamow-dane/ortofotomapa, http://www.gugik.gov.pl/pzgik/dane-bez-oplat/dane-dotyczace-
numerycznego-modelu-terenu-o-interwale-siatki-co-najmniej-100-m-nmt_100, and http://www.gugik.
gov.pl/pzgik/zamow-dane/numeryczny-model-terenu. The source of river channel data was the
Mike11 model, which was developed in 2015 in connection with the implementation of the flood
hazard maps and flood risk maps. The Polish National Water Management Authority implemented
the project. The daily rainfall and flow data for the calculation of the 100-years return period of
annual maximum daily precipitation and annual maximum flow were obtained from the Institute of
Meteorology and Water Management in Warsaw. The obtained data covered the period from 1981 to
2014. Starting from the available data, hydrologic calculations were first performed employing the
EBA4SUB rainfall–runoff model. Then, hydraulic calculations were performed employing one 1D
model (Mike11) and one 2D model (FLO-2D), as explained in the following sections. Flood-prone areas
were determined using both the hydraulic models assuming a return period of 100 years.

2.3. Methods

2.3.1. The Proposed Approach

The data needed to apply the EBA4SUB hydrologic model include the selection of a gross rainfall
design hyetograph, the DEM of the area, and data on the catchment land use and soil properties [20].
The gross rainfall cumulative value was here assessed on the based on the maximum daily precipitation
for a 100-year return period, calculated by log-normal distribution on observed data. It was here
assumed that rainfall causes the highest runoff from catchment with a duration equal to concentration
time (Tc), so the calculated maximum daily precipitation was rescaled to a rainfall duration equal to Tc.
In this approach we assume that the critical rainfall duration is equal to the catchment concentration
time, following the theoretic assumption that this choice causes the maximum peak discharge at
the outlet compared to shorter or longer rainfall durations [22]. It is noteworthy, anyway, that this
hypothesis is debated in the literature. In many practical applications, rainfall durations 2–3 times
larger than the concentration time are used in order to maximize the peak discharge [23].

The gross rainfall design hyetographs in this study were determined distributing, within Tc,
the gross rainfall cumulative value using the Chicago, the beta distribution, and the Deutscher
Verband für Wasserwirtschaft und Kulturbau (DVWK) methods, respectively. For beta distribution,
the following parameters were assumed: 5 and 2; 2 and 2; 2 and 3. The choice of these parameters
resulted from the verification of the impact of changing the shape of the hyetograph of precipitation
on the peak culmination and, in consequence, on the extent of the flood zones. The excess rainfall
hyetograph was determined according to the Curve Number for Green-Ampt (CN4GA) procedure
proposed by Grimaldi et al. [24]. CN4GA is based on the Curve Number (CN) method and the
Green-Ampt (GA) equation. The CN method first estimates the excess rainfall cumulative value with
the following formula:

Pn =















(P − 0.2S)2

P + 0.8S when P > 0.2 S

0 when P < 0. 2 S
(1)

where: Pn—excess rainfall cumulative value [mm], P—gross rainfall cumulative value [mm],
S—maximum potential catchment retention [mm] that is determined based on the CN value of
the investigated area.
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The Green-Ampt equation is then used to determine the excess rainfall hyetograph [25]:

q0(t) =















i(t) for t < tpon

Ks

(

1+∆θ∆H
I(t)

)

for t > tpon
(2)

where: q0(t)—infiltration rate, tpon—ponding time, I(t)—cumulative infiltration, Ks—saturated hydraulic
conductivity, ∆θ—change in soil-water content between the initial value and the field saturated
soil-water content, ∆H—the difference between the pressure head at the soil surface and the matrix
pressure head at the moving wetting front.

The CN4GA automatically assures that the calculated excess rainfall event has the same cumulative
value and the same initial abstraction value derived with the CN method. However, it presents a
physically based time distribution.

The CN parameter is the only parameter governing the relationship among the gross rainfall
cumulative value and the excess rainfall cumulative value. Its value is determined based on soil type,
land cover, and land management condition, according to the official tables provided in the the United
States Department of Agriculture (USDA) [26]. The The Antecedent Moisture Condition (AMC) II
(average condition for soil moisture) was here assumed. The soil types were established based on the
Soil Map for Poland. The land cover and land management were established from the Corine Land
Cover base.

Runoff hydrograph is then determined using the DEM that was adequately preprocessed, using the
width function based instantaneous unit hydrograph (WFIUH). In particular, the DEM preprocessing
analysis was performed as follows. First, pits and flat areas were removed. Then, flow paths were
defined using an optimized flow direction algorithm [27]. Third, the river network was extracted using
the drop analysis and the WFIUH was calculated using the following equation [28]:

WFIUH(t) =
Lc(x)

Vc(x)
+

Lh(x)

Vh(x)
(3)

where: Lc, Lh—length of the path for the channel and hill slope cell of the DEM, Vc, Vh—surface flow
velocity for the channel and hillslope cell.

Regarding Vc and Vh, the hillslope surface flow velocity is linked according to empirical formulas to
the local slope and land cover data. In contrast to the channel surface flow, velocity is calibrated so that
the projection on the time axis of the WFIUH centre of mass is equal to the basin lag time(TL). The lag
time is expressed as the 60% of Tc, that is calculated using the Giandotti formula [29]. After having
defined the WFIUH, the design hydrograph Q(t) can be calculated with the following equation:

Q(t) = A

∫ t

0
WFIUH(t− τ)Pn(τ)dτ (4)

where: A—catchment area [km2], t—precipitation duration [h], Pn(τ)—excess rainfall determined with
the CN4GA method [mm].

In order to characterize the design hydrograph shape, the values of wave slenderness coefficients
were determined from the relationship [30]:

α =
to

ts
(5)

where: to—wave fall time [h], ts—wave rise time [h].
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The quality of the simulations obtained using the EBA4SUB model was assessed with the mean
absolute percentage error (MAPE), described by the relationship [30]:

MAPE =
Qs,max−Qm,max

Qs,max
·100 [%] (6)

where: Qm,max—maximum flow with a specified return period, calculated using EBA4SUB
[m3·s−1], Qs,max—maximum flow with the same return period, calculated using the log-normal
distribution [m3·s−1].

The 2D FLO-2D model was used to determine flood-prone areas. FLO-2D employs the dynamic
wave momentum equation solved on a numerical grid of square cells, whose resolution depends
on the adopted hydrograph peak discharge [31]. In the present study, aerial photos and images
allowed the estimation of hydraulic parameters such as floodplain roughness coefficients. In particular,
Manning’s roughness coefficients of 0.04 and 0.045 were assigned for the Kamienica Nawojowska
main channel and the Skawinka main channel, respectively, with the value of 0.08 assigned for the
floodplain areas of both case studies. The channel cross sections were approximated, starting from the
existing Mike11 data, to a trapezoidal shape (45◦ side slope) with a maximum width of 45 m and a
maximum depth of 2 m for Kamienica Nawojowska, and to a triangular shape with a maximum width
of 20 m and a maximum depth of 4 m for Skawinka. The selected hydraulic domains are represented
by the last 9 km of the Skawinka main channel (the total hydraulic modeling area is equal to 27 km2)
and by the last 9 km for the Kamienica Nawojowska main channel (the total hydraulic modeling area
is equal to 18 km2). The duration of computer simulations can take a few hours for each one. In the
FLO-2D model, the flood-prone areas are expressed in a gridded way, and they are the result of the
maximum flow depth occurring in the specific pixel in the whole simulation. In both investigated areas,
the key parameters affecting the extension of the zones and their shape are the design hydrograph peak
discharge and its total volume. The spatial resolution for the EBA4SUB data was 100 m, for FLO-2D
input data 8m, for FLO-2D output data 50 m.

2.3.2. The Standard Approach

The process of generating flood hazard maps is usually carried out in Poland using several stages
(Mike11/NWMA procedure). (1) Identification of input data regarding the catchment, river system,
floodplains, and hydraulics structures. (2) Performing geodetic measurements in the channel and
floodplain terraces. (3) Hydrological and hydraulic calculations (Mike11). (4) Calibration and
verification of the model. (5) Determination of flood-prone areas [32].

Transformation of the excess rainfall into direct runoff is performed using the Soil Conservation
Service Unit Hydrograph (SCS-UH). The excess rainfall hyetograph is determined according the Curve
Number (SCS-CN) method described above. The shape of rainfall hyetograph is assumed based on
beta distribution [21]. In regards to the SCS-UH method, in order to determine the Synthetic Unit
Hydrograph (SUH) shape from the nondimensional q/qp versus the t/tp hydrograph, the peak discharge
qp and the time to peak tp are computed, as:

qp =
2.08·A

tp
(7)

tp =
tr

2
+Tl (8)

where: A—the catchment area, tr—the duration of rainfall Tl—the lag time from centroid of rainfall to
peak discharge.
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The Tl can be calculated from watershed characteristics using main stream length L, watershed slope
s, and curve number (CN):

Tl =
(3.28·L·1000)0.8

(

1000
CN − 9

)0.7

1900·s0.5
(9)

In this approach, the 1D Mike11 model was used for calculations of unsteady flow in watercourses
based on continuity equation and the Saint-Venant’s equation of momentum conservation [33]:

∂Q

∂x
+
∂A

∂t
= q (10)

∂Q

∂t
+
∂
(

αcQ
2A−1

)

∂x
+gA

∂h

∂x
+

gQ|Q|
C2AR

= 0 (11)

where: Q—discharge, A—cross-section of the bed, q—lateral tributary, h—ordinate of the water surface,
x—longitudinal coordinate measured alongside the river bed, R—hydraulic radius, αc—Coriolis
coefficient, t—time, g—gravitational acceleration.

The last equation considers incompressibility and homogeneity of water, small bottom declines,
flux parallel to the bottom, and steady motion. For a rapid flow, a reduced equation is used:

∂Q

∂t
+gA

∂h

∂x
+

gQ|Q|
C2AR

= 0 (12)

The exactness of water surface reproduction in the Mike11 software results from the exactness
of iterative discharge calculation (10−4) and the area (10−3) and subsequent recalculation for the
water surface elevation [34]. The duration of computer simulations last a few seconds (from 4 to 17).
The Mike11 model was used for computation of water surface levels at cross-sections in main channel
and flood zones. River models accounted for a river of the length of significance in terms of flood
protection, i.e., for Kamienica Nawojowska 27.6 km and for Skawinka 35.0 km. Boundary conditions
covered all required tributaries concentrated and distributed as provided for in the guidelines [35].
In Mike11 flood-prone areas are determined from the intersection of the numerical water surface model
(WSM) with the DEM. WSM was generated using ordinates in cross-sections. Moreover, areas without
a hydraulic connection in the riverbed were omitted, as were areas where the water depth is less than
the accuracy of DEM. Regarding the input data, for Mike 11 flood zones generation procedure the
resolution is less than 1 m.

For both the proposed approach and the standard approach, the source of DEM, aerial photos
and images was the Polish Central Office of Geodesy and Cartography [36], which provides open
access services. The source of river channel data was a Mike11 model, which was developed in 2015
in connection with the implementation of the flood hazard maps and flood risk maps. The Polish
National Water Management Authority implemented the project. Regarding the land cover data and
FLO-2D, references are [37,38]. In both the approaches, the final modelled grids were resampled at
50 m × 50 m resolution to provide a direct comparison.

Regarding the calibration of both the approaches, in the proposed approach EBA4SUB is
characterized by two advantages. First, the excess rainfall calculation is automatically performed
matching the cumulate excess rainfall values computed by applying Equation (2) and Equation (1).
It is noteworthy that this approach combines the accuracy of a physically based infiltration scheme (the
Green-Ampt equation) with the simplicity of an empirical approach (the SCS-CN method) employing
only one parameter (the CN). Second, the WFIUH is calculated based on the basin concentration
time that is automatically estimated by the model. Regarding the hydraulic modeling, the proposed
approach calibration was not performed (note: for calibration we mean the fitting of parameters of a
model to achieve results of simulation more similar to observation). In case of the standard approach,
the calibration process was performed during project “Flood protection programme in the Upper
Vistula (2014–2015)”. The results of calibration of Mike11/NWMA procedure follow the National Water
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Management Authority rules, where the used metrics are the correlation coefficient (that were higher
than 0.70), special correlation coefficient (≥0.70), total square error (≤10%) and errors of culmination
level (≤0.15 m), culmination flow (≤10%), culmination dislocation (≤1 1

2 h), and flood wave volume
(≤10%). In case of calibration, the model error must qualify it to the range of excellent–good, and for
verification to the range of excellent–quite good.

3. Results

3.1. Initial Analysis

The initial analysis of hydrological data was conducted for annual maximum flows time series for
Kamienica Nawojowska and Skawinka. The analysis included the determination of some descriptive
statistics: positional measures: min, average, and max; measures of dispersion: standard deviation (S)
and coefficient of variation (Cs), and measures of shape of the studied variate distribution: coefficient
of skewness (Ske) and kurtosis (K). The results are presented in Table 1.

Table 1. Values of descriptive statistics for the annual maximum flows time series for analyzed catchments.

Catchment Min Average Max S Cs Ske K

Kamienica 26.2 147.3 405.0 110.8 0.8 1.0 −0.2
Skawinka 13.0 92.4 346.0 82.8 0.9 1.6 2.2

Based on the results summarized in Table 1, it was found that the differences between minimum
and maximum observed annual maximum flow was 94% for Kamienica Nawojowska and 96% for
Skawinka. The dynamics of changes in maximum annual flows remained at a high level, which was
evidenced by the coefficient of variation. The coefficients of variations for analyzed catchments are
strongly related to the high variability of maximum precipitation, which has an enormous impact on
flooding. Flood size in this region depends on multiple factors such as geology, soils, geomorphological
evolution, landscape structure, or land use. These factors turn precipitation transformation into the
runoff. Analyzing the values of the skewness coefficients, for Kamienica Nawojowska and Skawinka,
it was shown that it is greater than 0. Therefore, right-sided asymmetry of the empirical distributions
of random variables was found. This is because in the analyzed time–series most observations are
smaller than their average value. Therefore, the average values are greater than the medians of time
series. In turn, the kurtosis values indicated the platykurtic (negative value) and leptokurtic (positive
value) empirical distributions for Kamienica Nawojowska and Skawinka respectively.

3.2. EBA4SUB Design Hydrographs

The EBA4SUB model was used to determine the design hydrographs to be propagated at
the beginning of the investigated river sections. Hydrographs were determined for the following
gross rainfall distributions: beta, DVWK, and Chicago. The characteristics of the modelled design
hydrographs are presented in Table 2. The hydrographs shapes are shown in Figure 2a,b.

≤ ≤

−

Figure 2. Design hydrographs determined with the Event-Based Approach for Small and Ungauged
Basins (EBA4SUB) model, return period 100 years: (a) The Kamienica Nawojowska River, (b) The
Skawinka River.

150



Sustainability 2020, 12, 8454

Table 2. Design hydrographs characteristics determined with the EBA4SUB model.

Standard * Advanced Approach

Parameters B(2;2) B(2;3) B(5;2) DVWK Chicago

Kamienica Nawojowska

Qmax [m3·s−1] 576.39 438.8 450.6 472.7 456.4 499.8
V [mln·m3] 15.08 8.751

t [h] 34.0 19.25
α [–] 1.026 1.265 0.878 0.925 1.333

MAPE [%] 23.0 21.0 17.0 20.0 12.0

Skawinka

Qmax [m3·s−1] 470.38 220.8 244.9 277.9 303.2 263.5
V [mln·m3] 26.41 6.815

t [h] 89.4 30.5
α [–] 0.605 0.794 0.525 0.768 0.794

MAPE [%] 45.0 39.0 31.0 25.0 35.0

* alues from the Mike11 model (NWMA).

Based on the results, it was found that the highest peak discharge value for the Kamienica
Nawojowska river was obtained when a Chicago hyetograph is assumed. The lowest peak discharge
value was obtained for the beta hyetograph with parameters 2 and 2. The difference between the
highest and lowest value in the peak discharge value is 12%. The values of the wave slenderness
coefficient for the obtained hydrographs were close to 1.000. This means that the volumes of the rising
and falling parts are similar to each other. The MAPE error values indicate that the peak discharge
determined by the EBA4SUB model is close to the value from the statistical method for the hydrograph
where precipitation distribution was assumed according to the Chicago method. In the case of the
Skawinka River, the highest peak discharge value from the EBA4SUB model was obtained for the
hydrograph where the hyetograph was assumed according to the DVWK method. The lowest peak
discharge value, similarly to the Kamienica Nawojowska river, was obtained for the beta distribution
with parameters 2 and 2. The difference between the highest and the smallest size of the peak discharge
is 27%. The slenderness coefficient values are below 1.000. It means that the volumes of the rising
part are larger than the corresponding of the falling part. The MAPE error values indicate that the
peak discharge determined by the EBA4SUB model is close to the value from the statistical method if
precipitation distribution is assumed according to the DVWK method. This statement is close to early
work of the authors [22], where it was showed that peak discharges from the EBA4SUB model is closer
to quantiles of peak discharges achieved from statistical method than Qp from other rainfall–runoff
models, like Snyder or SCS-UH. A second work [21] showed that Qp from the EBA4SUB model where
gross rainfall hyetograph was determined using beta distribution was closer to Qp from Pearson
III type distribution. A third work [39] shows that the EBA4SUB model can be used as part of new
method to generate design peak discharges in mountainous catchments in Poland. The presented
results confirm that it is necessary to calibrate and verify hydrological models to eliminate errors that
affect the quality of the obtained results [37].

3.3. Hydraulic Modeling and Flood-Prone Areas Determination

Flood-prone areas modeled employing the previously described methodologies are shown in
Figure 3.
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Figure 3. (A) Flood-prone areas; the Kamienica Nawojowska River—FLO-2D: (a) B(2;2), (b) B(2;3),
(c) DVWK (we report only the cases with the major differences). (B) Flood-prone areas; the Skawinka
River—model FLO-2D: (a) B(2;2), (b) B(2;3), (c) DVWK (we report only the cases with the major
differences). (C) Flood-prone areas; Mike11/NWMA: (a) Kamienica Nawojowska, (b) Skawinka.

Table 3 summarizes the total areas of flood hazard map covering the investigated river sections
with a length of about 9 km. In the case of Skawinka, the flood-prone area obtained with Mike11/NWMA
procedure is the largest, with a total area A = 2.380 km2 and the smallest (FLO-2D with B(2;2)) has the
value A = 1.973 km2. FLO-2D with B (2;2) flood-prone area is 17.1% smaller than the corresponding
obtained with Mike11/NWMA. The largest zone for Kamienica Nawojowska was also generated
based on Mike11/NWMA, A = 1.156 km2, and the smallest based on the FLO-2D application (again
with B(2;2)) presents A = 0.666 km2, with a difference of 42.4%. The smallest differences with Mike
11/NWMA were found in the case of Skawinka with the DVWK model and with the B(2;3) model in the
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case of Kamienica Nawojowska. As for the differences between the EBA4SUB models, the differences
are up to 8.2% for Skawinka and 26.8% for Kamienica Nawojowska.

Table 3. Total area of flood-prone areas.

Model Case Kamienica Nawojowska [m2] Skawinka [m2]

EBA4SUB/FLO-2D

B(2;2) 666,025 1,972,525
B(2;3) 910,125 2,027,650
B(5;2) 733,525 2,094,875

Chicago 732,475 2,065,725
DVWK 872,525 2,148,300

Mike11/NWMA SCS-CN 1,156,400 2,380,275

A detailed analysis was carried out by identifying areas and focusing on those locations where the
zones generated by the FLO-2D model are the same, or underestimated (Figure 4a) or overestimated
(Figure 4b), compared to the Mike11/NWMA application. On average, the difference in the areas of
FLO-2D-B(2;2) and Mike11/NWMA zones is 17.1%, with local differences that may not occur or be
much larger in specific locations.

Figure 4. Comparison of flood hazard zones of Skawinka between the Mike11/NWMA procedure
(white line) and FLO-2D B22, (a) underestimation, (b) overestimation.

4. Discussion

The final result of the procedures, i.e., the map of flood-prone areas, consists of the work of
many people, including specialists in spatial analysis, topography, hydrology and, finally, hydraulic
modeling. The selection of the hydroinformatics tools affects not only the accuracy of results but,
most of all, the computational time of the calculations needed for the map generation. In the case
of 1D models, the short calculation time is counterbalanced by the need to obtain the most accurate
information from various databases, like a detailed survey of the river cross-section. In the case of 2D
models, the increased computation time is counterbalanced by a simplified model preparation and by
a limited postprocessing operational time.

In the selected case studies, the flood-prone areas obtained routing on the topography with
FLO-2D and the different design hydrographs obtained with the EBA4SUB model slightly differ
from each other (Figure 3). In the case of the Mike11/NWMA application, the modelled zones
(Figure 3) significantly differ from the corresponding obtained with the EBA4SUB/FLO-2D application.
The nature of these differences is not the same in the case of Skawinka and Kamienica Nawojowska
rivers. This circumstance is due to the different structure of the river valley and floodplains. Differences
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between individual zones are more evident at the local scale. They can be found in both rivers due to
the use of different calculation methods.

In order to present the diversity of the flood-prone area over the entire section and, thus,
the differences in the use of particular methods, the entire river section was divided into sectors
(Kamienica Nawojowska into 23 sectors, Skawinka into 22 sectors, see Figure 5), and the areas of
flood-prone zones in the single sectors were calculated. This allowed providing the analysis of
zone extension variability along the length of the longitudinal profile of both streams (Figure 6).
The flood-prone area map generated based on the EBA4SUB/FLO-2D modeling approach takes on
a larger or smaller area compared to the Mike11/NWMA approach, for the specific sector. The size
of the zones in the different sectors can be influenced by both the hydrological and hydraulic model.
If the primary source of differences between the zones is due to the hydraulic model, in which a
more realistic flood propagation can be expected in the 2D model, two separate trends should result.
The first is the difference in flow capacity of the section. The second is created when some parts of
the Mike 11 floodplain are always removed in the same way, i.e., in the case that sufficient depth
is reached to ensure contact of the zone with the rest of the flood risk area. The observed tendency
presenting something different, i.e., variability, indicates the inclusion of other factors found both in
the Mike11/NWMA and FLO-2D methods.

(a) (b) 

Figure 5. Sectors: (a) Kamienica Nawojowska, (b) Skawinka.

 

Figure 6. Variability of flood-prone areas: (a) Kamienica Nawojowska, (b) Skawinka.
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In the case of Kamienica Nawojowska, the dimensions of the Mike11/NWMA zones are
consistent with the zones obtained from the FLO-2D-B(5;2) application, where the zones are small,
almost exclusively narrow, and the section relatively compact and under the influence of pungent and
throw pressure manifested by floodplain terraces. In the upper part of the investigated section, where the
zones are created above hydrotechnical structures (bridges and water steps), the differences between
the zones obtained using the B(2;2), B(2,3) and B(5;2) hydrographs are small and the Mike11/NWMA
zone is substantially larger. This is due to the application of insufficient accuracy of the model grid
in FLO-2D, which under these conditions generalizes the actual layout of the terrain. This approach
is necessary due to the practical usability of the software in modeling of significant fragments of
the riverbed and allowing avoiding increasing computation time compared to the 1D model over
1000 times [40]. At the bottom of Kamienica Nawojowska, the regulated riverbed in the FLO-2D model
has been generalized, making water access to floodplains possible. The different size of zones due to
the characteristics of the flood wave is also visible here: the FLO-2D-B(2;3) application presents the
largest zone.

In the case of Skawinka, we are dealing with a watercourse that creates larger zones and the relative
differences between the distributions are not reflected in the simulations with FLO-2D, which present
similar values. In the outlet section, the differences considering the Mike11/NWMA zones result
from merging with the receiver zone following the procedure and in other places with insufficient
representation of the terrain layout by generalization of embankments Their absence allows for the
creation of zones that the standard procedure does not produce. Regarding the spatial distribution of
the flood zone areas B5.2, B2.3, and B2.2, the differences are due to the larger flow capacity in the B2.3
zone. Another aspect for the Mike11/NWMA approach zone is to consider water depth in the grid in
relation to the accuracy of DEM. In this case, since the DEM is characterized by an accuracy inside the
range up to 0.2 m, if we remove B2.3 grid nodes having the depth less than 0.2 m, the zones would be
similar to the Mike11/NWMA approach.

In the traditional approach of generating flood-prone areas, i.e., intersecting the WSM obtained
from a 1D model with DEM on floodplain terraces, areas that require expert interpretation emerge [39].
This applies in particular to areas without drainage and those where the connection in the main channel
is too small to fill with water during the peak of the wave. The FLO-2D model has a functionality
that allows the analysis of details of the generated floodplains [41]. This is particularly important
when verifying the physical connection of part of the zone in the main channel with the zone in the
floodplain. The advantage of the FLO-2D model is the possibility of performing the procedure in an
automated manner and without a great subjective assessment [42]. However, it depends mainly on
the accuracy of the data. Moreover, the 2D model allows the user to check the results of hydraulic
calculations, e.g., flow depth and local speed, at each pixel of the investigate area. It is noteworthy
that this possibility can be time consuming due to the high number of pixels contained in the gridded
structure of the model.

Final considerations can be done concerning the calibration issue. Commonly known hydrological
approaches used to design flood-prone areas need calibration of parameters in both hydrological and
hydraulic models. Calibration is a critical component of model development because parameters
generally cannot be determined directly from measurement but are instead inferred indirectly
by calibrating the model to observed responses [43,44]. In the last years in Poland, a new
approach was applied taking into account hydrological, hydraulic, social, environmental, economic,
and implementation aspects. In order to choose a solution, a multicriteria analysis was used, which is
based on 13 indicators that use the results of mathematical modeling of flood waves for the formulated
variants compared to the current state. This method was applied for the main tributaries of the
Vistula River and its results were used in the Flood Risk Management [45–47]. The EBA4SUB and
FLO-2D model can alternatively be used to determine flood-prone areas in ungauged catchments.
The main advantage of the approach is the simplicity of its use. Concerning EBA4SUB, the simplicity
means that it can be efficiently and successfully used by practitioners to determine the size of credible
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flows for estimating flood-prone areas or for designing hydrotechnical constructions. This approach
also resolves the problem of having a high uncertainty in hydrological and hydraulic calculations,
because parameters of both models have physical representation in real catchments characteristics
and can be easily inferred from topography and land use, and in doing so minimizing the subjectivity
of the user during the calibration procedure. With the introduction of Water Framework Directive
of UE (WFD) in Poland over ten years ago, all water bodies are subject now to the same procedure.
Standardized, simplified with use of 1D modeling (Mike 11 was commonly used) rivers and some
streams were modelled and hazard zones were generated (and later risk zones). The authors of this
study participated in many projects where flood zones were designed in Polish conditions [44–48].
This had two significant consequences. First is that in a short period of time (about 3 years) all
rivers were to some degree measured and analyzed. Second is that the attention of researchers was
focused elsewhere with the job done thanks to the country offices financial involvement. Now with the
perspective of obligatory repeating every several years, the procedure is repelling many attempts of
scientific involvement. Years pass and new capabilities in the field of remote survey and modeling are
accessible. If we look at the Mike11/NWMA procedure itself, the growing labor costs in Poland, and on
the opposite side the better 2D modeling capabilities, we cannot expect this to be the official procedure
in the future for much longer. We believe any attempt to use alternative procedures needs to go under
the careful eye of the science world. Moreover, practitioners around the world need modern and quick
tools to assess flood risk because they are responsible for protecting the infrastructure and maintaining
its functionality.

5. Conclusions

The differences in the flood-prone area maps created using different hydrological and hydraulic
models have been investigated in the present manuscript. The obtained results showed that the
proposed modeling approach, characterized by the combined use of the hydrological EBA4SUB model
and the hydraulic FLO-2D model, represent an accurate alternative, although much more demanding
in terms of computational time, to the standard approach used in Poland. Finding a solution capable of
the same results without the 2D modeling effort is the main issue of the research today. While FLO-2D
requires a high computational effort, the same way as any 2D modeling tool, it also offers fast access to
detailed results. Pixel by pixel verification provides evidence of flow capacity, with FLO-2D modeled
flood zones that were here generally narrower in respect to the official procedure. One question
arises: is the simplifying of the source data in FLO-2D leading to such differences or is the 1D tool
generally inaccurate?

Is FLO-2D discredited? In our opinion: no. Extensions of flood-prone areas appear in places where
the official procedure results would not be created without manual intervention (for instance the cutting
of parts of the flood zones). An essential aspect of any modeling tool is time effectiveness, which also
applies to the FLO-2D model. The procedure using FLO-2D can be utilized as a valid alternative to the
official approach. Moreover, in this work a second focus concerned the use of a recently developed
rainfall–runoffmodel, named EBA4SUB, for estimating the design hydrograph to be propagated with
the hydraulic model. The obtained results are in line with the official hydrological approach, so the use
of the combined approach EBA4SUB–FLO-2D in our opinion can pave the way for a fast update of the
flood-prone areas at a national level. Further research is needed, in particular regarding the application
of the proposed procedure to a large number of catchments, eventually assessing the quality of the
results comparing the modeled flood area maps with occurred ones.
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21. Młyński, D.; Petroselli, A.; Wałęga, A. Flood frequency analysis by an event-based rainfall-runoffmodel in
selected catchments of Southern Poland. Soil Water Res. 2018, 13, 170–176.

157



Sustainability 2020, 12, 8454

22. Šraj, M.; Dirnbek, L.; Brilly, M. The influence of effective rainfall on modeled runoff hydrograph.
J. Hydrol. Hydromech. 2010, 58, 3–14. [CrossRef]

23. Sikorska, A.E.; Viviroli, D.; Seibert, J. Effective precipitation duration for runoff peaks based on catchment
modelling. J. Hydrol. 2017, 556, 510–522. [CrossRef]

24. Grimaldi, S.; Petroselli, A.; Romano, N. Curve-Number/Green-Ampt mixed procedure for streamflow predictions
in ungauged basins: Parameter sensitivity analysis. Hydrol. Process. 2013, 27, 1265–1275. [CrossRef]

25. Green, W.H.; Ampt, G.A. Studies on soil physics. J. Agric. Sci. 1911, 4, 1–24. [CrossRef]
26. USDA. Estimation of direct runoff from storm rainfall. In National Engineering Handbook; Chapter 10, Part 630;

United States Department of Agriculture (USDA) Soil Conservation Service: Washington, WA, USA, 2004;
pp. 1–22.

27. Nardi, F.; Grimaldi, S.; Santini, M.; Petroselli, A.; Ubertini, L. Hydrogeomorphic properties of simulated
drainage patterns using DEMs: The flat area issue. Hydrol. Sci. J. 2008, 53, 1176–1193. [CrossRef]

28. Grimaldi, S.; Petroselli, A.; Nardi, F. A parsimonious geomorphological unit hydrograph for rainfall-runoff
modelling in small ungauged basins. Hydrol. Sci. J. 2012, 57, 73–83. [CrossRef]

29. Giandotti, M. Previsione delle piene e delle magre dei corsi d’acqua (Estimation of floods and droughts of
rivers). Ist. Poligr. Dello Stato 1934, 8, 107–117.

30. Kim, S.; Kim, H. A new metric of absolute percentage error for intermittent demand forecast. Int. J. Forecast

2016, 32, 669–679. [CrossRef]
31. O’Brien, J.S.; Julien, P.Y.; Fullerton, W.T. Two dimensional water flood and mud flow simulation.

J. Hydraul. Eng. 1993, 119, 244–261. [CrossRef]
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Abstract: Water resources play a critical role in the sustainable development of river-based tourism.
Reduced stream flow on the Lijiang River, south China, may negatively impact the development of
cruise tourism. We explored the effects of stream flow changes on cruise tourism by determining
(1) cruise tourism development indicators, (2) stream flow regime characteristics and their impacts on
cruise tourism development indicators, and (3) climate variability and socio-economic factors effecting
stream flow. Cruise tourism on the river has experienced rapid growth in recent decades. Stream flow
regimes displayed no significant changes between 1960 and 2016, although dry season stream flow was
significantly lower than in other seasons. We found that stream flow changes did not have a significant
impact on the development of cruise tourism. As precipitation has not changed significantly, policies,
including regulated stream flow from hydroelectric reservoirs, are assumed to mitigate reduced
stream flow. However, increased irrigation and economic development, combined with future climate
change, may increase challenges to cruise tourism. Future reservoir operations should prepare for
climate change-related increases in temperature and insignificant changes in precipitation, and adopt
adaptive measures, such as rationing water use in various sectors, to mitigate water shortages for
supporting sustainable tourism development.

Keywords: river-based tourism; reservoir regulation; water availability; climate variability; land
use change

1. Introduction

Water is a foundational natural and economic resource that plays a critical role in sustainable
development [1]. However, with economic expansion and population growth, the demand for water
across multiple sectors has increased the stress on regional water availability, particularly in China [2–4].
While the demand for water continues to grow, water availability is declining in many regions,
threatening regional sustainable development, particularly in river-based areas where tourism and
economic development are reliant on adequate water availability. Furthermore, the expansion of
river-based tourism can create additional water stress in areas where water availability is already
limited in meeting the increasing demands of economic growth [5]. Therefore, the relationship between
water resources and tourism has received particular attention from UNWTO (United Nations World
Tourism Organization), UNEP (United Nations Environment Program), OECD (Organization for
Economic Co-operation and Development) and related organizations and researchers [6,7].

Since the 1960s, the rapid growth in river-based tourism, and especially cruise tourism
(“a socio-economic system generated by the interaction between human, organizational and
geographical entities, aimed at producing maritime-transportation-enable leisure experiences” [8]),
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has led to increasing concern regarding the environmental impacts of this tourism sector [9,10].
The boom in cruise tourism has brought about substantial local and regional economic benefits,
including increased employment, infrastructure development and the expansion of urbanization [11].
The consequence of these developments can have serious negative impacts on water resources and the
natural environment [12,13]. Most research into the relationship between cruise tourism and water
resources focuses on water pollution and other environmental issues [12,14], while the effects of stream
flow changes on cruise tourism remains underexplored. The Lijiang River, one of 13 state-level key
protected rivers in China, is located in the Guilin region, in the northeast Guangxi Zhuang Autonomous
Region. River cruise tourism from Guilin to Yangshuo takes place along an 83 km meandering
waterway that runs through the largest and the most spectacular karst tourist attraction of the world
(Figure 1). River cruise tourism along the Lijiang River officially commenced in 1973 with five cruise
boats with a total capacity of 440 passengers. In 1982, the Lijiang River scenic zone was listed as one of
44 national scenic spots in China. The Lijiang River scenic zone received a 4A national ranking in 2001
and a 5A ranking in 2007. In 2012, there were 234 three- and four-star level cruise boats on the river
with a passenger capacity of 18,802 [15]. According to the government report, the carrying capacity for
Lijiang River cruise tourism is 19,000 passengers per day [16]. As a corridor, the Lijiang River connects
downtown Guilin and Yangshuo County with more than 18 scenic spots in the middle and lower
reaches of the river with 3A or higher rankings. As such, it represents the core area of socio-economic
growth in the Guilin region [17]. Because of this, cruise tourism from Guilin to Yangshuo plays a
critical role in the Guilin–Lijiang River–Yangshuo tourism destination system and in regional economic
growth [18]. Tourism development has been booming based on the distribution of tourism resources
and accelerating the economic growth in the Guilin region [17,18]. Downtown Guilin is the core zone
of a cluster of tourism resources and tourist services. The Merryland Resort in Xing’an County and
Longji Terraced Rice Fields in Longsheng County represent the northern core areas of tourism in the
Guilin region. Yangshuo County is the southern core areas of tourism, and it contains a number of
historic and cultural heritage sites, and karst landscape scenic spots.

However, in an era of rapid tourism and economic growth, the Lijiang River now experiences
water shortages, especially during the dry season [19,20]. What was once a year-round 83 km-long
waterway has been shortened to 10 km during the dry season, due to a reduction in stream flow.
When water discharge is less than 30 m3/s, cruise boats are unable to navigate the Lijiang River,
and a discharge of less than 8 m3/s imperils the river’s riparian ecosystems [21–23]. Given the almost
50 years history of cruise tourism as an economic activity on the Lijiang River, a reconsideration of
current approaches to water resource management to support sustainable cruise tourism is required.
Few studies have explicitly analyzed the effects of stream flow changes on cruise tourism on the
Lijiang River. This has resulted in a major gap in the understanding needed for sustainable tourism
development in the Guilin region.

We used the Lijiang River as a demonstration site to determine the effect of stream flow changes
on cruise tourism development between 1979 and 2016, based on selected stream flow parameters and
cruise tourism indicators. We also explored the effect of climate variability (precipitation, in this case)
and socio-economic factors (reservoir operation, land use change, and river engineering) that might
affect stream flow and, in turn, cruise tourism. The theoretical findings of this study form the basis
of water resource management recommendations that can facilitate the development of sustainable
cruise tourism on the Lijiang River.
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(b) 

Figure 1. (a) The Lijiang River scenic zone, located in the Guilin region, Northeast Guangxi Zhuang
Autonomous Region, China. Q, Qingshitan reservoir; C, Chuanjiang reservoir; X, Xiaorongjiang
reservoir; F, Fuzikou reservoir; (b) Yellow Cloth Shoal, one of the essential scenic spots of the Lijiang
River (photographed by Yuefeng Yao).

2. Materials and Methods

2.1. Study Area

The Lijiang River originates at Mao’er Shan Nature Reserve and flows 164 km to Yangshuo
County. The cruise line from Guilin to Yangshuo, known as the Gold Waterway of the Guilin region,
covers an 83 km stretch of river on a four- to five-hour journey through spectacular karst landscapes
(Figure 1). The annual temperature in the Lijiang River area ranges from 17 ◦C to 20 ◦C, and annual
precipitation ranges from 1400 mm to 2000 mm. Precipitation during the rainy season, from March to
August, accounts for approximately 80% of total annual precipitation, while dry season precipitation,
from September to February, accounts for the remaining 20%.

The Lijiang River, as one of China’s most important scenic and historic sites, is the largest and the
most spectacular karst tourist attraction of the world. Both the state and the local government have
created a series of programs to preserve and develop the area. To meet the water demands of cruise
tourism during the dry season, several additional hydroelectric dams have been constructed in the
upper reaches of the Lijiang River [24]. In order to enhance water availability, the local government
has implemented the national Grain for Green policy by converting cropland to forest or grassland
since the early 2000s [17]. In 2011, the regional government issued the Lijiang River Eco-environmental
Protection law, which focuses on the protection and conservation of riparian vegetation, water resources
and landscapes [25]. Furthermore, based on the Lijiang River scenic zone, an outline plan (2012–2020)
for the development of Guilin into an international tourist attraction was approved by the National
Development and Reform Commission in November 2012 [26]. In the past few years, the local
government has created bonus policies to promote tourism development and plan to introduce relevant
policies to foster high-quality tourism development in the future [27].
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2.2. Methods

We used linear regression to analyze recent trends in cruise tourism development and stream
flow change, and applied the Pearson correlation analysis and the Granger causality test to evaluate
the effects of stream flow changes on cruise tourism, based on selected stream flow parameters and
cruise tourism indicators. We then explored the effects of climate variability (in this case, precipitation)
and socio-economic factors (in this case, reservoir operation, land use change, and river engineering)
on stream flow and, therefore, cruise tourism development. Figure 2 is a simplified flow chart of
this study.

 

Stream flow 

changes 

Cruise tourism 

development 

Climate variability 
(precipitation) 

Water resource 

management 

Socio-economic factors 

Reservoir operation 

Land use change 

River engineering 

Figure 2. Simplified flow diagram illustrating the framework of this study.

2.2.1. Data Sources

To determine the development of regional cruise tourism we obtained economic data from the
Guilin Lijiang Zhi [28] in 2004 and the Guilin Economic and Social Statistical Yearbook [29] from
1990 to 2016. These data included cruise passenger numbers and ticket prices per passenger on
cruise boats from Guilin to Yangshuo, total number of tourists and tourism income for the Guilin
region, and regional GDP for the Guilin region from 1979 to 2016. Since cruise tourism on the Lijiang
River is dependent on the regulation of stream flow based on the water regimes at the Guilin water
station during the dry season, we collected daily water discharge data from the Annual Hydrological
Report of the Guilin water station from 1960 to 2016. Historical precipitation data from 1960 to 2016
were obtained from the China Meteorological Data Service Center (https://data.cma.cn). A dataset of
future averages of annual precipitation, precipitation anomalies, air temperature, and air temperature
anomalies for four representation concentration pathways (RCPs) for the 20 year period between 2020
and 2039 was downloaded from the GIS Program and Climate Changes Scenarios of the National
Center for Atmospheric Research (https://gisclimatechange.ucar.edu/).

2.2.2. Handling Missing Data

Missing data for total number of tourists and tourism income in the Guilin region from 1979
to 1998 were interpolated using regression analysis based on tourist and tourism income data from
1999 to 2016. To compensate for missing cruise passenger number data for 2010, 2013, and 2014,
we interpolated from average data from the preceding and succeeding years. Further, we replaced
missing cruise ticket prices from 1979 to 1983 with prices from 1984.
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2.2.3. Cruise Tourism Development Indicators and Stream Flow Parameters

The number of cruise passengers, the cruise passenger index (ratio of the number of cruise
passengers to the total number of tourists of the Guilin region), cruise ticket revenues (number of
cruise passengers multiplied by the ticket price per passenger, from Guilin to Yangshuo), and the
cruise ticket revenue index (ratio of cruise ticket revenue to total tourism income for the Guilin region)
were used to represent the cruise tourism development trend, and to analyze the effects of stream
flow changes on the development of cruise tourism on the Lijiang River. Based on the Indicators of
Hydrologic Alteration method [30], we employed twenty-five hydrological parameters to explore
changes in stream flow and the impact of those changes on cruise tourism development. These were (1)
annual stream flow, (2–13) annual monthly stream flow (from January to December), (14–18) minimum
flow (1-, 3-, 7-, 30- and 90-day minimum flow), (19–23) maximum flow (1-, 3-, 7-, 30- and 90-day
maximum flow), (24) base flow index, and (25) annual dry season flow (total monthly stream flow
from September to February).

2.2.4. Linear Regression

Linear regression analysis was conducted to detect time series data trends, and to interpolate
missing data based on recorded data. The trend slope was calculated using the least squares method [31]:

Slope =
n×

∑n
i=1(i× yi) −

∑n
i=1 i×

∑n
i=1 yi

n×
∑n

i=1 i2 −
(

∑n
i=1 i

)2
(1)

where y is a variable such as stream flow parameters, precipitation, and cruise tourism indicators; i is
the time/year within the study period; n is the number of years within the study period. A positive
slope value means an increasing trend, while a negative value indicates a decreasing trend, and zero
signifies no change.

An F test with a confidence level of 95% was used to detect the significant trend of the time
series data.

2.2.5. Detecting Abrupt Change of the Time Series Data

An abrupt change of stream flow or cruise tourism time series was detected using the Mann–Kendall
test, and the Pettitt test was also applied to verify the abrupt change with the R program [32]. For a
time series of stream flow or cruise tourism, the Mann–Kendall test statistic was calculated as follows:

S =
∑

n−1
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∑

n
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=
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




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






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The null hypothesis (H0) is that the stream flow or cruise tourism time series is identically
distributed, while the alternative hypothesis (HA) is that the stream flow or cruise tourism time series
displays a monotonic trend.

The Pettitt test is defined as:
KT = max

∣

∣

∣Ut,T

∣

∣

∣ (3)

where
Ut,T =

∑

t
i=1

∑

T
j=t+1sgn

(

Xi −X j

)

(4)

Details of the Mann–Kendall test and Pettitt test can be obtained from the relevant sources [33–35].
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2.2.6. Correlation Analysis and Granger Causality Test

Pearson correlation analysis [36] was employed to calculate the correlation coefficient between
the stream flow parameter (x) and cruise tourism indicator (y):

ρ(x, y) =
E(xy)

σxσy
(5)

where E(xy) is the cross-correlation between x and y, and σx and σy are the variances of x and y,
respectively. If ρ(x, y)2 is closer to 1, the stronger the correlation between x and y. If ρ(x, y)2 is equal
to 0, x and y are independent.

Lasso analysis shrinks some of the variable coefficients, sets others to zero, and selects the best
variables for enhancing the accuracy of predictions [37,38]. We employed Lasso analysis to select the
related variables from the 25 stream flow parameters to determine which stream flow parameter has
the most significant impact on cruise tourism development.

Granger [29] initially proposed his causality test as a statistical method in economics to explore
whether one variable or time series can cause others (known as Granger-cause) (Equation (4)). The test
has been applied widely in the fields of economics, biology, and environmental sciences to describe
causality and feedback [39–41]. We assumed that stream flow Granger-caused the development of
cruise tourism on the Lijiang River, and used the Granger causality test to verify this hypothesis.

Xt =
∑m

j=1 a jXt− j +
∑m

j=1 b jYt− j + ε
′
t

Yt =
∑m

j=1 c jXt− j +
∑m

j=1 d jYt− j + ε
′′
t

(6)

where m is the maximum number of lagged observation; a j, b j, c j, and d j are the coefficients; ε′ and ε′′

are residual for Xt and Yt time series, respectively.

2.2.7. Future Climate Change Scenario Analysis

We analyzed temperature and precipitation changes for the next 20 years (2020–2039) under
RCP2.6, RCP4.5, RCP6.0, and RCP8.5 scenarios using CCSM4.0 (Community Climate System Model).
The CCSM is a geographic information system (GIS) Global Climate Model (GCM), and is one of the
coupled climate models (CCM) used to simulate a series of emission scenario experiments in the fifth
phase of the Coupled Model Intercomparison Project (CMIP5) [42]. It uses present day (1986–2005)
climate datasets as the baseline to analyze future climate anomalies under four RCPs. RCP2.6 is a low
forcing level which predicts that radiative forcing will rise to about 3 W/m2 before 2100 and will then
decrease. RCP4.5 and RCP6.0 are two stabilization levels in which radiative forcing will stabilize at
approximately 4.5 and 6.0 W/m2, respectively, after 2100. The radiative forcing level of RCP8.5 will
reach more than 8.5 W/m2 by 2100 [43]. The difference in temperature/precipitation over the Lijiang
River basin between the next 20 years and the 1986 to 2006 average was interpolated using inverse
distance weighting (IDW).

2.2.8. Effect of Reservoir Operation on Stream Flow

The Qingshitan reservoir has regulated downstream water supply during the dry season since
1987. Therefore, we compared monthly stream flow between 1960 and 1986 and between 1987 and
2016 to estimate the effect of reservoir regulation on monthly stream flow.

The deviation degree [44] was calculated to determine the effects of reservoir operation on
stream flow:

D =
xt − x0

x0
× 100% (7)
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where x0 and xt are the mean values of stream flow during the pre-regulation (1960 to 1986) and
regulation period (1987 to 2016), respectively.

A positive D means an increase in stream flow during the regulation period compared to the
pre-regulation period, while a negative D indicates a decrease.

3. Results

3.1. Trend Analysis of Cruise Tourism Development from Guilin to Yangshuo

The number of cruise passengers showed a fluctuated increase from 1979 to 2016, with an abrupt
increase in 2000 (p = 4.79 × 10−5) (Figure 3). Prior to 1980, there were only 0.16 million cruise passengers
annually, followed by a sharp increase from 0.19 million in 1980 to 1.44 million in 1987. Between 1987
and 2000, the number fluctuated, with a peak value of 1.74 million in 1992. However, following 2000,
the number of cruise passengers increased to 2.18 million in 2006 with a dip in 2003. There was a slight
decrease in 2007 and a sharp decrease in 2008, followed by relative stability until 2012. This may have
been the result of a drastic decline in the cruise passenger index while the total number of tourists of the
Guilin region increased sharply after 2006. Since 2006, the State Ministry of Culture and Tourism has
implemented the Guiding Opinions on Promoting the Development of Rural Tourism. This includes
the creation of a series of activities to promote rural tourism development, such as the China Rural
Tourism Year 2006 [45]. As a result of this promotion of tourism development, the total number of
tourists in Yangshuo, Xing’an, Longsheng, Gongcheng, Lipu, and Ziyuan Counties increased by 67%,
45%, 95%, 47%, 17%, and 130%, respectively, in 2006 compared to the previous year [46]. The number
of cruise passengers increased rapidly again from 2012 to 2016.

Compared to the number of cruise passenger tourists, the total number of tourists in the
Guilin region remained relatively stable prior to 1998, followed by an abrupt increase after 1998
(p = 2.01 × 10−6), peaking at 53.83 million in 2016.−

 

−

−

−

Figure 3. Temporal trends in the number of cruise passengers and total number of tourists from 1979 to
2016. The number of cruise passengers showed a tendency to increase on the whole, while the total
number of tourists significantly and abruptly increased after 1998.

All cruise ticket revenue, total tourism income, and GDP for the Guilin region increased slowly
before 1990 (Figure 4). From 1990 onwards, cruise ticket revenues increased rapidly until 2006, with an
abrupt increase in 1997 (p = 8.96 × 10−6) and a decrease in 2003. This was followed by a sharp decrease
in 2008, with revenues remaining relatively stable from 2008 to 2012 due to the drastic decline in
cruise passenger numbers from 2006 to 2012. Cruise ticket revenue increased again from 2012 to 2016,
with the highest value of 0.47 million yuan in 2016. Total tourism income increased slowly from 1990
to 2006, though it had an abrupt increase in 1994 (p = 1.87 × 10−6), and a peak value of 63.73 billion
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yuan in 2016. The GDP of the Guilin region increased gradually after 1990, with an abrupt increase in
1997 (p = 1.86 × 10−6), and attained a peak value of 205.48 billion yuan in 2016.

Figure 4. Temporal trends of cruise ticket revenues, total tourism income and GDP for the Guilin region,
from 1979 to 2016. All cruise ticket revenues, total tourism income, and GDP increased slowly before
1990. Following 1990, cruise ticket revenues underwent a fluctuated increase until 2016. Both total
tourism income and GDP for the Guilin region showed a similar gradually increasing trend prior to
2005, and then a sharp increase until 2016.

Recently, both cruise ticket revenue and cruise passenger indices have displayed a decreasing
trend, particularly after 2006 (Figure 5). The cruise ticket revenue index fluctuated from 1979 to 1996,
followed by a sharp increase from 1.35% in 1996 to 6.99% in 2005, with a small decrease in 2003 and
2004. A decreasing trend after 2006 was followed by an abrupt decrease in 2008 (p = 0.02), indicating a
shrinking in the contribution of cruise ticket revenue to total tourism income. The cruise passenger
index increased rapidly from 1.95% in 1979 to 26.49% in 1992, with a drastic decrease in 1989. Following
1992, there were sharp decreases in 1993 and 1994, followed by a fluctuating decrease from 1995 to
2006, and then an abrupt decrease after 2006 (p = 0.03).

 
Figure 5. Temporal trends of cruise ticket revenue and cruise passenger indices from 1979 to 2016.
Both cruise ticket revenue and cruise passenger indices decreased significantly after 2006.
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3.2. Characteristics of Annual Stream Flow in the Lijiang River

From 1960 to 2016, the Lijiang River experienced large interannual variability in annual stream
outflow (814.70 to 2219.31 mm, with a mean value of 1442.35 mm) (Figure 6). Annual stream outflow
showed an overall rising trend with an increase ratio of 2.80 mm per year from 1960 to 2016. The annual
dry season outflow also showed an overall upward trend. However, neither the annual stream outflow
nor dry season outflow increased significantly (p value is 0.23 and 0.12, respectively) over the entire
study period. The highest annual dry season outflow, in 2015, (855.62 mm) was due to heavy rain in
November of that year, resulting in a November stream outflow (393.21 mm) that accounted for more
than 45% of the total dry season outflow. If the annual dry season outflow for 2015 is excluded, there is
no significant change during the study period (p = 0.61).

With the exception of April, the annual minimum flow (1 day, 3 day, 7 day, 30 day, and 90 day
minimum flow), maximum flow (1 day, 3 day, 7 day, 30 day, and 90 day maximum flow), and annual
monthly stream flow did not exhibit significant change. The annual April stream flow decreased
significantly, with an abrupt decrease in 1982 (p= 0.03), suggesting that other sectors, such as agricultural
irrigation, have increased water demand for spring crop growth, resulting in decreased stream flow
in April.

 
Figure 6. Trends in (a) annual stream outflow and (b) dry season outflow from 1960 to 2016. Neither
annual stream outflow nor dry season outflow increased significantly, with p values of 0.23 and
0.63, respectively.
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3.3. Effects of Stream Flow Changes on Cruise Tourism from Guilin to Yangshuo

Stream flow did not have a significant impact on the development of cruise tourism from
1979 to 2016, according to the Pearson’s correlation matrix of cruise tourism indicators (number of
cruise passengers and cruise ticket revenue) and stream flow parameters (Table 1). Stream flow in
January, November, and December had a large positive correlation coefficient with the number of cruise
passengers (0.18, 0.13, and 0.17, respectively) and cruise ticket revenue (0.15, 0.18, and 0.21, respectively).

Table 1. Pearson’s correlation coefficients for cruise tourism indicators and stream flow.

Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec.

Cruise passengers 0.18 −0.15 −0.08 −0.24 −0.10 0.04 0.10 −0.29 −0.11 −0.20 0.13 0.17

Cruise ticket
revenue

0.15 −0.23 −0.23 −0.07 0.02 0.13 −0.07 −0.23 −0.13 −0.18 0.18 0.21

1 day
min a

3 day
min

7 day
min

30 day
min

90 day
min

1 day
max b

3 day
max

7 day
max

30 day
max

90 day
max

base
flow

annual
flow

dry season
flow

Cruise passengers −0.14 0.02 0.02 0.12 −0.28 −0.07 −0.09 −0.11 −0.07 −0.01 0.05 −0.01 0.04

Cruise ticket
revenue

−0.21 0.01 0.01 0.01 −0.21 −0.04 −0.07 −0.09 −0.09 0.02 −0.01 0.01 0.04

Note: a min, minimum flow; b max, maximum flow.

According to the variable selection criterion of lasso analysis, the monthly stream flow in January,
February, March, April, May, June, August, and December, the 90 day minimum flow, the 1, 7,
and 90 day maximum flow, annual flow, and dry season flow could be selected as the variables that
have potential impacts on the number of cruise passengers (Table 2). Further, the monthly stream flow
in February, March, June, August, and November, and the 7 and 30 day maximum flows could be
selected as variables for exploring the effects of stream flow changes on cruise ticket revenue.

Table 2. Related coefficients of cruise tourism indicators and stream flow parameters calculated with
lasso analysis.

Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec.

Cruise passengers 0.0032 −0.0017 −0.0010 −0.0021 −0.0018 0.0003 0.0000 −0.0042 0.0000 0.0000 0.0000 0.0022

Cruise ticket
revenue

0.0000 −0.0004 −0.0004 0.0000 0.0000 0.0005 0.0000 −0.0002 0.0000 0.0000 0.0001 0.0000

1 day
min a

3 day
min

7 day
min

30 day
min

90 day
min

1 day
max b

3 day
max

7 day
max

30 day
max

90 day
max

base
flow

annual
flow

dry season
flow

Cruise passengers 0.0000 0.0000 0.0000 0.0000 −0.0014 −0.0002 0.0002 −0.0002 0.0000 0.0012 0.0000 0.0005 0.0001

Cruise ticket
revenue

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 −0.0002 −0.0001 0.0000 0.0000 0.0000 0.0000

Note: a min, minimum flow; b max, maximum flow.

In general, stream flow changes did not have a significant impact on the development of cruise
tourism on the Lijiang River from 1979 to 2016. Within the 5% confidence level, only the January
stream flow had the significant p value that could Granger-cause the development of cruise tourism
(Table 3); an increase in January stream flow could increase the number of cruise passengers. However,
the January stream flow did not increase significantly from 1960 to 2016 (p = 0.18), which suggests that
this could not Granger-cause the development of cruise tourism on the Lijiang River.

Table 3. Effects of stream flow changes on the development of cruise tourism using the Granger
causality test with p value.

Jan. June Nov. Dec. 90-Day Max a Annual Flow Dry Season Flow

Cruise passengers 0.01 0.74 0.40 0.41 0.45 0.96
Cruise ticket revenue 0.60 0.36

Note: a max, maximum flow.
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3.4. Climate Variability and Socio-Economic Factors Affecting Stream Flow and Cruise Tourism

3.4.1. Climate Variability (Precipitation)

The Lijiang River experienced a large interannual variability in annual precipitation from 1960
to 2016, ranging from 1254 mm to 3012 mm, with a mean value of 1894 mm. Annual precipitation
displayed an overall upward trend, with an increase ratio of 2.81 mm per year, indicating that climate
change has had a positive impact on stream flow. However, annual precipitation did not increase
significantly during the study period (p = 0.51), suggesting that changes in stream flow primarily
occurred due to reservoir operation and other anthropogenic factors.

The temperature is projected to increase by more than 0.8 ◦C in the Lijiang River area over the next
20 years (2020–2039) compared to the 1986–2005 average. It is estimated to rise by 0.80 ◦C and 1.06 ◦C
under the RCP2.6 and RCP8.5 scenarios, respectively. At the same time, precipitation is projected
to decrease from 0.58 to 1.00% under RCP2.6, compared to the 1986–2005 average. Furthermore,
precipitation is forecasted to decrease by approximately 0.26% in the upstream reaches of the Lijiang
River, under RCP8.5. In contrast, precipitation is projected to increase from 2.32 to 3.18% under RCP4.5,
and from 0.90 to 1.79% under RCP6.0, over the next 20 years. However, these increases/decreases in
projected precipitation are relatively small compared to the 1986–2005 average, suggesting that future
precipitation levels will not change significantly in the Lijiang River area.

3.4.2. Socio-Economic Factors

Reservoir Operation

The monthly stream flow at the Guilin water station, which is the stream flow monitoring station
for cruise tourism on the Lijiang River, increased from the 1960–1986 period to the 1987–2016 period,
except for the months of April, May, and August (Figure 7). The most significant increase in monthly
stream flow occurred in June (277.40 to 368.20 m3/s), which resulted in the highest monthly stream
flow shifting from May to June during the 1987–2016 period in contrast to the 1960–1986 period.
The monthly stream flow during the dry season, from September to February, increased from the
1960–1986 period to the 1987–2016 period, especially in January (30.77 to 39.91 m3/s), with a deviation
degree of 29.70%. This indicates that regulation of the downstream water supply was beneficial during
the dry season.

Figure 7. Cont.
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Figure 7. (a) Monthly stream flow changes and (b) their degrees of deviation during the period from
1987 to 2016 compared to the period from 1960 to 1986. Monthly stream flow in April, May, and August
decreased during the period from 1987 to 2016 compared to the period from 1960 to 1986. The red line
in (b) represents the zero deviation.

Land Use Change

A buffer zone of approximately 106.57 km2 around the cruise line with a radius of 1 km was
used to explore the impact of land use policy (Conversion of Cropland to Forest Program, also known
as Grain for Green) on local land use changes. Land use change and its distribution patterns in the
buffer zone showed that the area of forest increased from 55 km2 in 2000 to 74 km2 in 2015, and the
water area increased from 8 km2 in 2000 to 16 km2 in 2015 (Figure 8). In contrast, the farmland area
decreased from 10 km2 in 2000 to 1 km2 in 2015, indicating that the Conversion of Cropland to Forest
Program implemented in the Guilin region at the beginning of the 2000s increased forest and water
areas. Besides land use policy, other actions, such as sediment regulation, were adapted to improve
stream flow in the Lijiang River. River bed excavation has been considerably higher in recent years
compared to 1961. In 2013, sand excavation from the Lijiang River was 46,979 m3, almost 10 times that
of 1961 (4800 m3).

 

Figure 8. Spatial distribution of land use types in the buffer zone around the cruise line: (a) 2000 and
(b) 2015.
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4. Discussion

Cruise tourism from Guilin to Yangshuo plays a critical role in the Guilin–Lijiang River–Yangshuo
tourism destination system and regional economic development. Tourism-related businesses generated
almost one third of the GDP of the Guilin region in 2016. However, the cruise passenger index (ratio
of the number of cruise passengers to total number of tourists in the Guilin region) and the cruise
ticket revenue index (ratio of cruise ticket revenues to total tourism income for the Guilin region)
displayed a decreasing trend after 2006. The cruise ticket revenue index is dependent on cruise ticket
prices, number of cruise passengers, and total tourism income for the Guilin region. Since the cruise
ticket price from Guilin to Yangshuo remained stable from 2006 to 2016 [46,47], a drastic decline in the
number of cruise passengers resulted in a decrease in cruise ticket revenue. Furthermore, an increase
in total tourism income accelerated the declining trend of the cruise ticket revenue index. The cruise
passenger index strongly depends on the total number of cruise passengers, stream flow regimes of
the Lijiang River, weather conditions, holiday periods, and other socioecological and political factors.
Nevertheless, we found that stream flow did not decrease, particularly during the dry season from
September to February. Therefore, stream flow changes did not have a significant negative impact
on cruise tourism. This is likely because the total number of tourists and the total tourism income
for the Guilin region increased sharply after 2006, while that of the number of cruise passengers and
cruise ticket revenues remained stable or decreased. The number of cruise passengers and cruise
ticket revenue have indeed shown a decreasing trend after 2006. Meanwhile, tourism opportunities
in the region have been diversified, with the proliferation of new tourist destinations from 2006 to
2010 [18,48]. A series of rural tourism promoting activities created by the State Ministry of Culture and
Tourism, such as the Guiding Opinions on Promoting the Sustainable Development of Rural Tourism
in 2006 and 2018 [49], have effectively promoted the development of rural tourism. Rural tourism
has, in turn, increased revenue and promoted employment [50]. With the development of tourist
destinations within the Guilin region, the overall number of tourists and total tourism income set a
new record in 2018 with, approximately 109 million people and 139 billion yuan, respectively [51].

Although we could not detect any significant impact of reduced stream flow on cruise tourism,
this form of tourism is a highly important sector that is dependent on adequate water availability in
the Lijiang River, particularly during the dry season, and the effects of climate change, combined with
the intensification of water use, will further reduce water availability. Our projected results indicate
that precipitation will not change significantly over the next 20 years (2020–2039) compared to the
1986–2005 average. However, the temperature is projected to increase from between 0.80 ◦C to
1.06 ◦C. Without a concomitant increase in precipitation, increasing temperature will likely reduce both
summer and autumn stream flow [52]. Therefore, water shortages will likely worsen along the river,
thus impeding regional economic development, including tourism. The effects of potential climate
variability and reservoir regulation on stream flow must be carefully examined to ensure sustainable
water resource management that will support viable cruise tourism.

Human activities, such as reservoir regulation, river-based tourism, and irrigation, combined with
climate change, are likely to increase the stress on water availability in the Lijiang River, which will
subsequently affect tourism and the aquatic ecosystem. Previous research suggests that current water
discharge regulation by the Qingshitan reservoir alone cannot meet the water requirements of cruise
tourism on the river as the primary function of this reservoir is the supply of water for irrigation and
domestic consumption [22]. To meet the increasing water demands of economic expansion, and to
support cruise tourism, particularly during the dry season, the Guilin government and the State Council
have constructed several additional hydroelectric dams in the upper reaches of the Lijiang River [24].
Qingshitan reservoir, constructed in 1960, has regulated water supply downstream during the dry
season since 1987. The Chuanjiang, Xiaorongjiang, and Fuzikou reservoirs were constructed in 2014,
2015, and 2018, respectively. Reservoir operation has caused significant changes in the downstream flow,
improved some fish habitats on the river, especially by increasing water supply during the dry season,
and also benefited human interests [22,53,54]. However, maintaining an ecological or quasi-natural
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flow must be ensured to conserve the river ecosystem [54]. Therefore, reservoir operation should
be regulated to ensure optimal functioning of the river system, both ecologically and economically.
When all of the reservoirs are fully operational and when water discharge is optimized, stream flow on
the Lijiang River is expected to rise to 60 m3/s during the dry season [55]. This will benefit both the
river environment and human interests. Meanwhile, future research should consider the impact of the
operation of multiple reservoirs on the Lijiang River under different climate change scenarios.

Tourism development, as well as economic growth, is associated with high water demand,
and a large number of tourists may significantly exacerbate water shortage problems. The water
consumption rate ranges from 84 to 2000 L per tourist per day [5]. The value of water use per tourist
will increase if other amenities, such as swimming pools and golf courses, are included in the tourism
area. With expanding tourism, water demands from the Lijiang River remain consistently high [21].
Meanwhile, local agricultural development may also lead to decreased stream flow. A previous study
indicated that 80% of surface water (the largest quantity of regional water resources) is allocated to
agriculture in the Guilin region [56]. This may explain why the monthly stream flow for the peak
tourism months of April, May, and August decreased during the 1987 to 2016 period compared to
the 1960 to 1986 period. Therefore, viable strategies for water regulation and irrigation planning are
urgently required to avoid further adverse effects of stream flow on regional river-based tourism.

5. Conclusions

As water resources are the foundation of economic resources and critical for sustainable
development, we assumed that decreases in stream flow would have negative impacts on the
development of cruise tourism on the Lijiang River. However, we did not find that stream flow
changes had a significant impact on the development of cruise tourism on the river from 1979 to
2016. Given that climate variability (in this case, precipitation) has experienced no significant change
in previous decades, socio-economic factors, such as reservoir operation, land use policy, and river
engineering, might have significant impacts on water availability. Current reservoir regulations have
improved water availability in the Lijiang River, particularly during the dry season from September
to February. Furthermore, additional reservoirs have been constructed to meet the increasing water
demands of tourism, agriculture, and economic development. Considering that without a concomitant
increase in precipitation, increases in temperature over the next 20 years (2020–2039) will likely reduce
both rainy and dry season stream flow, the operation of multiple reservoirs in the Lijiang River should
be conducted under conditions of (1) increasing reservoir capacities in heavy rain periods and adjusting
flow regulation to support tourism during the dry season, and (2) preparing for climate change-related
increases in temperature, insignificant changes in precipitation, and water shortages through adaptive
measures, such as rationing water supply for cruise tourism, agriculture, domestic and municipal use.
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Abstract: This work aimed to quantify how the different parameters of the Snyder model influence
the errors in design flows. The study was conducted for the Kamienica Nowojowska catchment
(Poland). The analysis was carried out according to the following stages: determination of design
precipitation, determination of design hyetograph, sensitivity analysis of the Snyder model, and quality
assessment of the Snyder model. Based on the conducted research, it was found that the Snyder
model did not show high sensitivity to the assumed precipitation distribution. The parameters
depending on the retention capacity of the catchment had much greater impact on the obtained flow
values. The verification of the model quality showed a significant disproportion in the calculated
maximum flow values with the assumed return period.

Keywords: flood frequency; rainfall-runoffmodel

1. Introduction

Design flows (QT) are essential measures in engineering hydrology. These values are used as
assumed theoretical values in all facilities where the main task is to minimize the risk associated with
the rise of floods [1,2]. When these characteristics are estimated for gauged catchments, i.e., those with
long series of hydrometric observations, flows are calculated on the probability distributions of random
variables. However, it should be emphasized that out of all the catchments, most do not have any
hydrometric observations or their series are too short to use statistical methods or are ungauged [3].
In such cases, so-called indirect methods are used, such as empirical formulas or hydrological models
based on precipitation-runoff relationships [4]. In the recent years, an increasingly frequent initiative
has been observed to solve the problem of calculating flood flows in ungauged catchments. In the case
of small catchments, where indirect methods are the only source of hydrological information, empirical
formulas are still the only one tool for determining the size of design flows [5].

Empirical formulas for calculating QT flows are a generalization of information regarding
the physiographic and meteorological characteristics of a given region, affecting the formation of
risings there. It must be emphasized that empirical formulas should be only used in areas for which
they have been calibrated. However, it is possible to apply an empirical formula to an area that has not
been calibrated but is similar to an area where calibration has taken place (regionalization), if it will
be accepted that the results may be poor, as certain dissimilarities may have been neglected. One of
the most used formula in the world for calculating QT flows is the so-called rational formula. The flows
are determined based on characteristics such as runoff coefficient, critical precipitation, concentration
time, and catchment area [6]. However, it should be emphasized that despite its simplicity, the rational
formula has some limitations. They mainly concern the method of determining the runoff coefficient
and determining the duration of precipitation followed by the largest runoff from the catchment [7].
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Despite its limitations, the rational formula is still recommended in some regions of the world for
calculating QT flows [8].

In engineering design practice, besides knowledge about QT flows, it is often necessary to use the other
characteristics of the flood waves culminated over the whole QT event, namely volume and duration.
In the case of ungauged catchments, such characteristics are determined using rainfall-runoff models [9].
Among the many models that are commonly used, one is the type of rainfall-runoff based on the Snyder
synthetic unit hydrograph where the basic parameters are the size of the culmination and the time to
the culmination [10]. Experience with the Snyder model and other models have shown some limitations
regarding its use. They relate to the method of estimating design rainfall, high sensitivity to the design
hyetograph, overestimation or underestimation of excessive rainfall from the usually used SCS-CN method,
and the subjectivity of choosing the values of some indicators for estimating model parameters [11–14].
When using the Snyder model to simulate rainfall-runoff processes, attention should also be paid to other
factors that may bring into question the results obtained. This is primarily the uncertainty of the input
parameters and the lack of a linear relationship between the input data and the results obtained. Therefore,
a sensitivity analysis and calibration of the model are fundamental. This will help obtain results with
smaller errors and facilitate a better understanding of the flooding processes [15].

In the case of ungauged catchments, due to the lack of a reference value, the calibration range is
very limited. Most of the studies related to the optimization of the work of hydrological rainfall-runoff
models relate to comparative analyses of the floods observed and are determined by through models.
However, not many reports indicate the sensitivity of QT flows concerning the size of parameters
that can be taken subjectively. It must be emphasized that in case of Snyder model, in addition
to model’s parameters, the shape of design hyetograph may be subjectively determined, assuming
the parameters of determining its course. Most of the studies related to the work quality of the Snyder’s
model concern the uncertainty analysis only for model parameters. However, in reality there may
be an error uncertainty in all the parameters simultaneously. Due to this, an additional analysis of
the model uncertainty regarding all parameters was performed simultaneously. This is an additional
novelty of this study. Considering the above, this study aimed to analyze the problems associated with
the estimation of QT flows using the rainfall-runoff Snyder synthetic model.

2. Study Area

The calculations were carried out for the Kamienica Nawojowska catchment. It is located in
the Carpathian part of the upper Vistula basin in Poland. The catchment area is 237.7 km2. The length
of the main watercourse up to the section closing the catchment is 34.5 km. The average inclination of
the drainage basin is 54.5‰. The density of the river network is 1.9 km·km−2. The catchment area is used
as follows (% of the total catchment area): continuous urban fabric (0.05%), discontinuous urban fabric
(4.67%), commercial or industrial units (0.36%), non-irrigated arable land (15.91%), pastures (0.12%),
sophisticated crop and plot systems (17.47%), agricultural areas with a high proportion of natural
vegetation (2.85%), deciduous forests (16.03%), coniferous forests (21.79%), mixed forests (20.71%),
and natural grasslands (0.04%). In the soil medium, there are mainly deposits with above-average
permeability (medium-deep sandy soils and loess, sandy loams) and with very low permeability
(clay soils, silty soils). The average annual precipitation in the basin is 901 mm. The average annual air
temperature is 7.8 ◦C. Figure 1 shows the location of the research catchment. Figure 2 shows the use of
the catchment area and Figure 3 shows its elevation differences.
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Figure 1. Location of the analysed catchment.

 
Figure 2. Land use of the Kamienica Nawojowska catchment.
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Figure 3. Elevation differences of the Kamienica Nawojowska catchment.

3. Materials and Methods

The basis for carrying out the research was the observed time series of the annual maximum
daily rainfall and maximum annual flows from the 1971–2015 period for the Kamienica Nawojowska
catchment. The data were obtained from the Institute of Meteorology and Water Management
in Warsaw, National Research Institute. Precipitation data were obtained for four meteorological
stations. Due to the rugged nature of the catchment area, they were averaged with the inverse
distance method [16]. The physiographic characteristics of the catchment were established based on
the Hydrographic Division Map of Poland 2010, Corine Land Cover 2018, and a digital elevation model
with a grid resolution of about 25 m. The study was carried out according to the following stages:
calculation of design precipitation and flows with a given period of return using statistical methods,
determination of design hyetograph, calculation of excessive rainfall, determination of design flows
using Snyder model, and assessment of the work quality of the Snyder model with the assumed values
of its parameters.

3.1. Determination of Design Precipitation and Design Flows Using Statistical Method

In this paper, it was assumed that QT flows are caused by the annual maximum daily rainfall
PT with the same return period [17]. QT flows were determined using a statistical method to assess
the quality of the Snyder model. The calculations were performed for the return periods of 1000, 100,
50, 10, 5, and 2 years. PT precipitation and QT flows were calculated using the log-normal distribution,
which is described as [18]:

f (x) =
1

(x− ε)α
√

2π
exp













−1
2

(

ln(x− ε) − µ
α

)2










(1)

xp = exp

[

µ+
α
√

2
erf(2(1− p) − 1)

]

+ ε (2)

where:

xp—quantile of the theoretical log-normal distribution;
ε—lower string limit,
erf(2(1 − p) − 1)—Gauss error function.
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In practice, when QT is calculated, its upper limit is important. Also important is the knowledge
about the degree of confidence, where the real value of QT will not exceed the upper limit of
the confidence interval. Therefore, the probability Pβ is calculated so that the real value of QT will not
exceed the upper limit of confidence interval. This probability is known as the degree of protection.
In the paper, an 84% degree of protection was assumed.

The calculated QT flows using the log-normal distribution were the reference level for assessing
the quality of the Snyder model. After determining design precipitation, the concentration time for
the catchment was determined using the Giandotti formula [19]. Then, precipitation was determined
for duration equal to the concentration time using Lambor reduction curves. They are described by
the following functions [20]:

Ψ(t) = 0.127·t0.67 for t from 5 to 120 min (3)

Ψ(t) = 0.243·t0.67 for t from 120 to 1440 min (4)

PTc = PT(t = Tc) (5)

where:

Ψ(t)—precipitation reduction factor (-),
t—duration of precipitation (min),
P(Tc)—precipitation for a time equal to the concentration time (mm),
PT—design precipitation with the same return period (mm),
Tc—concentration time (min).

Specified design precipitation for the assumed concentration times constituted the input signal to
the Snyder model.

3.2. Determination of the Design Hyetograph

The input parameter to the Snyder model was design hyetograph which the shape was based on
beta density function. This function is described by the following formula [21]:

f (x) =
xα−1(1 − x)β−1

B(α, β)
for 0 ≤ x ≤ t (6)

where:

α, β—shape factors (α > 0, β > 0),
B—value of the beta function,
t—duration of precipitation.

The basis for calculating the hyetograph were determined PT precipitation with return periods
of 1000, 100, 50, 20, 5 and 2 years, which were reduced for the time of concentration. 15 min were
assumed as the time step of the hyetograph.

3.3. Determination of Design Flows Using the Snyder Model

The values of the QT flows were determined using the Snyder model. Excessive rainfall was
determined using the SCS-CN method, where it depends on the soil permeability in the catchment
area, the land use, and the water conditions of the catchment before precipitation causing surface
runoff. Excessive rainfall was determined based on the following dependence [22–24]:

Pe =















(P − 0.2S)2

P + 0.8S when P ≥ 0.2S

0 when P < 0.2S
(7)
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where:

Pe—excessive rainfall [mm],
P—total rainfall [mm],
S—maximum potential catchment retention [mm].

The maximum potential retention of the catchment is directly related to the CN parameter
and described by the following equation:

S = 25.4·
(1000

CN
− 10

)

(8)

The water condition of the catchment before precipitation causing the runoff are expressed by
antecedent moisture condition (AMC). This parameter is considered to transform the rainfall depth in
excessive rainfall. The AMC parameter includes three conditions: dry (AMC I), average (AMC II),
and wet (AMC III). In this work, the CN parameter was determined for the wet condition (AMC III).
The CN parameter was calculated for the catchment as a weighted average, according to the guidelines
presented in the paper [25].

The Snyder model is based on the assumptions of the unit hydrograph, which is described by two
parameters: the culmination of the hydrograph and the time of reaching culmination. These parameters
are estimated according to the following dependence [26,27]:

TL = Ct·(L·Lc)
0.3 (9)

where:

TL—delay time [h],
Ct—coefficient related to the catchment retention range from 1.8 to 2.2 [-],
L—distance along the watercourse from the closing cross-section to the intersection of the dry valley
with the watershed [km],
Lc—distance along the main watercourse from the mouth section to the center of gravity of the catchment
area [km].

Qp =
2.78·Cp·A

TL
(10)

where:

Qp—peak flow of unit hydrograph [m3·s−1·mm],
Cp—empirical coefficient resulting from the simplification of the hydrograph to triangle, taking values
from 0.4 to 0.8 [-],
A—catchment area [km2].

This study evaluates the sensitivity of the Snyder model to the assumed values of the input
parameters of the Snyder model. Factors such as the influence of the shape of the hydrograph of
precipitation and changes in the values of Ct and Cp parameters were analyzed. At the beginning of
the calculations, it was assumed that the maximum precipitation intensity occurs in the middle of
the hyetograph, hence, the parameters α and βwere assumed as 5.0 and 5.0, respectively. The impact
of changes of the shape of the precipitation hyetograph on the QT values calculated with the Snyder
model was determined by changing the values of the parameters of the hydrograph by ±0.5, assuming
its values from 1.0 to 9.0. By changing the values of the one parameter, the other was considered as a
constant (5.0). The values of the Ct and Cp parameters were initially set at 2.0 and 0.6, respectively.
The impact of the assumed values of these parameters on QT values was determined by changing
them by ±0.025, where the Ct parameter took values from 1.800 to 2.200 and the Cp parameter from
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0.400 to 0.800. The analysis of the sensitivity of the Snyder model to changes in the values of Ct and Cp

parameters was conducted for the precipitation hyetograph with the maximum precipitation intensity
in the middle of its duration (α = 5.0 and β = 5.0).

3.4. Evaluation of the Quality of Work of the Snyder Model

The assessment of the work quality of Snyder models in relation to the assumed values of
input parameters was made using mean absolute percentage error (MAPE), which is described by
the following dependence [28]:

MAPE =
QT −QTSnyder

QT
·100[%] (11)

where:

QT—maximum flow with a given frequency of occurrence, calculated using the log-normal
distribution [m3·s−1],
QTSnyder

—maximum flow with a given occurrence frequency, calculated using the Snyder model [m3·s−1].

4. Results and Discussion

The study was carried out in the following stages: determination of the PT precipitation and QT

flows using log-normal distribution, determination of the height precipitation for concentration time,
determination of the course of precipitation hyetograph, assessment of the sensitivity of the Snyder
model to the input parameters, and assessment of the quality of the Snyder model.

4.1. Determination of Design Precipitation and Flows

Precipitation PT and QT flows were determined using log-normal distribution. The results of
the calculations are presented in Figures 4 and 5. Based on the results summarized in Figure 4,
the following precipitation values with a return period of 1000, 100, 50, 20, 10, 5, and 2 years were found:
152.4, 114.2, 103.1, 88.5; 77.3, 65.6, and 48.2 mm, respectively. The values of QT flows with the same
return periods are 1311.5, 709.9, 570.2, 410.5, 306.6, 215.3, and 109.5 m3·s−1. Determination of PT

precipitation and QT flows should be conducted based on observed time series that are homogeneous
and independent, i.e., that do not show significant trends in their values. Research presented by
Młyński et al. [29] showed that in the upper Vistula basin, the maximum annual daily precipitation is
characterized by a lack of trends. Kundzewicz et al. [30] showed that the maximum annual flows in
the upper Vistula basin are also characterized by a lack of trends in their course. Therefore, it proves
that the factors determining peak flows were stationary over the considered time period. The essential
element of PT precipitation and QT flows estimation is the selection of the best-fitted probability
distribution functions. According to Węglarczyk [31], hydrometeorological data usually support
hypotheses about the compatibility of their empirical distributions with more than one theoretical
distribution. Then the best-fitted functions should be sought from the group of the distribution
candidates. Research by Młyński et al. [32] showed that in the upper Vistula basin the best distribution
for calculating design precipitation are log-normal and GEV. Młyński et al. [33] showed that in the same
area the best-fitted distributions for calculating QT flows are Pearson type III and log-normal.

In the next stage of the study, the assumed precipitation was determined for the duration equal
to the concentration time. Lambor reduction curves were used. The results are summarized in
Figure 6. The determined value of concentration time for the Kamienica Nawojowska catchment
was 8 h. Analyzing the course of precipitation reduction curves, its amount for this time was for
return periods of 1000, 100, 50, 20, 10, 5, and 2 years: 119.7, 89.7, 81.0, 69.5, 60.7, 51.6, 37.9 mm,
respectively. The time of concentration is one of the basic parameters of hydrological models that
determines the culmination in the peak flows [34]. It should be emphasized that this indicator may
be vary depending on the methodology used. Research by Grimaldi et al. [35] showed a difference

185



Sustainability 2020, 12, 7187

in the obtained values as much as 500%, depending on the method used. These differences could
be due to differences in the definition of this phenomenon and variable calculation assumptions of
this parameter. Therefore, further observations should be made to understand the phenomenon of
the concentration time better.
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Figure 4. PT precipitationfortheKamienicaNawojowskacatchmentdeterminedwiththelog-normaldistribution.
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Figure 6. Precipitation reduction curves.

4.2. Determination of Precipitation Hyetograph

The design precipitation hyetographs were determined using beta distribution. Figure 7 presents
the impact of changes in the values of the hyetograph parameters on time to reach maximum
precipitation intensity. Based on the results summarized in Figure 7, it was found that assuming a
constant value of the parameter β = 5.0, increasing the value of the parameter α causes a longer time
to reach the maximum precipitation intensity. For α = 1.0, the maximum precipitation was achieved
after 3.1% of its total duration. For α = 9.0, the maximum precipitation was achieved after 68.8% of
its total duration. Assuming a constant value of α = 5.0, the value of the parameter β has an inverse
effect on the time to reach the maximum precipitation intensity. For β = 1.0, the maximum intensity
was reached for 100% of the total duration of precipitation. For β = 9.0, the maximum intensity was
achieved for 34.4% of the total duration of the event.
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Figure 7. Impact of α and β parameter values on achieving the maximum precipitation time.
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4.3. Determining the Value of Design Flows Using the Snyder Model

In order to determine QT flows with the Snyder model, excessive rainfall was determined by
the SCS-CN method for assumed return periods. The results of the calculations are presented in Table 1.

Table 1. Effective precipitation compared to the total value for the Kamienica Nawojowska catchment.

Return Period CN [-] P [mm] Pnet

1000

83.8

119.7 75.9
100 89.7 49.5
50 81.0 42.1
20 69.5 32.7
10 60.7 25.9
5 51.6 19.2
2 37.9 10.2

In order to determine excessive rainfall, the CN parameter for AMC III was determined for
the assumed return periods. It should be emphasized that when estimating QT flows, the assumption
of an appropriate level of moisture is a significant problem. In the case of mountain catchments,
the initial moisture content is determined not only by atmospheric precipitation, but also by the high
groundwater level. Also, such catchments usually have soils with reduced permeability, which makes
it difficult to infiltrate rainfall. Hence, it is assumed that too low of a level of moisture can lead to an
underestimation of the culmination. As reported by De Paulo et al. [36], when QT flows calculated
with the use of precipitation models are used as design values, it is recommended to adopt AMC III in
order to minimize the risk of their underestimation. It should also be emphasized that the SCS-CN
method itself has some limitations. As demonstrated by the studies conducted by Grimaldi et al. [37],
due to the assumption of constant infiltration, this method causes an underestimation of effective
precipitation at the beginning of its occurrence and an overestimation at the end of the episode.

After determining the excessive rainfall, the QT flows were determined for the analyzed return
periods. Table 2 summarizes the values of the basic flood characteristics: culmination QT, volume V,
and time to reach culmination. These characteristics were initially determined assuming the maximum
intensity of precipitation in the middle of its duration (α = 5.0, β = 5.0) and assuming Ct = 2.000
and Cp = 0.600.

Table 2. Characteristics of high hydrographs for assumed return periods.

Characteristic
Return Period

1000 100 50 20 10 5 2

QT [m3·s−1] 304.1 198.6 169.2 131.7 104.3 77.4 41.2
V [mln m3] 18.233 11.877 10.118 7.869 6.157 4.617 2.462

t [h] 14.50 14.50 14.50 14.50 14.50 14.50 14.75

The essential element to use the Snyder model is the determination of the shape of the precipitation
hyetograph. Figure 8 presents an analysis of the sensitivity of the Snyder model to the change in
the shape of the precipitation hyetograph. The percentage change in the values of QT flows, depending
on the values of parameters α and β, was determined in relation to the QT flows determined for
the hyetograph with the maximum intensity in the middle of the duration of precipitation and assuming
Ct = 2.000 and Cp = 0.600.
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Figure 8. Analysis of the sensitivity of the Snyder model to changes in the shape of the hyetograph
of precipitation.

The obtained percentage changes in the value of QT flows in relation to the assumed shape of
the precipitation hyetograph were the same, regardless of the return period. The results presented in
Figure 8 indicate that with the constant size of parameter β = 5.0, the maximum difference between
QT obtained for variable values of α is 4.4%. The lowest QT value, with constant βwas obtained for
α = 1.5 and the highest for α = 9.0. The QT flow rates increase linearly for parameters α from 1.5
to 9.0. Also, they are lower than the culmination specified for the hyetograph with the maximum
precipitation intensity in the middle of its duration. When the values of α parameters were greater than
5.0, increasing flow rates were noticed. Showing slightly different sensitivity, the Snyder model showed
the change in the β parameter, with a constant value of α = 5.0. The maximum difference between
QT values at constant α was 1.7%. However, it should be emphasized that in this case there is no
functional relationship between the β parameter and QT flows. The lowest value of QT with the variable
β was obtained when its value was 1.5, while the highest for the sizes 3.5 and 4.0. In the case when
the value of the parameter βwas lower than 5.0 then it was noticed that for the range from 1.0 to 4.5 QT

flows were lower than those obtained for the hyetograph with the maximum precipitation intensity in
the middle of duration. Also, the values of these flows increased systematically for β from 1.5 to 4.0.
In the case when the values of this parameter increased from 4.5 and higher, decreasing QT flows were
found. When analyzing the impact of the precipitation hyetograph on QT values, it can be concluded
that the Snyder model is more sensitive to changes in the α parameter. As the calculations showed,
this sensitivity is not very high. It should be emphasized, however, that the sensitivity analysis was
carried out assuming a constant value of one of the parameters describing the shape of the precipitation
hyetograph. Only assuming α and β values from 1.0 to 9.0 with their change every 0.5, 289 different
combinations of these parameters can be obtained. It should be emphasized that their values can
take any numbers greater than 0. Therefore, in the absence of information about the distribution of
precipitation, using beta distribution should be carefully set its parameters, because they can affect
the results of the simulation. This indicates the need to optimize parameters α and β in such a way that
they can be used in ungauged catchments [38]. Studies related to the impact of precipitation hyetograph
on culmination values obtained from simulations were also conducted by Sigaroodi and Chen [39]
and by Petroselli et al. [40]. The authors also unambiguously indicated the differences in the size of
the culmination concerning changes in the shape of the precipitation hyetograph.
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In the next stage of the study, the sensitivity of the Snyder model to changes in Ct and Cp

parameters was analyzed. By changing the size of one parameter, the other was considered constant.
The results of the analysis are summarized in Figures 9 and 10.
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Figure 9. Analysis of sensitivity of the Snyder model to changes in the Ct parameter.
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Figure 10. Analysis of sensitivity of the Snyder model to changes in the Cp parameter.

When analyzing the values presented in Figure 9, it was found that at a constant value Cp = 0.6,
the value of the parameter Ct is inversely proportional to the value of the flow QT. The Ct parameter is
the main component of the formula for the lag time in the Snyder model (formula 9). As the lag time
increases, the number of culmination decreases. The differences between the minimum and maximum
QT for the assumed values of Ct parameters were significant and reached almost 18% for all return
periods. In the case of the Cp parameter values, its changing at constant Ct = 2.000, caused even
greater disproportions in the obtained QT values. The size of this parameter is directly proportional to
the flow with the assumed return period. The difference between the minimum and maximum QT

for the assumed Cp values with a constant Ct was almost 50%. This indicates that the Snyder model
is more sensitive to changing this parameter. Both the Ct and Cp parameters in the Snyder model
are values describing the retention capacity of the catchment. However, they were developed for
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specific local conditions in other climate zones, as in Poland. Hence, the assumed values of these
parameters may not fully reflect the real conditions affecting the flooding in the other climate zone.
Therefore, in order to minimize this problem, it is necessary to work out the values of these parameters
in the form of a function depending on the catchment characteristics. Such analyses were carried
out by Wałega [41] who defined equations describing the Ct and Cp parameters. According to his
research, the Ct parameter depends on CN parameter and average slope of catchment. In the case of
the Cp parameter, the lag time and the average slope of the catchment have the greatest impact on
its values. However, the values of its coefficients of determination pointed to unsatisfactory model
quality. This could be due to the lack of consideration of the rest of the critical characteristics affecting
the retention capacity of the catchment.

4.4. Determining Relative Error

Complementing the research was determining the values of the relative error in QT flow estimation
with the Snyder model, at various values of its parameters. The results of the analysis are presented
in Table 3.

Table 3. Relative error estimation for QT flows using the Snyder model.

Return Period
α; β = 5 α = 5; β Ct; Cp = 0.600 Ct = 2.000; Cp

Min Mean Max Min Mean Max Min Mean Max Min Mean Max

1000 77.3 77.3 77.3 74.4 76.7 78.8 74.4 76.7 78.8 69.6 76.9 84.3
100 71.3 72.0 72.7 69.1 71.9 74.4 69.1 71.9 74.4 63.3 72.1 81.0
50 69.6 70.3 71.0 67.3 70.2 72.9 67.3 70.2 72.9 61.1 70.4 79.9
20 67.1 67.9 68.7 64.6 67.8 70.7 64.6 67.8 70.7 57.9 68.0 78.3
10 65.1 66.0 66.9 62.5 65.9 68.9 62.5 65.9 68.9 55.3 66.0 77.0
5 63.1 64.0 65.0 60.3 63.9 67.1 60.3 63.9 67.1 52.7 64.1 75.7
2 61.3 62.2 63.3 58.2 62.1 65.5 58.2 62.1 65.5 50.2 62.2 74.4

Based on the results presented in Table 3, it was found that the average relative error in QT

flow estimation, regardless of the assumed parameter values, is about 69%. According the scale
presented in work [42], the performance rating is unsatisfactory. In the case of changes in the shape of
the hyetograph of precipitation, it can be seen that the assumed values of parameters α and β have
a low effect on the quality of the results obtained, regardless of the return periods. The Ct and Cp

parameters have a much greater impact on the quality of the model’s work. In the case of the former,
the relative error rates ranged from 65 to 72% on average. For the Cp parameter, these disparities were
even larger and ranged from 59% to 79% on average.

It should be emphasized that α and β parameters may take any values above zero. In case of
the Ct and Cp parameters, the values should be in the range of 1.8 to 2.2 and 0.4 to 0.8 respectively.
Due to this, the error or uncertainty in all four parameters must be simultaneously established.
Therefore, the additional calculations were made, consisting on randomly sampling value for each
parameter repeating this 1000 times, and presented the results as a histogram of errors. The results
are presented in Figure 11. Analyzing the results presented in Figure 11, it was found that the error
of QT calculated by Snyder model decreases with respect to the return period. For Q1000 the highest
count of values was for error for the range 80–85% (332). For Q100 it was for the range of 85–90%
(503 observations). For Q50 and Q20 it was for the range of 65–70% (295 and 263 observations,
respectively). For Q10 it was for the range of 70–75% (244 observations). For Q5 and Q2 the highest
count of values was for errors in the range 60–65% (238 and 218 observations, respectively).
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Figure 11. The histograms of MAPE for QT calculated by Snyder model with randomly sampled
parameters values: (a) Q1000; (b) Q100; (c) Q50; (d) Q20; (e) Q10; (f) Q5; (g) Q2.

It must be emphasized that an important factor affecting the model results is the quality of input
data, mainly the precipitation data. When the model is used for the QT calculation, the precipitation data
are in the form of precipitation with the same return period. Bormann [43] indicated that high quality
model results require also high-quality precipitation data. However, this is not always highly resolved.
The studies conducted by Bárdossy and Das [44] showed that the number and spatial distribution of
the rain station affect at the model’s results. Antcil et al. [45] showed that simulation performance
was reduced when the mean rainfall was calculated using a number of rainfall stations lower than a
certain number. Spatial distribution and the accuracy of the rainfall input to a rainfall-runoffmodel
considerably influence the volume of rainfall runoff, peak runoff, and time-to-peak. It needs to be
highlighted that flood modeling requires knowledge for local conditions related to flood shaping [46].
To accurately estimate floods using hydrological models, their parameters and the initial state variables
must be known. Good estimations of parameters and initial state variables are required to enable
the models to make accurate estimations [47]. It should be emphasized that trustworthiness is important
in hydrologic modeling. Hence, the uncertainty analyses are very important. A variety of methods have
been developed to deal with parameter uncertainty. Among these methods, the generalized likelihood
uncertainty estimation method, the formal Bayesian method using the Metropolis–Hastings (MH)
algorithm and a Markov Chain Monte Carlo (MCMC) methodology are extensively used. However,
most studies were carried out in the catchments where detailed hydrological and meteorological
data were available. Smaller catchments (as in the case study) often feature just one or two gauges
and rainfall stations, and sometimes this infrastructure is completely absent. The implementation
of flood protection plans requires also hydrological analyses to be conducted, often with the use of
hydrological models, in the catchments with under-developed measurement network. Hence, designers
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usually base their calculations on basic hydrological models, mostly those of lumped parameters,
due to their simplicity and ease of obtaining and setting the parameters [14].

The conducted research allowed to indicate significant disproportions between QT determined
by the Snyder model and the statistical method. They clearly emphasize the problems associated
with the use of rainfall-runoffmodels to determine these flows. The first is the assumption of equal
probability for design rainfall and flows. Research by Pilgrim and Cordery [48] has shown that
this is simplifying things too much. The actual relationship between the probability of precipitation
and flow is not clear, because each characteristic of assumed precipitation introduces some changes in
the assumed probability. Therefore, it is also necessary to consider other characteristics describing
design precipitation, such as duration, distribution over time, and intensity. Studies by Viglione
and Blöschl [17] have shown that equal precipitation and flow probability can be assumed, provided
that the precipitation episodes causing the surges are of the same duration. In this work, the flow value
with a return period of 1000 years, determined using the Snyder model is 304.1 m3·s−1. This corresponds
to the frequency of occurrence every ten years, determined by the statistical method. As demonstrated
by Hirabayashi et al. [49], due to climate change, the incidence of significant floods will gradually
increase. The calculations also allowed to indicate the necessity associated with the calibration of
rainfall-runoffmodels. The values of the input parameters to the models, determined from certain
numerical intervals, should be determined by optimization. In the case of gauged catchments, where
the flow values are known, calibration is not a major obstacle. It should be emphasized, however,
that these models are usually used in ungauged catchments with no hydrometric measurements.
A designer with a specific range of input parameter values is unable to determine their optimal value.
Hence, continuous research is needed on methods to determine QT in ungauged catchments. In Poland,
empirical formulas are the most used. However, due to the fact that they were developed in the last
century, bearing in mind the ongoing climate change and the use of catchment areas, their use may
raise justified doubts. Research conducted by Młyński et al. [50] showed that the differences between
QT determined by empirical formulas and statistical methods could reach 70% and above in the upper
Vistula drainage basins. Given the above, Młyński et al. [51] implemented the EBA4SUB model for
estimating QT in the upper Vistula basin. The conducted analyses allowed the authors to state that
this model gives a lower value of QT errors than empirical formulas. This is due to climate change
and the land use of the catchment area over the years. In the paper of Młyński et al. [20], a new
methodology for calculating QT in ungauged catchments has been proposed. It is also based on
the EBA4SUB model, however, this idea boils down not to directly determining the QT value, but to
determine it by simulating a series of observational maximum annual flows and then determining
the QT value with statistical distributions. The main advantage of the methodology is the minimization
of the problem of equal precipitation and flow probability. Also, the EBA4SUB model does not require
calibration, which results in unambiguous results. It should also be emphasized that for design
purposes, it is often necessary to know the other parameters of the floods, such as volume or duration
time. Research conducted by Młyński et al. [52] has also shown that the EBA4SUB model is a handy
tool when it comes to the modeling rainfall-runoff events. The analyses made by the authors for
mountain catchments clearly confirmed that the obtained flow hydrographs are similar to the real
ones as determined by the Snyder and SCS-UH models. Because more and more urbanization of
the catchment area is affecting the water cycle, further research is focused on developing a methodology
for determining QT in urban catchments using the EBA4SUB model.

5. Conclusions

The study aimed to analyze problems related to the determination of QT flows in ungauged
catchments of the upper Vistula river basin in Poland. The studies were carried out according
to the following stages: determination of design precipitation PT and QT flows using log-normal
distribution, determination the height of precipitation for concentration time, determination the course
of precipitation hyetograph, assessment of the sensitivity of the Snyder model to the input parameters,
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and assessment of the quality of the Snyder model. The calculations were made using the Snyder
model. The calculations made it possible to state that the shape of the precipitation hyetograph did not
significantly affect the magnitude of the culmination determined using the analyzed model. However,
it should be emphasized that in the case of the beta distribution used, the model was more sensitive
to changes in the α parameter. In the case of the analysis of parameters related to the retention of
the catchment area: Ct and Cp, the model was significantly more sensitive to their change. Based on
the calculations made, it was found that for the assumed return periods, the average error in QT

estimation was 65%. The conducted studies clearly emphasized the importance of calibration of
the Snyder model and the problems of use in ungauged catchments.
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Łupikasza, E.; Czajka, B.; Ballesteros-Canovas, J.A. Floods at the Northern Foothills of the Tatra Mountains—A
Polish–Swiss Research Project. Acta Geophys. 2014, 62, 620–641. [CrossRef]
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