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Aram Mohammed Ahmed, László Kondor and Attila R. Imre

Thermodynamic Efficiency Maximum of Simple Organic Rankine Cycles
Reprinted from: Energies 2021, 14, 307, doi:10.3390/en14020307 . . . . . . . . . . . . . . . . . . . . 53

Małgorzata Szulgowska-Zgrzywa, Ewelina Stefanowicz, Krzysztof Piechurski, Agnieszka

Chmielewska and Marek Kowalczyk

Impact of Users’ Behavior and Real Weather Conditions on the Energy Consumption of
Tenement Houses in Wroclaw, Poland: Energy Performance Gap Simulation Based on a Model
Calibrated by Field Measurements
Reprinted from: Energies 2020, 13, 6707, doi:10.3390/en13246707 . . . . . . . . . . . . . . . . . . . 71

Artur Badyda, Piotr Krawczyk, Jan Stefan Bihałowicz, Karolina Bralewska,

Wioletta Rogula-Kozłowska, Grzegorz Majewski, Przemysław Oberbek, Andrzej Marciniak

and Mariusz Rogulski

Are BBQs Significantly Polluting Air in Poland? A Simple Comparison of Barbecues vs.
Domestic Stoves and Boilers Emissions
Reprinted from: Energies 2020, 13, 6245, doi:10.3390/en13236245 . . . . . . . . . . . . . . . . . . . 87

Izabela Sówka, Małgorzata Paciorek, Krzysztof Skotak, Dominik Kobus, Maciej Zathey and

Krzysztof Klejnowski

The Analysis of the Effectiveness of Implementing Emission Reduction Measures in Improving
Air Quality and Health of the Residents of a Selected Area of the Lower Silesian Voivodship
Reprinted from: Energies 2020, 13, 4001, doi:10.3390/en13154001 . . . . . . . . . . . . . . . . . . . 103

Piotr Kolasiński
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Abstract: The scientific and technical issues related to energy harvesting and conversion are insep-
arably bound to the issues of environmental protection. Energy conversion systems and devices
that are applied for converting the chemical energy contained in different fuels into heat, electricity,
and cold in industry and housing are sources of different gases and solid particle emissions. Thus,
the development of different technologies for energy conversion and environmental protection that
can be jointly applied to cover growing energy needs has become a crucial challenge for scientists
and engineers around the world. Progress in the precise description, modeling, and optimization
of physical and chemical phenomena related to these energy conversion systems is a key research
and development field for the economy. Legal and social issues that are affecting key aspects and
problems related to the energy conversion and power sector are also significant and worth investi-
gating. The aim of Energy Processes, Systems and Equipment Special Issue is to publish selected
high-quality papers from the XV Scientific Conference POL-EMIS 2020: Current Trends in Air and
Climate Protection—Control Monitoring, Forecasting, and Reduction of Emissions (29–31 March
2021, Wrocław) and other papers related to the field of energy conversion.

Keywords: energy conversion; fuels; energy storage; ecological and legal aspects

Since the beginning of humankind, energy has been the most important need for each
human and living being. Consequently, the most important human energy need is the pri-
mary chemical energy contained in food. However, modern humans also have a very high
demand for high-quality energy products such as electricity, high- and low-temperature
heat, and mechanical power. For many years, it has been observed that this demand is
constantly growing, which is undoubtedly due to the increasing number of energy receivers
and the ease of access to various energy products [1,2]. The increase in energy demand
applies to all areas of the economy, i.e., industry, transport, and households [3,4]. For this
reason, in many countries, investments related to the implementation of new large power
plants and smaller dispersed energy systems along with the development of innovative
technological solutions that minimize environmental impact are necessary [5–11]. The
development of different means of energy conversion that can be applied to cover growing
energy needs and to increase the power and efficiency of generating sources has become a
crucial challenge for scientists and engineers around the world, making the power industry,
in which operation is based on subsequent energy conversion processes, one of the most
important fields of the local, national, and global economy today.

The constantly growing energy generation is reflected in the increasing consumption
of different energy carriers, such as fossil fuels, and over the last few decades, increasing
attention has been paid to existing fuel resources and the possibility of their depletion in the
future. Attention was paid to the development of technologies enabling energy harvesting
from alternative sources (renewables and waste) [12]. Increased activity in this area led to
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the development of many innovative and efficient energy conversion technologies over
the last few decades, the use of which minimizes the negative impact on the environment.
International legal regulations related to the necessity of alternative energy usage have
been introduced, and social campaigns aimed at educating consumers about the need for
energy consumption rationalization and measures of energy consumption minimizing
have also been launched.

Despite the growing usage of alternative energy sources, many large power plants
worldwide are still based on fossil fuels [13]. Consequently, problems related to environ-
mental protection, i.e., emissions of greenhouse gases and solid pollutants released during
the combustion of different fuels, are of great importance. The need to reduce the emission
of harmful substances into the atmosphere has been conditioned by international legal
obligations (EU directives, EURO standards, and others) [14,15]. Works on highly efficient
technologies that reduce the emission of these substances are setting trends in modern
research in the field of energy conversion. Among others, effective electrostatic precipi-
tators [16], heavy metal capture [17], NOx reduction [18], and oxy-fuel technologies [19]
can be mentioned. However, in the case of industry, meeting stringent emission standards
is becoming increasingly technically difficult, as well as more cost- and energy-intensive.
One of the possible solutions is to limit the share of manufacturing processes that require
fossil fuel combustion. In many systems, however, this task is very difficult or impossible
to perform for technical (i.e., in selected technological processes, the energy obtained from
fossil fuel combustion is the only energy source that can be applied) and economic reasons
because it is connected with expensive investments. For many developing countries that
do not have an infrastructure based on the use of renewable energy or nuclear power, the
possibility of minimizing the share of fossil fuel combustion processes is very limited.

In addition to the increased use of renewable and waste energies, other prospective
means of reducing fossil fuel consumption are activities related to the diversification of
energy systems [20], supporting prosumer activities [21], better energy management [22],
and increasing the efficiency of energy conversion processes and energy consumption [23].
It should be remembered that the use of alternative energy resources is not always easy.
In some cases (e.g., use of hydrogen), the harvesting technology is still imperfect [24].
Another problem is social resentment towards some technologies, such as municipal
waste incineration plants [25]. Establishing proper cooperation between machines and
devices using alternative energy sources and the energy grid of the country is also an
important challenge. In particular, this concerns matching the energy supply and demand
characteristics, as the place of energy generation is not always near to where the demand
occurs. It is then necessary to transfer energy to the consumer through an energy grid
which has specified requirements related to the quality and quantity of transferred energy.
Especially for systems harvesting energy from alternative sources, these requirements are
not always met [26,27]. However, the efficient and sustainable use of alternative energy
sources is necessary. In addition to many of the positive aspects related to environmental
protection, there are other important reasons. Energy safety is one of them. By using
alternative energy and local fossil fuel sources, there is the possibility of virtual power
plant system implementation [28]. Such a system could cover the local energy demand
and supply the energy in the case of a fuel crisis, natural disaster, or the failure of the
national energy system. It is expected that energy consumption will grow in the future,
which may have a negative impact on the natural environment. Therefore, special focus
should be paid to the development of emerging clean energy conversion technologies that
can potentially be applied in the near future for energy generation. These technologies
include large scale systems, such as, for example, combined cycle gas turbines (CCGT) or
thermonuclear reactors like the ITER (international thermonuclear experimental reactor),
as well as smaller power systems that can be applied in energy clusters (e.g., hydrogen
systems, solar panels, batteries, and other energy storage devices).

All in all, progress in the precise description, modeling, and optimization of physical
and chemical phenomena related to energy conversion processes bound to large and dis-
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persed power systems is a key research and development field for the economy. Detailed
analysis related to individual input parameters and components that are directly or indi-
rectly influencing the energy conversion chain should be conducted to achieve the final
effect of a highly efficient and environmentally friendly power industry. Legal and social
issues that are affecting the key aspects and problems related to the energy conversion and
power sector are also significant and worth investigating. The aim of Energy Processes,
Systems and Equipment Special Issue is to publish selected high-quality papers from the
XV Scientific Conference POL-EMIS 2020: Current Trends in Air and Climate Protection—
Control Monitoring, Forecasting, and Reduction of Emissions (29–31 March 2021, Wrocław)
and other papers related to the field of energy conversion.
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Abstract: In this work, which is related to the current European Parliament Regulation on restrictions
affecting refrigeration, four new three-component refrigerants have been proposed; all were created
using low Global Warming Potential(GWP) synthetic and natural refrigerants. The considered
mixtures consisted of R32, R41, R161, R152a, R1234ze (E), R1234yf, R1243zf, and RE170. These
mixtures were theoretically tested with a 10% step in mass fraction using a triangular design. The
analysis covered two theoretical cooling cycles at evaporating temperatures of 0 and −30 ◦C, and a
30 ◦C constant condensing temperature. The final stage of the work was the determination of the best
mixture compositions by thermodynamic and operational parameters. R1234yf–R152a–RE170 with a
weight share of 0.1/0.5/0.4 was determined to be the optimal mixture for potentially replacing the
existing refrigerants.

Keywords: hydrofluoroolefins; hydrofluorocarbons; refrigerants; low GWP

1. Introduction

It was only a few years ago that most refrigeration appliances used refrigerants
containing chlorine; these had a destructive effect on the ozone layer. The use of chloroflu-
orocarbons (CFCs) and hydrochlorofluorocarbons (HCFCs), which actually possess very
good thermodynamic properties, is now prohibited. Apart from the destructive impact
on the ozone layer, refrigerants also affect the natural environment by contributing to
the greenhouse effect. Bearing in mind the changes taking place in the environment, the
European Parliament approved Regulation No. 517/2014 [1] on fluorinated greenhouse
gases, which significantly limits the possibility of using the refrigerants currently available
on the market, especially those with a high Global Warming Potential (GWP). The purpose
of legal regulations is to limit global climate change in accordance with the Paris Agree-
ments and to prevent the adverse effects of this change. In response, greater use of natural
refrigerants and hydrocarbon derivatives is necessary, as they have a lower environmental
impact. The extensive use of carbon dioxide or hydrocarbons, as well as hydrofluoroolefins
(HFOs) and hydrofluorocarbons (HFCs) with a GWP not exceeding 150, is a key challenge
in transforming the refrigerant market.

HFO substances quickly decompose in the lower atmosphere due to the double carbon
bond in the molecule; this guarantees very low GWP, but also results in flammability [2].
The most popular refrigerant in this group is R1234yf, which is used as a replacement for
R134a in automotive air-conditioning systems. The second leading representative of the
new generation of refrigerants is R1234ze(E), which has zero Ozone Depletion Potential
(ODP) and a low GWP. It has been proposed as a replacement for R32, R410A, and R134a.
However, R1234ze(E) is not an ideal substitute for the phased-out refrigerants, as it has
a lower specific cooling capacity [3], a lower coefficient of performance (COP) [4], and a
lower heat transfer coefficient [5,6]. According to EN 378-1 [7], both HFO refrigerants have
a very low level of GWP, at only 4 and 7, respectively. In addition to compressor cycles,
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HFOs are also considered for operation in other types of refrigeration equipment, such as
ejector devices [8,9] or combined systems [10,11].

Combining HFO refrigerants with HFCs has become popular as a way to improve
their properties, especially low cooling capacity, due to low latent heat of vaporization
and specific refrigerating effect. In scientific research, it has often been combined with
R32, a high-pressure refrigerant with satisfactory thermodynamic properties, high latent
heat, and a relatively low GWP of 675 [12]. The R32–R1234ze(E) mixture was tested in the
proportions of 0.5/0.5 and 0.2/0.8 to determine the heat transfer coefficient obtained in
a horizontal tube [13] and the isobaric heat capacity (a mole fraction of R32 from 0.226 to
0.946) [2]. Another proposed combination of HFO/HFC refrigerants is the R32–R1234yf
mixture, at different weight proportions, tested to determine a truncated virial equation of
state [14].

Akasaka [15] presented models of thermodynamic properties for the mixtures R32–
R1234ze(E) and R32/R1234yf, the uncertainties of which are 1% for the bubble point
pressure and 0.25% for the liquid density. The author states that while the models show
slightly greater uncertainties than the typical Helmholtz energy state equations for pure
fluids, they are applicable to preliminary analysis of refrigeration equipment and heat
pumps. R1234ze(E), like R1234yf, was also combined with R134a to determine the vapor–
liquid balance of the mixtures [2] and to test the possibility of replacing pure R134a with
new substances in home refrigerators.

Aprea et al. [16] proposed a mixture of R1234yf–R134a with a 10% HFC weight share,
defined by the GWP limit of 150. This mixture achieved a 17% lower life-cycle climate
performance (LCCP) index than pure R134a.

Other experimental results have shown that for R134a–R1234ze(E) mixture, despite
the larger required refrigerant charge, a shorter daily operating time was obtained while
maintaining the set temperature level, which resulted in a reduction of energy consumption
by 14% compared to R134a [17]. Another combination is the R152a–R1234ze(E) mixture,
for which the equilibrium (vapor + liquid) was tested; this is one of the most important
parameters used to calculate and optimize cooling cycle efficiency, as well as the organic
Rankine cycle and other chemical processes [18].

Ternary mixtures are another way to combine the new generation of refrigerants with
HFCs. Various mixtures containing HFO are currently commercially available. These
include, among others:

• R447A, which has a favorable GWP of 572, and, in terms of heat exchange, can be
treated as a potential alternative to R410A (GWP = 2088) [19];

• R457A and R459B, with a low GWP (less than 150), which can provide a smaller
refrigerant charge and improve energy efficiency in relation to R404A [20];

It is not only synthetic refrigerants that are combined together. Natural substances,
such as carbon dioxide and hydrocarbons, are also used to create refrigeration blends. Kon-
dou et al. [21] examined the heat transfer coefficient during evaporation and condensation
of the ternary mixture R32–R1234yf–R744 with different weight shares (0.29/0.62/0.09,
0.43/0.53/0.04 and 0.06/0.34/0.6) and compared them with the binary R32–R1234ze(E)
mixture (with weight shares of 0.4/0.6 and 0.73/0.27). Saengsikhiao et al. [22] considered
using R463A as a replacement for R404A. It has been shown that R463A may operate at a
higher ambient temperature, achieving higher COP in a low-temperature application, and
lower GWP compared to R404A.

A further example of combining HFCs with HFOs and natural substances is R134a–
R1234yf–R600a. Isobutane has good latent heat and excellent thermodynamic perfor-
mance but is highly flammable and explosive. R1234yf is also slightly flammable, so
non-flammable R134a has been added to reduce this flammability. The vapor–liquid equi-
librium data were collected for the mixture [23]. Research has also been carried out on
implementing a model for forecasting vapor + liquid balance data in a binary mixture of
CO2, HFC, or HC, with two low GWP refrigerants (R1234yf and R1234ze (E)) [24]. Another
flammable natural refrigerant that has attracted interest in recent years is dimethyl ether
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(DME or RE170), which is widely used in the chemical industry, medicine, etc., and is
therefore considered an alternative refrigerant. It has a low boiling point, high latent
heat, and is non-toxic, slightly corrosive, and more environmentally friendly, because its
ODP and GWP are 0 and 1, respectively. The study investigated the flammability of the
RE170–R1234yf–R134a mixture (with weight fractions of 0.1/0.8/0.1) [25].

There are many possible refrigerant combinations; HFO is usually combined with well-
known substances from the HFC group due to their excellent environmental parameters.
As shown above, it is mainly R1234yf and R1234ze(E) that are selected for analysis. Others
are not as popular for a variety of reasons, including a normal boiling points above 0 ◦C
or even non-zero ODP. In this study, along with R1234ze(E) and R1234yf, it was decided
to use one of the rarer hydrofluoroolefins as a substrate for the newly defined mixture,
namely R1243zf (a GWP of approx. 1, an ODP of 0).

Finding the perfect refrigerant, which has favorable thermodynamic properties and
can work efficiently in the refrigeration cycle, while also being cheap, easily accessible,
and safe for the environment, is a very difficult task, if only because of the numerous legal
and technical changes taking place in the refrigeration sector. There are many possibilities
for combining and mixing pure refrigerants together to achieve the desired properties
and to have a negligible effect on the atmosphere. In this work, four ternary mixtures
were proposed and theoretically tested for their cooling capacities in theoretical cooling
circuits to determine the optimal composition for the new blends. Significant effort has
gone into developing and testing different refrigerant blends. However, there are still
many unresolved issues and opportunities that need to be investigated. In light of the
state of the art in this field, combining and mixing pure refrigerants together to achieve
the desired properties while having a negligible effect on the atmosphere is still an open
problem and a meaningful endeavor. This combining and mixing took several aspects
into account, such as the use of the rarer hydrofluoroolefins (instead of commonly used
refrigerants) as a substrate for the newly defined mixture, the triangular design, which
involves the use of three refrigerant components, and the thermodynamic and operational
parameters. Such an approach is hardly visible in the literature, which confirms the novelty
of the presented research. Its realization required the application of new approaches that
employed advanced analysis of the four ternary mixtures, along with their experimental
verification. This allowed for the advanced testing of their cooling capacities in theoretical
cooling circuits to determine the optimal composition for the new blends. It should also be
highlighted that the weight fraction of the presented blends was determined (and not fixed,
as a frequent goal of scientific articles) to find the optimal mixture for potentially replacing
the existing refrigerants. Consequently, this article contributes to the state of the art in the
new HFC/HFO blend selection by developing appropriate methods that can be feasibly
implemented.

2. Materials and Methods

2.1. Methodology and Prerequisites for the Mixture Components

The selection of the optimal zeotropic or azeotropic mixture components was based
on a triangular-basis plan, which involves the use of three refrigerant components. The
sum of the weight shares of the selected substances must always be equal to 1 (100%),
and the single share must be zero or positive. Thus, each blend will be defined by three
independent variables. The shares of individual components (pure refrigerants) in the
mixture change from 0 to 1 (from 0% to 100%) in steps of 0.1 (10%). The basic properties
and operating parameters of each mixture, depending on their composition, are presented
on ternary charts. In the corners of the graph are the pure substances selected as mixture
components. The edges of the triangle depict binary mixtures, while the ternary mixtures
are inside the triangle.

The basic criteria for selecting the constituent substances were the environmental
parameters of a zero ODP and a low GWP. A condition was also set regarding the normal
boiling point, the value of which had to be at least −25 ◦C to avoid under-pressure
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conditions. Given the final evaporation temperature levels obtained, all the proposed
mixtures were assigned to the implementation of air-conditioning or freezing cycles and
compared to the corresponding reference refrigerants. An additional criterion was the
small distribution of individual components in already existing and commercially available
mixtures. It was decided that the newly created working fluid should contain at least
one alternative refrigerant (natural or from the HFO group), the rest being HFCs. The
criteria were ranked according to their weight and checked in accordance with the diagram
presented in Figure 1. The main initial consideration when creating mixtures and selecting
their components was to limit the GWP value to 750 for air-conditioning systems (or 150 if
possible) and 150 for low-temperature refrigeration devices. Obtaining low temperatures
for the assumed operating conditions of the condenser may be associated with obtaining
correspondingly higher pressure ratios in the system (compression ratio). In this case, the
operation of the system may be disadvantageous due to a number of phenomena, such as
low volumetric efficiency of the compressor and decrease in refrigerant mass flow due to
an increase in specific vapor volume, increase in the compressor power consumption, high
discharge temperature, and deterioration of lubricating properties of oils. In order to avoid
the above-mentioned problems, it was assumed that the maximum value of compression
ratio of the analyzed mixtures should not exceed 8.0.

Figure 1. Selection criteria flow chart.

An equally important issue in the operation of real cooling cycles is the temperature
glide, which may cause evaporator malfunctions. Components with extremely different
vapour pressures can cause frosting to the initial sections of the evaporator due to the
evaporation of low-boiling components. On the other hand, components with a high boiling
point may not completely evaporate, which can lead to fractionation of the refrigerant
inside the system and change its operating parameters. In case of extreme temperature
glides, it is necessary to increase the vapour superheat set point to prevent the compressor
from sucking in liquid refrigerant. In this analysis, the temperature glide of the mixtures
was limited to 10 K. After meeting the initial criteria, the working parameters of the
mixtures were analyzed.

Four mixture types have been presented and tested in this paper:

• R32–R41–R1234ze(E)—a mixture combining R32 that is currently gaining popularity,
the R41, which has a low normal boiling point and a very low GWP, and R1234ze(E),
the second most-studied HFO refrigerant;

• R32–R161–R1234ze(E)—a mixture similar to the previous one. However, the second
component has been changed to R161, which has a slightly higher boiling point at 1
bar pressure but an almost eight-times lower GWP;

• R1234yf–R152a–RE170—this mixture combines the most popular refrigerant from the
HFO group—R1234yf, with R152a often used in HFC/HFO mixtures, and a natural
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substance RE170, which has been increasingly used in refrigeration mixtures, since
the early 2000s;

• R1243zf–R152a–RE170—a mixture related to the previous one. However, the HFO
group has been replaced by another, R1243zf, which thermodynamic properties are
the most similar to widely used R134a, and which has a higher heat of vaporization
than R1234yf.

All have been included in the European Patent (EP3309233A1) [26], which relates
to compositions for use in refrigeration and air-conditioning. However, we would like
to highlight that this does not negate the possibility of studying them from the scientific
standpoint, with no intention of using them commercially. Basic information on the pure
components used is presented in Table 1.

Table 1. Basic properties of pure components [27].

Refrigerant Unit R1234yf R1234ze(E) R1243zf R152a R161 R32 R41 RE170

Name -
2,3,3,3-

Tetrafluoroprop-
1-ene

trans-1,3,3,3-
Tetrafluoroprop-

1-ene

3,3,3-
Trifluoropropene

1,1-
Difluoroethane Fluoroethane Difluoro-

methane
Fluoro-

methane
Dimethyl

ether

CAS No. - 754-12-1 29118-24-9 677-21-4 75-37-6 353-36-6 75-10-5 593-53-3 115-10-6
GWP [1] - 4 7 1 124 12 675 92 1
Critical

temperature
◦C 94.7 109.4 103.8 113.3 102.1 78.11 44.13 127.2

Critical
pressure bar 33.82 36.35 35.18 45.17 50.46 57.82 58.97 53.37

Normal
boiling point

◦C −29.48 −18.97 −25.42 −24.02 −37.54 −51.65 −78.31 −24.78

Molar mass g/mol 114.0 114.0 96.05 66.05 48.06 52.02 34.03 46.07
Flamability

class [7] - 2 L 2 L 2 L 2 3 * 2 L 3 * 3

* flammable compounds, not included in EN 378; determined based on NFPA 704.

2.2. Theoretical Refrigeration Cycle—Assumptions

Two theoretical single-stage refrigeration cycles were determined for comparing the
mixtures. In the first cycle, the evaporating temperature (te) was set at 0 ◦C, with the
condensing temperature (tc) equal to 30 ◦C. This cycle corresponds to the work done by air-
conditioning systems. The evaporating temperature in the second cycle was set to −30 ◦C,
with the condensing temperature unchanged. This allowed to examine the behavior of
mixtures in low-temperature systems. In both cases, it was assumed that the compression
isentropic efficiency was η = 0.7. For the purposes of theoretical analysis, it was assumed
that the liquid subcooling in the condenser and the vapour superheating in the evaporator
were equal to zero, as presented in Figure 2. Pressure drops in the heat exchangers and in
the pipeline flow were also omitted.

The theoretical analysis of comparative cycles allowed us to determine the basic oper-
ating parameters of the proposed mixtures. With the help of enthalpy at the characteristic
operating points, the specific cooling capacity (qe), the specific work of the cycle (lt), the
volumetric cooling capacity (defined as qe/vsuction), and the COP of each of the proposed
mixtures were defined in terms of the assumed variability in the weight shares of the
individual components. On the basis of the evaporation and condensation pressures ob-
tained, the compression ratio and the temperature glide were determined. The specific
refrigeration system parameters were determined for both the high-temperature and the
low-temperature cycles. In addition to the operating parameters, the basic properties were
also determined, such as the GWP, the critical point temperature and pressure, the normal
boiling point (1 bar), and the molar mass.
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Figure 2. Single stage refrigeration cycle analyzed.

The theoretical analysis of the newly defined zeotropic or azeotropic mixtures was
carried out using the REFPROP 10.0 program [27], from which the thermodynamic and
transport properties of the fluids relevant for the study and their mixtures were taken,
such as the critical temperature and pressure, the normal boiling point, and the molar
mass. The thermodynamic properties of the mixtures were determined by employing a
model that applies mixing rules to the Helmholtz energy of the mixture components, along
with a departure function to account for the departure from ideal mixing. The same “XR0”
mixing rule was used in REFPROP for all analyzed mixtures. It should be emphasized
that in order to determine the properties of mixtures, it is necessary to have properties for
binary subsystems, and among the mixtures under consideration, not all subsystems were
tested experimentally. Therefore, it should be borne in mind that despite the generally
good accuracy of determining thermal-flow properties, some of the presented values may
differ from the actual ones, which requires confirmation in the field of further experimental
studies.

The newly defined zeotropic or azeotropic mixtures will be compared (at work) to the
refrigerants being withdrawn from cooling equipment as a result of the European Parlia-
ment regulation. It is important to find the parameters that will be favored by the proposed
compositions. Taking into account the scope of application, the benchmark refrigerants
for low temperature circuits will be R404A and R507A, and for high temperature circuits,
R410A, R134a, R32, and R429A. The R429A mixture was used as a benchmark due to its
similar composition to the two newly defined blends tested. This refrigerant consists of
RE170, R152a, and R600a in the corresponding weight proportions of 60%, 10%, and 30%.

3. Results

Presented paper analyzes the results, which aimed to define the optimal composition
of a new refrigerant mixture. Four lists of refrigerants were considered.

3.1. R32–R41–R1234ze(E)

The first of the mixtures contains the now popular R32 refrigerant, which is treated as
a substitute for the R410A refrigerant and has very good thermodynamic properties, as
well as a relatively low GWP; nevertheless, it is in the A2L flammability class. The second
HFC component is R41, which has a very low global warming potential. The representative
from the HFO group is the well-known R1234ze(E), which is freely available on the market.
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Analyzing the composition of the discussed mixture, it is most likely to belong to the A2L
flammability class.

The paper presents the value gradients determined for the R32–R41–R1234ze(E) mix-
ture. This started from the basic values: the GWP and the normal boiling point, presented
in Figure 3.

 

Figure 3. Summary of the basic properties for the R32–R41–R1234ze(E) mixture: (a) GWP and (b) normal boiling point.

The mixture, regardless of the shares of individual components, has a GWP below 750,
as none of the components exceed this threshold. However, in order to meet the criterion
for low-temperature cycles, it is necessary to limit the share of R32 to a maximum of 20%.
Thus, only the left side of the triangle shown in Figure 3a is potentially usable. Attention
should also be paid to the lower left corner of the normal boiling point diagram (Figure 3b).
The boiling points at normal pressure in this area are higher than −30 ◦C, which means
that the system will work under pressure. In the case of failure and leakage, it may lead to
the appearance of air inside the system, which in the case of flammable refrigerants may
pose a real risk of ignition of the installation due to the possible exceeding of the lower
flammability limit of the mixture. Moreover, analyzing Figure 4b, it can be seen that the
area at the left edge of the triangle is almost entirely covered by high temperature glides,
reaching even over 25 K. In practice, only the mixtures located in the upper corner and in
the right corner should be considered as suitable for low-temperature cycles.

For air conditioning cycles, the GWP limit according to [1] is 750, which is not exceeded
at any point in the graph. The only limit here is the temperature glide, the value of which
should not exceed the assumed threshold of 10 K (compare Figure 4a). Figure 5a,b show
that it is impossible to select the mixture in such a way as to ensure both the possible high
COP and the high volumetric cooling capacity of the mixture. Optimizing the mixture for
high volumetric cooling capacity will provide benefits in terms of reducing the compressor
(piston) displacement, which will translate into the number of pistons, compressor weight,
dimensions, and price. Optimization for the possible high COP will reduce operating costs
due to the minimization of the energy needed to compress the refrigerant. Regardless of
the chosen direction of optimization, only a few mixtures are possible to use. Taking into
account that GWP should be limited to 150, only two ternary mixture are available with
mass fractions 0.1/0.8/0.1 and 0.1/0.7/0.2. Unfortunately, both of these mixtures contain a
high proportion of R41, a refrigerant that is currently hardly available on the market due to
the lack of widespread use in refrigeration. At the same time, it can be seen that there is no
other R41-free mixture that meets these criteria. Extending the analysis to the threshold
of 750 adopted by Regulation (EU) 517/2014, it is possible to select two binary mixtures
R32–R1234ze(E) with the weight shares of 0.9/0.1 and 0.8/0.2. Of the two mixtures, the first
is the more promising, as it is characterized by an increase in volumetric cooling capacity
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by 8%, with an almost identical COP. It should be remembered that the GWP threshold of
750 applies only to single split air-conditioning systems containing less than 3 kg of F-gases
and only in this group of devices can the mixture proposed above be used.

  
Figure 4. Temperature glide at the evaporation pressure for cooling cycles with R32–R41–R1234ze(E) mixture as refrigerant:
(a) AC system (te/tc = 0/30 ◦C); (b) low-temperature system (te/tc = −30/30 ◦C).

Figure 5. Volumetric cooling capacity (a) and (b) the COP for air-conditioning system (te/tc = 0/30 ◦C) with R32–R41–
R1234ze(E) mixture as refrigerant.

In the case of low-temperature cycles, additional problems in finding the proper
mixture are the areas of high pressure ratio and high discharge temperature (Figure 6a,b).
The use of a mixture with a mass fraction of R1234ze(E) greater than or equal to 0.4 leads
to exceeding the assumed permissible level of the compression ratio for a single-stage
cycle. In addition, a fraction greater than 0.8 largely leads to an evaporation pressure
below 1 bar. For freezing circuits, it is not possible to select a mixture that does not contain
R41, as the normal boiling point and GWP limitations effectively exclude the use of the
R32–R1234ze(E) binary mixture. It is necessary to introduce a third component that will
lower both these parameters at the same time. Similarly to the case of air-conditioning
cycles, for the considered ternary mixture, there is only one composition that meets all
the assumptions—0.1/0.8/0.1. However, further analysis of Figure 6a–d shows that by
abandoning the R1234ze(E) component, all the operating parameters of the circuit are
improved. The use of the binary mixture R32–R41 (0.1/0.9) allow the increase of both the
COP and the volumetric cooling capacity, by 3% and 20.6%, respectively. A 6 K reduction
in discharge temperature is also achieved, while the pressure ratio value drops below 5.5.
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Figure 6. Low-temperature system parameters (te/tc = −30/30 ◦C) of the R32–R41–R1234ze(E) mixture: (a) pressure ratio;
(b) temperature of the refrigerant vapour at the compressor discharge; (c) volumetric cooling capacity; and (d) COP.

3.2. R161–R41–R1234ze(E)

The second mixture analyzed is a combination of R161, R41, and R1234ze(E). This
composition is similar to the first mixture, but the R32 refrigerant has been replaced with
R161, which also belongs to the HFC group. It has a very low GWP (equal to 12). In
this mixture, R161 and R41 are highly flammable, while R1234ze(E) belongs to the 2 L
class; therefore, it can be assumed that ternary mixtures will also belong to the highest
flammability class. Each mixture component has a GWP below 150 (Figure 7a), so none of
the points exceeded the strictest limit. Similar to the previously considered mixture, the
normal boiling point of mixtures with high proportions of R1234ze(E) precludes the use
of part of the composition in low temperature systems (Figure 7b). The heterogeneity of
the mixtures is a serious problem in both the high- and low-temperature systems. Due to
the very high temperature glides of this mixture for both analyzed cycles, only the narrow
range of compositions meet the criterion of the maximum Δtglide of 10 K, as presented in
Figure 8.
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Figure 7. Summary of the basic properties for the R161–R41–R1234ze(E) mixture: (a) GWP and (b) normal boiling point.

 

Figure 8. Temperature glide at the evaporation pressure for cooling cycles with R161–R41–R1234ze(E) mixture as refrigerant:
(a) AC system (te/tc = 0/30 ◦C); (b) low-temperature system (te/tc = −30/30 ◦C).

The similarity to the previous mixture can also be seen in the COP and volumetric
capacity charts (Figure 9). The areas of the highest values of these parameters are mutually
exclusive, so it is necessary to consider which of the values will be more important for the
end user. Considering the low cooling capacity of split air-conditioning devices, it can be
concluded that higher energy efficiency will be more beneficial. Choosing a mixture with
mass fractions of 0.8/0.1/0.1 will result in a much higher COP compared to a mixture with
mass fractions of 0.1/0.8/0.1. An additional advantage is also a lower temperature glide.

In the case of mixtures predestined for operation in low-temperature circuits, the
choice of a mixture with the 0.8/0.1/0.1 composition gives an additional advantage result-
ing from a significantly lower temperature of the medium after the compression process
(see Figure 10b). Lowering this temperature by more than 30 K will be crucial for the
operation of the system, especially in the summer. Discharge temperature drop will result
in the lack of restrictions in terms of thermal stability of oils or the need for additional
cooling of the compressor working elements. Compared to the 0.1/0.8/0.1 composition, the
pressure ratio does increase, but its value remains at an acceptable level of 7.55 (Figure 10a).
The mixture R161–R41–R1234ze(E) with mass fractions of 0.8/0.1/0.1 seems to be optimal
also for low-temperature cycles, where for the assumed operating parameters it obtains
COP = 2.2, with a volumetric cooling capacity of 1129 kJ/m3 (Figure 10c,d).
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Figure 9. Volumetric cooling capacity (a) and (b) the COP for air-conditioning system (te/tc = 0/30 ◦C) with R161–R41–
R1234ze(E) mixture as refrigerant.

  

  
Figure 10. Low-temperature system parameters (te/tc = −30/30 ◦C) of the R161–R41–R1234ze(E) mixture: (a) pressure
ratio; (b) temperature of the refrigerant vapour at the compressor discharge; (c) volumetric cooling capacity; and (d) COP.

3.3. R1234yf–R152a–RE170

The third mixture has a completely different composition to the previous ones. It was
decided to check the working parameters of the mixture, which in addition to fluorinated
HFC/HFO refrigerants also contains dimethyl ether, known as RE170. The proportion
of dimethyl ether in the mixture is likely to influence the toxicity and flammability class
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of the new refrigerant. The mixture’s flammability class is assumed to be 3, as to be
expected from a mixture with a high proportion of RE170. The representative from the
HFC group is R152a. This is often used in existing mixtures because of its low GWP
and its relatively high normal boiling point, thus prompting its use in medium to high
temperature circuits. The last mixture component is the most common and most easily
available fluid from the HFO group—R1234yf. As in the R161–R41–R1234ze(E) mixture,
all the constituents have a GWP lower than 150; therefore, the GWP of the mixture itself
does not exceed this value (Figure 11a). The flaws of this blend is that normal boiling
point never reached −30 ◦C, which proves third mixture is not predisposed for use in
low-temperature units (Figure 11b). The device’s operation under negative pressure is
associated with certain dangers and requires the use of a larger compressor. Considering
all of the above, in the case of the R1234yf–R152a–RE170 mixture, it was decided to analyze
only the high-temperature cycle.

  
Figure 11. Summary of the basic properties for the R1234yf–R152a–RE170 mixture: (a) GWP and (b) normal boiling point.

When analyzing the third mixture (R1234yf–R152a–RE170) and the temperature glides
obtained (Figure 12), the conclusion is that the temperature difference during the phase
change does not exceed 1 K for the assumed evaporating pressure level regardless of the
composition; thus, it can be considered at least as near-azeotropic. The achieved volumetric
cooling capacity and COP play the greatest role in the assessment (Figure 13a,b). The
highest COP value determined was 5.67, but it was for pure RE170. Given the importance
of the fluid share from the A3 group being as small as possible, this point was not analyzed.
It is worth noting that, with a binary and ternary mixture, as many as 54 points out of
63 have a COP > 5.48, which is the reference value obtained by R134a. There are two
ternary mixtures that meet all the assumptions of the work and appear to be good potential
substitutes for phased-out fluorinated greenhouse gases. The first is the 0.1/0.1/0.8 mixture,
which has a COP of 5.65. The second mixture with a very similar COP has a mass fraction
of 0.1/0.5/0.4, but is additionally characterized by a lower normal boiling point and
temperature glide well below 0.1 K. In this term, it can be considered as azeotropic. The
second composition also has a volumetric cooling capacity that is 124 kJ/m3 higher than
that of the first mixture.
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Figure 12. Temperature glide at the evaporation pressure for air-conditioning system (te/tc = 0/30 ◦C)
with R1234yf–R152a–RE170 mixture as refrigerant.

  

Figure 13. Volumetric cooling capacity (a) and (b) the COP for air-conditioning system (te/tc = 0/30 ◦C) with R1234yf–
R152a–RE170 mixture as refrigerant.

3.4. R1243zf–R152a–RE170

The last analyzed mixture is similar in composition to the third mixture, because
it combines the two previously used refrigerants, RE170 and R152a. The HFO group
refrigerant has been changed to a less popular R1243zf, as yet unused in any of the
encountered mixtures. The compositions discussed, like those in the previous point, will
most likely belong to the higher flammability group due to the presence of dimethyl ether.
As with the previous combination of fluids, the GWP does not exceed that of R152a, and
due to the normal boiling point, the mixture is considered only in high-temperature circuits
(Figure 14).
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Figure 14. Summary of the basic properties for the R1243zf–R152a–RE170 mixture: (a) GWP and (b) normal boiling point.

The mixture R1243zf–R152a–RE170, regardless the composition, fulfils the require-
ments for the Δtglide and π limits. For this mixture, an interesting parameter is the normal
boiling point (Figure 14b), which reaches its minimum in the center of the triangle, not at
the corners or sides. The lowest temperature achieved was −27.4 ◦C for the composition of
0.4/0.4/0.2. This phenomenon did not occur in the previously tested mixtures. Although
all the points reached a negative normal boiling point, it is not low enough to use this
mixture safely in freezing equipment. The temperature glide presented in Figure 15 is
definitely below 1 K and has the lowest values in the center of the graph.

 
Figure 15. Temperature glide at the evaporation pressure for air-conditioning system (te/tc = 0/30 ◦C)
with R1243zf–R152a–RE170 mixture as refrigerant.

Moreover, a significant number of mixtures with a weight fraction of R152a in the
range of 40–60% show a temperature glide significantly below 0.1 K, which makes them
azeotropic. Considering the volumetric cooling capacity and the COP (Figure 16), as
well as the previously mentioned normal boiling point and temperature glide, the best
composition turns out to be 0.2/0.5/0.3. This is a compromise between a moderately high
COP and a nearly zero temperature glide. Furthermore, it is a ternary mixture, and the
RE170 belonging to the A3 flammability class does not make up the largest share. The
second optimal substance, with a slightly higher COP, but also Δtglide, is the mixture with
a weight composition of 0.1/0.5/0.4. At the same time, it is a composition that achieves
almost the highest volumetric cooling capacity of 2284 kJ/m3.
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Figure 16. Volumetric cooling capacity (a) and (b) the COP for air-conditioning system (te/tc = 0/30 ◦C) with R1243zf–
R152a–RE170 mixture as refrigerant.

4. Discussion

Summarizing the results presented in this study, seven optimal mixture compositions
were selected, of which six are ternary mixtures and two are binary:

• R32–R41–R1234ze(E) 0.9/0/0.1 air-conditioning cycle
• R32–R41–R1234ze(E) 0.1/0.9/0 low-temperature cycle
• R161–R41–R1234ze(E) 0.8/0.1/0.1 both cycles
• R1234yf–R152a–RE170 0.1/0.1/0.8 air-conditioning cycle
• R1234yf–R152a–RE170 0.1/0.5/0.4 air-conditioning cycle
• R1243zf–R152a–RE170 0.2/0.5/0.3 air-conditioning cycle
• R1243zf–R152a–RE170 0.1/0.5/0.4 air-conditioning cycle

Their distribution on the experiment plan is shown in Figure 17.

Figure 17. Marking the optimal mixtures in a triangular pattern.

There were many criteria for proving the applicability of a given refrigerant. The
main ones were the temperature glide values achieved at pe and within the whole range
of working pressures. Based on the temperature differences obtained for the evaporation
process, for which the limit value was set as 10 K, a significant proportion of the points for
the first two mixtures were rejected. The temperature drop in the evaporation process for
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the assumed cooling cycle and variable evaporation temperatures for selected mixtures are
presented in Figure 18. The figure shows that only for the mixture R161–R41–R1234ze(E),
significant changes in the evaporation temperature are obtained, and therefore this mixture
must be classified as zeotropic (ZEO). At the same time, it is clearly visible that with the
increase in the evaporation temperature, the temperature glide increases significantly.

 

Figure 18. Temperature glide of the new mixtures depending on the evaporating pressure.

On the other hand, all the mixtures containing the R152a and RE170 fluids are char-
acterized by a small temperature glide, the value of which does not exceed 0.5 K. The
binary mixture R32–R1234ze(E) shows a temperature glide of almost exactly 1 K (limit for
near-azeotropic mixtures). Figure 18 also shows that among the selected mixtures, R32–R41
achieves much higher evaporating pressures.

Table 2 shows a comparison of the newly defined mixtures with the reference refrig-
erants dedicated to low-temperature installations. The parameters that are favorable to
the new mixtures are the GWP and specific cooling capacity. Compared to currently used
refrigerants, it was found that the most optimal is a R32–R41 binary mixture with a mass
fraction of 0.9/0.1, for which the specific cooling capacity is 243 kJ/kg and is more than
twice as high as for the R404A or R507A. The great advantage of the R32–R41 binary mix-
ture is the increase in volumetric cooling capacity by over 2700 kJ/m3. The disadvantages
are the slightly higher temperature glide and high working pressures. The biggest problem
seems to be the much higher discharge temperature exceeding 110 ◦C, which is typical for
the currently implemented and used R404A substitutes. Conversely, R161–R41–R1234ze(E)
obtains a lower volumetric cooling capacity, which is dictated by a much higher specific
vapor volume, at the same time showing a much higher temperature glide, which can
eliminate this refrigerant from systems requiring precise evaporator temperature. The use
of this mixture, however, allows to significantly improve the COP; compared to R404A,
the increase is as much as 15.8%. However, the use of these mixtures requires a profound
change in the refrigerant market, as currently R41 is not widely available.
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Table 2. Comparison of the newly defined mixtures to the reference refrigerants suitable for low-temperature systems;
properties based on [27].

Refrigerant Unit
R404A (R125–
R143a–R134a)

R507A
(R125/R143a)

R32–R41-
R1234ze(E)

R161–R41-
R1234ze(E)

Weight share - 0.44/0.52/0.04 0.5/0.5 0.1/0.9/0 0.8/0.1/0.1
GWP [1] - 3922 3985 150 20

Critical temperature ◦C 72.12 70.62 45.32 95.99
Critical pressure bar 37.35 37.05 58.93 53.10

Normal boiling point ◦C −45.74 −47.01 −76.80 −39.77
Molar mass g/mol 97.60 98.86 35.25 48.87

Evaporating temperature ◦C −30 −30 −30 −30
Evaporating pressure bar 2.02 2.13 7.77 1.55

Condensing temperature ◦C 30 30 30 30
Condensing pressure bar 14.14 14.59 41.66 11.73

Pressure ratio - 6.99 6.85 5.36 7.55
Compressor Discharge temperature ◦C 52.86 51.75 110.63 87.43

Specific suction vapour volume m3/kg 0.095 0.089 0.062 0.252
Liquid density kg/m3 1019.4 1022.6 957.6 708.6

Temperature glide for pe K 0.48 0.003 0.47 4.63
Volumetric cooling capacity kJ/m3 1118.2 1151.6 3894.1 1128.9

Specific cooling capacity kJ/kg 106.01 102.09 243.28 284.94
Specific heating capacity kJ/kg 161.86 156.24 381.77 414.37
Specific work of the cycle kJ/kg 55.85 54.15 138.49 129.43

COP - 1.90 1.88 1.76 2.20

Table 3 shows the properties of the mixtures considered as refrigerants in air condi-
tioning cycle. R410A, R134a, R32, and R429A were used as reference. An indicator that
definitely favors the new refrigerants is the GWP, the value of which for R32-free mixtures
does not exceed 63 and is less than half the permissible limit. Of the reference substances,
only R429A has the same low GWP. The COP for the new mixtures are also favorable,
since they all exceed a value of 5.34. When comparing the temperature glide, it can be
observed that it is almost zero for the mixtures containing RE170, which is a slight advan-
tage over R429A. These mixtures achieve a volumetric cooling capacity almost identical
to that of R134a and approximately 6–12% higher than that of R429A. However, they are
not in competition with R32 or mixtures containing it, so a higher amount of refrigerant
in the system will be required. In terms of the obtained volumetric cooling capacity, the
mixtures R32–R1234ze(E) and R161–R41–R1234ze (E) may be an interesting proposition.
For both mixtures, the obtained values are much higher than for R134a, and in the case of a
binary mixture R32–R1234ze(E) also at a similar level as for R32 and R410A. By analyzing
all the variables, it can be summarized that the mixture R1234yf–R152a–RE170 with the
weight shares of 0.1/0.5/0.4 seems to be the most promising for the implementation in
air-conditioning cycles.

The conclusions drawn from the theoretical analysis should be confirmed by means
of experimental studies of the various evaporation and condensation temperatures. To
do this, mixtures with similar compositions should be tested, with a smaller jump in the
weight shares of the individual components. However, this is future research work, as the
scope of this work only included theoretical considerations regarding the new mixtures.
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5. Conclusions

Referring to the applicable environmental parameter limits set on refrigerants, four
new refrigerant mixtures have been proposed in this work. The optimal weight shares of
the individual components were estimated by analyzing the GWP, thermodynamic, and
operational parameters.

Theoretical tests were performed using the REFPROP 10.0 program, and the collected
data allowed for a preliminary estimation to be made. On the basis of theoretical analyzes,
it was shown that all the proposed compositions, except for the R161–R41–R1234ze(E)
mixture, can be classified as near-azeotropes or even azeotropes, because their temperature
glide in a wide range of evaporation pressure does not exceed 1K. At optimal compositions,
the share of HFOs in all mixtures does not exceed 20%. After considering the advantages
and disadvantages of the refrigerants proposed, it was determined that the most optimal
composition in high-temperature (air conditioning) systems was the R1234yf–R152a–RE170
mixture with a weight share of 0.1/0.5/0.4. This is argued by its low GWP, equal to 63,
the relatively high COP of 5.61, the relatively low normal boiling point of -27.27 ◦C, and a
lower weight share of the most flammable components (flammability class 3) than in the
case of R429A.

The analyzes also show that it is extremely difficult to find a blend with a negligible
impact on the greenhouse effect and at the same time good thermodynamic properties,
which could be used as a replacement for R404A or R507A in low-temperature systems.
Both of the proposed mixtures have disadvantages compared to currently used refrigerants.
Although the R32–R41 achieves high volumetric cooling capacity, it is also characterized by
high evaporating and condensing pressures and high discharge temperatures, which will
result in higher thermal and force loads of the compressor working elements and may lead
to their shorter life span. On the other hand, the R161–R41–R1234ze(E) mixture, despite
the high coefficient of performance, shows nearly ten times higher temperature glide than
R404A, which may cause evaporator malfunctions. Components with extremely different
vapor pressures can cause excessive frosting to the initial sections of the evaporator due
to the evaporation of low-boiling components. On the other hand, components with a
high boiling point may not completely evaporate, which can lead to fractionation of the
refrigerant inside the system and change its operating parameters. In case of extreme
temperature glides, it is necessary to increase the vapor superheat set point to prevent the
compressor from sucking in liquid refrigerant, which obviously affects the efficiency of the
system. Therefore, further research should be directed towards this application. It should
be emphasized that the presented analyzes do not explore the issue of using these mixtures
in cooling cycles completely. Above all, further studies of the flammability and safe use
of the presented mixtures are required, as all the components used are flammable, and a
significant part of them belong to the highest flammability class.
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Abstract: The article deals with the experimental and numerical thermal-flow behaviours of a low-
temperature Phase Change Material (PCM) used in Thermal Energy Storage (TES) industrial applica-
tions. The investigated PCM is a composition that consists of a mixture of paraffin wax capsuled
in a melamine-formaldehyde membrane and water, for which a phase change process occurs within
the temperature range of 4 ◦C to 6 ◦C and the maximum heat storage capacity is equal to 72 kJ/kg.
To test the TES capabilities of the PCM for operating conditions close to real ones, a series of exper-
imental tests were performed on cylindrical modules with fixed heights of 250 mm and different
outer diameters of 15, 22, and 28 mm, respectively. The module was tested in a specially designed
wind tunnel where the Reynolds numbers of between 15,250 to 52,750 were achieved. In addition,
a mathematical model of the analysed processes, based on the enthalpy porosity method, was pro-
posed and validated. The temperature changes during the phase transitions that were obtained
from the numerical analyses in comparison with the experimental results have not exceeded 20%
of the relative error for the phase change region and no more than 10% for the rest. Additionally,
the PCM was examined while using a Scanning Electron Microscope (SEM), which indicated no
changes in the internal structure during phase transitions and a homogeneous structure, regardless
of the tested temperature ranges.

Keywords: low-temperature phase change material; paraffin wax; thermal energy storage; numerical
modelling; scanning electron microscope

1. Introduction

Thermal Energy Storage (TES) technology has gained increasing worldwide attention,
because it, among others, has been regarded as an effective way to compensate for the inter-
mittence of renewable sources [1,2]. Among various TES technologies, Latent Heat Thermal
Energy Storage, (LHTES), utilising Phase Change Materials, (PCMs), is one of the most
attractive forms, with a relatively high storage density and small temperature changes
from storage to retrieval [3]. PCMs are substances with the property of heat absorption
when they undergo a phase change from solid to liquid, liquid to gas, or vice versa [4–6].
These PCMs are widely applicable in a broad range of industrial areas. For instance, they
can be encapsulated in building materials, e.g., gypsum plasterboard, cubicle, and wall
board in order to enhance the thermal storage capacity [7,8]. PCMs are also considered to
improve the frosting/defrosting operating performance of air source heat pumps [9]. Like-
wise, PCMs are frequently used in order to produce thermoregulated textiles, where they
are generally entrapped in micro/nano-capsules to prevent leakage [10]. PCMs-assisted
packaging is an innovative technology, which can plenarily control temperature-sensitive
food products under different conditions [11]. In addition, PCMs also play an important
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role in a large number of fields, like temperature-adjustable greenhouses [12,13], waste
heat recovery [14], and building air-conditioning [15]. High-temperature PCMs have at-
tracted considerable interests over the past decade, which is extraordinarily promising in
the concentrated solar thermal field and other high-temperature-required domains [16–18].
On the other hand, Amin et al. [19] considered a different temperature interval with a focus
on low-temperature PCMs that are encapsulated in spheres.

PCMs can be generally classified into two types: organic and inorganic. Most inorganic
PCMs are barely applicable to the TES system due to their toxicity, corrosivity, and super-
cooling properties. In contrast, organic PCMs are relatively safe, chemically inert and
ecologically friendly [20]. Among diverse organic PCMs, paraffin wax is one of the most
common materials, with several remarkable properties, e.g., high energy storage density,
relatively low cost in commerce, and a small super-cooling trend. Paraffin wax (usually
extracted from ozokerite, petroleum, natural gas, etc.) has a wide range of phase change
temperatures and it has a general chemical formula Cn H2n+2 (n ≥ 4, the higher the value
of n the higher the melting temperature) [21]. Consequently, an ideal scheme seems to be
to use capsuled paraffin wax as a storage material and proposals for such a method have
already been tackled by groups of researchers [22,23].

Plenty of investigations on the mathematical models and numerical analyses with
PCMs that are capsuled in different configurations have been performed and reported
in the literature. Shamsundar and Sparrow [24] resolved the enthalpy equation using
the finite difference approach and performed an analysis of the multidimensional transient
solidification process with the change of density and an increasing shrinkage cavity. The au-
thors noted that the highest impact of the density ratio and the Stefan number on the heat
transfer occurred at almost the end of solidification. In a horizontal tube with unfixed
solid PCMs inside, the thermal behaviours of the PCMs (heat flux densities, geometric
shape, melting rates, etc.) were obtained by Bareiss and Beer [25] through neglecting
the inertial force. The authors pointed out that the gravity of the solid PCMs and pressure
forces in a thin liquid layer jointly formed a force balance. Bilir and Ilken [26] investigated
PCMs capsuled in a spherical/cylindrical container employing the third kind of bound-
ary condition. The authors derived correlations that utilise the Biot number, the Stefan
number and the dimensionless surface temperature to present the dimensionless total
solidification time of PCMs. Verma et al. [27] studied the mathematical models that are
based on the first and second law of thermodynamics regarding the LHTES system with
PCMs inside. The authors indicated that the model based on the first law of thermo-
dynamics had been experimentally validated, and could be employed to model PCMs.
However, the model based on the second law of thermodynamics required additional
work related to its experimental verification. A numerical model regarding the solidifi-
cation process of PCMs in a triplex tube with external and internal fins was proposed by
Al-Abidi et al. [28]. The authors noted that factors, including the fin length, the fin thickness,
and the numbers of fins, had a considerable impact on the heat transfer. However, the effect
of the fin thickness was assessed to be less than that of the fin length. Similarly, Li et al. [29]
explored the enhancement effect of aluminium oxide on phase change heat transfer in
the triplex tube with fins. The conducted research revealed that an extra alumina con-
tributed to a stronger conduction and the best discharging rate was determined in the case
of dp = 40 nm. The entropy optimization method was applied in order to study the so-
lidification behaviour of nanoparticle-enhanced PCMs in the LHTES system affected by
a magnetic field by Shah et al. [30]. The authors indicated that the Lorentz force, caused
by the Hartmann number, and buoyancy forces had positive and negative impacts on
the solidification rate of nanoparticle-enhanced PCMs, respectively. Jourabian et al. [31]
utilised the enthalpy-based Lattice Boltzmann method and double distribution function to
explore the melting process of the ice within a semicircle enclosure. The authors noticed
that the concentration of nanoparticles had a positive and an adverse effect on the thermal
conductivity and the latent heat of PCMs, respectively, but a negligible impact on the av-
erage Nusselt number. A novel PCM-air tubular heat exchanger and the corresponding
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analytical solution were proposed by Dubovsky et al. [32]. The authors successfully pre-
dicted the results of separate tubes and verified the applicability of the analytical solution
to the practical heat exchangers. Darzi et al. [33] presented several simulations of the sym-
metric melting process between two cylinders in an eccentric and concentric position
using N-eicosane as the PCM. The authors pointed out that the downward movement
of the inner cylinder caused a significant increase in the melting rate due to the domi-
nance of convective heat transfer in most areas of the PCM. Mahdaoui et al. [34] proposed
a numerical model involving the natural convection phenomenon in the PCM-melted
region around a horizontal cylinder. As a result of the conducted research, the authors
assessed that regardless of the assumed boundary conditions, (constant temperature of
the cylinder walls, constant heat flux), the melting of the PCM in the lower part was
ineffective since the energy was transferred mainly by convection to the top of the cylinder.
Regin et al. [35] focused on the cylindrical PCM-melting model integrated into the LHTES
system, which was combined with a solar water heating collector. The conducted analyses
indicated that the melting of PCMs was primarily dependent on the magnitude of the tem-
perature range of the phase transformation, the Stefan number, and the capsule radius.
Although these papers have successfully studied diverse mathematical and numerical
PCM melting/solidification models employing different constraints. Additionally, it was
considered various influencing factors and configurations, none of them pays attention
to the changes in the internal structure of the PCMs during the phase change process.
Furthermore, most of them only deal with the PCMs capsuled in horizontal cylinders and
heat transfer is uniformly along the circumference of the circular cylinder. Accordingly,
we have made an attempt to investigate the case of PCMs capsuled in the vertical position
of a cylinder, which will undergo several heat-flow processes of the cross-flow of air with
different velocities. We are highly expecting to test and compare the capabilities of the mix-
ture of paraffin wax and water in different heat flux environments and to more explicitly
describe the characteristic parameters of five-phase change regions of the mixed PCMs.
In addition, a Scanning Electron Microscope (SEM) will be expedient in confirming the
specific changes in the internal structure of the mixed PCMs during the phase transition.

The motivation to undertake the analyses carried out in the article is to design a con-
tainer for storing/accumulating cold “energy” cooperating with the heat pump. The pre-
sented literature analysis shows that one of the most promising candidates that can be
directly applied in the analysed device and its ranges of the temperature is the PCM-
capsuled paraffin wax. This container unit filled with PCM has to operate with a system
named a Flower Shape Oscillating Heat Pipe (FSOHP), which was described in detail by
Czajkowski et al. in [36] and it has also been patented in [37] by Pietrowicz et al. Thus,
an integral element in the innovative system for cooling mixed substances is a special
exchanger that contains the PCM described and studied in this paper. The operational
parameters of the exchanger have been defined and described by Ochman and Pietrowicz
in [38], and have also been patented by Pietrowicz et al. [39]. What is important, due
to the required technological process, PCMs are expected to store the “cold” energy in
the range of 4 ◦C to 6 ◦C. The paraffin wax, due to its thermodynamic and functional
properties, is a pertinent candidate for this novel system, as it was mentioned.

Thus, when preparing the design procedures that are dedicated for a storage tank,
the authors of the article needed to have a complete, validated mathematical model of
the thermal-flow processes occurring in the tested phase change material and to have
knowledge of the impact of the operating conditions of the designed storage tank on
the temperature change in the PCMs, depending on the total applied mass of the PCM.
It was also important to determine the time that is needed for the phase changes and to
compare them with different values of the supplied heat flux. The authors of the article also
believe that the developed numerical procedures together with the conducted research will
help in the future during the optimization process of the construction of a cold accumulator
cooperating with a heat pump and a mixing/dissolver device.
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In the presented article, the thermal-flow processes occurring in the low-temperature
PCM were experimentally tested and then numerically investigated. The experiments were
carried out for fully turbulent flow (15,250 < Re < 52,750) and for three cylindrical modules
filled with a PCM with fixed heights of 250 mm and with outer diameters of 15, 22, and
28 mm, respectively. For this purpose, a special set-up was designed and constructed,
in which a wind tunnel is the main element. Additionally, special test procedures were
developed and adapted. Subsequently, a mathematical model of thermal-flow processes
existing in the phase change material, based on the enthalpy porosity method, was pro-
posed and validated. Finally, the numerical calculations, during the transient processes,
were carried out for various boundary conditions that are close to those expected during
the real operation of the device.

The structure of the article consisted of the following elements: Section 2 describes
the tested phase change material, with a description of the thermophysical properties and
the analysis of the internal structure while using a SEM. The test stand, tested modules
filled with PCM and measurement procedures are described in Section 3. Section 4 presents
the mathematical model and numerical procedures, numerical domains with the applied
boundary conditions and applied thermal properties. The experimental studies are detailed
and discussed in Section 5. Additionally, this Section compares the results of the numerical
studies with the experimental data and summarizes them by the relative error analysis.
Section 6 concludes the work, where the most important results and observations from
the conducted research are presented.

2. Phase Change Material (PCM)

2.1. General Description of the PCM

To meet the thermal requirements, i.e., the phase change temperature range and
usability, the research was conducted on a commercial phase-change material, which
was paraffin wax capsules in a melamine-formaldehyde membrane and water mixture,
produced by the MikroCaps company [40]. Table 1 shows the selected thermophysical
properties describing the tested PCM.

Table 1. The thermophysical properties of the Phase Change Material (PCM) used during the
experiments [40].

Property Unit Minimum Maximum

PCM content in the dispersion % 25 30
PCM content in dry capsule % 75 80
Dry content in the dispersion % 35 38
PCM melting range ◦C 4 6
Heat storage capacity (of slurry) kJ/kg 60 72
Heat storage capacity (of dried microcapsules) kJ/kg 180 192
pH − 7.0 9.0
Density kg/m3 900 970
Dynamic viscosity (at 25 ◦C) kg/(m s) 0.1 0.5
Average particles size μm 10 30

2.2. Analysis of the PCM’s Internal Structure
2.2.1. Test Conditions and Testing Procedures

The purpose of the analysis described in this section was to observe whether and
how the internal structure of the PCM changes at the characteristic temperature points.
The structure of the material was studied while using a Scanning Electron Microscope
(SEM). A Prisma E scanning electron microscope from Thermo Fisher Scientific was used
for this purpose. A special table with a Peltier system was installed in the test chamber
in order to regulate the sample temperature in the phase transition range, i.e., from 0 ◦C to
16 ◦C. Figure 1 shows the system with the studied sample along with the details of the test
chamber.
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(a) Test chamber with mounted the Peltier system and sample. (b) Prepared sample.

Figure 1. Description of the Scanning Electron Microscope (SEM) chamber and the prepared sample.

During the measurements, the focusing beam power was set from 20 to 25 kV. Those
values were experimentally selected to ensure the right quality of contrast and sharpness
of an image. It should be mentioned that the power of the selected high-energy electron
beam allowed for the analysis of the sample without its visible degradation of the sample.

Efforts were made to keep the relative humidity value in the measuring chamber at
17 ÷ 42% in order to maintain the emulsion structure of the sample during the analyses
of the PCM structure. Maintaining these parameters ensured that the evaporation of water
from the material was minimized by achieving thermal conditions far from saturation
conditions. Figure 2 presents the change in sample temperature and humidity during
the experiment.

Figure 2. Temperature and relative humidity profiles maintained during measurement.

2.2.2. SEM Analysing

Figure 3 presents the results of the SEM’s investigation of the PCM structure for
selected temperature points that were defined at 0 ◦C, 5.5 ◦C, and 15 ◦C.
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(a) 15 ◦C, 500× (b) 15 ◦C, 2000×

(c) 5.5 ◦C, 2000× (d) 5.5 ◦C, 3000×

(e) 0 ◦C, 3000× (f) 0 ◦C, 6000×
Figure 3. Analysis of the PCM internal structure, made for different temperatures and magnifications obtained while using
the SEM.

Those temperatures have been selected, because the potential changes in the structure
were expected. Thus, the temperature of 15 ◦C (Figure 3a,b) is significantly separated
from the phase transition temperature, which was estimated at between 4 ◦C and 6 ◦C
(Figure 3c,d). Because the analysed substance is an emulsion of two components-paraffin
wax and water, analysis at 0 ◦C (Figure 3e,f) was also potentially considered, due to
the phase change of the water.

The investigation showed that the diameter of the analysed paraffin capsules is be-
tween 3 and 8 μm. This differs from the values declared by the manufacturer and described
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in Table 1. Additionally, it was observed from Figure 3e,f, that, for 0 ◦C, the distances
between microcapsules increase in comparison with other tested temperatures, which are
a consequence of the presence of water in the form of ice and a higher value of the spe-
cific volume compared to other temperature tests. Generally, it can be concluded that,
in the studied temperature ranges, no significant changes in the internal structure were
noticed. This is an important fact that was used later during numerical simulations.
The substance that is taken into account is homogeneous and the separation of components,
i.e., sedimentation, is not later considered.

3. Experimental Set-Up and Measuring Procedure

3.1. General Description

In Section 1, it was mentioned that the tested PCM is dedicated to working in a special
storage heat exchanger/tank [38,39]. It was decided that the PCM, due to the design of
the heat exchanger, should be studied in a cylindrical system for the conditions most similar
to those in which it will be operated later. For this purpose, a wind tunnel, as presented in
Figure 4, was used that met the operational and functional parameters. The obtained range
of the Reynolds numbers (15,260–52,767) is fully turbulent and the heat transfer conditions
(temperature and the Nusselt numbers) are similar to the considered storage tank.

Figure 4. General view of the wind tunnel with installed PCM module.

The experimental set-up consists of four basic sections, operated in an open circuit suc-
tion mode. The first section is related to the air inlet. It is composed of a lamellar exchanger
with a cross-section of 0.75 m × 0.74 mm in which it was possible to control the temperature
in the range of −15 ◦C to 35 ◦C while using a chiller with a maximum cooling capacity of
4 kW. Subsequently, a stabilisation flow section was installed behind the lamellar exchanger.
The stabilisation section is made of three net layers with a mesh size of approximately
1.5 mm × 1.5 mm. Such a system ensured a stable flow, without recirculation zones while
also eliminating potential turbulence behind the lamellar exchanger. The next section
is the so-called the Witoszyński nozzle, whose task is to shape a flat velocity profile in
the measuring section. This special velocity profile allowed for homogeneous thermal-flow
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parameters along the entire length of the tested module to be obtained. The measuring
section had a square cross section with dimensions of 0.25 m × 0.25 m and a length of
0.52 m. In order to eliminate the impact of the installed fan, between the measuring section
and the fan a 0.9 m long channel with an identical cross-section as the measuring section
was installed. The purpose of this channel was to stabilise the fan working conditions
and eliminate any possible flow disorders that are caused by its operation. The fan that is
installed in the experimental set-up provides the opportunity to achieve three mean values
of velocity in the measuring section equal to 0.92, 2.27, and 3.18 m/s, respectively, which
correspond to the Reynolds numbers 15,260, 37,688, and 52,767, based on the channel
height of the test section. In order to achieve different mean value of air velocities, the fan
power was regulated by a capacitor system. Generally, the maximum volume air flow rate
was 1000 m3/h, which was generated for the maximum electrical power of the fan engine,
equal to 150 W.

The parameters of inlet air, such as ambient temperature, pressure, and humidity,
were measured just before the lamellar exchanger by a high-precision digital temperature,
humidity, and airflow meter Testo 480 with Testo Robust Humidity Probe.

3.2. Tested Module

The PCM was experimentally tested in a special cylindrical module made of copper,
as presented in Figure 5. This module was characterised by a fixed height and a wall
thickness of 250 mm and 1 mm, respectively. Three different outer diameters of 15, 22, and
28 mm were studied. At the ends of the module, two pipe caps that were made of the same
material with a height of 15 mm were mounted. Additionally, three T-type thermocouples
have been installed in situ in the axis of the module, at half height, and one-third above and
below, as is shown in Figure 5. The module was then placed and tested in the measuring
section, as depicted in Figures 4 and 6.

Figure 5. Tested module of a PCM.
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The PCM mass contribution in the module varied from 25.23% to 37.82%, (see Table 2).
The theoretical heat transfer from the air to the modules were estimated and presented in
Table 2, according to the producer information, as described in Table 1 and assumptions
concerning paraffin and copper properties used during the numerical calculations, as
summarised in Table 4. For paraffin, it varies from 2.87 kJ to 10.19 kJ for sensible heat and
from 2.46 kJ to 8.74 kJ for latent heat. For copper the heat transfer varies from 1.62 kJ to
3.71 kJ. The heat storage in copper is 23.31% for d = 15 mm, 20.78% for d = 22 mm and
16.37% for d = 28 mm of the total system, respectively. Those estimations show that PCM
phase change plays an important role during the heating of the module that is filled with
the PCM.

Table 2. Contributions of the module components in heat transfer.

Outer Diameter of Module mm 15 22 28

PCM/module mass fraction % 25.23 31.53 37.82
Copper/module mass fraction % 74.77 68.47 62.18
Sensible heat of copper kJ 1.62 2.66 3.71
Sensible heat of PCM kJ 2.87 5.46 10.19
Latent heat of PCM kJ 2.46 4.68 8.74
PCM/module heat fraction % 76.69 79.22 83.63
Copper/module heat fraction % 23.31 20.78 16.37

3.3. Preparation of the Module to the Test

The module has been specially prepared in order to test the thermal behaviour of
the module filled with the PCM for various thermal-flow conditions. First, before filling
with the PCM, the module was degreased with propyl alcohol and thoroughly dried. Next,
three T-type thermocouples with an accuracy of ±0.5 ◦C were placed in the prepared
arrangement in the configuration that is shown in Figure 5. Subsequently, the module was
filled with the phase change material. Before testing, the module was placed in a freezer
for about 4 h to cool to a temperature of about −18 ◦C. The freezing process was com-
pleted when the material obtained the same temperature in the entire volume, which was
monitored by thermocouples that were placed inside the module. The module prepared
in this way was then mounted in the wind tunnel measuring section. Figure 6 presents
the measuring section with the installed PCM module.

Figure 6. PCM module placed in the wind tunnel.

3.4. Measurement and Control Systems

The experimental set-up was equipped with two types of measurement system: one
was based on Testo devices and the second one on the National Instruments module

33



Energies 2021, 14, 538

4-Slot USB CompactDAQ Chassis (cDAQ 9174) working under the LabView environment.
The high-precision digital temperature, humidity, and airflow meter Testo 480 had a build-
in absolute pressure meter with an accuracy of ±3 hPa and allowed for up to three probes to
be connected. The first Testo device was a Robust Humidity Probe, which was used to mea-
sure humidity and temperature of the suction air with an accuracy of temperature ±0.5 ◦C
(from −20 ◦C to 0 ◦C) and ±0.4 ◦C (from 0.1 ◦C to 50 ◦C), relative humidity: ±2% RH (from
2.1 to 98% RH). The second installed device was a Thermal Flow Velocity Probe, Testo 480,
which was used to measure the velocity profile. The device is characterised by the accuracy
of measured velocity profile amounting to ±0.03 m/s + 5% of the measured velocity.

A special thermocouples net system was installed in order to measure inlet and outlet
air temperatures at the measured section. At the inlet to the section, eight T-type thermo-
couples were installed and used to determine the average inlet temperature. At the outlet,
one T-type thermocouples type of temperature sensor was mounted. The accuracy of
installed T-type thermocouples was ±0.5 ◦C.

The combination of the National Instruments equipment and LabView software al-
lowed for the measurement of temperature with a high resolution and frequency. Dur-
ing the experiments, it was sufficient that the measurements were carried out with a fre-
quency of 0.2 Hz (every 5 s).

3.5. Velocity Profiles at the Inlet and Outlet of the Measurement Section

A special construction of the inlet section with the installed Witoszyński nozzle
contributes to the formation of quasi-uniform thermal and velocity profiles in the measure-
ment section, as mentioned in Section 3.

Before the measurement campaign, the velocity profiles at the inlet and outlet were
determined. The measurements of the velocity profile were carried out at a distance of
20 mm from the inlet and outlet edges of the measuring section. The velocity profiles were
determined at measuring points 33, 73, and 105 mm from the channel’s symmetry axis.

In total, seven holes have been made in the top of the measuring section cover for
measurement purposes. The thermal flow velocity probe that was connected to the Testo
480 module has been inserted into these holes, mounted on a special measuring instrument.
A measuring device, similar to a caliper allowed for precise measurement of the velocity
profile along with the channel height with an accuracy of ±0.1 mm. In total, one profile was
determined while using 19 measurements, concentrated in the central part of the channel.
The results of the obtained profiles at the inlet and outlet of the measuring section for
different powers of the fan are presented in Figure 7, where a larger number represents
higher air velocity.

The measurements that are presented in Figure 7 showed that, for all the tested ranges
of fan power, the velocity profiles are characterised by a flat profile. The obtained flat
velocity profile is a consequence of the use of a specially shaped inlet contraction section
designed according to the Witoszynski curve equation [41]. The analysis points out that
the differences between the average values determined do not exceed 7.4% of the local
value of velocity. Table 3 summarises the test results. In addition, for further analysis, each
analysed value of average speed: 0.0, 0.92, 2.18, and 3.18 m/s was defined as Case 0, Case I,
Case II, and Case III, respectively.

Table 3. The summarised results that were obtained from profile measurements.

Parameter Unit Case 0 Case I Case II Case III

Power of the fan W 0 60 80 150
Mean velocity m/s 0.00 0.92 2.27 3.18
Maximum deviation from the
average value % – 7.36 7.15 5.19
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(a) Inlet velocity profile-Case I. (b) Outlet velocity profile-Case I.

(c) Inlet velocity profile-Case II. (d) Outlet velocity profile-Case II.

(e) Inlet velocity profile-Case III. (f) Outlet velocity profile-Case III.

Figure 7. Velocity profiles of cross section at different power.

4. Numerical Modeling of the Analyzed System with PCM

4.1. Process Governing Equations

The thermal-flow behaviour in the PCM and flowing air can be described by a standard
set of equations [42,43] and for the three-dimensional case, comes down to solutions of
Partial Differential Equations, (PDEs), which include a mass, a momentum, and an energy
equation [44]. In this context, for solving the set of equations, one of the most frequently
used numerical methods, called the Finite Volume Method (FVM), [45,46] was applied.
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In order to solve transport equations of mass, momentum and energy, the commercial
CFD tool-Ansys Fluent has been utilised [47]. To take the phase change of the PCM into
account, an enthalpy-porosity technique [48] has been used, which is already implemented
in Ansys Fluent software module. Using this technique, the interface is not explicitly
tracked, but the liquid fraction for each domain cell is solved in each iteration. The cells
that contain a liquid fraction β between 0 and 1 create an interface region, called the mushy
zone. This region is treated as a porous medium with porosity ranging from 1 for a liquid
to 0 for the solid. The porosity is equal to the liquid fraction.

The liquid fraction is calculated knowing the balance of the enthalpy H. The enthalpy
of a material is computed as a sum of sensible enthalpy h and the latent heat content ΔH

H = h + ΔH (1)

where sensible enthalpy h is defined as follows

h = hre f +
∫ T

Tre f

cpdT (2)

hre f and Tre f are reference to enthalpy and temperature, respectively, and cp is specific heat
at constant pressure. Regarding the liquid fraction, it is defined in the following manner:

β(T) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 if T < Tsolidus

T − Tsolidus
Tliquidus − Tsolidus

if Tsolidus < T < Tliquidus

1 if T > Tliquidus

(3)

Knowing the latent heat L of the material used, the latent heat content in Equation (1)
is calculated as

ΔH = β L (4)

where ΔH varies between 0 for a solid and L for a liquid. Based on the liquid fraction
distribution, the enthalpy is calculated and then inserted into the energy equation, where
the temperature distribution is solved via an iterative manner.

4.2. Geometry, Boundary and Initial Conditions and Numerical Schemes

The geometry used during numerical calculation is based on the experiments that are
described in Section 3. For the purpose of simplifying the calculations, only the measuring
section is modelled. Figure 8 presents a scheme of the studied case. During the simulation,
to the rectangular duct, made of plexiglass, hot air of a temperature 24 ◦C inflows according
to the experimentally obtained uniform velocity changing in a range of 0.92 ÷ 3.18 m/s.
The duct is 0.7 m long and the inlet surface is a square, with a side length of 0.25 m.
The wall thickness of the duct is 3 mm. In the middle of the duct, the copper cylinder
with an outer diameter of 15 ÷ 28 mm and 250 mm long is set. To close the module, pipe
caps that were made of copper, 15 mm long and 15 ÷ 28 mm in diameter, were mounted at
the ends of the test element. The cylinder and bases are hollowed and the wall thickness
is 1 mm. The inside of the cylinder is filled with the tested PCM. The air outflow has
an atmospherical pressure of 1 bar.

For the air, plexiglass and copper materials constant thermophysical properties are
assumed. For the real PCM, physical properties, such as heat capacity or thermal conduc-
tivity, vary with temperature [49]. Thermal conductivity k is higher in the solid than in
the liquid phase. In the case of the PCM, the density, thermal conductivity, and dynamic
viscosity are regarded as temperature-dependent and calculated via Equations (5)–(7),
respectively. Table 4 describes the thermophysical properties of all materials that are used
during the numerical simulations.

36



Energies 2021, 14, 538

Figure 8. Three-dimensional geometrical model used during numerical calculation.

Density of the PCM:

f or T < Tsolidus ⇒ ρ = 910
kg
m3

f or T ≥ Tsolidus ⇒ ρ = 790
kg
m3

(5)

Thermal conductivity of the PCM:

f or T < Tliquidus ⇒ k = 0.5
W

m K

f or T ≥ Tliquidus ⇒ k = 0.4
W

m K

(6)

Dynamic viscosity of the PCM [50]:

η = 0.001 exp
(
−4.25 +

1700
T

)
Pa s (7)

For all analysed cases, the axis of the cylinder is parallel to the gravity vector. The ratio
of the module height to the inside diameter is large and it varies from 8.93 to 16.67,
in the PCM volume, natural convection current occurs, which has an important impact
on heat transfer and fluid flow behaviour in PCM. To take this phenomenon into account,
the Boussinesq approximations that are shown in Equation (8) have been made in the PCM
domain using UDF procedure. The following term has been added to the y-momentum
equation for cells with liquid fraction higher than 0 within PCM domain:

Sv = −ρliquidus g β(T − Tsolidus) (8)

where: the thermal expansion coefficient of the paraffin equalled β = 0.000778 1/K has
been included in the numerical calculation procedures [51].

Table 4. Thermophysical properties of materials used during calculations.

Material Density Specific Thermal Dynamic Melting Solidus Liquidus
Heat Conductivity Viscosity Heat Temperature Temperature

kg/m3 J/(kg K) W/(m K) kg/(m s) J/kg ◦C ◦C

Paraffin wax Equation (5) 2500 Equation (6) Equation (7) 72,000 4 6
Air 1.125 1006.43 0.0242 1.7894× 10−5 - - -
Plexi-glass 1000 1000 0.2 - - - -
Copper 8978 381 387.6 - - - -
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The geometrical model that is presented in Figure 8 was discretized in space with
the use of Ansys Meshing software. A tetragonal mesh was used within the air and PCM
space. Solid elements were discretized while using hexahedral elements. Additionally,
on the outer and inner surfaces of the cylinder 12 inflation layers have been applied.
The thickness of the first element adjacent to the wall was set to 0.1 mm. In order to ensure
energy transfer between solid and fluid regions, the applied meshes were non-conformal
and were connected with the use of coupled wall boundary condition [47]. Figure 9 presents
the employed mesh with details.

Figure 9. Mesh with details used during numerical calculations.

Table 5 summarises the complex boundary conditions applied during the simulations.
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Table 5. Boundary conditions employed during calculations.

Domain/Material Location Boundary Unit Value

Duct/plexi-glass External walls Wall-temperature ◦C 24
Internal walls Interface – Coupled wall [47]

Air/air Duct wet walls Interface – Coupled wall [47]
Upper base wet walls Interface – Coupled wall [47]
Lower base wet walls Interface – Coupled wall [47]

Cylinder base wet walls Interface – Coupled wall [47]
Inlet Inlet-velocity m/s 0.92, 2.27, 3.18

Inlet-temperature ◦C 24
Outlet Outlet-pressure bar 1

Upper base/copper External and internal walls Interface – Coupled wall [47]

Lower base/copper External and internal walls Interface – Coupled wall [47]

Cylinder/copper External and internal walls Interface – Coupled wall [47]

PCM module/paraffin wax External walls Interface – Coupled wall [47]

Air and PCM were both modelled as incompressible fluids. In order to account
for turbulence, in the air region a standard k − ε turbulence model with enhanced wall
treatment was employed. In the PCM region, laminar flow is assumed. The boundary
conditions used in the model are depicted in Figure 8. A no-slip boundary condition was
utilised on all walls. The initial temperature of the tunnel walls and the air was set to 24 ◦C,
while the PCM, cylinder, and lower and upper bases to 2 ◦C.

Calculations have been performed in a transient mode with a time-step of 0.01 s with
the first-order implicit treatment. The total time of the simulation was 1440 s. The SIMPLE
algorithm with the second-order scheme was used for pressure-velocity coupling. Transport
equations of momentum, turbulent kinetic energy, turbulent dissipation, and energy were
discretized while using the second order upwind scheme. Gradients were calculated
with the use of a least-square cell-based scheme [47]. The solution in each time-step was
considered as converged if the residuals were less than 10−6; however, a maximum of
30 iterations per time-step was done. For energy, liquid fraction, and turbulence equations
the under-relaxation of 0.5 was applied. For other equations, the default values were set.
The calculations were conducted in a parallel mode on a cluster with the use of 16 Intel Xeon
E5-2670 v3 2.3 GHz (Haswell) processors. The time of the calculations was approximately
two weeks.

5. Results

5.1. Experimental Results

The experimental tests were carried out for the outer diameters of 15, 22, and 28 mm,
and the thermal-flow conditions obtained in the wind tunnel, as defined in Table 3. This
combination of the outer diameters and air tunnel conditions necessitated 12 measurements.
Figure 10 shows a representative example of the heating process for a module with an outer
diameter of 28 mm and an air flow rate of 0.92 m/s (Case I).

Generally, from the performed experiments, it can be concluded that the heating
process of a module filled with the PCM can be divided into five phases. This solution
is unique in comparison to homogeneous PCM systems, where only three phases can be
observed [49,52,53]. In the first phase, starting with a uniform initial temperature of −18 ◦C
throughout, the mixture of paraffin wax and water coexisted in solid form is heated. This
phase that is presented in Figure 10 as Phase I is characterised by a linear temperature
change with a high value of the inclination angle of the characteristic. There are two
reasons why temperature increases rapidly. The first reason is related to the fact that in this
temperature range there is the highest temperature gradient between the tested module
and the air flowing outside; therefore, the highest temperature driving force occurred.
The second reason may also be that ice has half of the specific heat lower than water.
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Figure 10. Measured temperatures evolution for d = 28 mm PCM module and 0.92 m/s value of the velocity.

Additionally in this temperature range, mention should be made of the condensation
of water vapour that is contained in the humid air. This phenomenon also affects the ther-
mal processes that take place during the heating of the module. Subsequently, starting from
approximately −3 ◦C to 0 ◦C, flattened temperature curves can be observed (the first area
marked in yellow called Phase II), and the temperature stratification process in the module
begins. This phase is directly related to the process of changing the water phase from
ice to water. The stratification of temperature curves also indicates the convective flow
term in the module itself. Figure 10 shows the third phase as Phase III between the phase
transitions of water and paraffin wax. It is characterised by an increase to a temperature of
about 4 ◦C. From this temperature the fourth phase starts (Phase IV indicated in Figure 10
as the second area marked as the yellow). The curves reach a plateau and can be treated
as a process associated with the phase transformation of the paraffin wax contained in
the emulsion. This phase ends when the temperature reaches 6 ◦C. Subsequently, during
the rest of the process, described as the fifth phase (Phase V), the temperature of the mixture
steadily increases to an ambient condition.

The phase analysis performed above is mainly conducted for the temperature evo-
lution recorded by the T3 thermocouple. However, during the measurements, some dif-
ferences between the individual thermocouples were observed. Despite the fact that
the design of the wind tunnel ensures the achievement of homogeneous thermal and flow
conditions on the outer surface of the cylinder, in the upper part of the measuring section,
as shown in Figure 7, the velocity values are decreased and, thus, the heat flux to PCM is
also decreasing. A second major reason for the temperature evolution discrepancy may
be that the thermocouples are not positioned in the module axis. This applies to the two
bottom thermocouples, which were the most difficult to install in the module and during
the cooling process of the module, could have moved closer to the inside of the module wall.
However, regardless of the differences, all of the curves have similar trends and phases.
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The identification of the aforementioned phase transitions for ice-water and paraffin
wax can also be observed in Figure 11. If a derivative of the temperature function dT/dτ
versus time is determined, then the first two "valleys" of the function with values smaller
than 0.005 ◦C/s can be interpreted as the phase transitions (areas marked in yellow in
Figure 11). The rest of the derivative close to zero starting around 6000 s describes the
so-called steady-state process, i.e., the temperature in the module reached about 90% of
the ambient value.

Figure 11. Derivation evolution of T3 thermocouple for d = 28 mm PCM module and 0.92 m/s value of the velocity.

Figure 12 shows the comparison of the changes in the recorded values of T3 ther-
mocouple for different velocity and external diameters of the module. As the airflow
rate flowing around the module increases, the heat transfer to the PCM also increases.
This is evident in the dynamics of temperature increase and the time of phase transitions,
and it can be seen that, for higher velocity values, the temperature increase is faster. How-
ever, as the outside diameter of the module increases, the amount of PCM used increases
and, hence, the amount of cold accumulated. For this reason, the increase in temperature is
less dynamic.

From a practical point of view, it is important to assess how fast the process is going
through the characteristic phase. In the case of the tested module, two characteristic
temperature ranges were selected: the first temperature range is the range from −4 ◦C to
0 ◦C (phase marked in Figures 10 and 11 as Phase II-ice–water phase transition region),
the second is the phase change range of the tested PCM contained in temperatures from
4 ◦C to 6 ◦C, showed in Figures 10 and 11 as Phase IV-paraffin wax phase transition region.
Table 6 presents the measured time interval for the various velocity and module diameter
values that are defined in Table 3 as Case 0, Case I, Case II, and Case III for the water in
the mixture, while Table 7 specifies this for paraffin wax.
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Table 6. Water melting time.

Case PCM 15 mm PCM 22 mm PCM 28 mm

Case 0 05 min 45 s 18 min 55 s 35 min 30 s
Case I 03 min 00 s 11 min 00 s 17 min 30 s
Case II 02 min 20 s 07 min 15 s 12 min 30 s
Case III 01 min 55 s 05 min 15 s 11 min 05 s

Table 7. Paraffin melting time.

Case PCM 15 mm PCM 22 mm PCM 28 mm

Case 0 05 min 25 s 24 min 05 s 36 min 5 s
Case I 02 min 25 s 10 min 50 s 13 min 50 s
Case II 02 min 00 s 04 min 55 s 07 min 00 s
Case III 00 min 50 s 03 min 00 s 04 min 40 s

(a) Case 0 – 0.0 m/s (b) Case I – 0.92 m/s

(c) Case II – 2.27 m/s (d) Case III – 3.18 m/s

Figure 12. T3 thermocouple evolution for different diameter of PCM module and velocity: (a) Case 0–0.0 m/s, (b) Case I–
0.92 m/s, (c) Case II–2.27 m/s, and (d) Case III–3.18 m/s.

It is obvious that the longest time of phase transitions will occur for processes in
which the velocity value is zero (Case 0) and it will increase with increasing diameter,
i.e., mass of PCM. In order to show this process in a graphical form, it would be advisable
to refer to the longest process (Case 0) and when a system with forced convection is used
(Case I-yellow, Case II-cyan, and Case III-grey). In the article, a dimensionless parameter
called Relative Time Increase (RTI) was introduced and defined by the following formula:

RTI =
τ0 − τ

τ0
100%, (9)
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where τ0-time of phase change for Case 0 and τ-time of phase change.
In the case of the phase transitions of water that are shown in Figure 13a, the smallest

time increments occur for the lowest velocities and amount from 42% to 50%. With an in-
crease in the value of the velocity of the flowing air, the time needed to achieve the phase
changes is reduced from 66% to 71%, respectively.

(a) Water’s RTI. (b) Paraffin wax’s RTI.

Figure 13. Relative time increase (RTI) for analysed Cases: (a) water and (b) paraffin wax.

For paraffin wax, as presented in Figure 13b, the situation is very similar, only the
values of the RTI are different. For the smallest air velocities, the RTI varies from 55% to
61%, and for the highest velocities from 85% to 87%.

Figure 13 also shows how effectively the time of the melting process changes. The anal-
ysis presents that for paraffin it is more "sensitive" than for water to alterations in external
conditions, i.e., heat transfer coefficients. Interestingly, the effect of changing the diameter
is less effective and it only causes a change in the accumulated heat value, not in the phase
transition time.

5.2. Numerical Results

In Figures 14–16, the comparison of the experimental and numerical results for the anal-
ysed values of air velocity 0.92 (Figure 14), 2.27 (Figure 15), and 3.18 m/s (Figure 16) and
module diameters (a) 15, (b) 22, and (c) 28 mm are presented. All of the comparisons
were carried out up to 1440 s, which allowed for the analysis of mainly phase changes
taking place in the paraffin wax, due to the long computing time. Additionally, the initial
temperature for all cases was 2 ◦C, because of the fact that the considered model did not
take the ice-water phase change into account.

It is visible that, especially for low diameter (d = 15 mm) of the cylinder (see
Figures 14a, 15a, and 16a), the numerical model agrees quite well with the experimen-
tal data. At the beginning of the simulation, an inaccurate prediction can be caused by
the initial conditions for the temperature and velocity contours. In the experiment, the flow
is fully developed while in the model, uniform distributions of velocity and temperature
are assumed. For larger diameters, the time of heating is higher and the initial influence of
the conditions is slightly larger. For d = 28 mm (Figures 14c, 15c, and 16c) numerical errors
are marginally higher than in the case of d = 22 mm (Figures 14b, 15b, and 16b).

For the higher velocity of v = 2.27 m/s and diameter of d = 15 mm (Figure 15a),
the accuracy of the model is similar to the case of v = 0.92 m/s (Figure 14a). The numerical
errors slightly increase with the increase of the cylinder diameter.
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(a) d = 15 mm. (b) d = 22 mm.

(c) d = 28 mm.

Figure 14. Comparison of the experimental and numerical results for the inlet velocity of 0.92 m/s and different cylinder di-
ameters.

(a) d = 15 mm. (b) d = 22 mm.

(c) d = 28 mm.

Figure 15. Comparison of the experimental and numerical results for the inlet velocity of 2.27 m/s and different cylinder di-
ameters.

With the increase of the inlet velocity to 3.18 m/s (see Figure 16), higher discrepancies
between the experimental and model results were recorded. In the case of a small diameter
(d = 15 mm, Figure 16a), the model agrees fairly well with the experiment. For larger
diameters, i.e., d = 22 (Figure 16b) and d = 28 mm (Figure 16c), the accuracy is still
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satisfactory and the model predicts the temperature evolution well; however, the errors are
more visible. For higher velocities, the turbulence model may also have a greater impact
on the results. On the other hand, probably, the influence of the turbulence model was not
the goal of this work and further studies should be conducted.

(a) d = 15 mm. (b) d = 22 mm.

(c) d = 28 mm.

Figure 16. Comparison of the experimental and numerical results for the inlet velocity of 3.18 m/s and different cylinder di-
ameters.

Figures 17 and 18 show the exemplary numerical results of temperature distributions
in the vertical and horizontal middle plane, respectively, for different times. It is visible
from Figure 17a–d that the heating of the PCM firstly takes place in the top and bottom
space of the cylinder. This is caused by the conduction heat flux at the contact surfaces
of the cylinder and direct contact with the tunnel walls. Moreover, more mass is melted
in the upper part of the cylinder when compared to the bottom one. The reason of this is
natural convection that intensifies thermal-flow processes in the upper part of the solid [54].
Similar results and observations are also presented in the literature [55–58].
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(a) τ = 60 s (b) τ = 120 s

(c) τ = 180 s (d) τ = 240 s

Figure 17. Numerical results of temperature distribution in the middle vertical plane for the inlet velocity of 0.92 m/s and
cylinder diameter of 15 mm and different times of the simulation.

Over time, the isotherms of high temperature propagate into the interior of the PCM.
Behind the cylinder, a wake is developing, which gives rise to change temperature distribu-
tion in the front of, as well as in the back, of the cylinder (see Figure 18). The differences
in temperature distribution around cylinder are caused by increasing local heat transfer
coefficient, which was described by Cengel [59] and Incropera et al. [60]. At the beginning
(Figure 18a,b), behind the cylinder, one large area of lower temperature exists. For greater
times (Figure 18c,d), this area slightly shrinks and its length behind the cylinder is short-
ened. This process is caused by changes in temperature difference between the cylinder
and air. With an increase of the PCM temperature, the temperature difference decrease;
therefore, the air faster reach surrounding temperature.

As it results from the comparison of the results that were experimentally obtained
with the results obtained from the proposed numerical model, presented in Figure 19,
the relative error in a wide temperature range does not exceed 10%. However, it has been
observed that at the beginning of the heating process and in the temperature region where
the phase change occurs, this error can reach even 20% (see enlarged analysis region in
Figure 19 in the upper left corner). A few factors could cause the observed differences
between the numerical and experimental results, in particular, in the initial heating phase
and in the phase change region. During the numerical calculations, only pure paraffin
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wax was analysed. In the experiment, paraffin wax that was capsuled in the melamine-
formaldehyde membrane micro-capsules was used. Such an interior structure is difficult to
model and it was not considered in the simulations. Moreover, during the preparing of
the experimental set-up, unintentional human errors could occur, e.g., imperfect placement
of the thermocouples in the module axis or its movement due to a melted PCM, which can
result, in particular, in the region of phase change. In the numerical investigations, bound-
ary conditions were averaged and stable during the heat transfer processes. On the other
hand, in the experiment, chiller hysteresis caused unstable inlet air temperature and, there-
fore, unstable boundary conditions. Another thing could be the air humidity impact on
the heat transfer when the air dew point temperature was higher than the module temper-
ature. During this situation, vapour from the air condensed on the module walls, which
probably caused an intensification of heat transfer.

(a) τ = 60 s. (b) τ = 120 s.

(c) τ = 180 s. (d) τ = 240 s.

Figure 18. Numerical results of temperature distribution in the middle horizontal plane for the inlet velocity of 0.92 m/s
and cylinder diameter of 15 mm and different times of the simulation.
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Figure 19. The comparison of numerical and experimental temperatures and obtained relative error.

6. Conclusions

The thermal-flow processes taking place in the low-temperature phase-change mate-
rial, which was a mixture of paraffin wax that was capsuled in a melamine-formaldehyde
membrane and water, were presented and analysed in the article. The experimental and
numerical investigations during transient processes were carried out for the copper mod-
ules filled with a PCM for three different outer diameters (15, 22, and 28 mm) and a fixed
height of 250 mm. A total of four cases i.e., for stagnant condition (0.0 m/s) and for three
different mean velocity values of 0.92, 2.27, and 3.18 m/s for each module were tested.
The experiment was performed in a wind tunnel, especially designed for this purpose.
In addition, the internal structure of the tested PCMs was also analysed while using a SEM.
The following conclusions can be drawn from the research carried out:

• For analysed PCM, five distinct phases during the heating process can be observed
(Figure 10). Two of these phases are a phenomenon, in which phase change processes
can be singled out. The first transformation is characteristic for water in the tempera-
ture range from −4 ◦C to 0 ◦C and the second is identified for paraffin from 4 ◦C to
6 ◦C.

• Because of the use of forced convection, the time of the melting process can be reduced
by even up to 87% (RTI) as compared to stagnation conditions, as shown in Tables
6 and 7 and Figure 13. It is also worth emphasising that, when changing the outer
diameter from the module from 22 to 28 mm, these changes are less noticeable than
for the diameters of 18 to 22 mm.

• The mathematical model that is based on the enthalpy porosity method (Equations (1)–
(4)) reproduces the conditions in the phase change material during the heating process
with a maximum error of up to 20%. (Figures 14–16 and 19). It is very important that
the proposed model should be implemented in the numerical code, together with
variable thermophysical properties (Equations (5)–(7)).

• The SEM tests confirmed the homogeneous structure of the mixture and the lack
of changes in the internal structure during phase transformations at characteristic
temperatures (Figure 3).
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and Economics, Műegyetem rkp. 3, H-1111 Budapest, Hungary; arammohammed@energia.bme.hu (A.M.A.);
kondorlaszlo94@gmail.com (L.K.)

2 Technical College of Kirkuk, Northern Technical University, Kirkuk 36001, Iraq; aram.mohammed@ntu.edu.iq
3 Centre for Energy Research, Department of Thermohydraulics, POB. 49, H-1525 Budapest, Hungary
* Correspondence: imreattila@energia.bme.hu or imre.attila@ek-cer.hu

Abstract: The increase of the maximal cycle temperature is considered as one of the best tools to
increase cycle efficiency for all thermodynamic cycles, including Organic Rankine Cycles (ORC).
Technically, this can be done in various ways, but probably the best solution is the use of hybrid
systems, i.e., using an added high-temperature heat source to the existing low-temperature heat
source. Obviously, this kind of improvement has technical difficulties and added costs; therefore,
the increase of efficiency by increasing the maximal temperature sometimes has technical and/or
financial limits. In this paper, we would like to show that for an ideal, simple-layout ORC system,
a thermodynamic efficiency-maximum can also exist. It means that for several working fluids,
the thermodynamic efficiency vs. maximal cycle temperature function has a maximum, located in
the sub-critical temperature range. A proof will be given by comparing ORC efficiencies with TFC
(Trilateral Flash Cycle) efficiencies; for wet working fluids, further theoretical evidence can be given.
The group of working fluids with this kind of maximum will be defined. Generalization for normal
(steam) Rankine cycles and CO2 subcritical Rankine cycles will also be shown. Based on these results,
one can conclude that the increase of the maximal cycle temperature is not always a useful tool for
efficiency-increase; this result can be especially important for hybrid systems.

Keywords: ORC; Trilateral Flash Cycle; T-s diagram; adiabatic expansion; working fluid; retrofit;
CO2 power cycle

1. Introduction

Organic Rankine cycle-based processes are popular and effective methods to utilize
heat sources with a wide range of temperature to utilize for electricity production. Most of
the heat sources (like geothermal heat, industrial heat) are localized. Sometimes, there is a
possibility to use an additional, non-localized heat source (like solar heat) to increase the
maximal cycle temperature. For the basic thermodynamic cycle (Carnot-cycle), the first
law efficiency is increasing by increasing the maximal cycle temperature while minimal
cycle temperature is constant [1]. For other cycles, a similar law can be used, only in that
case, maximal and minimal cycle temperatures have to be replaced by mean temperatures
of heat addition and removal [2]. Using the assumption, that mean temperature of heat
addition is increased when maximal cycle temperature is increased [2], a thumb-rule can
be deducted, that by increasing the maximal cycle temperature, the cycle efficiency is
always increased. Therefore, the increase of the temperature is always desirable in simple
thermodynamic cycles, when the goal is the better performance, although other constraints
(like the cost of the utilization of this added heal source) can overshadow the gain caused
by the efficiency increase.

The design of an ORC-based power plant has at least four different layers [3]. The first
one is about the thermodynamic cycle itself; one can design and optimize the Rankine-
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cycle using various working fluids and various constraints (like defining the “ideality” or
“reality” of the cycle by defining the irreversibility-induced entropy-production during
expansion). The second layer is the technical/engineering layer; the designed Rankine-
cycle should be realized, the constraints of the previous steps have to be associated with
various hardware components or process properties (like expander internal efficiency,
pressure loss within the heat exchanger, etc.). An optimal second layer design might
require several successive approximation steps, where the first step design has to be re-
calculate due to various points (for example inaccessibility of expander with the desired
internal efficiency), and the new result has to be used for the next iteration. The third layer
is the economical one. One should realize that investors built power plants not to generate
electricity but to generate profit. Therefore, even the most brilliant thermodynamic cycle or
ORC layout might be rejected upon financial points. The fourth layer is the environmental
one; it is strongly connected to the third one [4].

With a bit of oversimplification, one can say that in the first layer, the thermodynamic
properties of the working fluids, especially the shape of their T-s diagram are the most
important factor [5,6], involving even molecular properties [7,8], while in the second layer
already having the working fluid, the proper choice of technological components (most
often the expander) plays the leading role [9,10]. However, sometimes these two steps are
very much interlocked [11]. Obviously, the final vote is always for the economic side [4].

To have successful optimization in the second layer, one should clarify the problems
raised in the first layer. Although most people assume that thermodynamics already solved
all related problem and no further study is necessary concerning basic cycles, it is not a
valid assumption. Here, we are going to show a clear example to disprove this assumption.

ORCs are supposed to be used to utilize heat sources not utilizable with traditional
steam Rankine cycle; these heat sources are most often low-enthalpy ones with relatively
low temperature and sometimes with low heat flow. For this reason, ORC-based power
plants have limited financial viability; investment, operational and maintenance cost
should be kept as low as possible. One of the ways to do that is the use of the basic
ORC layout, namely one with a heater (liquid heater plus evaporator), an expander,
a condenser and a pump, without using superheater or regenerative/recuperative heat
exchanges [12]. Addition of any extra component can increase investment cost and decrease
the “robustness” of the design. Therefore, our goal is to solve the thermodynamic problems
without the involvement of any new part, i.e., using only the basic ORC design.

In this paper, we would like to show, that using the simplest ORC (or even traditional,
water/steam-based RC) layout, a thermodynamic efficiency maximum should be found in
all ideal cycles using wet and in several ideal cycles using dry working fluids. To prove this
statement, the efficiencies of simple ideal ORC and TFC (Trilateral Flash Cycles) processes
will be studied, using working fluids from various classes. The exact location of these
maxima depends on the working fluid, as well as on the minimal cycle temperature.
The existence of this kind of maximum shows that the increase of the maximum cycle
temperature is not always a proper tool to increase cycle efficiency; sometimes it can be
contra-productive.

2. Hybrid Systems

The temperature of the heat source is an important factor for ORC applications,
even though this technology can utilize sources with relatively low temperature. Geother-
mal energy is often considered as a low-grade energy-source; therefore, it cannot inde-
pendently support high load applications. This is true even for countries with quite good
geothermal potentials (like Hungary), where the well-head temperature of most of the
existing geothermal wells are below 90 ◦C [13]. These kinds of sources are usually ex-
cluded from the pool of potential sources for electricity generation, although they can be
numerous and some of them have very impressive heat-flux. In this case, one might apply
hybrid systems (using secondary heat sources with a smaller heat flux but with higher
temperature) to overcome the inherent weakness of the low-temperature sources.
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Probably the most frequently used double-source design is the hybrid solar-geothermal
installation [14–16]. For interested readers, a short overview of these kinds of systems is
given in Appendix A. In hybrid solar-geothermal systems, the initial heating can be done
by the low-temperature geothermal source, and then the solar heat is used to increase
the maximal temperature. This can be done in two different ways. In the first solution,
the solar heat can be used to “superheat” the already evaporated vapor [17]; this solution
can be easily applied in retrofitted systems because only minor modifications of the existing
geothermal power plant are required. In the second solution, the geothermal heat is used
to preheat the compressed liquid, while the solar heat would be used to reach the maximal
temperature and for evaporation. In this case, the pressure in the evaporator, as well as
the input pressure of the expander, will be higher than for the same systems without solar
heat; therefore, this method is not ideal for retrofitting of existing systems, but might be
better for novel units [18]. The choice between the two options depends not only on the
temperature values of the two sources but also on the available heat flows; in case of very
small secondary heat flow, only the first case could be a plausible choice. Here, we prefer
the second method, because our simple layouts would not consist of superheating units,
i.e., the ORC design would remain simple.

Maximal cycle temperature, which is an important factor of the efficiency, can be
increased in three ways in solar or hybrid solar systems:

- It is possible to keep the original solar collectors (i.e., total heat flux and heat source
temperature remain the same), while the mass flow of the working fluid could be
reduced. A small increase in the maximal cycle temperature can be obtained, but the
simultaneous decrease of the pinch temperature (the minimal temperature gap in the
heat exchanger) does not allow the significant increase. In this case, the investment cost
of the retrofit would be minimal or zero, but the decrease of mass flow might decrease
the power; therefore, relative (power-normalized) investment cost can increase.

- The number of solar collectors can be increased, increasing the collected heat but
keeping the source temperature. In this way, one can keep the mass-flow of the
working fluid, but pinch temperature can be slightly decreased while the maximal
cycle temperature can be increased (only on a small extent). This solution, due to the
extra collectors, increases the investment cost.

- The quality of solar collector system can also be improved (for example by changing
the simple flat collectors to a focused system). With this solution, not only the amount
of collected heat but also the temperature can be higher. In this way, because the source
temperature is higher, keeping the mass-flow, the maximal cycle temperature can be
remarkably increased. This solution, due to the use of better, i.e., more expensive
collectors increases the investment cost.

One might expect, that just like for the ideal Carnot-cycle [1]; increasing the maximal
cycle temperature for ORC or similar cycles would increase the thermal efficiency at least
up to the critical point and therefore the application of an additional heat source would
be limited only by technical or economic constraints [3]. Here, we are going to show that
by using a basic ORC cycle, thermodynamic efficiency can have a maximum, associated
with a sub-critical temperature, which depends on the material and the minimal cycle
temperature.

3. Method

Concerning the basic ORC system, we are using the most straightforward and simplest
layout to minimize the installation and maintenance costs for the system. The layout
assuming a hypothetical dry working fluid can be seen in Figure 1a. It contains a pump,
used to compress the working fluid from the low-pressure liquid state (1) to high pressure
one (2). The first heat exchanger is for heating the compressed working fluid. It has two
parts, the liquid heater (LH) to heat up the compressed liquid to the saturated state (2→3)
and the evaporator (EV), to evaporate the saturated liquid to saturated vapor state (3→4).
Cost minimization comes here first; no superheater is included, not even for wet working
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fluids. The fluid expands directly from this saturated vapor state (4) through the expander
(E) to cold, dry vapor state (5). It will be cooled down in the condenser (C) in two steps,
first by pre-cooling the vapor down to the saturated state (5→6), then by condensing it to
the saturated liquid state (1). The heat extracted by the pre-cooler is lost here; for the sake
of simplicity, recuperative or regenerative heat exchangers are omitted. Corresponding
T-s diagram can be seen in Figure 1b. Using wet working fluid, the expansion line (4→5)
would run in the two-phase region (wet vapor) and points 5 and 6 would be identical;
therefore, pre-cooling would not be necessary.

 
(a)  

(b) 

 
(c)  

(d) 

Figure 1. Schematic layouts and T-s diagrams for simple single-source (a,b) and hybrid (c,d) ORC systems. P: pump; LH:
liquid heater; EV: evaporator; T: turbine or expander; PC: pre-cooler; C: condenser.

For the hybrid system, we have a second heat source; corresponding figures are
Figure 1c,d. In this case, higher initial compression (from point 1 to 2) is used, so the
pressure ratio p2/p1 will be higher. Pressurized working fluid (in liquid state) will be
preheated by the primary heat source of the maximal temperature provided by the primary
source (from point 2 to point 2*; this was the point corresponding to maximal temperature
in the single source cycle). Then the secondary heat source (for example the solar one) is
heating the fluid up to the maximal cycle temperature (from point 2* to point 3), and also
the heat of this source is used to evaporate it (from point 3 to 4). Expansion and cooling
steps (the 4-5-6-1 sequence) would be similar to the previous case, although the expansion
part (from point 4 to 5) will be more significant and the cooling of the dry vapor (5–6)
would start at a higher temperature.

As it has been already stated, we are discussing only the thermodynamic cycle here;
therefore, all steps are considered to be ideal. Compression and expansion steps are isen-
tropic, while for the heating and cooling steps, pressure drops are omitted, and strict
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isobaric heat exchange processes are assumed. Because for first-law efficiency, the knowl-
edge of the intermediate temperature (Tmax1) is not needed, only the effect maximal cycle
temperature (Tmax2) will be investigated.

Although wet working fluids are considered as not suitable ones for ORC applica-
tions [19], due to their unfavorable behavior (most remarkably the ones related to the
appearance of droplets), in this paper we are studying the thermodynamic, rather than
technical aspects of ORC. Therefore, both dry and wet working fluids were checked.

Efficiencies are going to be calculated for six different materials (see Table 1), repre-
senting a wide range of working fluids from wet ones (almost symmetrical, bell-shaped T-s
diagrams) to very dry ones (with very skewed T-s diagrams), see Figure 2. Four of them
might be used for hybrid geothermal/solar ORC or RC while the other two having very
low critical temperature might be used in cryogenic cycles [20–22]. Therefore here—when
the heat source is solar heat, presumably providing source temperatures exceeding the
critical temperatures of these two materials—they are only used for demonstration purpose.
Two of them are wet working fluids (using the traditional classification), or class ACZ
working fluids [23]. The other four are dry working fluids. Concerning the sequence-based
classification [23], dry working fluids can be divided into two classes; ACZM and AZCM
types. Letters represent the special point on the T-s diagrams; A is the initial point of the T-s
saturation curve, Z is the final one, C is the critical point and M is the point corresponding
to maximal entropy. From these points, four-letter sequences can be built, based on the
entropy values of these points. Initial point A always has the smallest entropy, while M has
the highest one; therefore, only sequences starting with A and ending with M are possible.
Having only two intermediate points, these are the ACZM and AMCZ. Liquid states are
located in the A-C part of the curve, while vapor ones are stretching in the C-M-Z part.
The crucial difference is that for ACZM, the entropy values for liquid states are always
below the entropies of any of the saturated vapor states; while for AZCM, there are liquid
states with entropies higher than for some vapor states. This means that for AZCM-type
fluids, isentropic expansion starting from some saturated liquid states can reach the fully
vaporized dry-vapor region. The ACZM-ones are closer to the wet-ones (ACZ), as it is
shown in Ref. [21]. Three of the working fluids represented here are ACZM, and one for
AZCM. In several fluids, a local entropy minimum (N) also can be seen; these fluids can
also be classified as dry ones, or alternatively as “real isentropic ones” because, for them,
it is possible to have an isentropic expansion step from saturated vapor state into another
saturated vapor state [21,23,24]. In this paper, this fifth point will not be relevant.

Table 1. Working fluids used in this study with some of their relevant properties.

Name Type
Class

(Absolute/at 20 ◦C)
Tcr [K] pcr [MPa]

Water Wet ACZ/ACZ 647.1 22.06
Carbon dioxide Wet ACZ/ACZ 304.13 7.38

Hexafluoroethane (R116) isentropic ACNMZ/ACZ 293.03 3.05
Butane Dry ACNMZ/ACZM 425.12 3.8

Neopentane Dry AZCM/AZCM 433.74 3.2
Dodecane Dry AZCM/AZCM 658.09 1.82

One more piece of information is needed concerning the use of this working fluid clas-
sification [23]. The ultimate initial and final points of the saturation curve in T-s diagrams
are related to the triple points (the last point of the liquid/vapor equilibrium; solid-phase
appears at that point). The corresponding entropy values are material properties, and there-
fore the classification (being the location of C and M points also material-dependent) is also
a material property. However, in several cases, triple points are located in technically irrele-
vant, low temperatures (like for butane, where it is located at 134.6 K, which is −138.5 ◦C).
Therefore, it might be better to terminate the T-s curve in a technologically more relevant
minimal temperature, for example, at the minimum cycle temperature. In ORC applications
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(with air cooling) this should be done somewhere around (or exactly at) 20 ◦C (293.15 K).
The relevant part of the curve (relevant means that the one above 20 ◦C) might mimic a
novel class; for example, the vicinity of the top of all the T-s diagrams (above point M) looks
like a wet, ACZ type curve. For the sake of clarity, sometimes these “relative” classes are
distinguished by marking the related points with an upper-case star (*), like A*CZ*M. Since
for hybrid solar/geothermal case, usually, 20 ◦C can be taken as minimum temperature;
therefore, both absolute and relative classes are shown in Table 1.

 
(a) (b) 

  
(c) (d) 

 
(e) (f) 

Figure 2. Temperature dependencies of ORC (or other Rankine-like) and TFC cycles for various working fluids (Water (a),
CO2 (b), R116 (c), Butane (d), Neopentane (e), Dodecane (f)); see text for further explanation.

58



Energies 2021, 14, 307

The efficiency values for various maximal and minimal temperature pairs were calcu-
lated with MATLAB software; working fluid data were taken from the NIST Chemistry
Webbook [25]. On the schematic T-s diagram of a wet working fluid, the blue part represents
the saturated liquid state, and the red part represents the saturated vapor state.

The efficiency calculation for ORC and TFC were done in the manner shown in
Figure 3. First, a minimal cycle temperature was chosen (represented by the light green
line) and used as condenser temperature. For this given condenser temperature, various
maximal temperature values were chosen, up to the critical temperature. For each cal-
culation, the temperature interval between the condenser and maximal temperature was
divided into 500 equal part; efficiency values were calculated for all of these 500 points,
using them as maximal cycle temperatures. Some of them are shown in Figure 3a, corre-
sponding to the evaporation plateau (ORC) and on Figure 3b, corresponding to the topmost
point of the “triangle” (TFC). In this way, the efficiency of the first cycle (1-2-3-4-1) were
calculated. After finishing one run, a new minimal temperature was chosen slightly above
the previous one (by shifting the green base-line a bit higher), and the calculation was
repeated for the cycle (1-2a-3a-4a-1) up to the last one, just one step below the critical
temperature, to cycle (1-2d-3d-4d-1). In this way, separate curves representing the Tmax
dependence of efficiencies were obtained for different condenser temperature.

 
(a) (b) 

Figure 3. Steps of the efficiency-calculation for ORC (a) and TFC (b) cycles.

Concerning efficiency, the actual values were calculated by using the following equa-
tion:

η =
Qin − Qout

Qin
, (1)

where (concerning the isobaric heat exchanges) the heat added to the system is Qin = h3 − h2
and the heat taken from the system is Qout = h4 − h1; numerical enthalpy values were taken
from the NIST Chemistry Webbook [25] as a function of temperature and entropy.

4. Results

On Figure 4, one can see two efficiency lines for CO2; upper one (blue) represents
the efficiency of the Rankine-like subcritical CO2 power cycle, while the lower one (green)
represents its TFC counterpart. The minimal temperature (condenser temperature) were
chosen as the triple-point temperature of the CO2 (216.6 K), and the efficiencies were
calculated up to the critical point (304.13 K). On Figure 4, the whole curve can be seen,
while on Figure 4b, the high-temperature region can be seen, showing the well-developed
maximum on the upper curve, 4 degrees below the critical point.
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(a) (b) 

Figure 4. The efficiency of a CO2 Rankine-like Power Cycle (upper lines) and Trilateral Flash Cycle (lower lines) with fixed
condenser temperature (216.6 K) and with increasing evaporator temperature. (a) full temperature range; (b) the vicinity of
the critical temperature.

On Figure 5, a set of these curves (approximately 20 for each material) can be seen
for all materials listed in Table 1. The first sign of this maximum was found earlier in
butane [26]. For water (5a) and carbon dioxide (5b) (two typical wet working fluids),
the maxima on all ORC curves are very characteristic. For CO2, red dots are marking these
maxima for better visualization; these points are omitted for the other materials to avoid
them to distort the shape of the curves. The increase of the maximal cycle temperature
(with a fixed minimal cycle temperature) causes an increase of the efficiency for both cycles
(the Rankine and the flash-types, represented by the upper and lower curves). Reaching
higher maximal temperatures, the speed of this increase will be lower and lower, and finally
a maximum, then a decreasing part can be seen. It means that with a fixed condenser
temperature, the increase of maximal temperature has an initially positive effect of the
first-law efficiency, but when it is reaching the vicinity of the critical point, this positive
effect disappears, and the further increase would be contra-productive. On the contrary,
for the TFC-like cycles, the increase holds up to the critical point, i.e., having a TFC-like
cycle with a wet working fluid, the increase of maximal cycle temperature always increases
the efficiency. In this way, the two curves are forming an elongated rain-drop form; the
pointed end is located at the condenser temperature (with η = 0). Increasing the condenser
temperature, one can obtain smaller efficiencies; both the upper and lower curves are
shifting down, while the location of the maximum (with smaller and smaller value) shift
closer to the critical temperature (see the location of the red dots for CO2), but always
remains below that value. The rain-drop shape formed by the upper and lower curves
remains, but it will be smaller and smaller. For the sake of the better visibility, the location
of the maxima are marked by red dots for the CO2 curves (Figure 5b); its movement can be
clearly seen.

Hexafluoroethane (R116) is originally an almost isentropic working fluid. The T-s
diagram has an inverse S-shaped saturated vapor part, which is very narrow, i.e., the en-
tropy value for the vapor phase (except in the vicinity of the critical temperature) is almost
constant. In the novel classification system, it is a type ACNMZ. From the mapping of
various working fluid types [21], this is an almost wet isentropic fluid. The point M located
at 253.5 K, i.e., choosing condenser temperature above this value, R116 acts like a wet
working fluid. Point N is located at 220.9 K, i.e., choosing condenser temperature between
220.9 K and 253.5 K, this fluid can mimic a moderately dry working fluid. Efficiency-curves
can be seen in Figure 5c. The curves are very similar to the ones seen for water and CO2; the
maxima are still well-developed (although these points are closer to the critical point than
for the two wet ones), and the joint ORC-TFC curves are also raindrop-shaped. For this
material, one can also say that increasing the maximal cycle temperature has a positive
effect on the first-law efficiency, but in the vicinity of the critical point, this effect disappears
and changes to negative.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 5. Temperature dependencies of ORC (or other Rankine-like cycles) and TFC cycles for various working fluids
(Water (a), CO2 (b), R116 (c), Butane (d), Neopentane (e), Dodecane (f)); see text for further explanation.

Butane is a moderately dry working fluid; it means that although the T-s diagram
is not bell-shaped, but tilted, the titling is not very strong. ORC-TFC efficiency curves
can be seen in Figure 5d. Although maxima can be still noticed, they are remarkably less
developed than for the previous three materials.

For neopentane (Figure 5e), which has a more tilted T-s diagram that butane (i.e., it is
drier), the rain-drop shape is already very distorted, and even the flat end is almost pointed
(although the transition from ORC to TFC is still smooth). Very small, nearly diminished
maxima can be seen, located very close to the critical temperature. In this case, one can
assume, that increase of the maximal cycle temperature is always good or almost neutral
for the efficiency. For the uppermost curve, the location of the maximum is only 1.97 K
from the critical temperature, and even above this point, the decrease of efficiency is very
small, so, one can consider it almost temperature-independent.
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Finally, a very dry (on T-s diagram, represented by a very tilted T-s curve) material,
dodecane (Figure 5f) were analyzed. One can see, that at low evaporation temperatures,
ORC efficiency exceed TFC one, as it happened before, but increasing this temperature
further, the difference will be smaller and smaller, and at a given temperature (which
depend on the condenser temperature, i.e., different for each pair of curves) it disappears
at the crossing of the two curves. Passing that crossing temperature, the efficiency of TFC
is higher than for ORC; finally, they will join smoothly at the critical point. In this case,
the efficiencies of TFC can form a shallow maximum, close to the critical curve, while
the efficiency of ORC increases continuously. Therefore one can conclude, that by using
very dry working fluid for an ideal (strictly isobaric heat exchanges and strictly isentropic
expansion/compression) basic-layout (recuperator and superheater-free) ORC-system,
the increase of maximal cycle temperature can always increase cycle efficiency, even in the
vicinity of the critical temperature; additionally, small maxima might be expected for the
efficiency of TFC.

3-D version of these lines for water (Figure 6a–d) and butane (Figure 6e–h) are also
shown Rotating animated gif version of these figures are provided as Supplementary
Material. The distortion of the initial rain-drop shape can be clearly seen.

 
(a) (e) 

Figure 6. Cont.
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(b) (f) 

(c) (g) 

  
(d) (h) 

Figure 6. 3-D representation of the efficiency-curves for water (a–d) and butane (e–h). Rotating version of these figures is provided in
the Supplementary Material as Figure S1a (water) and Figure S1b (butane) in animated gif-format.

5. Theoretical Reason for the Existence and Disappearance of the Maximum

A simple geometrical explanation can be given for the appearance of efficiency maxi-
mum in wet working fluids. It can be seen in Figure 7 that the ORC or any other Rankine-
like cycle (steam Rankine or CO2 power cycles) can be seen as a superposition of a TFC-like
and a Carnot-like cycles, although this superposition is not simply a summing of efficiencies.
The TFC-like part is the one at lower entropies, resembling a triangle, while the Carnot-part
(located on higher entropies) is the rectangular one. Considering that the Carnot-cycle is
the best potential cycle between the given maximal and minimal temperature, adding it
to a TFC, the Carnot-like part always has a positive contribution to efficiency. In this way,
for wet working fluids, ηORC is always bigger, than ηTFC. One can see, that by increasing
the maximal cycle temperature (compare Figure 7a,b), the rectangular part will be smaller
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and smaller, almost diminishing in the vicinity of the critical temperature (Figure 7c),
and when Tmax = Tcr, it disappears, and the TFC and ORC cycles will be indistinguishable.
Therefore, at Tmax = Tcr, ηORC = ηTFC, and the transition will be smooth and continuous.

 
(a) (b) 

 
(c) 

Figure 7. Rankine-cycle (black) in a wet working fluid as a superposition (but not the simple sum) of a TFC-like (red) and
Carnot-like (green) parts with same condenser temperature with a medium (a) high (b) and almost critical (c) evapora-
tor temperature.

This smoothness and continuity affect the shape of the efficiency-temperature curve.
Previously we used T-η curves, here, for a short time, the inverse should be used, the η-T
one (see Figure 8). Being ηORC > ηTFC for wet working fluids at every temperature, except
Tcr, the low-entropy part (left side) represents the TFC, and the high-entropy part (right
side) represents the ORC. In this representation, the two curves have to have end-points at
the maximal temperature (Tcr). Continuity causes the equality of the two efficiencies at
Tcr, i.e., the two curves have to join in this point, i.e., instead of two end-points, they will
have one common end-point. Due to the smoothness, the derivative dT/dη will be zero in
this point; therefore, this will be a smooth maximum with positive dT/dη on the left side
and negative dT/dη on the right one. It should be recalled, that the left side represents
the efficiency of ORC; being dT/dη positive on the original, T-η representation, this part
would show negative slope. Therefore, in the vicinity of Tcr, the smooth and continuous
transition between ORC and TFC cycles would cause a part, where efficiency decreases
with increasing temperature. Contrary, at lower temperatures, one can see an increasing
part; this can be possible only by assuming a maximum on the η(T) curve of the ORC.

One should remember that a strong point of this reasoning was to handle ORC as a
superposition of a TFC-like and a Carnot-like part. While this is true for the wet working
fluid (Figure 9a), in a dry one, a third part, resembling a distorted, upside-down, inverse
TFC, can also be defined, see Figure 9b–d. This part is also less efficient, that a Carnot-like
one. Increasing the “dryness”, i.e., having more and more tilted T-s diagrams and going
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from ACZM to AZCM class [23], the weight of the middle Carnot-like part will be smaller
and smaller. Finally, this part can completely disappear.

 
(a) 

 
(b) 

Figure 8. Schematic temperature-efficiency (a) and its inverse, efficiency-temperature (b) curves of an ORC-like and TFC-like
system, explaining the necessity of the maximum. Further explanation can be found in the text.

 
(a)  

(b) 

 
(c) (d) 

Figure 9. Different structure of an ORC cycle (black) with a wet, moderately dry, a medium dry and a very dry working
fluid, divided into TFC-like (red), Carnot-like (green) and inverse TFC-like (grey) sub-cycles. The diminishment of the
Carnot-like part (green) with increasing dryness can be clearly seen, as well as the loss of triangularity of TFC (red) and the
appearance of the inverse TFC-like type (grey). The four figures are representing wet (a), moderately dry (b), medium dry
(c) and very dry (d) working fluids.

This process can be seen in detail in Figure 9a–c. With wet working fluid (a), the ORC
can be seen as a superposition of an almost perfectly triangular TFC (red) and an ideal
Carnot (green) cycles, as it has been shown before (Figure 7). For moderately dry one
(b), a third part (grey) appears, located at higher entropies, resembling a distorted upside-
down TFC. The appearance of this part makes the Carnot-like part narrower, decreasing
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its superficial contribution to net first-law efficiency. For medium dry one (c) the isobaric,
but not isothermal part of the heat removal is already so significant, that the Carnot-like
part totally disappears and the cycle will be the superposition of an almost triangular TFC-
like and an upside-down TFC-like part; because the Carnot-part disappeared, one might
expect that net efficiency might be smaller than previously. Finally, with a very dry working
fluid, the isobaric heat removal part preceding the condensation will be so huge, that it will
reach the initial TFC-like part, cutting down the corner and terminating the “triangularity”
(Figure 9d).

Because this transition happens with increasing dryness, one can expect to see the
similar process by going from wet (water, CO2) through isentropic (R116), moderately
dry (butane) and dry (neopentane) working fluids to very dry one (dodecane). Upon this
transition, the maximum will be less and less significant, and finally, it can disappear, as it
is shown for dodecane.

6. Discussion and Conclusions

The increase of the maximal cycle temperature (which is equal to the evaporator
temperature in ideal, simple, superheater-free systems) is thought to be a good way to
increase the first-law efficiency in simple cycles, like steam Rankine, Organic Rankine and
CO2 power cycles, although there are signs, that problems might arise when this increase
reaches the vicinity of the critical point. Some of the problems related to the properties of
the materials in this region; there are significant density fluctuations, causing strong local
anomalies; also, the accuracy of the Equation of States can be reduced in this region [27,28];
this can also produce problems during design and in the operational phases. Also, from the
technical point of view, high evaporation temperatures, especially for dry working fluids,
are also not very favorable [29,30]. For example, choosing the evaporation temperature
above the temperature of local entropy maximum (the so-called point M), expansion starts
in the wet region, even in dry fluids; therefore, droplets can be formed during the early
stage of the expansion, causing troubles in the special “dry” expanders.

Here, we approached the problem of the increase of maximal cycle temperature from
a purely thermodynamic side, by determining its effect (with fixed condenser temperature)
on the first-law efficiency. Efficiencies for six different materials with increasing dryness
(water, CO2, R116, butane, neopentane and dodecane) were evaluated. Although anomalies
were expected to be seen for dry working fluids [29,30], surprisingly, a very strange effect
was seen for wet working fluids, namely the appearance of an efficiency maximum on the
efficiency of the Rankine-like cycle (first seen for butane [26]), located close to the critical
temperature. The location of the maximum depends on the condenser temperature as well
as on the material. For water, taking the smallest possible condenser temperature (the
triple point temperature, 273.16 K), the maximum appears 24.6 K below the critical point,
while increasing the condenser temperature, it can approach the critical point. For CO2,
R116 and butane, the biggest distance between the location of the maximum from the
critical point is in the order of 5–10 K (8.68 K for butane, 4.01 K for CO2 and 4.53 K for
R116); for neopentane, it is 1.97 K, and finally, for dodecane, no maximum can be seen.
Concerning reduced temperatures, the biggest distances between the entropy maximum
and the critical points are 0.038 (water), 0.013 (CO2), 0.015 (R116), 0.020 (butane) and 0.005
(neopentane). Since for most real ORC and RC power plants, the operational temperature
is not very near to the critical temperature; therefore, technologically, the existence of the
maxima are relevant only for two cases (for water, where the maximal distance between
the critical temperature end efficiency maximum is almost 25 K, and for butane, where
this difference is almost 9 K). For the rest of the presented working fluids, the relevance
is rather theoretical than technical. However, one might assume that the temperature
differences will be sufficient to have technological importance for some of the not presented
wet working fluids.

The presence of these maxima can be clearly shown for several systems by comparing
the efficiency of a Rankine-like cycle with a Trilateral Flash-like Cycle (TFC). Some theo-
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retical explanation is also given to see, that for very dry working fluids (like dodecane),
the disappearance of this maximum can always be expected for simple, Rankine-like cycles,
using only the basic Rankine-layout (pump, liquid heater with evaporator, expander and
condenser), without recuperative unit.

The existence of the efficiency maximum for various working fluids is a disproof of
the common misconception that the increase of the maximal cycle temperature always has
a positive effect on first law efficiency for simple thermodynamic cycles. This disproof
is interesting itself, as a strange thermodynamic fact, but also, it can give a new tool for
engineers to find optimal cycle temperature for an ORC (or similar) power plant, by des-
ignating a temperature range, where a further increase of the evaporation temperature
would be contra-productive.

Supplementary Materials: The following are available online at https://www.mdpi.com/1996-1
073/14/2/307/s1, Figure S1a,b: Rotating 3-D representation of the efficiency-curves for water and
butane, respectively (in animated gif-format).
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Appendix A. Hybrid Solar Systems

Renewable energy is environmentally friendly; therefore, it is the most viable future
option to dispose of some of the environmental problems. Solar is one of the best renewable
energy sources, due to availability and high temperature, wherefore solar thermal power,
or concentrated solar power (CSP), is an optimal technology to hybridize with other energy
technologies for power generation. The hybrid systems using geothermal and solar energy
is one of the options with good potentials. This hybrid technology has a promising future,
especially in countries that have abundant solar and geothermal energy. The stand-alone
geothermal energy can be classified as medium- or low-enthalpy heat source for power
plants, therefore, adding solar energy is the best choice, due to increasing the temperature
of a geofluid, which increases the first-law efficiency to convert heat to work (and then to
electricity) [15,16,31].

In general, a hybrid system can be categorized based on the kind of used energy,
such as merging the solar source with one of the renewable energy sources like geothermal,
wind, and biomass (these are the so-called high-renewable hybrids); while merging it with
natural gas is called medium-renewable hybrids. Finally, merging it with traditionally
fueled Brayton or/and Rankine cycle, the systems are called as a low-renewable hybrid.

Reducing CO2 emission is a crucial factor for the power plant. The lowest CO2
emission is with high-renewable hybrids, and the rate increases with medium-renewable,
and it is at its highest rate with the low-renewable hybrids; therefore, the increase of
the solar part reduces the CO2 emissions [32]. The efficiency of hybrid systems can be
increased by adding thermal energy storage that uses the surplus of solar thermal energy
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at the night time when the temperature is low. Furthermore, the increase of the solar
collector field increases the efficiency in all case with or without using thermal energy
storage [33]. The second-law efficiency for the hybrid geothermal-solar system is higher
than for separate geothermal and solar system at all ambient temperatures [34]. Concerning
the increase of maximal temperature above the critical point, the hybrid supercritical ORC
(Organic Rankine cycle) outperforms the hybrid subcritical ORC thermodynamically and
economically. Therefore, the hybrid supercritical ORC has higher thermal efficiency, and the
ability to produce power two to nine times more than a stand-alone subcritical geothermal
plant. The geothermal-solar plant is characterized by produce relative constant power
during its period operation, concerned to stand-alone solar ones [18,35].

Concerning working fluids, some preliminary result was achieved, showing that that
isobutene (also called isobutylene) is a suitable working fluid in the hybrid geothermal-
solar system; it has the best performance with the lower GWP, when compared to other
working fluids as isobutene, n-butane, and 2-butene [36]. The hybrid solar-geothermal is
less vulnerable to the seasonal changes in ambient temperatures than stand-alone solar
one, as it was observed in an Australian geothermal-solar hybrid system case study,
demonstrating that a properly designed hybrid plant can outperform a stand-alone solar
thermal plant in terms of the cost of electricity production [37].

As a final issue, the thermal stability of the working fluid and the capacity of the
system components might limit the solar superheating in the hybrid geothermal-solar
so, to overcome this problem, water can be used as the heat transfer fluid for ORC that
operates under 175 ◦C [38].
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Abstract: This paper presents the results of measuring the final energy consumption for heating
and domestic hot water (DHW) preparation and indoor conditions in 15 apartments located in
pre-war tenement houses. The measurements were compared to the computed energy consumption.
The calculations ware made based on the model calibrated by field measurements. The discrepancies
between measurements and calculations were assessed using the energy performance gap (EPG).
Calculations were made separately for energy for heating and for DHW preparation. Additionally,
the results of EPG calculations for different levels of analysis are presented aiming at assessing the
impact of weather, temperature in the surrounding zones and users’ behavior. Users’ behaviors
influencing the size of the EPG were divided into typical (energy saving or excessive energy
consumption) and forced (energy poverty, response to the apartment’s surroundings, technical
limitations. The connection between the heating sources and the heating habits has been clearly
observed in the research. The former (typical) behaviors were the origin of the energy gap in the
apartments heated with natural gas and district heating. The latter (forced) were the origin of the gap
in the apartments heated with mostly electricity and solid fuel (with one exception: one apartment
that utilized the district heating).

Keywords: energy performance gap; user behavior; energy poverty; pre-war tenement building

1. Introduction

The implementation of zero-emission plans in Europe poses serious challenges for EU countries.
One is that new buildings must be designed to be near zero energy [1]. However, it seems that
modernizing existing facilities is even more difficult. In this case, pre-war tenement buildings with
the highest energy demand appear to be the greatest challenge. In these buildings, it is necessary
to change the heating systems to low-emission ones, and first to reduce their energy consumption.
Each EU country faces different challenges in this area.

In Poland, an additional problem with pre-war buildings is the significant number of flats still
equipped with solid-fuel heating systems. Research carried out in Wroclaw, Poland, in 2019 showed
a high concentration of such heat sources in buildings built before 1945, i.e., downtown tenement
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houses. It turned out that as many as 64% of the apartments heated with solid fuel in the city
(12,000 out of 18,700) are included in this group of buildings [2]. Carbon-based heat sources are the
direct cause of emissions of substances such as particulate matter (PM2.5, PM10), benzo(a)pyrene (BaP),
nitrogen oxides, sulfur dioxide, and carbon monoxide. The emission level is also directly related to the
energy consumption of buildings. Estimating this energy provides a basis for building models related
not only to air pollution, but also to energy modeling of municipal buildings (UBEM) [3]. Actions
should be taken on many levels and interrelated goals should be defined: improving air quality in
cities, reducing the energy consumption of buildings in urban agglomerations, and improving the
quality of life of their inhabitants.

To conduct large-scale activities, it is necessary to properly identify the housing structure,
which will allow for long-term planned research and investments. The current research directions
are aimed at developing a methodology for modeling the energy demand of buildings at various
scales. The micro scale includes individual premises and buildings, the meso scale determines the
energy consumption of districts or building quarters, and the macro scale applies to entire cities [4].
The basic input data for modeling are meteorological data, 3D models of cities, and nongeometric
properties of buildings. Such modeling also requires the prioritization of housing stock into building
archetypes. Their construction is based mainly on the age, shape, method of use, and heating systems
used. The process of creating archetypes is a crucial part of building models and making them reliable.
The main problem indicated by the researchers is the fact that UBEM designers do not have access to
the measured final energy consumption in premises or buildings. Limited access to such data and
generally insufficient knowledge about the thermal properties of buildings in different age categories
often make it impossible to simulate uncertainty and reduce the inaccuracies in model construction [3].
Therefore, it is necessary to provide data resulting from the calculation of energy demand, as well as
on actual energy consumption in selected well-recognized buildings. There is a need to develop a
way to consider user behavior that significantly affects the real energy consumption of buildings and
apartments. In addition, researchers point out the need for a detailed approach to the problem of
predicting energy demand profiles of building resources with detailed time resolution. These profiles
should take into account geographic location, user behavior, and the effectiveness of various energy
systems and technologies in cities [5].

To conclude, the literature lacks information supporting the determination of energy demand
considering all of the above conditions on a micro scale, especially in older buildings. Currently, methods
for energy calculation and saving mainly focus on new buildings and algorithmic determination of
energy consumption, hence they often fail for existing buildings [6]. The share of historic buildings
in the centers of European cities is large, which means that accurate information on their energy
consumption is critical in the process of modeling and planning changes aimed at local improvement
of air quality, but also to affect progressive climate change. Researchers who have access to data on the
actual energy consumption of older buildings emphasize that they may use less energy than expected,
pointing to the fact that the greater energy demand of these buildings leads to more conscious use of
the systems [6]. Collecting as much data as possible on this topic will allow researchers to construct
more accurate energy models for cities.

The actual energy consumption of a building often differs significantly from the computed value,
even if it is obtained using advanced complex software for dynamic simulated energy performance.
This phenomenon is commonly known and described in the literature as the energy performance
gap (EPG) [7–9]. Many authors use this indicator to assess the energy situation in relation to
real measurements for residential, nonresidential, and single-family buildings [10]. The energy
performance gap is defined depending on the situation. For example, de Wilde [9] defines three types
of gaps: between initial predictions and measurements, between machine learning and measurements,
and between predictions and display certificates in legislation. The article, however, is mostly related
to the design of new buildings. In the literature, this coefficient also appears in studies that describe
the effects of the thermal modernization process of buildings. For example, in [11], EPG is defined
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as the difference between actual and design consumption as a fraction of the design consumption.
Interesting research is presented in the article [8]. The size of the EPG was determined for different
refurbishment solution. The scientists analyzed the impact of the occupants’ interviews and surveys,
and the consequential feedback to the occupants about the correct behaviors and use of the heating
system. The results show that, for the buildings in which occupants learned how to optimally use the
system, EPG was equal or smaller than 0% and occupant behaviors has been identified as one of the
causes of the gap.

In the context of modernized buildings, it is worth noting that the literature describes a certain
tendency of users to increase their needs after higher technological standards are achieved in the
building, the so-called rebound effect. This effect is also known as the Jevons paradox [12]. It was
found that the assumed economic use of energy in such cases is not always confirmed, and the truth
is often the opposite. The rebound effect is described in two forms: indirect and direct. The direct
rebound effect is described as increased efficiency and the associated reduced cost of a product or
service, resulting in its increased consumption. The indirect rebound effect describes the situation
where savings from reduced efficiency cost enable spending more income on other products and
services [13]. A complementary concept is described in [14], in which the authors introduced the term
“prebound effect”. This effect measures the discrepancy between the measured and calculated energy
requirements of existing buildings that have not been thermomodernized. Researchers have observed
that these buildings consume less energy than calculated using the methods in energy certification.
A higher prebound effect in combination with low income may be a sign of energy poverty. The authors
emphasize that further research is needed to understand motivations and practices in households that
show a high prebound effect.

The actual level of final energy demand of a building is influenced by users’ behaviors, which is
related to the tenants’ individual characteristics, such as their age and habits [15–19]. For example,
the heating schedule for the residences of retirees will differ significantly from those of young working
people or families with children. Since the former stay in their apartments more and usually have
higher temperature requirements, a correspondingly longer heating time is needed. Kashif et al. [20]
stated that both time and environmental factors create a certain context, which means that residents
must perform certain activities to adapt their surroundings to their needs. As inhabitants have different
approaches to the balance between indoor comfort and energy consumption [21–25], they behave
differently despite being in the same environment. It can be concluded that the existing studies
confirm the discrepancies between expected and observed energy parameters of buildings. The energy
performance gap is mainly due to differences between the assumptions for engineering calculations
and reality, including, in a significant way, the behaviors of users: the savings effect or the effect of
increased demand. This paper enriches this topic by providing information on the size of the difference
between real and computed energy consumption in pre-war tenement houses, indicating the reasons.
As it turns out, users’ behaviors are very closely related to the characteristics of heating systems in
buildings and reflect more problems than those mentioned in the literature so far.

2. Materials and Methods

2.1. Aim of the Research

The aim of the research was to measure the energy gap between the real and computed energy
consumption of residential premises located in pre-war tenement houses and to indicate possible
reasons for its occurrence. The calculations were made separately for energy for space heating and for
the preparation of domestic hot water (DHW). The research was extended with a detailed analysis
of the actual situation in apartments and their surroundings. Not only was energy consumption
measured in the examined premises, but also the parameters of indoor and outdoor air and other
factors determining the energy consumption of apartments. The collected data allowed for model
development using field measurements. The model was then used to simulate energy consumption
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under various conditions. This in-depth analysis was aimed at assessing the impact of users’ behaviors
and real weather conditions on the energy consumption of tenement houses in Wroclaw.

2.2. Subject of Study

Measurements were carried out in 15 apartments (labeled A1–A15) located in pre-war tenement
houses in the selected quarter of the city of Wroclaw (Poland) from 14 January to 9 March 2020.
The technical standards of the facilities are varied: there are buildings that require extensive renovation
(very bad condition), buildings in slightly better condition (bad condition), neglected buildings often
found in Wroclaw (average condition), and those in which partial or full thermal modernization has
been carried out (good condition). The facades of exemplary buildings, showing their typical technical
conditions, can be seen in Figure 1. All apartments are in the same type of building (built before
1920), but they were selected due to differences on the micro scale. They differ in size, location in the
building, heat source, and the tenants’ situation and lifestyle. The premises were selected for research
based on a pilot study conducted in 2018 [26] covering 410 residential premises. Basic data on the
examined premises are presented in Table 1. Additionally, the issues important for the test results
should be emphasized: there was no bathroom in apartment A9 and no DHW preparation system in
apartment A7.

Figure 1. Four specified technical conditions of tenement houses in Wroclaw (according to Table 1 and
described in the text): (a) good; (b) average; (c) bad; (d) very bad.

Table 1. Basic information about the apartments.

Apartment
Number

Flat Area
(m2)

Heating
Source

DHW
Production

Source

Location/Orientation
of the Window

Technical Condition
of Building/Uavg

Value [W/m2K]

Tenants

A1 44.4 SF + EE EE middle floor;
corner/NW very bad/0.98 couple

A2 41.5 SF EE middle floor;
corner/SW very bad/1.02 retired lady

A3 40.7 SF EE attic; corner/SE bad/0.97 retired lady

A4 47.4 SF EE middle floor;
one-sided/SW very bad/0.99 mother and

daughter

A5 34.5 EE EE middle floor;
corner/SW very bad/0.93 elderly couple

A6 54.5 EE EE attic; corner/NE very bad/0.88 mother and son
A7 62.9 EE EE attic; one-sided/NE bad/1.00 single woman

A8 44.1 DH DH ground floor;
one-sided/SW average/0.85 couple

A9 76.1 DH DH middle floor;
two-sided/SE good/1.20 couple + single

A10 59.8 DH + EE DH ground floor;
corner/NE, E, SE good/0.68 family (4)

A11 85.5 DH DH mid. floor;
two-sided/SW, NE average/1.08 family (3)

A12 52.5 NG NG mid. floor;
two-sided/SW, NE good/0.75 young couple
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Table 1. Cont.

Apartment
Number

Flat Area
(m2)

Heating
Source

DHW
Production

Source

Location/Orientation
of the Window

Technical Condition
of Building/Uavg

Value [W/m2K]

Tenants

A13 85.0 NG NG mid. floor;
two-sided/SW, NE average/1.03 multigenerational

family

A14 55.9 NG NG middle floor;
corner/SW good/0.74 family (4)

A15 128.5 NG NG mid. floor;
two-sided/SE, NW good/0.67 multigenerational

family

SF, solid fuel; EE, electrical energy; DH, district heating; NG, natural gas.

2.3. Measurements

Measurements were carried out using the devices listed in Table 2. Air temperature, relative
humidity, and carbon dioxide concentration in the rooms were recorded. Temperature and consumption
of tap water and DHW (if any) were measured in each apartment. Detailed information on electricity
consumption in the apartments was also obtained. Thermal energy consumption measurements varied
depending on the heat source. In the case of premises equipped with district heating, readings were
obtained from individual energy meters. In the case of flats with heat sources powered by natural gas,
gas flow was measured, if possible, or consumption was noted manually at daily intervals.

Table 2. Measuring Devices.

Measuring Device Producer Type Measuring Accuracy

Energy data logger Voltcraft 4000 1%

Gas volume meter Plum MacR6 according to meter type 1 impulse = 0.01 m3

Two-channel temperature recorder Testo 175-T3 ±0.5 ◦C (−50 to +70 ◦C)

Clamp-on water temperature probe Testo K-type class 1

One-channel temperature recorder Testo 176-T1 ±0.3 ◦C (−100 to +70 ◦C)

Two-channel temperature and humidity
recorder Testo 174H ±0.5 ◦C (–20 to +70 ◦C); ±3% RH (2 to 98%

RH) at +25 ◦C ±0.03% RH/K

Two-channel temperature recorder
with surface temperature probes Testo 175-T2

NTC
±0.5% (–35 to +55 ◦C);

ext. sens.: ±0.2 ◦C (−25 to +80 ◦C)

Hook scale Steinberg – 2–300 kg; class 3

Temperature, humidity, and CO2 recorder Comet System Test-Therm ±1.8% RH; ±1.5 ◦C; ± (50 ppm + 2%
measured value) for 25 ◦C and 1013 hPa

Humidity and temperature probes Vaisala HMP45 ±0.2 ◦C (at +20 ◦C)

Pyranometer Kipp and Zonen CMP3 <5% (–10 to +40 ◦C)

RH, relative humidity.

In the case of apartments heated by electric heaters, each heat source was connected to an
individual electricity meter. In flats heated with solid fuel stoves, the weight of fuel used for heating
was registered and the temperature of the tiled stove surface was measured. Additionally, thermovision
studies were carried out to better investigate these heat sources, and the values of ambient temperature
and insolation were measured.

2.4. Computational Models

For each apartment, a calculation model of final energy demand for heating and DHW preparation
was developed, based on the guidelines of the standard [27] and Polish regulations [28]. The model
development was preceded by a detailed site inspection. During the field visits, the area of the premises,
the level of thermal modernization of the building, the construction of building partitions, and the
technical condition of windows and doors were determined. Weather conditions and conditions of
use of the apartments were assumed according to the guidelines for engineering calculations [28].
Assessments made in strict accordance with these recommendations are described as Simulation 3.
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To increase the accuracy of the calculations, the data of weather observed during the tests were
used. It should be noted that in the analyzed period, the average ambient temperature was higher than
in previous years. Figure 2 compares these values against the average values from the last 10 heating
seasons in Wroclaw and the average temperature from the 30-year period, which are used in the
calculations for energy certification of buildings [29].

Figure 2. Average daily ambient temperatures in Wroclaw in the selected period.

The average ambient temperature during the study period was 4.4 ◦C, while the average for the
last 10 years in the same period was 1.9 ◦C. An even lower value of −1.0 ◦C is reached with the data
used in calculating audits and energy certification. Therefore, there is as much as a 5.4 ◦C difference
in relation to the period of research. It should be emphasized that the period of the last 10 years is
characterized by much milder temperatures in the heating season than in previous years. The average
ambient temperature in the last 10 years in Wroclaw was 1.72 ◦C higher than for the same period
in 2000–2009 [30] and 3.15 ◦C higher according to the climatic data prepared for energy audit and
certification [29]. As a result, the computational energy demand for heating is overstated in relation
to the real values. The scale of these discrepancies is shown in the energy gap values described in
this paper.

The calibration process was based on the recognition of users’ habits. In order to determine
actual internal heat gains, data on the time for basic housework, home furnishings, and the use
schedule of the premises were obtained. The level of ventilation was estimated based on measuring
the concentration of carbon dioxide and obtaining information from residents on the organization of
air exchange in the rooms, i.e., the presence of ventilation grilles and trickle vents. In the calibration
process, the internal air temperature was measured in every room of the apartments, as well as in
staircases, basements, and attics. As a result, the actual temperatures of the surrounding spaces
were determined. For calibration of the energy consumption calculation model for DHW production,
actual measurements of domestic hot water consumption were used. The most important data used
in the calibration process are shown in Table 3. The calibration process was performed until the
simulation result was equal to the real final energy use (qH, qW), also described in Table 3.
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Table 3. Results of the measurements: conditions during measurements and standard of use
of apartments.

Parameter A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15

Tint, ◦C 20.3 16.7 17.6 19.7 16.6 18.5 19.4 18.7 21.1 20.8 19.1 21.9 20.4 21.9 21.5
VDHW, L/d pp 60.7 41.1 48.4 83.0 0.5 60.7 0.0 14.6 8.3 26.8 50.6 53.6 24.6 39.2 51.8

TDHW, ◦C 49.6 46.7 44.9 39.1 39.5 50.4 - 41.8 44.3 48.0 48.8 51.9 55.8 52.0 52.0
CO2, ppm 848 829 1860 2452 2931 1374 774 2413 1927 976 992 1025 885 855 993
qint, W/m2 3.4 2.7 2.7 3.0 5.2 2.8 1.7 4.3 3.5 4.8 2.6 3.4 3.8 5.5 2.3

qH, kWh/m2 62.3 35.7 26.9 20.2 10.4 15.0 17.3 19.7 14.3 25.2 22.2 27.2 30.4 25.9 24.6
qW, kWh/m2 6.3 2.4 2.5 5.8 0.0 2.8 0.0 2.4 1.3 7.5 7.5 5.8 2.8 6.2 6.1

Internal temperature is a very important factor that affects energy consumption for heating in
residential premises. In the case of the tested apartments, a correlation between the average internal
temperature and the type of heating system used was observed, as shown in Figure 3. In flats supplied
from central heat sources (A8–A11) and individual gas boilers (A12–A15), this profile was correct
and no significant differences in temperature were observed in different rooms. The temperature of
the examined apartments oscillated between average and maximum values. The inhabitants were
able to maintain thermal comfort in the rooms without much effort. Indoor temperature is not only
based on thermal comfort needs, but is also an indicator of problems related to energy poverty or
the inability to provide adequate temperature [31]. In some of the apartments, the average interior
temperature during the research period was about 16 ◦C, and the lowest recorded in the bathroom
was 13 ◦C. This is mainly due to the heating characteristics of solid fuel stoves (A1–A4) and the most
expensive electric-powered systems in Poland (A5–A7). In apartments heated with systems powered
by solid fuel or electricity, the interior temperature profile is not correct. Significant differences in
the measured air temperature in different rooms in the apartment were observed, and temperature
changes oscillated between average and minimum observed values.

Figure 3. Average indoor air temperatures in apartments during the tests: 14 January to 9 March 2020.

2.5. Simulations

The final energy consumption simulation for space heating and DHW preparation in apartments
was carried out for various variants of the use of premises (simulations 0–4), as follows:

• Simulation 0: The results show the actual final energy consumption for space heating and DHW
preparation during the research period (14 January to 9 March 2020). The results of this simulation
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correspond to the apartment use conditions (see Table 3) and weather conditions observed during
the tests.

• Simulation 1: The results show the final energy consumption for space heating and DHW
preparation in the research period for the weather conditions observed during the tests, but for the
proper use of the apartment. The proper use is defined by interior temperature, ventilation level and
DHW consumption as described below the interior temperature in the apartments was changed to
comply with the requirements of Polish regulations [32], i.e., 20 ◦C in residential rooms and 24 ◦C in
bathrooms. The ventilation level was assumed to meet the hygienic minimum [33], which should
allow the CO2 concentration to be maintained at the appropriate level. DHW consumption was
assumed at the level of 40 L/day per person (which corresponds to the average DHW consumption
in all analyzed premises).

• Simulation 2: The results show the final energy consumption for space heating and DHW
preparation in the research period for proper use of the apartment, as described in simulation 1,
but for weather conditions corresponding to the data used in engineering calculations [28].

• Simulation 3: The results show the final energy consumption for space heating and DHW
preparation in the research period for the weather conditions corresponding to the data used in
engineering calculations [28] and for the use of the premises described as standard in engineering
calculations of energy demand [32].

• Simulation 4: The results show the final energy consumption for space heating and DHW
preparation in the research period for the weather conditions observed during the tests and for
the use of the premises described as standard in engineering calculations of energy demand [32].

2.6. Methods of Energy Performance Gap Calculation

The energy performance gap is determined by the difference between the measured and calculated
heating energy consumption in a given period. In this paper, the EPG indicator is defined at
several levels.

EPGh+w(0→3) in Equation (1) describes the gap between the measurement results (simulation 0)
and engineering calculations (simulation 3) of total final energy consumption for space heating and
DHW preparation (h + w). This indicator includes all factors that affect the size of the energy gap.

EPGh+w(0→3) =
qh,0 + qw,0 −

(
qh,3 + qw,3

)

qh,3 + qw,3
(1)

EPGh(0→3) in Equation (2) describes the gap between the measurement results (simulation 0) and
engineering calculations (simulation 3) of final energy consumption for space heating (h).

EPGh(0→3) =

(
qh,0 − qh,3

)

qh,3
(2)

EPGw(0→3) in Equation (3) describes the gap between the measurement results (simulation 0) and
engineering calculations (simulation 3) of final energy consumption for DHW preparation (w).

EPGw(0→3) =
(qw,0 − qw,3)

qw,3
(3)

EPGh(1→3) in Equation (4) describes the gap between the results of simulation 1 and engineering
calculations (simulation 3) of final energy consumption for space heating (h). This indicator determines
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the energy gap between engineering calculations and the simulation of the proper use of the apartment
in the observed meteorological conditions.

EPGh(1→3) =

(
qh,1 − qh,3

)

qh,3
(4)

EPGw(1→3) in Equation (5) describes the gap between the results of simulation 1 and engineering
calculations (simulation 3) of final energy consumption for DHW preparation (w). This indicator
determines the energy gap between engineering calculations and the simulation of the proper domestic
hot water consumption.

EPGw(1→3) =
(qw,1 − qw,3)

qw,3
(5)

EPGh(2→3) in Equation (6) describes the gap between the results of simulation 2 and engineering
calculations (simulation 3) of final energy consumption for space heating (h). This indicator determines
the energy gap between engineering calculations and the simulation of the proper use of the apartment
for the meteorological conditions corresponding to the data used in engineering calculations.

EPGh(2→3) =

(
qh,2 − qh,3

)

qh,3
(6)

EPGh(4→3) in Equation (7) describes the gap between the results of simulation 4 and engineering
calculations (simulation 3). This indicator can be understood as the energy gap resulting from the
difference in the meteorological conditions used for the calculations.

EPGh(4→3) =

(
qh,4 − qh,3

)

qh,3
(7)

EPGw(2→3) and EPGw(4→3) have not been defined, because, in these cases, the use of the DHW
system (the consumption of domestic hot water) in apartments does not change, and the influence of the
ambient temperature on energy consumption for DHW preparation is not included in the calculations.

3. Results and Discussion

3.1. Final Energy Use: Measurement vs. Calculation

The actual unit consumption of final energy for space heating and DHW preparation and the
demand calculated according to the assumptions of simulation 3 (engineering calculations) are shown
in Figure 4. The results for individual apartments are very different. These differences were expected
due to the location of the apartment in the building and its insulation. For example, apartments A10,
A12, A14, A15 are in a good technical condition and have lower than other average heat transfer
coefficient (Table 1), so their unit energy demand should be the lowest. Despite this, the lowest values
are observed in A5–A9, and the most significant differences between energy consumption compared to
expectations are in A1–A10. The reasons for such unlike energy consumption compared to expectations
are very low temperature of indoor air in the premises, insufficient ventilation, and/or the influence of
the environment, i.e., the flow of thermal energy from zones adjacent to the apartment. Little insulation
of interior walls causes intensive heat exchange between zones in the building. In the case of A9 these
zones are exceptionally warm (for example the temperature in the staircase adjacent to apartment A9
exceeded 22 ◦C), so its unit energy demand is low. The opposite effect was observed in apartment A1,
where the adjacent spaces are extremely underheated. This shows how important it is to analyze in
detail the temperature of adjacent spaces, such as staircases, basements, and attics. These are important
elements that influence the energy gap, which are discussed in detail later in the paper.
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Figure 4. Final energy for space heating and domestic hot water (DHW) production: measurement
vs. calculation.

3.2. Energy Performance Gap

The results of energy performance gap (EPG) calculations for different levels of analysis are
presented in Table 4.

Table 4. Energy performance gap for different levels of analysis.

Parameter A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15

EPGh+w(0→3) 0.30 −0.44 −0.69 −0.52 −0.78 −0.65 −0.67 −0.62 −0.56 −0.45 −0.34 −0.13 −0.27 −0.13 −0.28
EPGh(0→3) 0.29 −0.44 −0.70 −0.60 −0.75 −0.68 −0.64 −0.62 −0.51 −0.53 −0.42 −0.18 −0.26 −0.19 −0.35
EPGh(1→3) 0.53 0.32 −0.18 −0.18 0.19 −0.29 −0.35 −0.17 −0.39 −0.52 −0.10 −0.16 −0.29 −0.28 −0.44
EPGh(2→3) 1.12 0.83 0.15 0.21 0.69 0.02 −0.04 0.20 −0.05 −0.28 0.29 0.21 0.06 0.12 −0.17
EPGh(4→3) −0.34 −0.33 −0.31 −0.36 −0.33 −0.32 −0.35 −0.33 −0.39 −0.33 −0.35 −0.35 −0.36 −0.38 −0.34
EPGw(0→3) 0.47 −0.44 −0.42 0.36 −0.99 −0.34 −1.00 −0.62 −0.80 0.19 0.21 0.19 −0.42 0.27 0.24
EPGw(1→3) 0.25 −0.33 −0.32 0.17 0.61 −0.49 −0.56 0.26 0.10 0.86 −0.03 0.06 −0.02 0.99 0.08

The energy gap for space heating and DHW preparation between measurement and engineering
calculation results (EPGh+w(0→3)) is significant and is shown in Figure 5. Apartments A1–A4 are heated
with solid fuel. In this case, the energy gap is −0.55 on average (excluding A1, for which the EPG
value is positive at 0.3). A5–A7 are heated with electricity and are characterized by an energy gap
of −0.7 on average. A8–A11 are heated with district heat and are characterized by a slightly smaller
energy gap of −0.49 on average. A11–A15, for which the energy gap is the smallest at −0.2 on average,
are heated with natural gas. There are different reasons for the discrepancy between the energy gap
calculated for space heating and DHW preparation. A detailed analysis of this problem was performed
and described below.

In Table 4 an expected energy gap between measurement and engineering calculations, due to
significant differences in ambient temperature (see Figure 2), is presented (EPGh(4→3)). These values
range from −0.31 to −0.39. Comparing the results of EPGh(4→3) and EPGh(0→3), Table 4, by extending
the analysis with the actual parameters of the use of the premises, most of the apartments (A2–A11)
have a greater negative EPG, which means that they actually consume less energy than expected.
Several apartments (A1, A12–A14) have higher values, i.e., they consume more energy than calculated.
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Figure 5. Energy performance gap for heating and DHW preparation.

To understand the causes of this condition, it is necessary to examine residents’ behavior.
The indoor temperature and the ventilation level in many apartments differ significantly from the
norm. If they were correct, the energy performance gap would be smaller. This situation is marked
and calculated as (EPGh(1→3)) and presented in Figure 6. It is worth noting that the difference in
EPG values calculated for the real (EPGh(0→3)) and proper (EPGh(1→3)) operation is the highest for
apartments A2–A8 and A11. These are heated with solid fuel and electricity, and two with district heat.
The differences are significant and mostly cannot be classified as positively understood energy saving.
In many apartments, the effect of energy poverty is noticeable, as manifested by extreme underheating
and/or insufficient ventilation. In some premises heated with solid fuel (A2, A4), energy saving may
be additionally forced by difficulty with operating the system, and not by energy poverty. In only one
case, A11, the energy saving effect was not forced by the financial situation and technical problems.

Figure 6. Energy performance gap for space heating.

Figure 6 also shows the value of the energy performance gap between the results of simulations 2
and 3 (EPGh(2→3)). Despite the fact that both simulations were performed with the same meteorological
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conditions, the EPG value in many cases does not approach 0. The obtained values are both strongly
positive (1.12 for apartment A1) and negative (−0.28 for A10). These values illustrate the effects
of imprecise assumptions regarding ventilation of rooms, internal heat gains, and temperatures in
internal zones surrounding the apartment on the calculations. The latter especially contributes to
significant differences between actual consumption, both positive and negative, and expected values,
which is most noticeable in A1, A2, and A5, which are in buildings in very serious technical condition.
Extremely underheated spaces and empty premises surrounding these flats increase their actual
energy consumption.

The results of EPG calculations related to DHW preparation are shown in Figure 7.
The discrepancies between measurement and calculation are significant (see EPGw(0→3)). As with
space heating, in some cases they are not dictated by typical user behavior, but by energy poverty
and technical limitations (e.g., lack of bathrooms). This is the case of apartments A5, A7, A8, and A9.
The EPG values calculated for the situation where all inhabitants consume similar amounts of DHW
(the average of the measurements) are also significant (EPGw(1→3)). This means that methods of
estimating DHW consumption, at least in the case of Poland, require many studies, such as those
shown in [34]. It is necessary to clarify the calculation methods because the current ones do not meet
expectations. In pre-war tenement houses, due to their significant energy consumption related to
space heating, this problem may not be very important, but in new buildings, the EPG related to DHW
preparation systems may have a significant impact on the assessment of the entire facility.

Figure 7. Energy performance gap for DHW production.

4. Conclusions

The conducted in situ research made it possible to identify user behavior and helped to calibrate
energy models of apartments in pre-war tenement houses, that allowed to perform simulations helping
to analyze the energy performance gap on several levels connected to the apartment’s utilization and
ambient temperature. On this basis, the energy performance gap for heating and DHW production has
been analyzed. The calculated values turned out to be significant and negative, reaching even −0.78.
Only in one considered case, the value obtained was positive and equaled to 0.3. The detailed analysis
allowed us to refine crucial issues. The size of the energy gap is influenced not only by the ambient and
internal temperature, but also by the temperature of surrounding spaces (for example: empty premises
or stairways), which is different from the assumptions for the calculations. User behaviors that influence
the size of the EPG can be divided into typical (energy saving or excessive energy consumption) and
forced (energy poverty, response to the environment around the apartment, technical limitations).
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The former (typical) behaviors were the origin of the energy gap in the apartments heated with natural
gas and district heating (A9–A15). The latter (forced) were the origin of the gap in the apartments
heated with mostly electricity and solid fuel (A1–A8). The only exception was the apartment A8,
that utilized the district heating. The most important forced aspects observed during the research
were as follows: not heating some rooms, providing additional heating with gas cookers, covering
the ventilation grids, limiting ventilation of the rooms, and consuming very little domestic hot water.
Correctly determining and classifying the energy performance gap between expected and actual energy
consumption can be important for the proper planning and implementation of thermal modernization
in pre-war buildings. It may allow for better determination of energy and cost savings by considering
the specific nature of the use of such buildings. It is important, because the high energy consumption of
premises in tenement houses and the related high costs are the common problems faced by the residents.
The connection between the heating resources cost and the heating habits has been clearly observed in
the research. Solid fuel is a cheap energy resource in Poland, and it is currently used by the poorest
part of the society. Electricity is expensive and requires significant savings. Heating with district
heat usually allows residents to maintain thermal comfort, while natural gas, the cheapest source
of thermal energy, combined with the good condition of tenement houses allows residents to freely
manage their resources. The research results show that a good energy standard of a building together
with a modern and cost-acceptable heating source help to eliminate the forced energy gap. Further
research on the impact of resident’s behavior on the energy consumption and the size of the energy
gap may be crucial for micro-scale modeling. Studying these behaviors requires an interdisciplinary
approach, in particular a combination of engineering and social sciences. Energy behavior is not
static; it changes with accumulated experience and financial and technical possibilities and is often
inconsistent. These factors increase research difficulties and should be considered in any energy
behavior analysis to minimize inaccuracies in assessing the situation.
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Nomenclature

DHW Domestic hot water
A1−A15 Apartment numbers
Uavg Average heat transfer coefficient, W/m2K
Tint Internal temperature, ◦C
VDHW Domestic hot water consumption, L/d per person
TDHW Domestic hot water temperature, ◦C
qint Internal gains, W/m2

EPGh Energy performance gap for space heating
EPGw Energy performance gap for domestic hot water preparation
EPGh+w Energy performance gap for space heating and domestic hot water production
qh Final energy for space heating, kWh
qw Final energy for domestic hot water preparation, kWh
Subscripts :
1− 4 Simulation numbers
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Abstract: The study attempts to compare the total annual emissions of selected air pollutants emitted
during occasional grilling and the emission of the same pollutants from small domestic heating
installations. For this purpose, in the absence of any data on the emission of pollutants during
grilling processes, tests were carried out consisting of measuring the concentration of air pollutants
in exhaust streams from two types of grills (solid fuel grill powered by charcoal briquette and gas
grill powered by liquid propane), using popularly prepared dishes (previously marinated meat and
raw, seasoned mixed vegetables). The concentrations of PM2.5, CH4, CO, CO2, H2O, NH3, N2O, NO,
NO2, SO2 were measured in the exhaust stream from both grills using a particulate matter (PM)
measuring device and a portable spectrometer, separately while grilling the same portions of meat
and vegetables. Then, considering the available data on Poles’ barbecue habits, the emissions that
are released into the air during occasional grilling were estimated. The calculated emissions were
compared with the data on emissions from domestic heating installations used in Poland. It has been
shown that during grilling, as much as 2.30, 92.07, 4.11, 3.83, 2.96, and 9.81 Gg of PM2.5, CO, NOx,
SO2, NH3, and CH4 may be released into the atmosphere in Poland, respectively. In the case of PM,
the amount of the pollutant emitted to the air is over 100 times lower than the emissions caused
by the operation of small heating installations. In the case of other pollutants, the differences are
smaller. Nevertheless, emissions from grills should not be underestimated as, in certain periods of
the year, these sources may be responsible for not meeting the air quality standards in selected areas
of the country, and thus the excessive exposure of people to pollutants resulting in negative health
consequences. Therefore, attention was paid to the legitimacy of abandoning the use of charcoal and
charcoal briquette grills and replacing them with gas-powered grills or electric ones, not only due to
the health benefits of food and lower human exposure, but also by the reason of ecological values.

Keywords: grill; barbecue; stove; boiler; charcoal briquettes; liquid propane; particulate matter;
gaseous air pollutants
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1. Introduction

According to the data of The National Centre for Emissions Management (KOBiZE), the main
source of air pollution in Poland is the so-called low-stack emission, i.e., the emission of harmful gases
and particles from emitters not exceeding 40 m above the ground, resulting mainly from combustion
processes in local stoves/boilers rooms and domestic furnaces and fireplaces, i.e., the municipal and
households sector [1,2]. Due to lower price and widespread access, coal, charcoal, and wood are mostly
used in domestic furnaces, and in mining regions also brown coal, silts, and fleets [3]. In Poland,
the problem of low-stack emissions is aggravated by a large number of coal stoves, burning of
low-quality coal, wood, and sometimes even municipal waste, the use of inefficient and old-type
boilers with manual stoking and natural draft, and a long heating season (from October to March) [3,4].
The phenomenon of emissions from the municipal and households sector occurs mainly in the areas
of single-family housing and applies to the whole year. The most unfavorable situation, however,
appears in winter, when there is the highest heat demand. The scale of the problem is proved by
seasonal changes of particulate matter, polycyclic aromatic hydrocarbons (PAH), and gaseous pollutants
(NOx, SO2) levels [5–9].

Low-stack emission is also a significant source of air pollution in many regions worldwide,
including Canada, the United States, Australia, Ireland, Austria, Italy, where it is mainly associated
with wood burning in fireplaces and wood burning stoves [10–17]. Fireplaces are inefficient combustion
devices with high uncontrolled excess air rates and without any sort of secondary combustion,
resulting in a significant quantity of unburnt combustibles. Several studies indicate that burning
in fireplaces is accompanied by the emission of a wide spectrum pollutants, i.e., fine and coarse
particles (particulate matter—PM), carbon monoxide (CO), carbon dioxide (CO2), nitrogen dioxide
(NO2), polycyclic aromatic hydrocarbon (PAHs), and volatile organic compounds (VOCs) [13,15–20].
Research by Guo et al. [13] conducted in 27 randomly selected Irish houses, found that concentrations
of CO and particulate matter inside homes with fireplaces were several times higher than the average
concentrations in a normal house with central heating. Alves et al. [15] who compared fine particle
emission from cast iron woodstove operated manually in batch mode, with handheld control of
combustion air and from a traditional Portuguese brick open fireplace operated manually in batch
mode, with no control of combustion air, showed that PM2.5 emission factors (g × kg−1 fuel burned,
dry basis) were higher for the fireplace and the woodstove.

Another, increasingly important source of atmospheric air pollutants including PM,
carbon monoxide (CO), nitrogen oxides (NOx), volatile organic compounds (VOCs), carbonyls,
trace metals, and polycyclic aromatic hydrocarbons (PAHs) are barbecue grills powered by lump
charcoal and charcoal briquettes [21–27]. According to the reports of Hearth, Patio and Barbecue
Association almost 64% of U.S. adults own a grill, while in Canada—about 72%. More than half of
them use a charcoal grill [28]. About 75% of owners grill during the whole year, at least 1–2 times
per week, especially during birthday parties, camping trips, holidays, or sports events. In Poland,
according to the research conducted by the TNS Polska (Public Opinion Research Centre) in 2015,
the barbecue season lasts from late spring to early autumn. Then, 30.7% of Poles grill at least once a
week, and another 43.6% 2–3 times a month. Herein, the vast majority also use traditional charcoal
or charcoal briquette fired grills for this purpose. In Poland, the problem of air pollution due to
grilling occurs especially in resorts, recreation places, i.e., clearings outside the city, or on beaches
with designated places for this purpose. Air pollutant emissions from grilling may be a significant
source of health exposure, and the mechanism of the impact of pollutants on human health may be
similar to emissions from the combustion of solid fuels in household furnaces (coal boilers/stoves or
fireplaces), except that the emissions from the grill takes place at the level of the human respiratory
tract, and the emission from the boiler—10–40 m above the ground. Preliminary measurements
results of air pollutants emitted from selected grill furnaces [24] showed that this method of food
preparation favors the emission of significant amounts of solid particles, which, especially when using
traditional fuels (charcoal and briquette), contain groups of polycyclic aromatic hydrocarbons (PAHs)
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in high concentrations. Research on pollutant emissions related to grilling mainly concerns indoor PM
and PAHs concentrations during grilling in residences and restaurants [23,29–32], as well as dietary
exposure, and health risk related to polycyclic aromatic hydrocarbons in grilled meals [24,33–37].
There is much less research to investigate the influence of outdoor barbecue smoke on atmospheric air
quality [26,27,38].

Investigations of Rahman and Kim [39] indicate that charcoal-fueled grills are also a source of
offensive odorants, including aldehydes, VOCs, carbonyls, reduced sulfur compounds, and ammonia.
The emission of odorants also accompanies the burning of wood in domestic stoves [40]. While emissions
from a stack appear on the Environmental Protection Act (EPA) [41] list of factors that can cause odors,
grilling is not included in this list. A relatively small number of publications on the subject of odors
accompanying burning in grills and stoves allows to conclude that this problem is not fully understood,
which is the result of the high level of complexity of research in this subject, significant costs of their
conduct, and the lack of uniform legal regulation for odor standards. The EU suggests introducing
local regulations in this matter, therefore the permissible concentrations of odorous substances in most
EU countries result from internal, national legal acts regulating the permissible concentrations of air
pollutants. In Germany, France, the Netherlands, Great Britain, Japan, the United States, and Canada,
legal solutions are available covering both regulations on emission standards, limit levels, as well as
research methods and modelling of odor spread, as well as nuisance assessment using sociological
research. However, they mainly focus on the emission of odorous substances in industry and agriculture,
as well as in other branches of the economy. The problem of air pollution and odors accompanying
grilling and burning in domestic stoves is becoming more and more noticeable. The nuisance of
air pollution and odors accompanying the use of grills, wood-fired stoves is evidenced by solutions
introduced in some districts, housing communities, public places prohibiting grilling or allowing the
use of gas or electric grills. In some Polish provinces, a periodic ban on burning in fireplaces is also
introduced, especially in the winter season when the risk of smog episodes appearance increases.

The aim of this study was to present, analyze, and discuss the results of experimental measurements,
in which the scope of the first studies [24] was extended to include the analysis of the concentrations of
particulate matter and selected gaseous pollutants emitted from grill furnaces powered by charcoal
and gas. For comparative purposes, the results of measurements of pollutants in emission streams
generated during the combustion of solid fuels in selected domestic heating devices are also presented.
The experiment was conducted in Warsaw because the emission structure in this city is the closest to
the emission structure in other European cities.

2. Materials and Methods

2.1. Instruments and Measurements

The study covering emissions of selected combustion products of grilling (PM2.5, CH4, CO, CO2,
H2O, NH3, N2O, NO, NO2, SO2) was conducted in the summer period, in typical conditions for
a barbecue party. The measurements were completed in allotment gardens located in one of the
districts of Warsaw, capital of Poland, at a considerable distance (about 1500 m) from the nearest
air pollutants emission sources (road) that may potentially interfere with the measurement results.
The investigation was made on 6 September 2018 (average daily temperature: 18.5 ◦C, no precipitation,
air pressure at station level 1001 hPa, relative humidity 75%, average daily wind velocity 2.0 m/s) and
11 September 2018 (average daily temperature: 17.9 ◦C, no precipitation, air pressure at station level
1008 hPa, relative humidity 68%, average daily wind velocity 1.9 m/s). We used two types of grills:
charcoal briquette-fueled (B) and liquid propane-fueled (G). Measurements were done each day on the
different type of grill in order to minimize interference of different exhausts in the measurement device
(Figure 1).
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Figure 1. Measuring points and devices.

We analyzed emission from empty grills (i.e., without any food) and during the preparation of
meat and vegetables separately. The type and weight of dishes were identical during both days of
grilling—they were the barbeque sets from a popular grocery supermarket. In the exhaust stream we
put particulate matter probe, PM2.5 aspirator, and spectrometer which was continuously measuring
the concentration of CH4, CO, CO2, H2O, NH3, N2O, NO, NO2, SO2.

The SidePak AM510 Personal Aerosol Monitor from TSI Inc. (Shoreview, MN, USA) was selected
for continuous measurements of PM2.5 concentrations over the grill hearth. The device uses 90◦ light
scattering technology with a 670 nm laser diode to determine the mass concentration of the selected
particles fraction (from 0.1 to 2.5 μm in this case). By means of an automatic pump installed in the
device, a continuous stream of air along with the aerosol is introduced into the measuring chamber.
The measuring range is from 0 to 20,000 μg/m3 and the resolution 1 μg/m3. The air flow rate through
the apparatus was set at the level of 1.7 dm3/min and data were collected with a 1-min time resolution.
Zero stability was checked at the beginning of each measurement procedure.
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The measurement of the concentration of gaseous substances was done using gas analyzer
Gasmet DX 4000 (Vantaa, Finland). It is a portable FTIR (Fourier transformed infrared spectroscopy)
gas analyzer. This system utilizes hot-and-wet measurement principle (no drying or dilution).
The measuring range for individual gases is: water vapor from 0 to 10%, carbon dioxide from 0 to 25%,
carbon monoxide from 0 to 400 mg/m3

n, nitrogen monoxide from 0 to 250 mg/m3
n, nitrogen dioxide

from 0 to 200 mg/m3
n, sulfur dioxide from 0 to 14,000 mg/m3

n, ammonia from 0 to 200 mg/m3
n

and methane from 0 to 7000 mg/m3
n. Other characteristic parameters of the analyzer are: scanning

frequency 10 spectra/s, wave spectrum range 900–4200 cm−1, and gas flow 140 dm3/h. Measured gas
pressure is the atmospheric pressure.

2.2. Data Analysis

For all the collected data we calculated basic descriptive measures: minimum, quartiles, median,
maximum, and mean values. During the experiment 40 data series were collected. The lengths of the
series were different. Using the Shapiro–Wilk test we checked each set whether the collected data met
the assumption of a normal distribution [42]. If the concentrations of given substances for different
grilling types were characterized by a normal distribution, we used the Welch t-test [43] to compare
whether the distributions were similar or not. If for a given substance any of four sets did not met
the hypothesis of distribution normality, we chose Mann–Whitney U test to evaluate the similarity
of sets [44]. The choice of the U test is a result of different sizes of samples. We performed these
calculations using Python 3.7 [45] with packages pandas [46], SciPy [47], and Matplotlib [48].

We also estimated the total emission of substances during grilling different kinds of meals
(meat and vegetables). The concentrations were observed as time series, so we were able to find total
emission during the whole grilling process. The emission EM of a given substance in the specific
process of grilling i is defined by Riemann sum [49] over partition defined by the sampling rate
of concentration.

EMi =

ni∑

k=1

Ci(tk)qi(tk)Δtik, (1)

where k indexes time series, ni is a length of the i-th time series, Ci is a concentration of a given substance,
qi is the flow of gas above the grill, and Δtik is a time step in i-th time series. If we assume constant
flow of air in all-time series since the temperature of grills was kept the same in all measurements,
the formula simplifies, and we can calculate the sum. It does not allow us to give an exact numerical
value of emitted kg during the grilling, however, we can compare the emissions between grilling of
meat and vegetables on briquette or gas-fueled grill.

2.3. Methodology of Emission Estimation

We estimated the annual emission from the stoves and compared it with the emissions from
briquette-fueled and gas-fueled grills.

For stoves, we used the concentration of total suspended particles (TSP), carbon monoxide (CO),
nitrogen oxides (NOx), and sulfur dioxide (SO2) in the exhaust gases according to [50]. Since we had
only data about the TSP from the stoves, we used values provided in [51] in order to calculate PM2.5

concentration based on the TSP concentration. According to data, the PM2.5 to TSP ratio is 10% for
biomass stove, 30% for old type stove, and 60% for modern (eco) stove. We calculated the flow of
the exhaust emitted per fuel mass and hence we were able to calculate the emission factors of these
substances. The data on the total annual consumption of wood and coal in domestic stoves/boilers in
Poland were also used [52]. According to the report of Institute of Environmental Economics about the
energy efficiency in Poland in 2017 [53], we assumed the division of coal-fueled stoves into old type
(81.5%) and the new type (18.5%). The same study provides information about the share of the given
quality of coal (86.1% good quality, 8.3% poor quality, 5.6% unknown). For the bio-mass fueled stoves
we assumed that 30% of fuel mass is wet and 70% is dry. All these data and assumptions allowed us to
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calculate the annual emission of selected pollutants in Poland for a given type of stove. We compared
the emission to the data published by Statistics Poland [54] about the total household emissions of the
same pollutants.

In the case of grill analysis, we used the average concentrations of PM2.5, CO, SO2, NH3, CH4

calculated from our experimental data. The concentration of NOx we calculated according to Formula
(2). Again, we calculated the exhaust flow and emission factors of these pollutants per kg of mass
of fuel.

CNOx =
46
30

CNO + CNO2 (2)

We estimated the amount of the briquette used for grills according to the national survey “How
do Poles grill?” conducted in April 2015 by the TNS Polska (Public Opinion Research Centre, Warsaw,
Poland) on a sample of 1000 Poles over 15 years old [55]. We assumed that grilling season lasts 20
weeks, from the so-called long weekend related to national holidays at the beginning of May and
ends just after the end of summer break in schools, in the first week of September. We estimated the
annual number of grilling events in Poland taking into consideration the frequency of grilling activities
according to the responses given in the above-mentioned TNS survey. The data on a normalized share
of meat (66.7%) and vegetables (13.5%) used for grilling purposes were based also on the results of the
same study [55]. We also considered results of another survey, “Barbecue habits of Poles,” completed in
March 2017 by IQS commissioned by Coca-Cola Poland Services (Warsaw, Poland) on a representative
nationwide sample of 500 Poles aged 16–49 [56] as the input data for calculation of the duration of
grilling processes. The briquette consumption for a single grilling process was estimated on the results
of our experiment. Consumption was assumed at the level of 1.3 kg/h. All the aforementioned data
were used to estimate the total annual emissions from all grilling activities in Poland.

The data about the gaseous grills are very limited since gas grills are not popular in Poland.
The data provided by [57] indicate that 90% of grills are powered by charcoal or charcoal briquettes,
and 2% are powered by liquid gas (usually liquid propane). We decided therefore that the annual
duration of all gas grilling processes in Poland is the total duration calculated for the charcoal
and charcoal briquettes grilling divided by 45 (ratio reflecting the ownership shares). The propane
consumption of grills we estimated at level 0.365 kg/h based on technical details of selected types of
gaseous grills available on the Polish market [58]. These data were used for the calculation of the total
consumption of liquid propane for barbecue purposes and of annual emission from gas-fueled grills.

3. Results and Discussion

We analyzed the concentration data collected during the experiment. Figure 2 presents the matrix
of 10 plots, one for each analyzed substance. For each substance, four data sets are presented—the
concentrations above the grill hearth during the preparation of meat (M) or vegetables (V) on charcoal
briquette-fueled grill (B) or gas-fueled grill (G). The data sets were typically 170 samples long.
The concentrations of pollutants and green-house gases exhibited high variability depending on the
type of fuel burned and the kind of prepared meal (meat vs. vegetables). Concentrations of almost
all of the analyzed substances, except for NO2, were much higher during the preparation of meals
with the use of charcoal briquette than with the liquid propane. The most pronounced differences
concern CO concentrations, which for meat and vegetables, respectively, were 155 and 189 times higher
during briquette combustion than during gas combustion, then NH3 (36-times for meat, six-times for
vegetables), CH4 (15-times for meat, five-times for vegetables), and PM2.5 (four-times meat, 13-times
vegetables). Although the results present different variability, we observed two main patterns in
concentrations: BM > BV > GM > GV or BM > BV > GV > GM (for example for CO) and BM > GM
> BV > GV (for example for PM2.5 and in the inverse order for NO2). The first pattern suggests that
the concentration is mainly influenced by the type of fuel, and the second suggests the type of grilled
material as the main cause of emission. We found that the first pattern is typical for the concentrations
of CH4, CO, NH3, SO2, while the second one for PM2.5 and NO2 (reversed order).
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Figure 2. Concentration of selected pollutants and green-house gases directly above the grill during
preparation of BM—meat on coal briquette, GM—meat on gas-fueled grill, BW—vegetables on coal
briquette, GW—vegetables on gas-fueled grill: (a) CH4 in mg/m3, (b) CO in mg/m3, (c) CO2 in %,
(d) H2O in %, (e) NH3 in mg/m3, (f) N2O in mg/m3, (g) NO in mg/m3, (h) NO2 in mg/m3, (i) PM2.5 in
mg/m3, (j) SO2 in mg/m3. Whiskers are from the minimum to maximum values, the box is from the
first quartile to the third quartile, the orange line represents the median, and the green, dashed line
represents the average value.

We performed the Shapiro–Wilk test to check which of the 40 data sets are taken from the normal
distribution. The result showed that only five sets represent normal distribution for α = 0.1: PM2.5

BM, CO GV, NO GV, NO2 BM, and NH3 GM (for details see Appendix A). We decided to use only the
Mann–Whitney U test for a comparison of four data sets in each of the 10 groups. The test showed
that only eight pairs of sets reveal similarities at α = 0.01 (detailed results of tests are presented in
Appendix A). These are for H2O%: GM-GV, for CO2% BM-BV, BM-GV, GM-BV, BV-GV, for N2O
BM-GM, for NO BM-BV, BM-GV.

We calculated the total emissions according to Formula (1). The emissions per unit flow
are presented in Figure 3. During the combustion of briquettes, the highest emissions of CO
(1299–1578 g × s/m3) and CH4 per unit flow (112–173 g × s/m3) were noted. High emissions per unit
flow, which were observed for carbon monoxide, may indicate an incorrect combustion process. CO is a
product of incomplete combustion, generally associated with the smoldering phase. Burning briquettes
in inefficient devices such as grills generate high levels of CO due to relatively low temperatures and a
reduced or almost no visible flame above the layer [59]. Methane is an important component released
during biomass combustion [60]. In the case of gas-fueled grills, the highest emission per unit flow
was recorded for NO2 (60–210 g × s/m3). NO2 emissions from gas combustion are mostly associated
with thermal and prompt formation, whereas the dominant mechanism of NO2 formation during the
combustion of briquettes is from the fuel nitrogen content since the temperatures achieved in grills are
usually too low for prompt and thermal formation [61,62]. Summarizing, we see similar tendencies as
in the concentration box plots (Figure 2). The order of the emissions of CO, PM2.5, SO2, and N2O is as
follows: BM > BV > GM > GV. It means that the total emission is firstly dependent on fuel type and
secondarily on the type of grilled products. In case of NO, NH3, and CH4 the situation is different and
fuel type has a crucial influence on emission (i.e., B > G) while it was not possible to determine the
impact of the kind of grilled dishes. The total emission of NO2 during the grilling shows that there is
no clear relation of emission to dish or fuel.

The total emissions of pollutants and gases observed over the charcoal briquette-fueled grill
hearth are comparable to that reported by Vicente et al. and Yu et al., who tested the emission of the
gaseous pollutants and particulate matter (PM2.5) from charcoal combustion in a typical brick barbecue
grill [27,62]. There are few data on pollutant emissions depending on the type of meal being prepared.
The results in this regard were presented in [63], where it was shown that marinated meat yielded
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an increased total VOC and total PM emissions compared to non-marinated meat and there were no
significant differences in emission rates between chicken and beef.

Figure 3. The total emissions of substances per unit flow over the grill. The figure allows us to compare
the relative total emissions of substances in different grilling conditions.

Table 1 summarizes the annual emissions of individual pollutants released during meat and
vegetables grilling on two types of grills (charcoal briquette and gas-fueled) and the annual emissions
related to the combustion of coal and wood in three types of stoves/boilers (bio-mass, old type,
Ecoproject stove) taking into account the quality of the fuel (high vs. poor). Table 2 compares the
emissions from briquette and gas-fueled grills with the total emissions from three types of stoves and
with the data from the Statistics Poland [54] on emissions of the analyzed pollutants from households.
In addition, Table 2 shows the percentage of individual pollutants from grills in the annual emission
resulting from combustion in the above-mentioned stoves/boilers. According to the data presented in
the Tables 1 and 2, CO has the highest mass share in the total mass of pollutants emitted during the
year due to grilling, while PM2.5 the lowest. In case of wood and coal combustion in stoves, the largest
mass share also belongs to CO, and the lowest to NOx (in case of old type stoves) and PM2.5 (in
case of Ecoproject stoves), but the authors did not reach the data on NH3 and CH4 emissions related
to combustion in different kind of stoves. Emissions of pollutants released by grilling account for
a small percentage (2–8%) of the annual emissions of pollutants resulting from combustion of coal
and wood in stoves. However, it should not be interpreted that the emissions of pollutants from the
grilling processes are negligible. It results from the intensive use of domestic stoves and boilers herein
and the associated high PM and gaseous emissions [1]. The comparison of the calculation data on
emissions from grills and boilers with the statistical data of Statistics Poland and the fact that they are
of the same order of magnitude confirms the justifiability of the assumptions made in the calculations.
Although the total emissions from grills is definitely lower compared to the annual emissions from
stoves/boilers, it can be treated as a significant cause of seasonal changes in air quality, i.e., in the grill
season, which in Poland lasts from spring to early autumn. Frequent grilling can deteriorate the air
quality, especially at campsites, single-family houses, holiday cottages estates, suburban clearings,
arcades with restaurants, or beaches with a designated barbecue area, where dozens of outdoor
barbecue events take place almost every day. It can also be an important cause of health exposure
and the resulting adverse health effects, which in the case of air quality are of great importance in
Poland [64,65]. Barbecue cooking can have a significant influence on ambient air quality due to the
uncontrolled emissions and subsequent diffusion and transport mechanism with the wind [62,66].
It should be noted that the study did not take into account the concentrations of other pollutants
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released during grilling, e.g., polycyclic aromatic hydrocarbons, or trace metals—the concentration of
which during grilling were higher compared to the ambient atmosphere according to research [23,27].
In the case of emissions from home furnaces and stoves, the combustion process is much more refined
and controlled. Air quality management is not accidental as it is when burning solid fuel on a grill.
In modern stoves/boilers (meeting the requirements of the Ecoproject Directive), not only the value
of the excess air coefficient is controlled, but also its distribution in the furnace chamber. As a result,
PM2.5, CO, NOx, SO2 emissions are significantly lower than in the case of burning fuel on the grill
(Tables 1 and 2). The PM2.5 concentration was calculated according to [51].

Table 1. The annual emissions of pollutants released during grilling processes taking into account
the percentage of the type of prepared meals (meat vs. vegetables) and annual emissions of the same
pollutants released from three types of stoves (bio-mass, old type, and Ecoproject) taking into account
the quality of the fuel used (high vs. poor).

Briquette-Fueled
Grills

Gas-Fueled Grills Bio-Mass Stoves Old Type Stoves Ecoproject Stoves

Share
Meat
67% 1

Vegetables
14% 1

Meat
67% 1

Vegetables
14% 1

Dry
Wood
70%

Wet
Wood
30%

High
Quality

Coal 86%

Poor
Quality
Coal 8%

High
Quality

Coal 86%

Poor
Quality
Coal 8%

Gg/Year

PM2.5 2.21 0.08 0.006 0.000 9.78 2 6.77 2 39.61 2 5.36 2 0.86 2 0.08 2

CO 82.89 9.17 0.006 0.001 608.58 423.83 1320.35 178.80 53.52 5.16
NOx 2.91 1.14 0.039 0.024 6.52 2.79 26.72 2.58 10.70 1.03
SO2 3.36 0.45 0.013 0.002 2.54 1.86 125.75 26.67 0.00 0.00
NH3 2.75 0.21 0.001 0.000 NA NA NA NA NA NA
CH4 9.00 0.80 0.006 0.002 NA NA NA NA NA NA
1 Share of meat and vegetables in grilling; 2 PM2.5 emission calculated as fraction of TSP emission according to [51].

Table 2. The comparison of summed up annual emissions from grills (briquette and gas-fueled) with
the total emissions from three types of stoves and the percentage of individual pollutants from grills in
the annual emissions of pollutants resulting from combustion in stoves.

Briquette-Fueled
Grills [Gg/Year]

Gas-Fueled Grills
[Gg/Year]

Stoves
[Gg/Year]

Statistics Poland
Data Stoves

[Gg/Year]

Ratio of
Briquette-Fueled

Grills
Emission/Stoves

Emission [%]

PM2.5 2.29 0.006 62.46 121.95 4
CO 92.06 0.006 2590.24 1365.95 4

NOx 4.11 0.063 50.35 61.62 8
SO2 3.82 0.015 156.81 132.31 2
NH3 2.95 0.001 NA NA NA
CH4 9.80 0.009 NA NA NA

Obtained results indicate that further studies on the concentrations of various pollutants released
during grilling and the assessment of health exposure should be investigated. The calculations
described above are based on emission data only for Poland, where the measurements were carried
out. In future research, based on the data on low-stack emissions in other countries, e.g., UK, Ireland,
Germany [67,68], and based on barbecue habits of their citizens, a similar analysis could be carried out
using the methodology proposed in the manuscript.

4. Conclusions

The tests carried out in the described investigation consisted of measuring selected gaseous
pollutants and particulates from two types of grills during the preparation of typical types of food used
while grilling. Considering the measurement time and assuming evenly distributed in time emissions
during grills usage, PM and considered gaseous pollutants emission factors were calculated for each
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type of grill and fuel. They were compared with the emission factors from small domestic furnaces
powered by hard coal and biomass (wood).

Research results demonstrated that the pollutants present in the emission streams over the grill
hearths powered by traditional fuels (charcoal briquettes) are present in lower concentrations than
in the case of domestic coal or wood stoves/boilers. The emissions from grills, however, occur at
the breathing height in the direct presence of the grill operator. The results of the analyses show
that the concentrations of some pollutants from grills show a greater dependence on the type of fuel
used (in case of CH4, CO, NH3, SO2), and others on the type of grilled food (in case of PM2.5 and
NO2). However, regardless the pattern, research results indicate that in the spring and summer period,
emissions from grills may locally be a serious air pollutant, and therefore may also be an important
health risk factor resulting from inhalation of pollutants from grilling processes.
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Appendix A

The Appendix A contains the detailed results of statistical analyses.

Table A1. The p-value of the Shapiro–Wilk test for samples. Significant values at α = 0.1 are marked
with green.

BM BV GM GV

CH4 0.000 0.000 0.001 0.001
CO 0.000 0.000 0.000 0.179

CO2% 0.000 0.000 0.065 0.007
H2O% 0.000 0.000 0.003 0.000
N2O 0.002 0.001 0.036 0.000
NH3 0.000 0.000 0.227 0.000
NO 0.000 0.000 0.057 0.108
NO2 0.239 0.000 0.000 0.003

PM2.5 0.168 0.000 0.033 0.025
SO2 0.000 0.000 0.001 0.000

Table A2. The p-value of the Mann–Whitney U test for PM2.5, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.01 orange.

BM BV GM GV

BM 1.0 1.6 × 10−10 5.8 × 10−19 1.2 × 10−15

BV 1.0 0.00018 8.0 × 10−8

GM 1.0 0.0096
GV 1.0
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Table A3. The p-value of the Mann–Whitney U test for H2O%, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.01 orange.

BM BV GM GV

BM 1.0 1.4 × 10−12 3.1 × 10−55 9.4 × 10−20

BV 1.0 4.3 × 10−21 0.079
GM 1.0 9.7 × 10−14

GV 1.0

Table A4. The p-value of the Mann–Whitney U test for CO2, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.01 orange.

BM BV GM GV

BM 1.0 1.5 × 10−5 0.47 0.47
BV 1.0 0.022 1.88 × 10−8

GM 1.0 0.33
GV 1.0

Table A5. The p-value of the Mann–Whitney U test for CO, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.1 orange.

BM BV GM GV

BM 1.0 3.6 × 10−48 1.3 × 10−14 3.4 × 10−43

BV 1.0 2.7 × 10−52 6.2 × 10−8

GM 1.0 2.4 × 10−47

GV 1.0

Table A6. The p-value of the Mann–Whitney U test for N2O, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.01 orange.

BM BV GM GV

BM 1.0 0.016 4.7 × 10−47 0.00018
BV 1.0 3.5 × 10−50 0.0010
GM 1.0 1.3 × 10−29

GV 1.0

Table A7. The p-value of the Mann–Whitney U test for NO, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.01 orange.

BM BV GM GV

BM 1.0 8.6 × 10−11 0.18 0.028
BV 1.0 3.9 × 10−26 4.9 × 10−12

GM 1.0 0.00013
GV 1.0

Table A8. The p-value of the Mann–Whitney U test for NO2, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.01 orange.

BM BV GM GV

BM 1.0 3.3 × 10−17 2.8 × 10−13 6.1 × 10−17

BV 1.0 8.0 × 10−12 8.0 × 10−38

GM 1.0 1.1 × 10−44

GV 1.0
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Table A9. The p-value of the Mann–Whitney U test for SO2, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.01 orange.

BM BV GM GV

BM 1.0 3.0 × 10−45 3.2 × 10−42 1.1 × 10−46

BV 1.0 6.8 × 10−20 8.9 × 10−18

GM 1.0 5.3 × 10−45

GV 1.0

Table A10. The p-value of the Mann–Whitney U test for NH3, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.01 orange.

BM BV GM GV

BM 1.0 3.6 × 10−48 4.4 × 10−52 2.3 × 10−46

BV 1.0 5.6 × 10−47 3.2 × 10−38

GM 1.0 2.2 × 10−39

GV 1.0

Table A11. The p-value of the Mann–Whitney U test for CH4, values significant at α = 0.1 are marked
with green, at α = 0.05 yellow, and at α = 0.01 orange.

BM BV GM GV

BM 1.5 × 10−47 2.4 × 10−20 3.4 × 10−36

BV 1.0 1.5 × 10−31 4.7 × 10−36

GM 1.0 8.9 × 10−12

GV 1.0
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Abstract: The case study selected in order to analyze and evaluate the effectiveness of implemented
solutions for improving air quality with the WRF-CALMET/CALPUFF modeling system as an element
of decision support was the subject of this paper. Its character can be considered unique due to
its geographical location, topography and the functioning PGE GiEK S.A. Turów Power Complex
(ELT), and, in particular, the PGE GiEK S.A. Turów Coal Mine (KWBT). The conducted analyses
have defined three scenarios of emission changes: (1) scenario related to the activities of the energy
complex resulting from the minimizing measures indicated in the report on the environmental impact
of the mine, (2) scenario resulting from the so-called “anti-smog” regional resolution and (3) scenario
compiling the abovementioned scenarios. According to the analyses, the lowest values of the annual
mean PM2.5 concentration were noted in the eastern part of the studied area and did not exceed
14 μg/m3 (56% of the permissible level). The best results in improving air quality were proven for
scenario 3, i.e., a 10% reduction in concentration values over the entire analyzed area of the commune.
In the case of this scenario, as the most effective and health-promoting solution, only in 25% of the
area was the improvement in the residents’ health below 5%, while the reduction in the estimated
number of premature deaths by over 15% was observed in nearly one third of the studied area.

Keywords: lignite mine; PM2.5; PM10; WRF-CALMET/CALPUFF; health risk

1. Introduction

Ambient air pollution is one of the main environmental problems in Europe, and some pollutants
are the issue primarily in Poland. The European Union has implemented legislation that sets
standards and goals for many air pollutants in the form of Directives 2008/50/EC and 2004/107/EC [1,2].
These provisions have been transposed into national law, primarily as the provisions of the Act on
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Environmental Protection Law and the Regulation of the Minister of the Environment on the levels of
certain substances in the air [3,4]. In addition to standards for the concentrations of selected pollutants,
the provisions also regulate the methods of air quality assessment and management, e.g., through the
development and implementation of recovery programs and air quality plans.

International organizations dealing with air quality issues and assessing their impact on society,
health and the environment, such as the World Health Organization (WHO) and the European
Environment Agency (EEA), study and analyze the impact of air pollution on health. According to
EEA estimates, there were around 412,000 premature deaths attributable to ambient PM2.5 pollution
in 41 European countries in 2016, of which 43,100 deaths occurred in Poland (premature deaths are
deaths that occur before reaching the average age defined by life expectancy. Premature deaths are
considered avoidable if their causes were eliminated) [5]. Particulate matter, both less than 2.5 μm
and less than 10 μm in diameter, is the source of pollution that causes the most problems and exceeds
permissible air quality standards.

Adverse health effects of air pollution, particularly regarding particulate matter, are observed as
a result of both long- and short-term exposure. For this reason, WHO recommendations, as well as
air quality standards introduced by the European Union legislation and transposed into the laws of
individual Member States, define annual mean and daily limit values. According to Polish regulations,
pursuant to Directive 2008/50/EC, the annual mean limit value concentration for PM2.5 is 25 μg/m3

(since 1 January 2020, the so-called second phase of the standard is 20 μg/m3). For PM10, the annual
mean is 40 μg/m3 and the 24-h mean is 50 μg/m3 (allowing 35 days with exceedances of the limit value
in a calendar year). In addition, selected European countries have introduced information and alarm
thresholds for PM10 concentration. As of 2019, these thresholds in Poland are respectively 100 μg/m3

and 150 μg/m3 for the daily mean concentration [6].
The results of the air quality assessments carried out annually in Poland by the Chief Inspectorate

for Environmental Protection indicate a bigger problem with meeting the PM10 daily limit value.
In 2018, the norm was exceeded in 39 of the 46 assessed zones in the country. Annual means were
exceeded in nine zones. The limit value was exceeded during this period at 160 and 25 measuring
sites in the country out of 227 included in the assessment, for both standardized averaging times,
respectively [7]. Therefore, actions have been taken to improve air quality in Poland [8]. One example
of these activities is restrictions and bans on the operation of fuel-burning installations, effective also
in the Lower Silesian Voivodship. This is due to three so-called “anti-smog” resolutions adopted by
the Lower Silesian Regional Assembly on 30 November 2017 [9–11]. One of the abovementioned
resolutions covers the territory of the entire voivodship, excluding the city of Wrocław and 11 health
resorts of the Lower Silesian Voivodship. The provisions introduced by this resolution are binding in
Bogatynia commune and introduce restrictions and bans on the operation of fuel-burning installations.
As of 1 July 2018, in Bogatynia commune, it is forbidden to use the following:

• lignite and solid fuels manufactured with lignite
• coal sludges, coal flotoconcentrates and mixtures manufactured with them
• hard coal in fine form (fine coal) with grain size less than 3 mm
• solid biomass (including wood) with moisture content above 20%.

The resolution introduces a gradual withdrawal of out-of-class installations, and as of 1 July
2018, it is allowed to install only such new boilers and local air heaters (fireplaces) that meet the
ecodesign requirements regarding particulate matter emissions [12]. As of 1 July 2024, the resolution
introduces a ban on the use of solid fuel installations that do not meet a minimum of third class
requirement according to PN-EN 303-5:2012. The deadline for the implementation of the resolution
and the resulting bans is 1 July 2028. From then on, the use of solid fuel installations that do not meet
the minimum emission standards of class 5 in terms of particulate matter emission limits according
to PN-EN 303-5:2012 will be prohibited. Introducing these restrictions for the combustion of solid
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fuels and the use of installations is expected to bring a significant improvement in air quality and thus
reduce the likelihood of developing air pollution-related diseases.

In Poland, according to official data, the majority of PM10 emissions to the atmosphere
(approximately 47%) are generated by non-industrial combustion processes, including in the municipal
and residential sector related to solid fuel biomass combustion for heating and hot water preparation [13].
The next three groups with the largest share in PM10 emissions are combustion processes in industry
(approximately 14%), road transport (approximately 8%) and manufacturing (approximately 7%).
These data are from 2017 and concern the entire country [14]. The situation may be different in
individual regions or may be considered locally, where the impact of individual sectors may vary.
This may be connected with the presence of a specific source or group of industrial sources, or the
density of the high-traffic road network, which occurs primarily in the central areas of the agglomeration
and large cities. The impact of specific groups of sources is also time-varying and depends, e.g., on the
season of the year (heating and non-heating period) or day (variability of household heating systems
activity or the volume of traffic) [15].

The analysis of the reasons for high levels of particulate matter concentration, including the
exceedance of daily limit values, must also consider the episode period, location of the area of
exceedance in relation to emission sources and local topographic conditions affecting ventilation
possibilities, as well as meteorological conditions conducive to the accumulation of pollution, such as
low wind speed or temperature inversion phenomena. In the case of large urban centers, peripheral
areas are generally more exposed to the influence of heating sources, while car transport may be of more
importance in the city centers. In special meteorological situations and certain areas, the movement
of pollutants (inflows) and their accumulations affect the range of impact of individual emission
sources [16].

One of the elements of ambient air quality management in a given area is its assessment and
diagnosis of the conditions, taking into account possible exceedances of the limit values. In accordance
with the current laws, as part of the State Environmental Monitoring coordinated by the Chief
Inspectorate of Environmental Protection (CIEP), this assessment is carried out using three basic groups
of methods [17,18]:

1. measuring (monitoring) concentrations of selected pollutants,
2. mathematical modeling of transformation in the atmosphere and transport of pollution,
3. objective estimation, based on various methods and information, including the spatial distribution

and activity of pollution emission sources.

Actions connected with the following aspects are examples of the air quality management process:

• air quality plans and programs for corrective measures aimed at achieving and/or maintaining
appropriate level of air quality

• analysis of the effects of implementing specific solutions (scenario analysis)
• analysis of the impact of air pollution on specific social groups and other environment elements,

such as vegetation or materials (e.g., buildings or technical facilities)
• air quality forecasting, considering emission sources and meteorological conditions
• informing the public and policymakers about historical, current and predicted air quality.

All of the above elements occur at various levels: international (e.g., European), national,
regional (e.g., voivodship) and local (e.g., urban or a specific industrial plant or a single installation).
All of them also use various air quality modeling techniques, such as chemical modeling of transport
and transformation of pollutants, receptor or statistical modeling, also using, e.g., artificial neural
networks [16,19,20].

Table 1 summarizes examples of the use of modeling techniques at various levels and for the
purpose of achieving various main objectives of air quality management. It presents general examples
and, in selected cases, references to specific projects or applied solutions. Considering the comfort
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of life and health of people, especially in the areas close to objects that can significantly affect the
environment, activities aimed at minimizing the onerous impact of those objects are particularly
important. Therefore, in order to analyze and evaluate the effectiveness of the implemented solutions
in the context of improving air quality using modeling, the area selected as a case study is the commune
in Poland of a nature unique to Poland and Europe, both due to its geographical location bordering
with two countries—Czechia and Germany—and its characteristically diverse terrain. The selected
area is an interesting case also because it contains one of the largest energy complexes in Poland,
which includes an open-pit lignite mine with a large lignite-fired fuel combustion facility. In addition,
ambient air quality in the analyzed area is influenced by combustion processes in household boilers.
Therefore, the analysis of the distribution of pollutant concentrations and the assessment of the
effectiveness of measures for reducing air pollutant emissions, including health risk assessment,
are extremely important.
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2. Characteristics of the Research and Analysis Area

The area of Bogatynia commune (Figure 1) located within three basic geographical regions:
the mesoregion of the Zittau Basin, the Izera Foothills and Izera Mountains and the Nysa Łużycka
Valley were selected for the case study. The mesoregion of the Zittau Basin has a lower terrain in
relation to the Izera Foothills and the Izera Mountains surrounding it from the northeast and the east.
On the west side, the area is limited by the Nysa Łużycka Valley, behind which the Zittau Valley
extends into the Lusatian Foothills. Such location and character of the area mean that its diverse terrain
can significantly shape air mass flows within it.

Figure 1. Natural topography in Bogatynia area (source: own study).

The largest cities of the studied region are Polish Bogatynia in the center and German Zittau
(Żytawa) and Czech Hrádek nad Nisou (Gródek na Nysą) (Figure 2) in the southwest, already outside
Poland. The other places are of a rural character.

Three low-volume voivodship roads, with a volume below 10,000 vehicles a day, run through the
studied area. The DW352 road connects Zgorzelec with the state border at the Kunratice/Bogatynia
crossing. The DW354 road runs from the Bogatynia–Zatonie district to the west, and further south
to the town of Sieniawka, along the border with Germany, where it crosses the border. Road DW332
is a short section connecting route 178 (on the German side) and a border crossing with Germany
in the town of Sieniawka, as well as a border crossing with Czechia in the direction of Hrádek nad
Nisou, where on the Czech side it turns into route 35. Another regional road is route 99 running on the
German side of the border along the Nysa Łużycka River. Other roads are local and have basically no
influence on local air quality.

The analyzed area holds one of the largest energy production complexes in Poland, which supplies
around 8% of the energy production to the national energy system. It consists of a conventional block
heat and power plant (ELT) located in the north, with interstage steam superheating and a closed
cooling water system, whose basic fuel is lignite. Currently, the installed capacity of the PGE GiEK S.A.
Turów Power Plant Complex (ELT) is 1498.8 MW in six power units of 235 MW and 260 MW capacity.
Coal is supplied directly by belt conveyors from the PGE GiEK S.A. Turów Coal Mine (KWBT) located
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in the south. The surface of the open-pit excavation area with an internal backfill area currently covers
around 26 km2. The open pit is directly adjacent to the town of Bogatynia (in the east) and the state
border (in the west). Two districts of Bogatynia—Trzciniec Dolny and Zatonie, located between the
power plant and the mine, are significantly exposed to the impact of both facilities. Currently, the
bottom of the open-pit mine is around 10 m.a.s.l., and the elevations around it are at 225–300 m.a.s.l.
The surrounding mountains and foothills lie at heights above 500 m.a.s.l. in the southern part and in
the range 400–500 m.a.s.l. in the northern part.

By 2028, the ambient air quality in the analyzed area will have been shaped by a number of
changes significantly affecting the size of emission balances in Bogatynia commune. These activities
are discussed in detail in Section 3.1.3.

Figure 2. The analyzed area (source: own study).

3. Materials and Methods

3.1. Mathematical Modeling and Available Input Data

Model calculations were made using the WRF-CALMET/CALPUFF system. This system is based
on the 2nd generation cloud model (CALPUFF), powered by data from the WRF meteorological model
(Weather Research and Forecasting Model) [21,22]. Meteorological data for calculations are prepared by
the CALMET preprocessor, which determines the time and space variables of meteorological parameters
with the grid resolution specified by the user. The conducted analyses defined three scenarios of
emission changes: (1) scenario (scenario 1) related to changes in emissions in the studied mine resulting
from the minimizing measures indicated in the report on the mine’s environmental impact [23],
(2) scenario resulting from the anti-smog resolution in force in the Lower Silesian Voivodship [11]
(scenario 2) and (3) scenario compiling the abovementioned scenarios (scenario 3).

For calculations on a local scale, smaller mesh sizes with detailed information about the terrain
and land use are applied, as these parameters can significantly affect the shape of the pollution field,
especially in mountainous areas. For the purposes of this study, a system of nested grids with resolution
sizes of 0.25–1 km was used. The domain in which the meteorological parameter fields were calculated
covered the area within 10 km of the border of Bogatynia commune. Meteorological data from 2018
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were used, which were adapted to two nested grids with a resolution of 0.5 km in Bogatynia commune
and 1 km in the rest of the computational domain (Figure 3a). Information about the terrain (as the
average in a grid) and land use (as the prevailing value) was implemented into the model with the
same resolution [24,25].

  
(a) (b) 

Figure 3. Parametrization of grids and receptors in the model: (a) meteorological grid; (b) discrete
receptors (source: own study; map background: https://www.google.pl/maps).

Calculations of pollution concentrations were carried out based on grids in two resolutions:
0.25 km in the area of Bogatynia commune and 1 km in the rest of the computational domain (Figure 3b).
The obtained results were visualized using inverse distance weighting (IDW). According to this method,
the value for each interpolated cell is calculated based on the values of neighboring points weighed by
the inverse of their distance. For such a dense receptor network, this is the most optimum interpolation
method [26].

In the air quality modeling, the influx of pollutants from outside the examined area was also taken
into account as boundary conditions varying in time and space derived from chemistry transport
model (CTM) calculations. Data from the Copernicus project were used [27].

3.1.1. Emission Data

Due to the location of the studied area (direct neighborhood of Poland, Czechia and Germany),
and the resulting problems with the unification of emission databases, data from three sources described
below were used for more comprehensive analyses.

In the area of Poland, data from a detailed emission inventory were used for annual air quality
assessments performed up to 2017 by the Voivodship Inspectorate for Environmental Protection in
Wrocław (currently the Regional Department of Environmental Monitoring of the Chief Inspectorate
for Environmental Protection) [28,29]. This database contains data on all types of emissions from
the voivodship, including emissions from residential heating (SNAP0202), transport (SNAP07),
agriculture (SNAP10) and industry (SNAP0201, SNAP01, SNAP03, SNAP04). Inventories took into
account the activity of sources. Due to the fact that the above database has been created continuously
since 2012, data contained therein can be considered of a good quality. The database was additionally
validated with annual model calculations [30].
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In the calculations, an indispensable element is capturing the temporal and spatial variability
of the emission field, because such changes together with the variability of meteorological
conditions practically determine the final distribution of pollution concentrations in the studied
area. Considering the temporal variability of emissions can also capture the cases of high concentration
episodes and link them to the types of emissions responsible for poor air quality. Therefore,
the concentration calculations were implemented in an emission model, which includes primarily
variations dependent on changes in meteorological conditions (e.g., temperature for emissions from
residential heating and precipitation for emissions from transport, agriculture) or the mode of source
operation. This methodology was used, among others, in modeling air quality for the needs of annual
air quality assessments in the Lower Silesian Voivodship [29]. The results of the calculations obtained
in the context of the balance of specific sources in PM2.5 and PM10 emissions in Bogatynia commune
are presented in Figure 4.

 

Figure 4. Particulate matter emissions for different emission sources inventoried in Bogatynia commune
(source: own study).

The performed analyses show that Turów power complex, particularly the mine, has the largest
share in the total PM10 emission in Bogatynia commune. In the case of PM2.5 emissions, the communal
and household sector is clearly the main source of emissions in the studied area. While emissions from
household sources, or from transport, can be considered a seasonal variable (heating and post-heating
season, daily and weekly transport cycle) and of a quasi-uniform nature, the emission associated with
industrial sources may be characterized by short-term changes and be dependent on a number of
factors resulting from, e.g., technology, specificity of the sources or a specific mode of operation of an
industrial installation. Therefore, considering the impact of industrial sources on air quality, it was
necessary to build an emission model dedicated to the examined facility (in this case, ELT), which was
presented in the report on the environmental impact of the KWBT [23].

In the case of the ELT power plant, organized emissions resulting mainly from the boiler operating
conditions were taken into account. In addition, in the case of ELT, fugitive emission sources were
considered, i.e., combustion waste buffer area, where ash from boilers is temporarily stored before
being mixed with overburden in an open pit. This happens when it cannot be collected by the mine
(KWBT). Emissions for this source were determined on the basis of United States Environmental
Protection Agency (US-EPA) emission factors adapted to the characteristics of the source in terms of
quantity and quality of the stored material, including machine operation [23]. Examples of emission
values included in the calculation scenarios are presented in Table 2.
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Table 2. PM10 and PM2.5 emission from ELT in 2018.

Emission Sources PM10 (Mg/Year) PM2.5 (Mg/Year)

Point source emitters 375.6 194.7
Fugitive emission 60.3 23.8

In the case of KWBT, four basic groups of emission sources were identified: emissions related
to the mining process, storage and reloading of coal, transport and entrainment of material from
exposed surfaces. The emissions related to the mining process covered the exploitation area (northern
part of the open pit) and the backfilling area (southern part of the open pit). It was assumed that
the volume of emissions from the exploitation area compared to the backfilling area would be
significantly lower due to the quarried material, which is very moist and heavy. In the backfilling area,
the quarried material is much more volatile because it consists mainly of overburden loam and ash
from power plant boilers. Emissions related to storage and reloading concerned a coal bin located
in the north of the facility. In the area of the bin, there are two trenches in which higher quality coal
is deposited and two coal sales points—wholesale and retail. In addition to emissions from coal
loading and unloading, emissions associated with wind entrainment are an important factor in this
case. The last group is formed by emissions related to transport, both through belt conveyors and
through vehicles and railways (wholesale and retail). The emission model for the mine was based on
indicators determined with reverse modeling, US-EPA methodologies, considering the specificity of
meteorological conditions and mineral material mined and backfilled in the open pit, and the time of
operation of the machines [23,30]. Examples of emission values included in the calculation scenarios
are presented in Table 3.

Table 3. PM10 and PM2.5 emission from ELT in 2018 by sector (on the basis of [23,30]).

Emission Sources PM10 (Mg/Year) PM2.5 (Mg/Year)

Mining 47.7 12.4
Backfilling 860.90 344.36

Coal bin with a coal transfer point 22.93 5.94
Coal sorting area 0.11 0.03

Retail point of sales area 0.0007 0.0002
Wheeled transport 3.73 0.9

Total 935.37 363.63

The last group of data is information on emissions from Czechia and Germany from the emission
inventory posted on the public websites of the Czech Hydrometeorological Institute and the German
Ministry of the Environment [31,32]. In Germany, the inventory included sources related to residential
heating (SNAP 0202) and SNAP 07 road transport (also SNAP 08 other transport), and the total
emission of PM10 and PM2.5 was 44.6 Mg. For Czechia, the data concerned industry (SNAP01, SNAP03,
SNAP04), residential heating (SNAP0202) and road transport (SNAP07). Total emissions in the studied
area are around 182 Mg for PM10 and 169 Mg for PM2.5.

3.1.2. Validation of Modeling Results in the Base Year

The obtained calculation results were validated using the available measurement data from
measuring stations located in Poland, Czechia and Germany (Figure 3, Table 2). The stations
were selected based on the availability of results in publicly available databases (e.g., AIRBASE,
EEA European Air Quality Portal, JPOAT via the Air Quality Portal of the Chief Inspectorate for
Environmental Protection). It was also assumed that the completeness of the measurement series must
meet the requirements of the CAFE directive [1]. Ultimately, the analysis included measurements
from six stations: four in Poland (Wyszków, Jasna Góra, Bogatynia, Działoszyn), one in Czechia
(Frýdlant) and one in Germany (Zittau), the location of which is shown in Figure 5. Three of the
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selected stations located in Poland belong to the measurement network of ELT, and the station in
Działoszyn is included in the network of the State Environmental Monitoring (SEM) run by the Chief
Inspectorate of Environmental Protection under the national code DSDzialoszyn. The stations in Zittau
and Frýdlant are national stations of the German and Czech networks.

Figure 5. Location of measuring stations (source: own study).

The relative error rate of the modeling result in relation to the measurement was the basic measure
of the correctness of the results of model calculations. According to the CAFE directive, this parameter
for particulate matter (including PM10 and PM2.5) should not exceed 50% for annual mean values [1].
Negative values indicate an underestimation of concentrations.

The values obtained as a result of the comparison allowed us to determine the uncertainty of the
model (relative errors) and are listed in Table 4. In most cases, the uncertainty of the model did not
exceed 13%. The highest compliance was obtained at the station in Bogatynia (for both PM10 and
PM2.5) and at stations in Zittau and Frýdlant, where the relative errors did not exceed 5%. The highest
32% underestimation of results was obtained at the station in Działoszyn. At the same time, it can be
stated that a match of results was much better for PM2.5 concentrations than for PM10.

Table 4. Annual mean concentrations of PM10 and PM2.5 modeling results and measurement.

Monitoring Station Name Parameter Measurement (μg/m3) Model (μg/m3) Relative Error (%)

Wyszków (ELT station) PM10 year 20.84 18.70 −10
PM2.5 year 15.52 14.77 −5

Jasna Góra, ul. Sportowa
(ELT Station)

PM10 24 h 36.54 31.89 −13
PM10 year 22.58 19.83 −12

Bogatynia, ul. Chopina
(ELT station)

PM10 year 30.20 30.15 0
PM2.5 year 20.75 20.61 −1

Działoszyn/DSDzialoszyn
(SEM station) PM10 year 28.93 19.81 −32

Zittau (DE) PM10 year 21.70 22.65 4

Frýdlant (CZ) PM10 year 18.0 17.4 −3
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3.1.3. Emission Change Scenarios

The assessment of the effectiveness of planned long-term actions or ad hoc measures limiting
the emission of pollutants is carried out, among others, through changes in the emission introduced
into the model, activity of sources and through a possible modification of the original assumptions
regarding, e.g., operating mode or frequency of preventive measures used. These changes may concern
both the volume of emission loads and the modification of time variations. Then, based on the new
emission values, re-calculations were made, assuming no changes for the remaining emission data
and/or meteorological parameters. This study discusses three scenarios for emission changes. The first
scenario is related to changes in the volume of emissions from the mine, indicated in the report on
the mine’s Environmental Impact Assessment [23]. The second scenario evaluates the effectiveness of
implementing the anti-smog resolution in force in the Lower Silesian Voivodship, which will result in
a deep modification in the profile of residential heat sources [11]. The last scenario is an assessment of
the implementation of both previously mentioned scenarios. The data included in the calculations for
the three assumed scenarios are summarized in Table 5.

Table 5. Emission for individual sources included in the calculations for individual scenarios.

Emission Source

PM10

(Mg/Year)
PM2.5

(Mg/Year)
PM10

(Mg/Year)
PM2.5

(Mg/Year)
PM10

(Mg/Year)
PM2.5

(Mg/Year)

Scenario 1 Scenario 2 Scenario 3

KWBT 521.51 207.88 935.37 363.63 521.51 207.88
ELT 435.3 218.49 435.3 218.49 435.3 218.49

Household heating 452.8 349.3 19 18.1 19 18.1
Road transport 104.39 34.34 104.39 34.34 104.39 34.34
Oth. industry 0.56 0.28 0.56 0.28 0.56 0.28

Czechia and Germany 226.8 213.65 226.8 213.65 226.8 213.65
Total 1741.36 1023.94 1721.42 848.49 1307.56 692.74

As a result of the analyses presented in the report on the environmental impact of the mine [23],
in order to avoid a significant impact of the object on the neighboring areas, it was necessary to indicate
possible additional mitigation measures (Table 6).

In addition, in 2019, a new ash conveyor was created directly from the power plant to the
open pit, which will eliminate the impact of the storage area. It was estimated that, as a result of
the implemented measures, the total emissions from the mine will be reduced from 935.4 Mg by
approximately 44% for PM10 and from 363.6 Mg by approximately 43% for PM2.5 and will be 521.5 Mg
and 207.9 Mg, respectively.

Another important change in the emission characteristics of the commune is the implementation
of the anti-smog resolution, according to which, by 2028, boilers of a class lower than 5 will not be
operating in the entire Lower Silesian Voivodship. Within the voivodship, it is allowed to burn solid
fuels in devices from which “particulate matter emissions do not exceed the emission threshold values
set out in Commission Regulation (EU) 2015/1189 of 28 April 2015 implementing Directive 2009/125/EC
of the European Parliament and of the Council with regard to ecodesign requirements for solid fuel
boilers” [12]. The implementation of the resolution is estimated to result in around a 95% reduction in
dust pollution. Total PM10 emissions are to be reduced from 452.8 to around 19 Mg and PM2.5 from
394.3 to 18.1 Mg. The values of emission totals and the scale of emission reduction were estimated
on the basis of an emission database from a detailed inventory of emissions prepared for annual air
quality assessments carried out until 2017 by the Voivodship Inspectorate for Environmental Protection
in Wrocław (currently the Regional Department of Environmental Monitoring of CIEP). This database
contains, among others, information on surfaces heated using old-type boilers fed with coal and wood.
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Table 6. Measures to minimize the impact of KWBT on air quality in Bogatynia commune (on the basis
of [23]).

Action Location of Action Effectiveness of Action

Spraying of working levels (water cannons) Open-pit area (backfilling and
operation area) Up to 60%

Securing the top of the backfill area, which
will be backfilled again or redeposited The open-pit region Depending on the degree of land

cover (reduction of emissions to 100%)

Organization of work control system
depending on weather conditions Open-pit area and coal bin 20–100%

Housing of selected sections of conveyor
belts with particular emphasis on ash lines Open-pit area and coal bin Up to 70–85%

Water mist installations in transfer nodes Open-pit area and coal bin Up to 90%

Limiting the height of free falling
of dusting material Open-pit area and coal bin

Depending on the degree of reduction,
e.g., reduction of height by 50%;

reduction of emissions by around 60%

Building on selected transfer node Coal bin 100%

Windscreen assembly Coal bin 70–80%

Sprinkling of technical roads Coal bin/transport Up to 60%

Regular road washing Coal bin/transport 50%

Reduction of car traffic on the “coal road”
by 50% Coal bin/transport 40–50%

Reducing brown coal sales including
liquidation of sales to

domestic retail customers
Coal bin/retail sale Up to 90%

3.2. Health Risk Assessment

The health risk assessment associated with long-term (annual) PM2.5 exposure for the
analyzed scenarios was performed using the dose–response function and relative risk index
(RR (95% CI) = 1.062 (1.040–1.083) for every 10 μg/m3) [33,34].

The crucial element of health risk assessment for the analyzed area was accurate mapping of the
exposure of the population at risk. For this reason, the health assessment was performed for each of
the separated areas adopted as the air quality model grid, based on obtained results of the level of
annual mean PM2.5 concentration and demographic indicators assigned to the model grid (Figure 6).
The number of exposed people and the number of deaths classified by causes were determined on the
basis of data from official statistics with a division of the population into age groups [35]. For more
detailed analysis, data from spatial distribution were used, considering the current administrative
division of the country according to Nomenclature of Territorial Units for Statistics (NUTS) level 5 and
the state register of administrative borders [36–39]. For this purpose, among others, the dasymetric
map of population density developed by the European Environment Agency—raster layer “Population
density grid of EU-27+, version 4 and 5”—was used. The dasymetric map and population density were
corrected in line with the current land use information. To verify the population in the model grid,
the National Official Register of the Territorial Division of the Country was used with the distinction of
towns with district rights, urban, rural and urban-rural communes as well as towns and rural areas in
urban-rural communes.

The analyses were performed for the baseline condition without considering emission reduction
scenarios and for each scenario separately. The results are presented both in the form of the estimated
number of premature deaths related to the exposure of the general population to PM2.5 and relative
changes in the impact assessment for each scenario.
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Figure 6. Map of the population density distribution (source: own study).

4. Results

4.1. Meteorological Conditions in the Base Year

On the basis of calculations made with the WRF/CALMET model, the analysis of meteorological
conditions significantly affecting the dispersion of pollutants in 2018 was performed (Figures 7–15).
Both spatial variability of selected parameters per year and monthly variability were discussed based
on selected locations—Bogatynia (the largest city in the commune), Sieniawka (located in the southwest
of the examined area) and Działoszyn (located in the north of the examined area).

Wind as a parameter shaping the rate and direction of the pollution spread is one of the most
important parameters for the dispersion process. With complex terrain, it can be highly variable,
and when dealing with such a specific object as a deep open-pit mine, it is necessary to include it in
the model as a field variable in space. This is clearly marked when analyzing the prevailing wind
directions, where a significant change in the air flow occurs in the area of the open pit and, while the
wind is southern for the most part of the area, in the pit, it changes direction to the west or east.
The significant dynamics of the dominant wind direction can also be seen in the depression in which
Zittau and Hrádek nad Nisou are located, where in 2018, winds from the western sector prevailed.

The calculations show that the wind field in the analyzed area is characterized by variability of
annual mean speeds in the range of 3.8 to 4.4 m/s. The highest speeds (above 4.2 m/s) characterize the
northwest and southeast parts of the analyzed area (Figure 7). Reduced wind speeds are characteristic
of the valley areas (around Bogatynia, as well as Zittau and Hrádek nad Nisou).

Based on the hourly wind speeds and directions, annual wind roses were prepared for selected
grids within meteorological domains representing the following cities: Bogatynia, Sieniawka and
Działoszyn (Figure 8). The obtained calculation results indicate that, in 2018 in Bogatynia, winds from
the southern sector (19%) definitely dominated; the highest speeds were also recorded in this sector.
In Sieniawka, the share of winds from the southern sector was also the largest (13%), but the share
of winds from the NW and WNW sectors was also significant (around 10% per year). In Działoszyn,
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apart from southern winds (13%), there was a large share of SSW winds (11%). Only in Działoszyn,
the share of winds from the direction in which KWBT is located (in this case, the southern sector)
was significant. The highest amount of calm winds was recorded in Bogatynia (1.8%); in other cities,
this value was around 1%.

In the case of the analysis of wind speed values, higher values of monthly mean wind speeds
(except for the summer months, i.e., June–August) were observed in Bogatynia than in Działoszyn
and Sieniawka (Figure 9). According to the distribution of monthly mean wind speeds in 2018,
higher wind speeds (above 5 m/s) occur in the autumn and winter months (October, January, November,
and December). The spring–summer period (May–August) was characterized by lower wind speeds
(below 3.5 m/s).

On the other hand, the classification of wind speeds for selected grids from the studied area shows
that the most frequently occurring were the winds with speeds in the 3–5 m/s range (30.5–38.1%),
referred to as mild winds (Figure 10). Weak winds, i.e., 1.5–3 m/s, and winds with speeds above 5 m/s
occurred with similar frequency in all towns (around 21%–27%). In Bogatynia, more than 1% of winds
with very high speeds >10.8 m/s were observed. In 2018, wind speeds less than 1.5 m/s occurred in
9.9% of cases in Działoszyn, 11% in Sieniawka and 12.6% in Bogatynia.

According to the Climate Monitoring Bulletin of Poland, published annually by the Institute of
Meteorology and Water Management, 2018 has been classified as an extremely warm year [40,41].
The analyses show that the annual mean air temperature in 2018 in the studied area varied from around
9 ◦C to over 10 ◦C, while in most of the area, it was around 9.5 ◦C. Temperatures above 10 ◦C occurred
in the northern part of KWBT and in the vicinity of ELT and in the northwest of the area (Figure 11).
The coldest month in 2018 and the only one with the average temperature below 0 ◦C was February
(around −4 ◦C). March was also quite cool (monthly mean around 0 ◦C) (Figure 12). The month with
the highest mean (>20 ◦C) was August. At the same time, from April to October, monthly mean
temperatures were above 10 ◦C. The characteristics of monthly mean temperatures indicate that the
Bogatynia and Działoszyn regions are thermally similar, while the Sieniawka area is slightly cooler.

Figure 7. Spatial distribution of annual mean speeds and dominant wind direction determined by the
WRF/CALMET model in 2018 (source: own study).
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(a) 

  
(b) (c) 

Figure 8. The distribution of wind directions and wind speeds determined by the WRF/CALMET
model in the meshes of the meteorological grid corresponding to the location of selected towns in 2018
(Source: Own study): (a) Bogatynia, (b) Sieniawka, (c) Działoszyn.
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Figure 9. Monthly mean wind speeds determined by the WRF/CALMET model in selected towns in
2018 (source: own study).

 

Figure 10. The frequency of wind speeds in specific ranges in selected towns in 2018 (source: own study).

Figure 11. Spatial distribution of annual mean air temperature values determined by WRF/CALMET
in 2018 (source: own study).
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Figure 12. The course of the monthly mean air temperature determined by the WRF/CALMET model
in selected towns in 2018 (source: own study).

The Pasquill atmospheric stability classes, which describe the vertical air turbulence associated
with temperature gradient and wind speed, are very important parameters for the dispersion of
pollution. The model adopts six stability classes (PGT1–PGT6). Classes 1 and 2 are unfavorable for
the dispersion of pollutants due to the fact that the trail of exhaust gases rises and falls due to intense
turbulence. Classes 5 and 6, in which inverse conditions occur, are very unfavorable; the pollutants
remain in the given area at low altitudes because they have no conditions for dispersion. The incidence
of individual classes was determined for the towns of Sieniawka, Działoszyn and Bogatynia (Figure 13).
The calculations show that, in the vicinity of the towns in question, in 2018, the most common was
the atmospheric stability class 4, which represents neutral conditions (around or over 50% of cases).
Class 1, defined as extremely unstable conditions, was very rare (less than 1% of cases). However,
unfavorable classes 5 and 6 occurred in a total of around 21–30% cases during the year, most often
in Sieniawka.

The year of 2018 was a dry year, which is also confirmed by the spatial distribution of the annual
total precipitation in the area (Figure 14). Such conditions adversely affect the rise of dust pollutants,
which, in the case of a large-scale object such as a mine, may contribute to the occurrence of high
concentrations. In 2018, the annual rainfall totals in the studied area ranged from around 600 (in the
west in the area of the Nysa Łużycka Valley) to 800 mm (in the east in the area of the Izera Mountains).
The analysis of the annual rainfall totals in selected locations indicates a relatively small variability:
from around 590 mm in Sieniawka to around 620 mm in Bogatynia and Działoszyn. The analysis
of the variability of precipitation in 2018 shows that the lowest rainfall occurred in February and
November—below 10 mm—while the highest was measured in June and December (77–97 mm)
(Figure 15). In Sieniawka, high rainfall was noted also in January, where the total was around 30 mm
higher than in Bogatynia and Działoszyn. For the remaining period of the year, rainfall totals in
Sieniawka were slightly lower than for Bogatynia and Działoszyn, especially in May and June. In the
remaining months of the year, the differences in the total precipitation between individual towns did
not exceed 10 mm.
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Figure 13. Share of the Pasquill atmospheric stability classes determined by the WRF/CALMET model
in selected towns in 2018 (source: own study).

Figure 14. Spatial distribution of annual precipitation determined by the WRF/CALMET model in 2018
(source: own study).

 

Figure 15. Monthly precipitation totals determined by the WRF/CALMET model in selected towns in
2018 (source: own study).
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4.2. The Results of Air Quality Modeling

Human health protection is the main criterion for air quality assessment. This study focuses on
the analysis of long-term effects; therefore, the values of annual mean concentrations of PM10 and
PM2.5 were assessed, with limit levels of 40 μg/m3 and 25 μg/m3, respectively. The assessment of
changes resulting from the implementation of individual scenarios is presented as a relative difference.

Additionally, the shares of the main particulate matter emission sources in concentrations in two
selected profiles of different emission nature were analyzed for scenarios 1 and 2. The first profile,
around 40 km long, running from Działoszyn through Zatonie to Hrádek nad Nisou, clearly shows
the impact of the energy complex. The second profile, around 26 km long, running from Olbersdorf
through Zittau, Bogatynia and Hermanice to Frydlant, reflects the characteristics of the concentration
field associated with emissions from household heating.

4.2.1. Annual Mean PM10 Concentrations

The obtained results show that, in the year of diagnosis, the annual mean PM10 concentration
practically in the entire analyzed area did not exceed the limit value (Figure 16). The area located
near the ash storage area, where maximum concentrations reached over 100 μg/m3, was the exception.
However, this area is located outside built-up areas, within a forest complex, so its range is limited.
High concentrations also occur within the open pit, which is justified by the industrial characteristics
of the area. Within the settlement area, the annual mean concentrations of PM10 are in the range of
18–26 μg/m3 (45–65% of the permissible level). The highest concentrations in built-up areas occurred
in Bogatynia and reached 34 μg/m3 (85% of the permissible level). The lowest concentrations in the
studied area occurred in its northwestern and southeastern regions (in elevated areas, marked in
dark green).

The model calculations show that the implementation of corrective actions discussed in scenario 1
(Figure 16b) regarding the power complex facilities results in a maximum 70% reduction in
concentrations nearby ash storage area. The greatest effectiveness is expected in the immediate
vicinity of the ash stockyard (area marked with an arrow). Within a radius of 4 km from the main
emission sources, a maximum reduction of 5% can be expected. The greatest effectiveness of actions in
development areas is expected in the districts of Bogatynia–Zatonie (30–40%) and Trzciniec (10–15%),
but also in Sieniawka (5–10%) and on the German side in the cities of Hirschfelde and Drausendorf
and in eastern areas of Zittau (5–10%).

On the other hand, of the analyses carried out for activities indicated in scenario 2, they will be
most effective in built-up areas (Figure 16c). In Bogatynia, as much as 20–40% decrease in annual mean
PM10 concentrations is estimated. In larger cities, concentrations will fall by around 10–20%, and,
in the remaining areas, the change will not exceed 5–10%.

The best effect was obtained for the compilation of scenarios 1 and 2, which is scenario 3
(Figure 16d), in which case at least a 10% decrease in concentrations can be expected basically in the
entire analyzed area within the Polish borders. A small impact on the decrease in concentrations on
the Czech and German side may, however, prove that the impact of both the energy complex and local
emissions associated with the combustion of fuels in household heating devices is very limited.

Analyzing the share of emission sources in the annual mean PM10 concentrations in the profile
between Działoszyn and Hrádek nad Nisou (Figure 17), it can be concluded that the inflow of pollutants
from outside the computational domain has a very significant share, which is estimated at around
16 μg/m3 basically along the entire length of the profile. The concentrations related to household
heating, which are clearly marked only on the Polish side of the border, are also an important component
of the profile. The closer the sources of the power complex, the more significant the increase in their
share; however, their range of influence is very limited (a few km). In the immediate vicinity of the ash
storage area, its share is similar to the share of the inflow. The impact of KWBT is practically limited
to industrial areas and may be associated with local high concentrations, even exceeding the target
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values. At the same time, it is clear that individual operations (transshipment at a coal yard, dumping
or mining) have a significant impact basically in the place of their performance.

 
(a) (b) 

 
(c) (d) 

Figure 16. Annual mean PM10 concentrations in 2018: modeled values and relative differences for the
analyzed scenarios (source: own study): (a) in 2018, (b) relative difference for scenario 1, (c) relative
difference for scenario 2, (d) relative difference for scenario 3.

 

Figure 17. Profile of annual mean concentrations of PM10 between Działoszyn and Hrádek nad Nisou,
considering the shares of individual source groups in 2018 (source: own study).
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The implementation of the measures from scenario 1 will result in a very large decrease in
concentrations, and so air quality standards will be met throughout the entire length of the analyzed
profile (Figure 18). In this case, the most important factor shaping the air quality in the studied area
will be the inflow of pollution. The impact of the power complex will be comparable to the current
impact of emissions from household heating.

 

Figure 18. Profile of annual mean concentrations of PM10 between Działoszyn and Hrádek nad Nisou,
considering the shares of individual source groups for scenario 1 (source: own study).

In the profile from Olbersdorf to Frydlant, the inflow of pollutants from outside of the studied area
has the largest share in annual mean PM10 concentrations (Figure 19), similar to the profile analyzed
earlier. However, in Poland, emissions related to household heating also have a very high share
in concentration. This is particularly evident in Bogatynia, where concentrations from this type of
emission can reach up to 12 μg/m3. Transport is the third most important group of sources in the
studied profile (maximum annual mean PM10 concentrations reach up to around 3 μg/m3). The impact
of the mine is relatively small, and it is significant only within the open pit (mining). At the same time,
there are no exceedances of air quality standards virtually along the entire length of the profile.

The implementation of the anti-smog resolution will practically eliminate the impact of emissions
from household heating, which will result in a significant reduction in the concentrations associated
with it. This is clearly marked on the analyzed profile (Figure 20).
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Figure 19. Profile of annual mean concentrations of PM10 between Działoszyn and Hrádek nad Nisou,
considering the shares of individual source groups in 2018 (source: own study).

 

Figure 20. Profile of annual mean concentrations of PM10 between Olbersdorf and Frydlant,
considering the shares of individual source groups in scenario 2 (source: own study).

4.2.2. Annual Mean PM2.5 Concentrations

The results of the conducted model tests indicate that the lowest values of the annual mean PM2.5

concentration occurred in the eastern part of the area, where they do not exceed 14 μg/m3 (56% of
the limit value) (Figure 21a). In the central part of the area, concentrations remain in the range of
14–16 μg/m3. Outside the industrial area, the highest annual mean PM2.5 concentrations occur in
Bogatynia, where they reach around 23 μg/m3 (92% of the limit value). In other locations in the studied
area, higher annual mean concentrations of PM2.5 were also recorded in Trzciniec Dolny (84% of the
limit value), Zatonie (79% of the limit value), Sieniawka (76% of the limit value) and Działoszyn (70%
of the limit value).
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(a) (b) 

 
(c) (d) 

Figure 21. PM2.5 annual mean concentrations in 2018: modeled values and relative differences for the
analyzed scenarios (source: own study): (a) in 2018, (b) relative difference for scenario 1, (c) relative
difference for scenario 2, (d) relative difference for scenario 3.

Minimizing measures implemented in scenario 1 will locally (nearby ash storage area) result in
a maximum 75% reduction in annual mean PM2.5 concentrations (Figure 21b). However, the range
of maximum reductions is smaller than it was in the case of PM10, which is due to the nature of the
dust associated with the emitters of the power complex (in particular, KWBT and ash storage area).
Emissions from this type of facility primarily concern mineral dust with larger fractions and lower
volatility. The greatest efficiency is expected in the immediate vicinity of the ash storage area. Within a
radius of 1.5 km from the main sources, a maximum reduction of 5% can be expected. Analyzing the
development areas, the direct significant impact of the application of the measures resulting from
scenario 1 can only be seen in Zatonie and Trzciniec.

The implementation of scenario 2 will result in similar reductions in PM2.5 concentrations, as in
the case of PM10, but the reduction range is greater (Figure 21c).

As in the case of PM2.5, the best effect was obtained for scenario 3: a 10% reduction in concentration
values was obtained practically throughout the entire analyzed area within the Polish borders
(Figure 21d).

In the profile between Działoszyn and Hrádek nad Nisou (Figure 22), there are no exceedances of
air quality standards set for annual mean concentrations of PM2.5. Analyzing the shares of emission
sources, it can be stated that, also in the case of this pollution, the inflow of pollutants from outside
the computational domain has a very significant share, which is estimated at around 13 μg/m3 on
the entire length of the profile. An important component of the profile is also concentrations related
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to household heating. As the sources of the power complex approach, their share increases, and the
impact is much smaller than it was in the case of PM10.

 

Figure 22. Profile of annual mean concentrations of PM2.5 between Działoszyn and Hrádek nad Nisou,
considering the shares of individual source groups in 2018 (source: own study).

The emission reduction related to the implementation of scenario 1 will significantly reduce the
annual mean concentrations of PM2.5 and the share of concentrations from local emissions will be
lower than the concentrations from inflow (Figure 23). The impact of emissions related to the ash
storage area will practically disappear and the impact of emissions from the mine will be limited to its
area. The largest share of local emissions in concentrations will be associated with the impact of local
heating sources.

 

Figure 23. Profile of annual mean concentrations of PM2.5 between Działoszyn and Hrádek nad Nisou,
considering the shares of individual source groups for scenario 1 (source: own study).
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In the profile between Olbersdorf and Frydlant, the annual mean concentration of PM2.5 also has
the most significant share of pollution (Figure 24). Locally, however, in Bogatynia, there is a very large
share of emissions associated with household heating systems. The concentrations in Bogatynia are
approaching the limit value, but they do not exceed it. Other local sources (also emissions related to
KWBT) are much less important.

 

Figure 24. Profile of annual mean concentrations of PM2.5 between Olbersdorf and Frydlant, considering
the shares of individual source groups in 2018 (source: own study).

The implementation of the anti-smog resolution in the examined area will practically result in
a very large reduction of local emissions and thus its impact on the formation of air quality in the
examined area (Figure 25). The more significant impact of KWBT is practically limited to the open-pit
area, but its share is similar to the share of emissions from local transport.

 

Figure 25. Profile of annual mean concentrations of PM2.5 between Olbersdorf and Frydlant, considering
the shares of individual source groups in scenario 2 (source: own study).
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4.3. Assessment of the Effectiveness of the Implementation of Various Scenarios Based on the Results of Health
Risk Analyses

The obtained results of health risk assessment analyses indicate the 6% general improvement in
air quality from the implementation of scenario 1 (all activities specified for the mine) in the entire
commune leads to the reduction of health effects by nearly 5%. This confirms that the mine itself has
a negligible impact on the health of residents (current estimated health impact—base scenario—is
approximately 7%; see Table 7).

Table 7. PM2.5 concentration and related premature deaths calculated for emission scenarios.

Scenario

Annual Mean PM2.5 Concentration Estimated Total Number of
Premature Deaths (95% CI)Arithmetic Average (95% CI) Population Weighted Average

(μg/m3) (μg/m3) -

Baseline scenario 17.1 (10.4:23.9) 19.3 122.2 (78.8:163.6)
Including the mine’s

influence 1.01 (−2.1:4.1) 1.4 9.0 (5.8:12.0)

Scenario 1 (16.1 19.8) 18.3 116.2 (75.0:155.6)
Scenario 2 15.9 (9.7:22.0) 16.5 104.6 (67.5:140.1)
Scenario 3 14.9 (12.8: 16.9) 15.5 98.6 (63.6:132.0)

A completely different situation is observed in the case of scenario 2 (introduction of provisions
resulting from the implementation of regional measures, i.e., anti-smog resolution). A noticeable
decrease of over 7% in the level of pollution in the commune when implementing scenario 2 causes
over a two-fold higher (14.4%) decrease in health risk (premature deaths).

Both abovementioned scenarios can be implemented independently and simultaneously by
separate units based on their competence (mine authorities and local government). The implementation
of both scenarios together (scenario 3) causes a significantly higher improvement in air quality and
reduction in health risk in the studied area (e.g., changes in the values of the weighted population
annual average concentration). After implementing the scenario 3 measures in the analyzed area,
the 18% decrease in the number of premature deaths can be expected (estimated according to the
baseline scenario) when the concentration of average annual particulate matter is reduced by just
over 13%.

In each case (scenarios), the spatial distribution of health effects reduction changes is not regular
(Figures 26–28). The analysis of the obtained results of premature death changes distribution for
the areas of the commune shows little impact on the populated area for scenario 1, where in the
vast majority of areas (nearly 73% of the area), the observed changes do not exceed 5% (Figure 26).
Despite this, in this scenario, there are close to 1% areas with over 30% improvement in health.
Generally, in 7% of areas, the number of premature deaths is reduced by at least 15%.

The situation looks much better with the implementation of scenario 2 (Figure 27). For this
scenario, a decrease in the number of premature deaths associated with long-term exposure to PM2.5

lower than 5% is already observed in nearly 58% of areas. An improvement in health—that is, at least
a 15% reduction in premature deaths—has already been noticed in 12% of areas.

Implementation of scenarios 1 and 2 at the same time remains the most effective and
health-promoting solution (for scenario 3, see Figure 28). Assessment results for scenario 3 show that
only in 25% of the areas, the improvement in health is less than 5%, while a reduction in premature
deaths of over 15% is observed almost in 33% of the commune’s area.
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Figure 26. Spatial distribution of relative changes (reductions) in the number of premature deaths for
scenario 1 relative to the baseline scenario.

Figure 27. Spatial distribution of relative changes (reductions) in the number of premature deaths for
scenario 2 relative to the baseline scenario.
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Figure 28. Spatial distribution of relative changes (reductions) in the number of premature deaths for
scenario 3 relative to the baseline scenario.

5. Summary and Final Conclusions

Mathematical modeling is one of the tools whose application within the air quality management
system is crucial. Commonly, mathematical models apply, among others, when developing plans and
programs of corrective actions aimed at achieving and/or maintaining air quality at an appropriate
level; analyses of the effectiveness of implementing specific solutions; analyses of the impact of air
pollution on various elements of the environment, including human health; air quality forecasting,
considering changes in the activity of emission sources and meteorological conditions, and providing
the public and decision-makers with adequate information. In the case of modeling systems, it is
important that the input data used in the analyses (including emission, meteorological and topographic
data) are current and accurate. This has a significant impact on the results obtained by modeling
and their credibility and representativeness. An important element of this type of analysis is the
assessment of discrepancies in the results of model calculations, including the relative error rate of the
modeling result in relation to the results of measurements made at measuring stations using devices
compatible with or equivalent to the reference method specified for a given pollutant. This type of
procedure was undertaken as part of the work in which the selected case study was the area of the
commune in Poland, whose character was considered unique and complex due to the geographical
location and diversity of the terrain and the functioning energy complex. Analyses were carried out
considering the defined activities for three emission reduction scenarios: (1) scenario related to changes
in emissions in the analyzed mine resulting from the minimizing measures indicated in the report on
the mine’s environmental impact, (2) scenario resulting from the “anti-smog” resolution in force in the
Lower Silesian Voivodship and (3) scenario compiling the abovementioned scenarios. Additionally,
to demonstrate the effectiveness of planned preventive and corrective actions taken in the analyzed
area, a health risk analysis was performed. All analyses were made considering the changes in the
distribution of pollutant concentrations within the boundaries of the commune.

The results of the conducted analyses indicated that the lowest values of the annual mean PM2.5

concentration occurred in the eastern part of the studied area and did not exceed 14 μg/m3 (56% of
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the limit value). The implementation of activities resulting from the considered scenario 1 will result
in a reduction in annual mean concentrations of PM2.5 (maximum 75% in industrial area), mainly
due to the maximum reduction in activities carried out within the furnace ash storage area, as well
as the construction of a new ash conveyor, thanks to which the storage area will be practically taken
out of operation. The achieved range of maximum concentration reduction was smaller than in the
case of PM10, which may be due to the nature of the dust associated with the emitters of the energy
complex (in particular, KWBT and ash storage area). Emissions from this type of facility primarily
concern mineral dust of larger fractions that are transported in the atmosphere to a much lesser extent.
The greatest result is expected in the immediate vicinity of the ash storage area. Within a radius of
1.5 km from the main sources, a slight reduction in concentrations, not exceeding 5% of the current
state, can be expected. For this reason, actions taken under this scenario do not have a major impact on
the health of the surrounding residents.

The performed analyses have shown that the implementation of scenario 2 will result in
similar levels of PM2.5 concentration reductions as PM10, but with a much vaster spatial range,
which translates into a much higher impact on the population threat related to air quality, with an
estimated 14% reduction.

The best effect was obtained for scenario 3, where, in total, the average 10% reduction in
concentration values was obtained practically in the entire analyzed area within the borders of the
community. Therefore, the implementation of both scenarios seems to be the most effective for limiting
the health risk associated with the exposure of residents to particulate matter (estimated health effect
reduction is almost 20%). The full implementation of scenario 3 shows that only in 25% of the area was
the expected improvement of health lower than 5%. A significant decrease in health risk (more than
15%) was observed in as much as one third of the studied area.

Mathematical modeling as a tool should be disseminated, and the data used in the model should
be available not upon special request but due to the obligation to provide access to information on the
environmental impact of an installation, plant and/or the group of emitters in a given area.
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(Zielonka, Poland), Rafał Skorupiński, as well as Milena Gola-Kozak and Dorota Sucholas from PGE Górnictwo i
Energetyka Konwencjonalna S.A., Kopalnia Węgla Brunatnego Turów (Bogatynia, Poland).
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Abstract: Environmental issues are nowadays of great importance. In particular air and water quality
should be kept at as high levels as possible. Energy conversion systems and devices which are applied
for converting the chemical energy contained in different fuels into heat, electricity and cold in the
industry and housing are sources of different gases and solid particle emissions. Medical data show
PM2.5 dust in particular is highly dangerous for human health. Therefore, limiting the number of
low-quality fuel combustion processes is a key issue of modern energy policy. Statistical data show
that domestic heating systems account for a large share of the total emissions of PM2.5 and PM10 dust.
For example in Poland in 2017, the share of households in the total annual emissions of PM2.5 dust
was equal to ca. 35.8%, while the share of PM2.5 emission in industry (i.e., power generating plants,
industrial power plants and technologies) was equal to only 23.6%. A possible way of solving this
problem is by the successful replacement of old domestic furnaces by combined heat and power (CHP)
or multigeneration boilers which can be used for heating the rooms and sanitary water and generating
electricity and cold. Such systems can possibly contribute in the future to significant reductions of
dust emissions and air pollution in urban and rural areas by limiting the number of low-quality fuel
combustion processes. This article presents design considerations and experimental results related to
a domestic micro-CHP unit which is based on organic Rankine cycle (ORC) technology. The main
aim of the design works and experiments was therefore the analysis of the possibility of integrating
the ORC system with a standard domestic central heating gas-fired boiler. The specially designed
micro-ORC system was implemented in the laboratory and experiments were performed using this
test stand. The main design aims of the test-stand were: low operating pressure, small working
fluid flow, low price and compact dimensions. To meet these aims, volumetric machines were
chosen as the expander and working fluid pump. The experimental results were positive and show
that it is possible to integrate an ORC system with a standard domestic central heating gas boiler.
For different heat source temperatures, the obtained expander power ranged from 109 W to 241 W
and the thermodynamic cycle efficiency ranged from 4.3% to 8.8%. These positive research results
were achieved partly thanks to the positive features of the different system subassemblies.

Keywords: air pollution; PM2.5 dust; ORC; working fluid; selection method; volumetric expander;
thermodynamic analysis

1. Introduction

One of the most important issues of present times is preventing excessive air pollution. Different
industrial and domestic energy conversion systems and devices which are applied for converting
the chemical energy contained in different fuels into heat, electricity and cold are sources of different
gases and solid particle emissions. Especially in the countries (such as e.g., China, India, USA, RPA,
Japan, Poland) whose power sector and industry are mainly based on the use of different fossil fuels
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(i.e., coal, coke, furnace oil or biomass) for the heat and electricity generation limiting these emissions
is of great importance.

As the result of solid fuels combustion, in addition to the emission of gaseous pollutants (i.e., carbon,
sulfur and nitrogen oxides), solid particles of different sizes are contained in the flue gases and emitted
into the atmosphere in the form of dust. This problem became especially visible since many new
measuring stations were installed around the world. Recently, the issue of micron particle sized
(i.e., PM10 and PM2.5) dust emissions has become particularly widely discussed in the media and
the professional articles by many officials and researchers due to significant, negative impact of
these dust on human health. PM2.5 dust (i.e., dust featuring a particle size smaller than 2.5 μm) is
especially hazardous to human health as its microparticles are able to penetrate the lungs, where they
are dissolved in biological fluids and carried via the bloodstream through the whole body, causing
different health issues (e.g., respiratory reactions). The importance of this issue is raised in numerous
scientific studies on dust emissions into the atmosphere [1–12] and their impact on human health and
the environment [13–17].

Statistical data on dust emission is published by many governmental and private agencies,
for example by the statistical office of the European Union (Eurostat) and Statistics Poland (GUS).
Table 1 summarizes statistical data on PM2.5 dust emission in the EU-28 countries in 2017 [18].

Table 1. Statistical data on PM2.5 dust emissions in EU-28 countries in 2017 [18].

Source of Dust Emission
Emission
Tonnes

Energy production and distribution 49,716
Energy use in industry 108,887

Road transport 142,621
Non-road transport 32,085

Commercial, institutional and households 732,863
Industrial processes and product use 142,801

Agriculture 44,137
Waste 50,773
Other 485

Total sectors of emissions for the national territory 1,304,368

Table 2 summarizes the data on dust emissions in 2017 from various branches of the economy in
Poland [19].

Table 2. The data on PM2.5 dust emissions in 2017 from various branches of the economy in Poland [19].

Source of Dust Emission
Emission
Tonnes

Power generating plants 10,400
Industrial power plants 35,500
Industrial technologies 34,700

Households 122,000
Other stationary sources (local boiler plants, trade, workshops, agriculture and others) 102,600

Mobile sources 35,500
Total 340,700

The data on the PM2.5 emissions reported in Table 1 and in Table 2 show that in EU-28 countries
and in Poland households have the largest share of PM2.5 dust emissions. The households share of
PM2.5 dust emissions in Poland reached ca. 45% of the total emissions in 2017. Statistical data [18,19]
show that other stationary installations are the second and transport is the third main source of PM10

and PM2.5 dust emissions. For example in Poland, it was reported in 2017, [19] that emissions of
these dusts from road transport, other vehicles and equipment (including rail transport) was equal
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to ca. 10% of total national emissions. It was also reported that a significant part of these emissions
came from abrasion of tires and brakes and abrasion of road surfaces rather than fuel combustion [19].
The same data sources [18,19], show that the share of dust emission from the professional commercial
and industrial installations which are commonly equipped with modern and efficient flue gas cleaning
systems (such as for example electrostatic precipitators) is much smaller than in the case of other
sectors of the economy.

Significant air pollution with dust is clearly visible in the autumn, winter and spring in rural
and urban areas in which furnaces and boilers fed by low-quality fuels, such as wood, humid coal
and other solid fuels are often used for domestic heating. The efficiency of these furnaces is low
and usually ranges from 56% up to 70% [20], which additionally results in the unfavorable ratio of
the amount of burned fuel to the heating effect, thereby increasing the amount of emitted flue gases.
In large cities, the problem of dust emission is visible mostly in the areas of old, large housing estates
consisting of buildings, which in most cases have not been properly insulated and whose residents use
low-quality furnaces for heating the flats. Such settlements are, for example, Biskupin and Sępolno
in Wrocław (Poland), which were built in 1930s and are composed of one floor brick blocks and
single-family buildings.

Solid fuels which are usually combusted in domestic furnaces are featuring significant share of
volatile matter. Table 3 reports the share of volatile matter (Vdaf), and calorific values (Qwr) for the
solid fuels which are commonly combusted in the domestic furnaces [21]. Natural gas and heating oil
were added to this Table for comparison.

Table 3. The share of volatile matter (Vdaf), and calorific values (Qwr) for the solid fuels which are
commonly combusted in the domestic furnaces [21].

Fuel Type
Vdaf

%

Qwr

MJ/kg

Flame coal 30 25.0
Wheat 63–78 14.3–15.2

Waste wood 55–81 13.0
Natural gas 100 43.0
Heating oil 0 39.7–42.7

It was reported in [19] that in Poland, the average concentration of PM2.5 dust in air was in 2018
equal to 22 μg/m3. This concentration was 10% above the 20 μg/m3 concentration which Poland should
meet in 2015 and 4 μg/m3 above the national PM2.5 reduction target which was set by the government to
18 μg/m3 and should be achieved by 2020. The highest values of the average concentration of PM2.5 dust
were observed in 2018 in Upper Silesian and Kraków agglomerations (31 μg/m3), Rybnik-Jastrzębska
agglomeration and Bielsko-Biała (30 μg/m3) as well as in Częstochowa (27 μg/m3) and Legnica
(25 μg/m3). These are agglomerations and cities having above 100,000 inhabitants. The highest values
of emissions (for both PM10 and PM2.5 dust) were recorded in 2017 in Central Europe (i.e., in Poland,
Bulgaria, Croatia, Slovenia, Romania and Hungary) as well as in Italy and Cyprus.

In large agglomerations of cities, settlements and villages reducing the dust emissions from
heating devices is not an easy task. One possible solution is connecting the houses, settlements and
villages to the municipal heating network. However, sometimes it is not possible for various reasons
(e.g., field restrictions, lack of space for heat exchangers in buildings, social issues, etc.). For the
companies that are producers and distributors of network heat, such an investment is often not
economically justified due to the above-mentioned problems, installation costs and a limited number
(density) of potential heat recipients in a given area.

Currently, different municipal authorities in Poland and other countries are implementing
co-financing programs focused on modernization of domestic heating systems by replacement of the
old furnaces by modern heating devices (such as e.g., heat pumps or gas boilers). There are many
devices of this type available on the market. These devices are featuring different technical parameters
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depending on the manufacturer and the design. For example, domestic gas boilers can be classified by
the design of the combustion chamber [22]. Boilers with a closed combustion, boilers with an open
combustion chamber and condensing boilers are applied in the domestic heating. Condensing boilers
are featuring the highest energy conversion efficiency.

One of the possible methods of reducing the dust emission from domestic heating into the
environment may be the application of combined heat and power (CHP) or multigeneration systems
specially designed for domestic application. These systems can be installed as replacements of the
currently applied old low-efficient boilers. This solution can in effect result in limiting the number of
combustion processes and emissions of harmful substances into the atmosphere.

Domestic CHP system can be successfully designed and implemented with the application of
technologies that are currently available on the market such as photovoltaic (PV) cells combined with
heat pumps or heating systems based on electric heaters [23]. However, the power output of PV
systems is usually limited by the availability of space required for their installation (e.g., the roof
surface). The multigeneration system can be implemented for example by a coupling set of PV cells,
heat pump and air conditioning unit [24]. Domestic boilers which are currently available on the
market are fed by gas, oil or ecological solid fuels and are manufactured as heating devices, not CHPs.
To the knowledge of the author there are currently no cogeneration or multi-generation domestic
boilers commercially available. Domestic CHP or multigeneration boilers are promising alternative
to other domestic power technologies, especially if the system power output is taken into account
as the assessment criterion. Thanks to the high temperature of the heat source obtained by the fuel
combustion it is possible to implement the vapour power plant cycle (i.e., Clausius Rankine cycle) in
micro scale using specially designed machines and devices. Therefore, the system power per unit size
can be higher than in the case of alternative technologies (e.g., PV cells) and the investment costs can
be lower.

The successful implementation of domestic CHP systems or multigeneration boilers which can
be used for heating the rooms and sanitary water and generating electricity and cold can possibly
contribute in the future to significant reduction of the amount of low-quality furnaces which are
currently used for heating purposes, and therefore significant reduction of the dust emission and
air pollution in urban and rural areas. Moreover, CHP or multigeneration boilers can operate in
combination with other devices (i.e., PV cells, heat pumps, air conditioners and others).

Research and development studies on this type of domestic power systems are carried out
in different research and development units around the world [25], including the Department of
Thermodynamics and Renewable Energy Sources of Wrocław University of Science and Technology.
The integration of a gas central heating boiler with a power generating unit is usually done by
redesigning the boiler into a home CHP micro power plant. This way a CHP unit featuring the electrical
power output of ca. 2 kWe and thermal power output of 24 kWt can be implemented. Depending
on the size of the system and consumer’s energy needs such systems can be sufficient to cover the
energy needs of smaller properties or can be treated as additional energy systems which can be used in
combination with other technologies such as for example fuel cells or PV cells. The operating principle
of these power generation systems is the same as in the case of classic steam power plants which are
operating according to Clausius-Rankine (C-R) cycle. Different working fluids (i.e., water and low
boiling substances) can be applied in these systems. Often, organic Rankine cycle (ORC) technology
(i.e., a power system which uses low-boiling working fluid instead of water and operates according to
the modified cycle of a classic steam power plant) is selected to be applied in power generating unit.
The ORC system must be properly designed and miniaturized for this purpose, which is a significant
scientific, design and construction challenge because the thermal phenomena and issues related to
large and micro scale power systems are different. Proper selection of the working fluid and expander
to such a system is of great importance [26]. Due to the low power of the domestic system, low flow
rates of working fluid and low range of operating pressures are expected in the system. Therefore,
in addition to axial or radial micro-turbines, it is possible to use much simpler and cheaper volumetric
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expanders (such as multi-vane, scroll, screw, lobe or piston expanders). These issues are treated in
more detail in the following part of this paper together with design considerations and results of
experiments which were proceeded at the Wrocław University of Science and Technology using the
in-house designed and made prototype of domestic CHP ORC plant.

2. Design Considerations and Comparison of Different Domestic CHP Systems

Domestic CHP systems can be based on different technologies. Gas microturbines, fuel cells,
photovoltaic cells, Stirling engines, small gas engines, steam micro power plants and ORC micro
power plants are currently considered as possible technologies that can be applied in domestic energy
conversion systems. Research on these types of cogeneration systems is carried out by various
researchers around the world and these technologies are currently at different stages of development.
PV cells are for example successfully applied in domestic conditions, however they are further being
intensively developed. Present works are aimed at maximizing the power obtained from the PV
panel per unit surface and energy conversion efficiency. New materials (such as e.g., perovskites) are
considered as promising for application in PV panels [23]. Issues related to research and development
works related to the application of fuel cells in domestic conditions are presented in [27,28]. Natural
gas is considered as fuel for domestic fuel cells. Recently, research and development works have
been carried out on the domestic CHP systems based on gas microturbines. The design of the
domestic CHP system employing microturbine is similar to the design of the domestic gas boilers.
Such systems are prototyped and presented in [29]. Small Stirling engines [30] are also developed to
meet domestic operational conditions. Since some time domestic vapour power plants implementing
Clausius-Rankine cycle and using different working fluids are developed and tested [31]. They are
treated in more details in other sections of this article.

Domestic CHP systems should be simple in the design, easy to use and install, fully automated
and their investment and service costs should be low. Not in the case of all of the above described
systems these features can be satisfied. Table 4 shows a comparison of investment costs (per kW
of power output) for different energy conversion technologies that can be applied in/as domestic
CHP systems.

Table 4. A comparison of investment costs (per kW of power output) for different energy conversion
technologies that can be applied in/as domestic CHP systems.

Technology
Type

Investment
Costs

EUR/kW

Overall
Efficiency

%

Electrical
Efficiency

%

Electricity/Heat
Supply Ratio

kWe/kWt

Part-Load
Flexibility

Ref.

PV cell 1700 - 14–16 5/- Yes [32]
Fuel cell 890 70–92 37–55 0.75/0.9–30.8 No [33]

Heat pump 350 4–5 - -/30 Yes [34]
ORC system 1000 90 10 2.5–10/11–44 Yes [25]
Micro CHP
gas turbine 360 90 26 30/30 No [35]

Stirling engine 2200 90 15 2–10/4–35 Yes [36]

It can be seen from Table 4 that among the mentioned technologies ORC systems are characterized
by positively low investment costs in comparison to competitive technologies.

ORC systems are modified classical steam power plants. Unlike classical steam power plants,
they are driven by heat sources featuring lower thermal parameters, power and output therefore they
are featuring lower power, lower efficiency and smaller external dimensions. Moreover, they are using
a low-boiling working fluid instead of water. However, the set of thermodynamic processes proceeding
in the ORC system and operating principle are the same as in the case of the classical Clausius-Rankine
system. The main components of the ORC system are two heat exchangers (an evaporator and a
condenser), a liquid working fluid reservoir, a liquid working fluid pump and an expander coupled
to a electric generator. In order to improve the efficiency of the system an additional heat exchanger
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(i.e., regenerator) is often applied. Figure 1 shows the scheme of the ORC system with regenerator.
Figure 2 visualizes the thermodynamic processes of the simple organic Rankine cycle in the T-s plane.

 
Figure 1. Scheme of the ORC system with regenerator.

The most important design choices of the ORC systems are the working fluid and expander
selection. Different low-boiling substances are applied as working fluids in ORC systems. These can be
for example refrigerants or silicone oils. By the shape and course of the saturation curve, the working
fluids are classified as dry, wet and isentropic [26,37,38]. The selection of the working fluid for the ORC
system is often challenging as environmental, thermodynamic and design considerations should be
taken into consideration. Different methods for working fluid selection are reported in literature [39–50].
The working fluid should be non-toxic and featuring low values of global warming potential (GWP)
and ozone depletion potential (ODP) indicators. In terms of thermodynamic properties, the working
fluid should be selected to fit the thermal characteristics of the heat source (i.e., its temperature,
thermal power, heat capacity and mass flow rate of the heating medium). The heat source thermal
parameters and the type of the applied working fluid have the influence on the ORC system design
and configuration. For example, ORCs with direct evaporation of the low-boiling working fluid
(whose layout is presented in Figure 3) or using an intermediate (e.g., thermal oil) heat transfer
working fluid (which layout is presented in Figure 4) are implemented depending on the heat source
temperature and the type of the applied low-boiling working fluid. In the case of domestic scale power
systems, the thermal power of the heat source is usually low or medium (typically ranging from 10 up
to 50 kWt). Therefore, if the ORC system is considered to be powered by a heat source featuring such
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a range of thermal power the mass flow rate of the low-boiling working fluid should be kept at low
value. In addition, to provide operational safety of the ORC system, the applied working fluid should
feature low values of pressure within the temperature range of the heat source. The list of the selected
working fluids which can be used in domestic ORCs is presented in Table 5.

 
Figure 2. Thermodynamic processes of the simple organic Rankine cycle in the T-s plane.

 

Figure 3. Scheme of the ORC system with direct evaporation of the working fluid.
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Figure 4. Scheme of the ORC system with intermediate working fluid loop.

Table 5. The working fluids suitable for domestic Organic Rankine Cycle (ORC) systems [37–50].

No.
Working

Fluid

Triple Point
Temperature

Normal
Boiling Point
Temperature

Critical Point Parameters

ODP GWP
Working

Fluid
Class [39]ttrp

◦C tnbp
◦C tcr

◦C pcr MPa ρcr kg/m3

1 R113 −36.22 47.59 214.06 3.39 560.00 0.8 4800 ANZCM
2 R114 −92.52 3.59 145.68 3.25 579.97 1.0 3.9 AZCM
3 R123 −107.15 27.82 183.68 3.66 550.00 0.02 77 ACNMZ
4 R124 −199.15 −11.96 122.28 3.62 560.00 0.02 620 ACNZM
5 R1234ze −104.53 −18.95 109.37 3.63 489.24 0 6 ACNZM
6 R134a −103.30 −26.07 101.06 4.06 512.00 0 1300 ACZ
7 R152a −118.59 −24.02 113.26 4.51 368.00 0 120 ACZ
8 R227ea −128.60 −16.34 101.75 2.93 594.25 0 3220 ANCMZ
9 R236fa −93.63 −1.44 124.92 3.20 551.30 0 9810 ACNMZ
10 R365mfc −34.15 40.15 186.85 3.22 473.84 0 825 ANZCM
11 R245ca −81.65 25.13 174.42 3.39 523.59 0.12 N/A ANCMZ
12 R245fa −102.10 15.14 154.01 3.65 516.08 0 1030 ACNMZ
13 R601a −160.50 27.83 187.2 3.38 236.00 0 20 ANCMZ
14 R141b −103.47 32.05 204.35 4.21 458.56 0.12 725 ACNMZ
15 R142b −130.43 −9.12 137.11 4.05 446.00 0.07 2310 ACNMZ
16 R236ea −103.15 6.19 139.29 3.5 563.00 0 1330 ANZCM
17 R600a −159.42 −11.75 134.66 3.63 225.5 0 3 ACNMZ
18 RC318 −39.80 −5.97 115.23 2.78 620.00 0 10,300 AZCM
19 R1234yf −53.15 −29.45 94.7 3.38 475.55 0 4 ACNZM
20 R290 −187.63 −42.11 96.7 4.25 220.48 0 20 ACZ

R113 is banned by the Montréal Protocol. R143a and R123 will be phased out soon. However,
the author decided to include these working fluids in the comparison as the reference substances
which were considered to be applied or were applied in ORCs. The literature shows [51] that the
electric power output of different domestic CHP systems usually ranges between 1 and 10 kWe.
Considering the advisable features of domestic CHP ORC systems they should be assembled of
components featuring simple design and low investment and service costs. Brazed or welded plate
heat exchangers meet these requirements. These heat exchangers are simple in design and low weight
thanks to the application of specially formed plates that are welded together. The specially formed plate
increases the heat exchange surface and leads to the intensification of the heat exchange phenomena.
This way it is possible to achieve high thermal power in relation to the heat exchanger dimensions.
Plate heat exchangers can be applied for clean gases and liquids. In the case of dusty working fluids,
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the intermediate heat transfer substance have to be applied. Plate heat exchangers feature small
external dimensions in relation to their power and are cheap compared to the other types of the heat
exchangers. What is more, the heat transfer rate in plate heat exchanger is high. Shell-and-tube heat
exchangers can be also applied in domestic ORCs. Compared to plate heat exchangers, shell-and-tube
heat exchangers are larger, heavier and more complex to manufacture as they require the use of
many welded joints. The heat transfer rate in shell-and-tube heat exchangers is lower compared
to plate heat exchangers and a larger heat transfer area is needed. Therefore these heat exchangers
feature significantly larger external dimension, mass and investment costs compared to plate heat
exchangers. In general, the ORC systems can utilize two types of expansion machines. First type are
axial or radial (inflow or outflow) turbines [52]. The others are volumetric expanders (e.g., piston,
screw, scroll, lobe and multi-vane machines) [53]. Only turbines which are featuring small external
dimensions and a power output of few kW (i.e., microturbines) can be applied in domestic ORC
systems [52]. However, microturbines are featuring very high rotational speeds and clearance losses
become large for small scale turbines, which leads to the need of using complicated and high-precision
manufacturing technologies and tools for their fabrication. Therefore, their investment costs are high.
For these reasons, in the opinion of the author, their applicability to domestic systems is currently
limited. Compared to turbines, volumetric expanders are having positive features as they are operating
at much lower rotational speeds, lower working fluid flow rates, and higher pressure drops that
can be achieved in one stage [54]. Therefore, they fit better to small scale ORCs. Piston [55–61],
screw [62–66], scroll [67–73], lobe [74,75] and multi-vane [25] expanders can be applied in domestic
ORCs. These expanders are at different stage of development. Scroll expanders are applied in many
prototypes of the domestic ORC systems. Their mechanical power output ranges from 1 to 10 kW [53],
while the pressure expansion ratio of a scroll expander typically ranges between 2 and 4.5. Piston and
linear piston expanders feature the highest pressure expansion ratios among the volumetric expanders
applied in ORCs. Therefore, these expanders are a good option for high-pressure ORC systems.
Their power output ranges from 0.5 to 15 kW [52,53]. The value of pressure expansion ratio of a piston
expander can reach 200. Screw expanders are insensitive to wet gas operating conditions, therefore
these machines can be applied in systems utilizing floating heat sources. The pressure expansion ratio
of a screw expander typically ranges between 10 and 15 and power output ranges from 1 to 8 kW [72].
Rotary lobe expanders are currently under research and development [74,75]. Thanks to their positive
features (insensitivity to wet gas operating conditions, compact and simple design, high power output
in relation to external dimensions) they seem to be good option for different industrial and domestic
ORCs. Multi-vane expanders can operate in wet gas conditions, their design is simple and compact,
they feature small gas consumption and low rotational speed and are relatively cheap. Therefore these
expanders are particularly promising for application in domestic ORCs. Their possible application in
such systems is currently being investigated by many researchers. The pressure expansion ratio of a
multi-vane expander typically ranges between 3 and 5 and power output ranges from 1 to 10 kW [25].
Multi-vane expanders combine in one design the best features of turbines and volumetric machines.
Working fluid pumps that can be applied in domestic ORC systems should be characterized by low
energy consumption, high reliability and simplicity of design. Centrifugal and volumetric pumps are
the options that can be applied in these systems. Centrifugal pumps are featuring high mass flow rates,
therefore their application is better justified in the case of high-power industrial ORC systems utilizing
turbines as the expanders rather than domestic systems. In micro-power ORCs, volumetric pumps are
a better choice, as they are featuring smaller energy consumption, smaller mass flow rates, dimensions,
lower power and rotational speed. Positive displacement pumps, such as for example multi-vane
pumps [76] are currently applied in prototypes. ORC system subassemblies should be hermetically
sealed and connected using similar techniques as are used in refrigeration and air conditioning units,
(e.g., soldering with silver). The automatic control system should provide the safe operation of the
system. Additionally it should give the opportunity of measurement and observation of system’s
operating parameters as well as signaling errors, emergency conditions and necessity of inspections.
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Additionally, in order to efficiently use the generated heat in the summer, the micro-absorption cooling
unit may be integrated with a CHP ORC system. This way, the multi-generation system can be
implemented. According to the author’s knowledge, no research is currently proceeding on the
integration of absorption cooling unit with domestic ORC systems, therefore this opportunity should
be considered as one of the possible ways of further research on domestic ORCs.

3. Description of the Experimental Test-Stand and the Experiment Results

At the Laboratory of Thermodynamics and Thermal Properties of Materials of the Department of
Thermodynamics and Renewable Energy Sources at the Wroclaw University of Science and Technology
an experimental test-system composed of ORC test-stand and domestic gas boiler was designed and
commissioned. Thanks to the special design of this test-setup and its flexibility to different experimental
conditions it is possible to conduct a wide range of experiments related to micro CHP ORC systems.
For example, it is possible to quickly change the expander or working fluid. The key assumptions for
the design of this test stand were defined in order to meet the advisable features of domestic ORCs
described in the first part of this article. In particular, the following design requirements were set:
small dimensions and compact design, safety, low investment costs, low weight, low power needs,
low operating pressure and small mass flow rates of the working fluids. These requirements were
achieved thanks to the application of specially selected and designed subassemblies in the test-stand,
i.e., plate heat exchangers (evaporator and condenser) and multi-vane volumetric machines (pump and
expander). In addition, the working fluid featuring low pressure in the range of temperatures of
domestic heat sources (such as e.g., solar heat, hot water, etc.) was applied in the test-stand.

3.1. Description of the Test-Stand

Central heating boilers fed by different fuels, e.g., natural gas, are commonly used for individual
heating in many properties. The possibility of integration of a electricity generating system in the
boiler seems to be interesting option. This way boiler can be transformed into a CHP system, which,
in addition to heat, can generate electricity that can be consumed by the boiler user or fed to the grid.
This solution can contribute to increase of energy generation efficiency and share of distributed energy
systems and therefore to increased energy safety of end energy consumers. The ORC technology
can be used for this purpose. In the following part of this paper in order to check the possibility
of integrating the ORC system with the domestic gas boiler a standard, commercially available gas
central heating boiler was selected and used to power the ORC test-stand. This is a closed combustion
chamber boiler featuring the thermal power of 24 kW. The automatic controller which is applied in the
boiler enables smooth regulation (per 1 ◦C) of the central heating water temperature in the range of
40–85 ◦C and temperature of the sanitary water in the range of 30–60 ◦C. Central heating water was
used to supply the ORC test-stand as it is visualized in the scheme of the test-system (see, Figure 5).
Figure 6 shows the general view of the test-system, while Figure 7 shows a detailed view of the ORC
test-stand. The test-system operating principle is described in the following.

The central heating water from the gas boiler is pumped by a water pump (which is installed
in the boiler) to the inlet of a plate heat exchanger i.e., evaporator of the ORC system (featuring the
height of 622 mm, length of 165 mm and width of 197 mm). The direction of water and low-boiling
working fluid flow in the evaporator is countercurrent. Thanks to the possibility of smooth regulation
of the temperature of the central heating water, it is possible to conduct experimental tests for different
temperatures of the heat source. Therefore, it is possible to simulate in laboratory conditions various
domestic heat sources which can be applied for powering the ORC system. The implementation of
the Clausius-Rankine cycle in the range of the heat source temperature provided by the applied gas
boiler was possible thanks to the application of R123 (2,2-dichloro-1,1,1-trifluoroethane) as the working
fluid in the ORC test-setup. This working fluid features a low boiling temperature (ca. 27 ◦C) and low
pressures in the analyzed range of the heat source temperature.
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Figure 5. Scheme of the test-system.

A positive displacement multi-vane pump (featuring the power of 185 W) was applied in the ORC
test-stand to force the flow of liquid low-boiling working fluid. By using this type of working fluid
pump, it was possible to conduct the experiments under small and very small flow rates of low-boiling
working fluid (typically during experiments the working fluid flow rate is regulated in the range of
50–250 dm3/h). In addition, this type of pump gives the ability to easily adjust operating parameters
(i.e., rotational speed, working fluid flow rate and pressure) and is characterized by low rotational
speed, simple and easy-to-service design and a low price. What is more it is insensitive to operation in
two-phase flow conditions. The working fluid pump forces the flow of the working fluid from the
liquid reservoir (featuring a volume of 3.9 dm3) through pipelines to all of the test-stand components.
On the outlet pipeline of the liquid reservoir the working fluid drier, filter and a sight-glass are installed.
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Figure 6. General view of the test-system (1—gas boiler; 2—ORC test-stand).

The working fluid vapour which is obtained at the outlet of the evaporator features high values of
thermodynamic parameters (i.e., pressure and temperature) and it flows through the pipelines and
control valves to the inlet of the expander. In the ORC test-stand a specially modified multi-vane air
motor was applied as the expander (featuring the power of 330 W). The modifications of the expander
design were necessary to adapt the machine to low-boiling working fluid operating conditions.
These modifications were described in more details in earlier publications of the author [77,78].
This type of the expander (similarly to the applied multi-vane pump), features a simple design,
low rotational speed and low price and is insensitive to two-phase operating conditions. It can be easily
hermetically sealed and coupled to the generator. Detailed results of a comprehensive experimental
and numerical research related to this expander and possibilities of its optimization are reported in [79].

After expansion in the expander, the thermodynamic parameters of the working fluid (i.e., pressure
and temperature) decrease and the working fluid flows through the pipeline to the inlet of a plate
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condenser. A bypass pipeline with a shut-off valve is installed between the outlet of the evaporator
inlet of the condenser and the expander inlet. Thanks to its opening it is possible to direct the gas flow
from the outlet of the evaporator directly to inlet of the condenser bypassing the expander. The bypass
pipeline is used during starting (heating up) and stopping (cooling down) the test-stand. The plate
heat exchanger (featuring the height of 456 mm, length of 47 mm and width of 80 mm) was applied
as the condenser in the ORC test-setup. Condenser is cooled by the cold water from the municipal
pipelines. The flow rate of the cooling water is regulated by means of set of control valves. Therefore it
possible to simulate different domestic heat sinks in laboratory conditions. The direction of the cooling
water and low-boiling working fluid flow in the condenser is countercurrent. After condensation in the
condenser, the working fluid is forced back by the pump to the liquid reservoir. The Clausius-Rankine
cycle is therefore completed with this point.

 
Figure 7. Detailed view of the ORC test-stand (1—evaporator; 2—condenser; 3—pump; 4—working
fluid reservoir; 5—expander and generator).

The test-stand is equipped with different measuring sensors. Temperature measurements are
carried out in 10 measuring points using T-type thermocouples (temperature measuring points are
marked with t letters in Figure 5). Thermocouples are connected to a microprocessor recorder with
LCD screen which enables continuous observation and recording of the measured values. Pressure is
measured using pressure gauges (pressure measuring points are marked with p letters in Figure 5)
while the rotational speed of the expander is measured using a laser tachometer.
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An automatic control system is not applied in the ORC test-stand due to its limitations (automatic
controller is however applied in the gas boiler). All operating parameters of the ORC system are
manually controlled, therefore different experimental conditions (including simulation of failures and
emergency situations) can be tested.

3.2. The Experimental Description

The aim of the experiment presented in this article was observation of the associated operation
of a gas boiler and the ORC test-stand under various experimental conditions and recording the
operating parameters.

Before starting the experiments, the test-setup was prepared for tests according to the following
procedure. Initially, all of the shut-off valves that are installed in ORC test-stand were opened except
the shut-off valves installed at the inlet and at the outlet of the expander. Then, the low-boiling working
fluid pump was started and the flow of low-boiling working fluid was forced from the liquid reservoir
tank through the pipelines to the inlet of the evaporator. Subsequently, using the control valve on the
low-boiling medium pump, the flow of the low-boiling working fluid was set (constant flow of the
working fluid was kept for each experimental series). Then, the condenser cooling water shut-off valve
was opened and the flow of the cooling water was set constant using the control valve.

After preparing the ORC test-stand, using the boiler controller, the temperature of the central
heating water (i.e., the temperature of the heat source) was set and the boiler was switched on.

After reaching the set temperature of the heat source, the bypass between evaporator and
condenser was closed and the flow of the working medium through the expander was opened using
shut-off valves installed on the inlet and outlet ports of the expander. When the gas flow through the
expander was opened, the operation of the expander and variation of working fluid parameters in the
system were observed. At the time when operating parameters stabilized (i.e., ORC system reached
steady state operation) operating parameters were measured.

After the experimental series was completed for one setting of the heat source temperature and
measurements were recorded, the shut-off valves at the inlet and the outlet of the expander were
closed again, the boiler was switched off and the stand was cooled to ambient parameters using
cooling water. The same experimental procedure was then carried out for different settings of the heat
source temperature.

4. Experimental Results and Discussion

The experiments were carried out for variable temperature of the heat source, which was controlled
between 45 ◦C and 85 ◦C with a step of 10 ◦C. During the experiments thermodynamic parameters of
the working fluids (i.e., R123, heating water and cooling water) were recorded and operation of the
test-system was put under the observation. In this experimental series the low-boiling working fluid
flow rate was set to 35 dm3/h, the heating water flow rate was set to 150 dm3/h and cooling water flow
rate was set to 70 dm3/h.

The collected experimental results are summarized in Table 6, while Table 7 reports the values of
indicated and real power output of the expander (calculated from the relation Niex = mWF × (h1 − h2s)
and Nrex = mWF × (h1 − h2) correspondingly, where mWF is the mass flow rate of the working fluid),
expander internal efficiency (calculated from the relation ηiex = (h1 − h2)/(h1 − h2s)), power of the
evaporator (calculated from the relation QEV = mWF × (h1 − h4)), power of the condenser (calculated
from the relation QCN = mWF × (h2 − h3)) and thermodynamic cycle efficiency (calculated from the
relation ηiex = Nrex/QEV). These operational parameters were calculated using the values of the
enthalpy (h) of the working fluid in measuring points which were obtained using CoolProp computer
software [80].
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Table 6. Thermodynamic parameters of R123 and heating and cooling water in measuring points and
rotational speed of the expander.

No.
ths

(◦C)
p1

(bara)
t1

(◦C)
p2

(bara)
t2

(◦C)
t3

(◦C)
t4

(◦C)
t5

(◦C)
t6

(◦C)
t7

(◦C)
t8

(◦C)
nex

(rev/min)

1 45 1.5 38.9 1.6 24.1 17.4 17.9 39.5 38.4 14.7 15.6 700
2 55 1.85 45.2 1.6 26.0 17.6 18.0 46.9 46.4 14.8 16.9 3280
3 65 2.2 50.9 1.6 28.1 17.9 18.3 52.7 51.6 15.0 19.1 3300
4 75 2.9 60.7 1.7 31.4 18.1 18.4 60.9 59.8 15.1 17.5 2900
5 85 3.4 66.7 1.7 33.4 18.0 18.6 71.5 65.9 15.1 18.3 2950

Table 7. The values of indicated and real power output of the expander, expander internal efficiency,
power of the evaporator, power of the condenser and thermodynamic cycle efficiency.

No.
σp

(-)
Niex

(W)
Nrex

(W)
ηiex

(%)
QEV

(W)
QCN

(W)
ηORC

(%)

1 2.17 164 109 66.4 2525 2417 4.3
2 2.67 207 141 67.8 2572 2433 5.5
3 3.14 244 167 68.5 2613 2447 6.4
4 4.13 307 213 69.3 2687 2476 7.9
5 4.87 346 241 69.6 2735 2496 8.8

The experimental results are visualized in Figures 8–10. Figure 8a shows the variation of the
expander isentropic power (Niex) and expander power output (Nrex) vs. the heat source temperature
(ths) while Figure 8b shows the variation of the expander isentropic power (Niex) and expander power
output (Nrex) vs. the pressure expansion ratio (σp). Figure 9a shows the variation of the expander
isentropic efficiency (ηiex) vs. the heat source temperature (ths) while Figure 9b shows the variation
of the expander isentropic efficiency (ηiex) vs. the pressure expansion ratio (σp). Figure 10a shows
the variation of the thermodynamic cycle efficiency (ηORC) vs. the heat source temperature (ths) while
Figure 10b shows the variation of the thermodynamic cycle efficiency (ηORC) vs. the pressure expansion
ratio (σp).

 

(a) (b)

Figure 8. The variation of expander isentropic power (Niex) and expander power output (Nrex):
(a) N = f(ths); (b) N = f(σp).

151



Energies 2020, 13, 3983

 

(a) (b)

Figure 9. The variation of expander isentropic efficiency (ηiex): (a) ηiex = f(ths); (b) ηiex = f(σp).

 

(a) (b)

Figure 10. The variation of thermodynamic cycle efficiency (ηORC): (a) ηORC = f(ths); (b) ηORC = f(σp).

The experiment was conducted in the heat source temperature range of 45–85 ◦C. Figures 8–10
show the increasing trend of all of the ORC test-setup operational indicators which is caused by
the growing heat source temperature (ths). Results visualized in Figure 8 show that the multi-vane
expander power output was varying during the experiment in the range of 109–241 W. The increasing
expander power output which is observed for increasing temperature of the heat source is caused by
increasing temperature and pressure of vapour at the inlet to the expander. The experiment therefore
proves, that the multi-vane expander power output depends mostly on the pressure expansion ratio
(not the working fluid flow rate which was kept constant during the experiments). Results visualized
in Figure 9 show that the multi-vane expander internal efficiency was varying during the experiment
in the range of 66.4–69.6%, while the thermodynamic cycle efficiency was increasing with increasing
heat source temperature (ths), increasing expander power output (Nrex) and pressure expansion ratio
(σp) and was varying in the range of 4.3–8.8% as it is visualized in Figure 10. Experimental data which
are reported in Table 6 show, that the decrease of heating water temperature between the inlet and
the outlet of the ORC evaporator ranges between Δt = 0.5–5.6 ◦C depending on the experimental
conditions. These low drops of water temperature results from the difference in heat capacity of
heating water and low-boiling fluid and were observed by the author during his earlier experiments
on ORC systems [54,77–79]. The value of the heating water temperature drop is particularly important
in case of domestic CHP ORC systems in which the water flowing out from the evaporator will be
then transferred to the inlet of the central heating system. Therefore, lower the temperature drops are
higher is the thermal comfort and better are the operating conditions of central heating installation.
Low drops of water temperature which were observed during described experiments are promising
from the point of view of the possibility of integrating the ORC system with a gas boiler as such small
drops of temperature they will be practically imperceptible to the user.

152



Energies 2020, 13, 3983

Literature reports [81] that the heat demand in standard houses ranges between 70 and 100 kWh/m2,
and in older buildings exceeds 120 kWh/m2 per year. Table 8 reports the comparison of the PM2.5 and
PM10 dust emission of domestic boilers fed by different fuels [82]. Therefore, if technologies listed in
Table 8 are considered as the heating boilers, the annual emission of dust per 1 m2 of property area will
reach the values reported in Table 8 as Es (for standard house) and Eo (for old house). The analysis
of the data reported in Table 8 shows that coal-fired boilers are the largest source of dust emission.
For example in Wrocław (Poland) the literature reports [19,83] that the number of low-quality coal-fired
boilers and furnaces is equal to ca. 20,000. These furnaces are used mostly for heating old houses and
old flats. Application of gas-fired CHP ORC systems as the replacements of the coal-fired boilers in
these properties can therefore led to clean heating and power generation and significant reduction of
the dust emitted into the environment. The average area of the flat in Poland is 70.4 m2 [84]. If such an
area is considered to be heated by coal-fired boiler, then for the earlier mentioned number of coal-fired
boilers the avoided dust emission in Wrocław thanks to the application of the CHP ORC units can be
as high as ca. 47.3 t/a. Additionally ca. 40,000 kWe of electricity might be generated if single CHP ORC
unit electric power is equal to 2 kWe.

Table 8. The comparison of the PM2.5 and PM10 dust emission from domestic boilers fed by different
fuels [82].

Bolier Type
E

mg/kWht

Es

mg/m2·a
Eo

mg/m2·a
Oil-fired bolier 40 2800–4000 4800
Gas-fired bolier 5 350–500 600
Coal-fired bolier 280 19,600–28,000 33,600

Wood-fired boiler (manually operated) 140 9800–14000 16,800
Wood-fired boiler (automatically controlled) 65 4550–6500 7800

Pellet-fired bolier 40 2800–4000 4800
Wood chips-fired boiler 52 3640–5200 6240

CHP unit 0 0 0

5. Summary and Conclusions

This paper presents the results of experimental study on possible integration of domestic
gas boilers with micro-ORC systems and conversion of such a boiler into a domestic CHP unit.
Such systems are promising options for application as replacements for standard low-efficient boilers
fed by low-quality solid fuels which are commonly applied for domestic heating. The design issues
of such systems were discussed and the selection of heat exchangers, expander and working fluid
were found to be most important issues that need to be solved during the implementation of such
systems. The experimental test-setup was designed in order to fit to the stated design requirements
(i.e., simple design, safety and low costs). The multi-vane expander was applied in the experimental
ORC test-stand. The experimental series were performed using the test-system in order to record
the operational conditions. The experiments succeeded. The power output of the expander of was
ranging from 109 to 241 W, and the thermodynamic cycle efficiency was ranging from 4.3 to 8.8%.
Operating parameters were found to be dependent on the heat source temperature and working
fluid pressure at the inlet to the expander. The decrease of heating water temperature between the
inlet and the outlet of the ORC evaporator was found to range between Δt = 0.5–5.6 ◦C depending
on the experimental conditions. Therefore, the experimental results show that there is a possibility
of integrating the ORC system with a standard domestic central heating gas boiler. This positive
research results were achieved partly thanks to the positive features of the applied multi-vane pump
and multi-vane expander as well as plate heat exchangers, which are characterized by positively
high values of the heat transfer coefficients, high thermal power in relation to the dimensions and
high efficiency. The simple design of the multi-vane expander and its additional positive features
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including the lack of the need for additional complicated and high-cost automatic adjustment systems,
lubrication systems and rotational speed reduction devices.

During the tests, the operation of the test-system was observed and there was no emergency
or safety hazards noticed. Further development of the design supported by the results of further
experimental research is needed and can successfully lead to the implementation of these systems
on a large scale. In effect, this may lead to the increased energy generation efficiency (energy will be
generated and consumed at the same place without the necessity of transmission), decentralization of
energy generation, and what is the most important, significant reduction of the number of low-quality
and low-efficient furnaces used in domestic heating. This way, a reduction in the number of low-quality
solid fuel combustion processes and therefore a reduction of solid pollutant emissions (such as PM2.5

and PM10 dust) into the atmosphere can be achieved. In the case of large cities, like Wrocław (Poland)
the avoided dust emission can be as high as 47.3 t/a.

Experiments were performed using a micro-power multi-vane expander. Further works should
be focused on increasing the power output and efficiency of the expander and CHP system. Then an
expander featuring bigger power output will be applied in the test-stand by the author in his further
works. Another further research topic is the integration of the micro-absorption cooling unit in a CHP
ORC system in order to efficiently use the heat generated during the summer.
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25. Kolasiński, P. Application of the Multi-Vane Expanders in ORC Systems—A Review on the Experimental

and Modeling Research Activities. Energies 2019, 12, 2975. [CrossRef]
26. Bao, J.; Zhao, L. A review of working fluid and expander selections for organic Rankine cycle. Renew. Sustain.

Energy Rev. 2013, 24, 325–342. [CrossRef]
27. Elmer, T.; Worall, M.; Wu, S.; Riffat, S.B. Fuel cell technology for domestic built environment applications:

State of-the-art review. Renew. Sustain. Energy Rev. 2015, 42, 913–931. [CrossRef]
28. Staffell, I.; Ingram, A.; Kendall, K. Energy and carbon payback times for solid oxide fuel cell based domestic

CHP. Int. J. Hydrog. Energy 2012, 37, 2509–2523. [CrossRef]
29. Visser, W.P.J.; Shakariyants, S.A.; Oostveen, M. Development of a 3 kW microturbine for CHP applications.

J. Eng. Gas Turbines Power 2011, 133, 042301. [CrossRef]
30. Conroy, G.; Duffy, A.; Ayompe, L.M. Economic, energy and GHG emissions performance evaluation of a

WhisperGen Mk IV Stirling engine μ-CHP unit in a domestic dwelling. Energy Convers. Manag. 2014, 81,
465–474. [CrossRef]

31. Wajs, J.; Mikielewicz, D.; Bajor, M.; Kneba, Z. Experimental investigation of domestic micro-CHP based on
the gas boiler fitted with ORC module. Arch. Thermodyn. 2016, 37, 79–93. [CrossRef]

32. Liu, X.; O’Rear, E.G.; Tyner, W.E.; Pekny, J.F. Purchasing vs. leasing: A benefit-cost analysis of residential
solar PV panel use in California. Renew. Energy 2014, 66, 770–774. [CrossRef]

33. Staffell, I.; Green, R. The cost of domestic fuel cell micro-CHP systems. Int. J. Hydrog. Energy 2013, 38,
1088–1102. [CrossRef]

34. Poppi, S.; Sommerfeldt, N.; Bales, C.; Madani, H.; Lundqvist, P. Techno-economic review of solar heat pump
systems for residential heating applications. Renew. Sustain. Energy Rev. 2018, 81, 22–32. [CrossRef]

35. Do Nascimento, M.; Rodrigues, L.; dos Santos, E.; Gomes, E.; Dias, F.; Velásques, E.; Carrillo, R. Micro Gas
Turbine Engine: A Review. In Progress in Gas Turbine Performance; IntechOpen: London, UK, 2014.

36. Proctor, C. Cool Energy Turns Waste Heat into Power with 200-Year-old Technology. Denver Business
Journal, 3 July 2014. Available online: https://www.bizjournals.com/denver/blog/earth_to_power/2014/07/
cool-energy-turns-waste-heat-into-power-with-200.html (accessed on 8 June 2020).

155



Energies 2020, 13, 3983

37. Lai, N.A.; Wendland, M.; Fischer, J. Working fluid for high-temperature organic Rankine cycles. Energy 2011,
36, 199–211. [CrossRef]

38. He, C.; Liu, C.; Gao, H.; Xie, H.; Li, Y.; Wu, S.; Xu, J. The Optimal Evaporation Temperature and Working
Fluids for Subcritical Organic Rankine Cycle. Energy 2012, 38, 136–143. [CrossRef]

39. Györke, G.; Deiters, U.K.; Groniewsky, A.; Lassu, I.; Imre, A.R. Novel classification of pure working fluids
for Organic Rankine Cycle. Energy 2018, 145, 288–300. [CrossRef]

40. Imre, A.R.; Kustán, R.; Groniewsky, A. Thermodynamic Selection of the Optimal Working Fluid for Organic
Rankine Cycles. Energies 2019, 12, 2028. [CrossRef]

41. Zhang, X.; Zhang, Y.; Cao, M.; Wang, J.; Wu, Y.; Ma, C. Working Fluid Selection for Organic Rankine Cycle
Using Single-Screw Expander. Energies 2019, 12, 3197. [CrossRef]

42. White, J.A.; Velasco, S. Approximating the Temperature–Entropy Saturation Curve of ORC Working Fluids
From the Ideal Gas Isobaric Heat Capacity. Energies 2019, 12, 3266. [CrossRef]

43. Invernizzi, C.M.; Ayub, A.; Di Marcoberardino, G.; Iora, P. Pure and Hydrocarbon Binary Mixtures as Possible
Alternatives Working Fluids to the Usual Organic Rankine Cycles Biomass Conversion Systems. Energies
2019, 12, 4140. [CrossRef]

44. Hung, T.C.; Wang, S.K.; Kuo, C.H.; Pei, B.S.; Tsai, K.F. A study of organic working fluids on system efficiency
of an ORC using low-grade energy sources. Energy 2010, 35, 1403–1411. [CrossRef]

45. Wang, E.H.; Zhang, H.G.; Fan, B.Y.; Ouyang, M.G.; Zhao, Y.; Mu, Q.H. Study of working fluid selection of
organic Rankine cycle (ORC) for engine waste heat recovery. Energy 2011, 36, 3406–3418. [CrossRef]

46. Setiawan, D.; Subrata, I.D.M.; Purwanto, Y.A.; Tambunan, A.H. Evaluation of Working Fluids for Organic
Rankine Cycle Based on Exergy Analysis. IOP Conf. Ser. Earth Environ. Sci. 2018, 147, 12035. [CrossRef]

47. Siddiqi, M.A.; Atakan, B. Investigation of the Criteria for Fluid Selection in Rankine Cycles for Waste Heat
Recovery. Int. J. Thermodyn. 2011, 14, 117–123.

48. Dai, X.; Shi, L.; Qian, W. Review of the Working Fluid Thermal Stability for Organic Rankine Cycles. J. Therm.
Sci. 2019, 14, 597–607. [CrossRef]
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79. Rak, J.; Błasiak, P.; Kolasiński, P. Influence of the Applied Working Fluid and the Arrangement of the Steering
Edges on Multi-Vane Expander Performance in Micro ORC System. Energies 2018, 11, 892.

80. Bell, I.H.; Wronski, J.; Quoilin, S.; Lemort, V. Pure and Pseudo-pure Fluid Thermophysical Property Evaluation
and the Open-Source Thermophysical Property Library CoolProp. Ind. Eng. Chem. Res. 2014, 53, 2498–2508.
[CrossRef] [PubMed]

81. Zangheri, P.; Armani, R.; Pietrobon, M.; Pagliano, L.; Boneta, M.; Müller, A. Heating and Cooling Energy
Demand and Loads for Building Types in Different Countries of the EU; Politecnico di Milano: Milano, Italy, 2014.

82. Quintero, R.; Genty, A.; Vieitez, E.; Wolf, O. Development of Green Public Procurement Criteria for Water-Based
Heaters; Publications Office of the European Union: Luxembourg, 2014.

157



Energies 2020, 13, 3983
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Abstract: This paper presents the theoretical screening of 23 low-cost deep eutectic solvents (DESs)
as absorbents for effective removal of the main impurities from biogas streams using a conductor-like
screening model for real solvents (COSMO-RS). Based on thermodynamic parameters, i.e., the activity
coefficient, excess enthalpy, and Henry’s constant, two DESs composed of choline chloride: urea in
a 1:2 molar ratio (ChCl:U 1:2), and choline chloride: oxalic acid in a 1:2 molar ratio (ChCl:OA 1:2)
were selected as the most effective absorbents. The σ-profile and σ-potential were used in order to
explain the mechanism of the absorptive removal of CO2, H2S, and siloxanes from a biogas stream.
In addition, an economic analysis was prepared to demonstrate the competitiveness of new DESs in
the sorbents market. The unit cost of 1 m3 of pure bio-methane was estimated to be in the range of
0.35–0.37 EUR, which is comparable to currently used technologies.

Keywords: biogas; deep eutectic solvents; upgrading; absorption; COSMO-RS; economic analysis

1. Introduction

Due to European Union (EU) energy policies to promote the utilization of renewable resources, there
has been a significant increase in biogas plants and the level of biogas production [1,2]. The number of
biogas plant installations and the amount of produced bio-methane in recent years is presented in detail
in Figure 1. Biogas can be produced by anaerobic digestion from different waste materials (i.e., manure
and food residue, wastewater sludge, or industrial by-products) or landfill gas. Biogas mainly consists
of methane (50–70%) and contaminants including carbon dioxide, water, nitrogen, oxygen, hydrogen
sulfide, ammonia, and numerous organic compounds (i.e., siloxanes) [3–5]. The presence of these
contaminants prevents the use of biogas as an alternative transport fuel or natural gas substitute. Among
the biogas impurities, carbon dioxide, hydrogen sulfide and siloxanes are the most problematic [6,7].

Carbon dioxide is present in high concentrations in biogas and it acts as a ballast; this significantly
reduces the quality of biogas because it reduces the caloric power of biogas in proportion to its
concentration. Biogas should contain more than 90% pure methane, depending on its further
application. During the biogas combustion process, hydrogen sulfide reacts with water, forming
sulfuric acid, which corrodes the surface in the combustion chamber [8], while the siloxanes are
converted into silicon dioxide (SiO2), which can be deposited into the cylinder, impeller, valves, piston
rings, liners, spark plugs, and turbochargers. Accumulation of hard deposits of SiO2 reduces the life
span of the turbines and engine efficiency, which results in detonation in the combustion chambers
and an increase in the exhaust gas emissions due to unburned fuel. This also results in higher plant
maintenance costs. In addition, the presence of certain groups of trace compounds in biogas can cause
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the emission of toxic by-products into the atmosphere. The occurrence of these contaminants is a major
barrier to the use of biogas as a renewable energy source.

Figure 1. Number of biogas plants and bio-methane production from 2012 to 2020 in the European
Union (bcm—billion cubic meters; 2019* and 2020* are estimated values).

Currently, there are several technologies for removing CO2, H2S, and siloxanes from biogas
including adsorption, refrigeration with condensation, membrane technologies, biological methods,
and absorption [9–13]. Among these technologies, physical absorption is one of the most popular. This
process consists of transferring contaminants from a gas phase to an absorbent. Different types of
absorbents such as water, organic compounds, and oils are used [14–16]. However, there are a few
disadvantages associated with conventional organic absorbents, which can lead to equipment corrosion
and harmful effects on the environment. Therefore, in the past decade, ionic liquids (ILs) have been
proposed as a potential alternative for conventional absorbents for CO2 [17–20] and H2S [17,21–23]
removal from different type of gas streams. Despite the attractive physicochemical properties of ILs (i.e.,
good thermal stability, non-volatile properties, and high absorption capacity [24,25]), they not found
practical industrial application due to their high viscosity, potential toxicity, high cost and complicated
synthesis processes [26]. Due to the limitations of both conventional solvents and ILs, alternative
solutions are still in demand. Nowadays, one of the most promising group of green absorbents is deep
eutectic solvents (DESs). DESs are synthesized by the direct mixing of two ingredients—hydrogen
bond acceptor (HBA) with a hydrogen bond donor (HBD). DES mixtures are characterized by a lower
melting point compared to the individual components [27]. In addition, DESs are characterized by
specific physicochemical properties such as their non-volatility, non-flammability, high absorption
capacity, non-toxic character, and high thermal stability [28,29]. A comparison of the properties of DES
with other absorbents is presented in Table 1.
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Table 1. Comparison of physicochemical properties of absorbents [28–37].

Properties Water Organic Amine ILs DESs

The synthesis No No Multi-step
synthesis Easy

Applicability Single function Single function Multifunction Multifunction
Tunability No No High High

Thermal stability Low Low Tunable, but
generally high

Tunable, but
generally high

Boiling Points 100 ◦C 111–350 ◦C >250 ◦C
Higher than other

solvents
(214–1774 ◦C)

Environmentally
friendly Yes No Not all Yes

Toxicity No Yes
Often increase

toxicity for aquatic
systems

Acceptable toxicity
profiles

Corrosive nature High High Low Low
Biodegradability Readily Readily Difficult Readily

Density Low Medium
Tunable, but

generally higher
than other solvents

Tunable, but
generally lower

than ILs

Viscosity Low Medium
Tunable, but

generally higher
than other solvents

Tunable, but
generally lower

than ILs

Surface tension High Low

Generally lower
than water and

higher than organic
amine

Low

Vapor pressure High High Low Low
Flammability No Yes No No

Nature Neutral Basic Basic/neutral/acid Basic/neutral/acid
Type of absorption Physical Chemical/Physical Physical Physical

Absorption
capacity Medium Medium High High

Biodegradable Yes No Poor Yes
Cost Low Moderate High Low

Because of their unique properties, DESs are now successfully used as extractants [38–41] and
absorption solvents [42–46] for the purification of gas and liquid streams [46–49]. Of the available
DESs, solvents composed of quaternary ammonium salts are considered to be the most promising
absorbents. DESs can also be synthesized from natural compounds, which makes them so-called
“green solvents” due to the lack of or very low toxicity and their biodegradability [50]. Due to the
high thermal stability of DESs, they can be regenerated repeatedly without loss of absorption capacity
and the regeneration step requires less energy compared to other popular absorbents. Hence, the use
of DESs as absorption solvents in the biogas upgrading process are considered as environmentally
friendly technologies for the production of green bio-energy.

The application of upgraded biogas for the production of energy is considered as one of the most
efficient methods for reducing greenhouse gas emissions to the atmosphere. For this reason, 23 deep
eutectic solvents composed of quaternary ammonium salts and low-cost organic components were
examined as potential absorbents for the removal of siloxanes, CO2, and H2S from a model biogas
stream. A conductor-like screening model for real solvents (COSMO-RS) was used for the pre-selection
of DESs. The selection of DESs with the highest dissolution potential for all impurities was made
on the basis of the activity coefficient, excess enthalpy, and Henry’s constant values. The absorption
mechanism for the removal of the main impurities (CO2, H2S, siloxanes) was explained based on
σ-profiles and σ-potential analysis. In addition, an economic analysis of the biogas upgrading processes
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was prepared. To the best of our knowledge, this is the first economic analysis report dedicated to
biogas upgrading processes that use DESs.

2. Materials and Methods

2.1. Procedures

2.1.1. Computational Studies

In this investigation, COSMO-RS calculations were carried out using ADF COSMO-RS software
(SCM, Netherlands). The geometry optimization of all DESs were performed using the continuum
solvation COSMO model at the BVP86/TZVP level of theory. This level of theory was selected due to
proven high efficiency and low computational costs [51]. The list of 23 DESs is presented in Table 2.
The main thermodynamic parameters, i.e., the activity coefficient, excess enthalpy, and Henry’s constant
were calculated based on previous studies [52,53]. The parameters were determined for model biogas
composed of 64.9% of CH4, 31% of CO2, 3% of H2O and 1.04 of H2S, and 0.02% of hexamethyldisiloxane
(L2), octamethyltrisiloxane (L3), and octamethylcyclotetrasiloxaan (D4), which represents the typical
composition of biogas from wastewater treatment plants and landfills [8,54].

Table 2. List of deep eutectic solvents (DESs) used for the conductor-like screening model for real
solvents (COSMO-RS) calculation.

No. HBA HBD HBA:HBD Molar Ratio Abbreviation

1 Choline chloride ethylene glycol 1:3 ChCl:EG (1:3)
2 Choline chloride glycerol 1:3 ChCl:Gly (1:3)
3 Choline chloride levulinic acid 1:3 ChCl:Lev (1:3)
4 Choline chloride lactic acid 1:2 ChCl:LA (1:2)
5 Choline chloride butyric acid 1:2 ChCl:Bu (1:2)
6 Choline chloride phenol 1:2 ChCl:Ph (1:2)
7 Choline chloride urea 1:2 ChCl:U (1:2)
8 Choline chloride diethylene glycol 1:2 ChCl:DEG (1:2)
9 Choline chloride oxalic acid 1:2 ChCl:OA (1:2)
10 Choline chloride methacrylic acid 1:2 ChCl:MthA (1:2)
11 Choline chloride propylene glycol 1:2 ChCl:PG (1:2)
12 Tetrabutylammonium chloride ethylene glycol 1:3 TBACl:EG (1:3)
13 Tetrabutylammonium chloride glycerol 1:3 TBACl:Gly (1:3)
14 Tetrabutylammonium chloride levulinic acid 1:3 TBACl:Lev (1:3)
15 Tetrabutylammonium chloride lactic acid 1:2 TBACl:LA (1:2)
16 Tetrabutylammonium chloride butyric acid 1:2 TBACl:Bu (1:2)
17 Tetrabutylammonium chloride phenol 1:2 TBACl:Ph (1:2)
18 Tetrapropylammonium bromide ethylene glycol 1:3 TEABr:EG (1:3)
19 Tetrapropylammonium bromide glycerol 1:3 TEABr:Gly (1:3)
20 Tetrapropylammonium bromide levulinic acid 1:3 TEABr:Lev (1:3)
21 Tetrapropylammonium bromide lactic acid 1:2 TEABr:LA (1:2)
22 Tetrapropylammonium bromide butyric acid 1:2 TEABr:Bu (1:2)
23 Tetrapropylammonium bromide phenol 1:2 TBABr:Ph (1:2)

Henry’s constant (KH) was applied to systems in thermodynamic equilibrium. The KH links the
solubility of solute impurities (i) to its partial pressure above the mixture (pvap

i ). KH was calculated
using Equation (1).

KH =
1

γip
vap
i

(1)

where γi is the infinite dilute activity coefficient of impurities (i), and pvap
i is the vapor pressure of

impurities (i).
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The activity coefficient was calculated using Equation (2) and Equation (3).

ln(γi) =
μsolv

i − μpure
i

RT
(2)

where μp
i is the chemical potential of pure impurities (i), μ j

i is the chemical potential of impurities in
the liquid phase, T is the temperature (K), and the universal gas constant R = 8.314 J/mol.

The excess enthalpy of mixtures HE (kJ/mol) was calculated based on Gibbs-Helmholtz using
Equation (3).

HE = −T2
∂
(

GE

T

)

∂T
(3)

where T is the temperature (K), and GE is the excess Gibbs free energy (kJ/mol).

2.1.2. Biogas Upgrading Technology Description

The scheme for the biogas upgrading technology described in this paper is presented in Figure 2.
The physicochemical properties of DESs are similar to the most commonly used absorbents (i.e., amine
or water), therefore, DESs can be applied in existing and currently used absorption installations.
In order to better compare the benefits of DESs application in the absorption process, the size of
the installations (absorption and desorption column, compressor, pump, blower, dryer, and heat
exchangers) and the process streams (inlet biogas stream 813 m3/h and inlet air stream 403 m3/h) was
adopted from previous studies [55,56].

Figure 2. Scheme for the biogas upgrading technology [55,56].

In the first stage, biogas stream is introduced into Dryer 1. Then, the biogas is passed directly
to the heat exchanger, after which biogas is directed into the bottom part of the absorber (813 m3/h),
which operates at a temperature of 20 ◦C, and pressure of 100 kPa. The biogas stream is introduced at
the bottom of the absorber. The DES is introduced at the top of the column. The biogas and DES move
through a counter-flow scrubbing column. In the column, the biogas comes into contact with a DES to
dissolve the main impurities (L2, L3, D4, CO2, and H2S). This is a process of mass transfer of pollutants
from the biogas phase to the liquid DES phase. The upgraded bio-methane is downloaded from the
top of the absorber, drained again (Dryer 2), and compressed. The obtained renewable bio-methane
can be directly injected into the distribution gas grid at 700 kPa. The biogas purification system also
contains the stripper column, which is operated under a temperature of 115–125 ◦C and pressure of
140–170 kPa. Saturated DES from the absorption column is directed into the stripper column where

163



Energies 2020, 13, 3379

DES is purged with an inlet air stream (403 m3/h). Most of the impurities (L2, L3, D4, CO2, and H2S)
are liberated into a concentrated air stream that exits at the top of the stripper column. The impurities
stream is directed to the H2S, CO2, L2, L3, and D4 recovery system. The regenerated DES is cooled and
returned to the absorber column.

2.1.3. Cost and Economic Analysis

The cost simulations included an estimation of the total annual cost (TAC) of the biogas upgrading
process. TAC included the annual capital investment cost (ACIC), and the annual operation and
maintenance cost (OC and MC).

The ACIC was estimated based on the method of Scholz et al. [57] according to Equation (4).

ACIC = TCIC
i(1 + i)n

(1 + i)n − 1
(4)

where ACIC is the annual capital investment cost, TCIC is the total capital investment cost, i is the
interest rate (9%), and n is the depreciation period (15 years).

The TCIC was mainly estimated as the percentage value of the equipment cost (EC) [55]. The EC
was estimated by Guthrie’s method [58], according to Equation (5).

EC = PEC
(

fmp + fm − 1
)

(5)

where EC is the equipment cost, PEC is the bare purchased equipment cost, fmp the material and pressure
correction factor, and fm is the module factor, which depends on the size equipment. The values of
fmp and fm were adopted according to the procedure proposed by Scholz et al. [57]. The EC of the
absorption column, stripper column, blowers, pumps, compressors, and heat exchangers was adopted
from other studies [56]. The list of basic parameters for maintenance and operation cost, which consist
of operating supply cost, research, and development (R&D) costs, personnel labor cost, utility costs
(i.e., electricity cost for heating and cooling, absorbent exchange cost) is presented in Table 3.

Table 3. Parameters for operation costs.

Parameter Units Costs Ref.

Electricity EUR/kWh 0.1 [59]
Heat EUR/kWh 0.046 [57]

Personnel EUR/h 38.88 [56]
Choline chloride EUR/t 4550 [60]

Urea EUR/t 218.4 [61]
Oxalic acid EUR/t 455 [62]

The last step of the cost analysis was the estimation of the risk and economic benefits of the
project. The financial assessment of the investment was carried out on the basis of the expected energy
production, and total costs of the plant. The unit cost (UC) of 1 m3 biogas purification was calculated
according to Equation (6) [63].

UC =

⎛⎜⎜⎜⎜⎜⎜⎝

(
TCIC

n

)
+ ((TCIC ∗ i) + TAC)

APB

⎞⎟⎟⎟⎟⎟⎟⎠ (6)

where UC is the unit cost of 1 m3 bio-methane, i is the interest rate (9%), n is the depreciation period
(15 years), APB is the annual production of bio-methane [m3], and TAC is the total annual cost.

The annual amount of cubic meters of upgraded biogas stream was determined according to
Equation (7).

APB = BF·% CH4·ML (7)
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where BF is the biogas flow, % CH4 is the percentage of methane in biogas, and ML is the methane loss.

3. Results and Discussion

3.1. COSMO-RS Prediction—Pre-Selection of DESs

The preselection of DESs that are characterized by high solubility of siloxanes, H2S, CO2, H2O, and
CH4 was made based on the Henry’s constants, activity coefficients, and excess enthalpy of mixtures
that were predicted according to the COSMO-RS method. Water was omitted in the calculations
because it was assumed to be removed before the biogas enters the absorption column. All parameters
were determined at 20 ◦C and 100 kPa. The calculation results are presented in Table 4.

The activity coefficient is a thermodynamic parameter that is associated with the affinity of
siloxanes, H2S, CO2, and CH4 to DESs. This parameter indicates the differences in strength among
DESs and impurities, which are a result of the dominant interactions. Usually, the activity coefficient
values are given as ln(1/γ), hence these are rather negative (Table 4) [64]. The higher negative values
of logarithmic activity coefficients indicate greater solubility of siloxanes, H2S, and CO2 in DESs.
The second main thermodynamic parameter is the excess enthalpy of mixtures (HE). HE is a sensitive
measure of the intermolecular interactions between DESs and impurities. The results of HE calculated
for all DES-impurities models are presented in Table 4. The DES, which is characterized by a higher
dissolution capacity of CO2, H2S, and siloxanes has lower values of HE (higher negative). The third
parameter is the Henry’s Law constant (KH). The KH describes the ratio at the equilibrium of the
concentration of impurities in the gas phase to the concentration of impurities in the DES phase, and it
combines vapor pressure and solubility, which can be used to estimate the likelihood that a substance
will be exchanged between the gas phase and a DES. Lower KH indicates a higher concentration of
impurities in the DES phase than in the gas phase.

ChCl:U (1:2) and ChCl:OA (1:2) showed lower values for all thermodynamic parameters, relative
to all impurities. Slightly higher values were obtained for the rest of the DESs composed of choline
chloride such as HBA. This indicates that this type of HBA in DES structures has a major influence
on absorption efficiency. This is in line with the conclusions obtained in previous studies [46]. This
can be caused by several factors, including HBA alkyl chain length, different charge density on the
ammonium, as well as asymmetry in ChCl ammonium with a hydroxyl group in the longest branch,
and theoretically, a type of counter-ion (Cl− or Br−). However, the obtained results indicate that this
type of counter-ion in HBA only has a slight effect on the ability of DESs to dissolve all impurities.
The use of DESs containing ChCl as HBA in the absorption process is preferred because they are
characterized by less viscosity compared to DESs composed of quaternary ammonium salts with long
alkyl chain length [65].

Principal components analysis (PCA) was used to obtain a better interpretation of all results (the
activity coefficient, excess enthalpy, and Henry’s constant). The PCA plot is presented in Figure 3.
The numbers on the diagram correspond to the DESs numbers in Table 4. The results indicate that
DESs can be divided into three groups. The first group is marked with a yellow circle and contains
two DESs (ChCl:U 1:2 and ChCl:OA 1:2) that have the greatest dissolution potential for all impurities.
The second group, marked with a green circle, includes DESs that have the potential to effectively
absorb siloxanes, but they have low CO2 and H2S dissolution potential. These DESs may have potential
use for selective siloxane removal, but their solubility is insufficient in applications that require the
comprehensive removal of impurities from biogas. The last group includes DESs that have the lowest
absorption potential for all of the tested compounds.
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Figure 3. Principal components analysis (PCA) plot of all thermodynamic data including the activity
coefficient, excess enthalpy and Henry’s constant.

Based on the obtained thermodynamic results, only the DESs that showed the greatest dissolution
potential for all impurities were adopted for further consideration (ChCl:U 1:2 and ChCl:OA 1:2). In
practice, most of the obtained results using COSMO-RS are slightly overestimated, and this fact was
more pronounced for temperatures far from room temperature. Due to the fact that all calculations
were made for 20 ◦C, it can be concluded that the obtained results are very reliable, because the
COSMO-RS model ensures acceptable accuracy (about 5%) with regard to experimental results [66,67].

3.2. Molecular Interactions

After geometric optimization, the absorption efficiency of DESs can be interpreted by molecular
interactions. The geometric optimized structures of DESs are presented in Figure 4. Based on
molecule-specific characteristics, the charge-related σ-profiles and σ-potential were successfully used
to interpret the complex molecular interactions, according to previous studies [68–70].

Figure 4. Optimized structures of (a) ChCl:OA (1:2), (b) ChCl:UA (1:2).
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3.2.1. σ-Profiles

The σ-profile is the most important molecule-specific property because it indicates the probability
distribution of the surface area of molecules that have charge density. The σ-profiles of all contaminants
and DESs are presented in Figure 5. In the diagram, the range of surface area over charge density is
between −0.025 and 0.025 eÅ−2. This range can be divided into three segments, i.e., the non-polar
region (−0.0084 eÅ−2 < σ < 0.0084 eÅ−2), the hydrogen bond acceptor (HBA) region (−0.025 eÅ−2 < σ

< 0.0084 eÅ−2), and the hydrogen bond donor region (HBD) (0.0084 eÅ−2 < σ < 0.025 eÅ−2). The HBA
and HBD regions indicate the potential of the studied molecules to form strong hydrogen bonds.
The results indicate that the σ-profile of ChCl:U (1:2) and ChCl:OA (1:2) almost overlap each other.
This means that both DESs have similar properties with regard to molecular interaction. In both DESs,
much larger peaks can be observed around negative values, compared to peaks around positive values,
which shows more presence of HBA than HBD. The peaks of all siloxanes assume a similar shape and
most of the areas are located in the non-polar area (−0.0084 eÅ−2 < σ < 0.0084 eÅ−2), and there are
small fragments of siloxane peaks in the HBD region. The opposite results can be observed for carbon
dioxide, which may be a hydrogen bond acceptor to a small extent. Similar small areas of hydrogen
sulfide peaks are found in the HBA and HBD parts. The σ-profile results show that the siloxanes have
more negative activity coefficient values compared to CO2 and H2S.

Figure 5. σ-profiles of ChCl:OA (1:2), ChCl:U (1:2), H2S, CO2, and siloxanes (L2, L3, D4).

3.2.2. σ-Potential

The σ-potential describes the affinity of the DESs to biogas impurities (CO2, H2S, L2, L3, D4)
(Figure 6). The σ-potential diagram can also be divided into the same three fragments as in the σ-profile.
The higher negative value of μ(σ) [kcal/molÅ] indicates stronger interaction between compounds.
On the other hand, the higher positive values of μ(σ) suggest stronger repulsive interactions.
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Figure 6. σ-potential of ChCl:U (1:2), ChCl:OA (1:2), CO2, H2S, L2, L3, and D4.

The graphic results show that all contaminants of the model biogas have parabolic curves of
σ-potential. The negative values of μ(σ) in the non-polar segment indicate the non-polar nature of CO2,
H2S, and siloxanes. The σ-potential of ChCl:U (1:2) and ChCl:OA (1:2) show negative values in the
HBD, HBA, and non-polar region. This indicates that both DESs will tend to interact with hydrogen
bond acceptor and donor surfaces and nonpolar molecules. The positive values of σ-potential in the
HBA and HBD region of all impurities suggest that electrostatic interactions are probably the main
driving force of the absorption process. In addition, the high negative value in the non-polar region of
the DESs suggests a strong affinity to all biogas impurities. In addition, the similar σ-potential shape
of both DESs suggests similar dissolution capabilities for all of the impurities.

3.3. Economic Evaluation

The main factor that determines the success of an investment is the economic cost [71]. The capital
and running costs of biogas upgrading technology depend primarily on the size of the installation,
type of technology, type of installed devices (their number and power), degree of technological
advancement (degree of modernity and automation), system configuration, etc. Therefore, these
costs are a function of many factors. The described technology for biogas upgrading assumes that
the resulting bio-methane product will meet the quality standards of natural gas [72]. This enables
the bio-methane to be introduced into natural gas installations. This is very important from an
economic point of view because bio-methane does not require a specially dedicated infrastructure,
which increases investment costs.

In order to better compare the cost of applying DESs, the size of installations and process streams
were adopted from previous studies [55,56]. Based on an assumed biogas flow rate (813 m3/h),
estimated annual DESs consumption, and assumed biogas composition (CH4 (64.9%; 31.0% CO2;
3.0% H2O; 1.04% H2S, and 0,02% of L2, L3, and D4 [8,54]) the amount of raw biogas (7.13 Mm3)
supplied for installation per year was calculated. In addition, methane losses of 5% during the
biogas upgrading process were assumed based on COSMO-RS theoretical calculations. The annual
bio-methane production was calculated as 4.27 Mm3 per year. Based on the solubility of individual
biogas components in DESs, the saturation time of absorbents was calculated using the COSMO-RS
model (Table 5). In order to obtain reliable information about the cost of 1 m3 of pure bio-methane, the
complete cost analysis including the total investment, operating, and maintenance costs was calculated.
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Table 5. List of individual impurities and their solubility in DESs.

Type of
Impurities

Impurities
Concentration

Flow of Individual
Impurities

Molar Mass of
Impurities

ChCl:U (1:2) ChCl:OA (1:2)

Solubility Saturation Time Solubility Saturation Time

[%] [m3/h] [g/mol]
[mol/L
DES]

[h]
[mol/L
DES]

[h]

CO2 31.0 252.03 44.01 11.53 12.89 11.49 12.84
L2 0.02 0.16 162.38 1.42 21.89 0.24 3.73
L3 0.02 0.16 236.53 0.99 20.76 0.10 2.01
D4 0.02 0.16 296.62 1.09 24.51 0.14 3.12

H2S 1.04 8.46 34.10 32.93 1150.32 146.63 122.15

3.3.1. Investment Cost

The literature review indicated that the process scale of the biogas upgrading technology is the
most important factor in the total capital investment cost (TCIC) calculations [73,74].

In this study, an absorption capacity of 427 m3/h was obtained for the assumed flow rate of
raw biogas, absorption and desorption column dimensions, and 8600 operating hours per year
(Table 6). The assumed process parameters enabled the estimation of the individual equipment cost
(EC) according to Equation (6). The EC costs (Table 6) include EC for the upgrading biogas section but
do not include the biogas production sections. The values presented in Table 6 are average amounts
from previous works [55,56]. Nevertheless, to minimize the risk of overly optimistic calculations,
fluctuations in the market price of individual materials, i.e., steel and electronic components in the
years from 2015–2020 were included [75].

Table 6. Estimated costs of equipment of biogas upgrading technology.

Equipment Description Equipment Cost (EC) ± SD [EUR]

Blower Introduces biogas into the absorber 42,000 ± 3360

Absorber column Column diameter: 1 m
Column height: 15 m 50,000 ± 4000

Stripper column Column diameter: 1 m
Column height: 15 m 50,000 ± 4000

Centrifugal Pump Pump Power 46,000 ± 3680
Heat Exchanger Heat Exchanger 38,000 ± 3040
Centrifugal Compressor Compressor Power 36,000 ± 2880
Dryer Biogas water collection and disposal 25,000 ± 2000
Unlisted Equipment 300,000 ± 24,000
Total equipment cost (TEC) 587,000 ± 46,960

SD—standard deviation.

A total EC cost estimate was necessary to calculate the total capital investment cost (TCIC). TCIC
was estimated mainly on the basis of the value of equipment cost (EC) [55]. In addition, statistical
data for absorption technologies and laboratory processes scaling data were used for the estimation
of the TCIC [55]. The general TCIC analysis for ChCl:U (1:2) and ChCl:OA (1:2) is presented in
Table 7. The calculated TCIC for absorption using DESs was in the range of 3,152,088–3,164,929 EUR.
The obtained TCIC is comparable to the TCIC of amine scrubber (3,166,000 EUR), pressure swing
adsorption (3,140,000 EUR), and membrane separation (3,033,000 EUR) calculated for installations
with a capacity of 500 m3/h bio-methane. A much lower TCIC was obtained for the water scrubber
(2,794,000 EUR) [76].
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Table 7. The general estimate the total capital investment cost (TCIC) for DES.

Parameter
Cost ± SD [EUR]
for ChCl:U (1:2)

Cost ± SD [EUR]
for ChCl:OA (1:2)

Direct Cost (DC)
Total equipment cost (TEC) 587,000 ± 46,960 587,000 ± 46,960
Installation instrumentation and control 610,480 ± 48,838 610,480 ± 48,838
Electrical and heat power 64,570 ± 5166 69,950± 5596
Building and building services and equipment installation 381,550 ± 30,524 381,550 ± 30,524
Yard improvement 58,700 ± 4696 58,700 ± 4696
External services 410,900 ± 32,872 410,900 ± 32,872
Total direct cost (TCD) 2,113,200 ± 169,056 2,118,580 ± 169,486

Indirect Cost (IC)
Engineering and construction site 434,380 ± 34,750 434,380 ± 34,750
Law cost 23,480 ± 1878 23,480 ± 1878
Contractor’s fee 129,140 ± 10,331 129,140 ± 10,331
Incidents 258,280 ± 20,662 258,280 ± 20,662
Total indirect cost (TCI) 845,280 ± 67,622 845,280 ± 67,622

Other Cost (OC)
Floating capital 126,792 ± 10,143 126,792 ± 10,143
DES batch 66,816 ± 5345 74,277 ± 5942
Total other cost (TOC) 193,608 ± 15,489 201,069 ± 16,086
Total capital investment cost (TCIC) 3,152,088 ± 252,167 3,164,929 ± 253,194

SD—standard deviation.

3.3.2. Operation and Maintenance Cost

The annual fixed operating costs (FC) included the operation and maintenance cost (OC and MC)
of biogas upgrading plants. The OC and MC included the costs of maintenance, operating, labor, and
taxation, which are presented in Table 8. The cost of DESs was calculated for the scrubber volume
(2.35 m3), which was doubled in order to maintain the continuity of the process.

Table 8. General estimate of the operation cost (OC) and maintenance cost (MC) for DES.

Parameter
Cost ± SD [EUR]
of ChCl:U (1:2)

Cost ± SD [EUR]
of ChCl:OA (1:2)

Fixed Cost (FC)
Regional taxes and insurance 46,066 ± 3685 46,066 ± 3685
Total fixed cost (TFC) 46,066 ± 3685 46,066 ± 3685

Direct Production Cost (DPC)
Maintenance (M) 69,099 ± 5528 69,099 ± 5528
Salary for the operator (1500 man-hour/year) (SO) (10 Personnel) 58,320 ± 4666 58,320 ± 4666
Supervision (S) 8748 ± 700 8748 ± 700
Operating materials 10,365 ± 830 10,365 ± 830
Changes in electricity cost in the laboratory 20,425 ± 1634 20,425 ± 1634
Total direct production cost (TDPC) 166,957 ± 13,357 166,957 ± 13,357

General Expenses (GE)
Administrative cost 1313 ± 105 1313 ± 105
Distribution, marketing and R&D cost 39,710 ± 3177 39,710 ± 3177
Total general Expenses (TGE) 41,023 ± 3282 41,023 ± 3282

DES Cost (DESC)
DES replacement cost 334,080 ± 26,726 445,662 ± 35,653
Depreciation expense 3339 ± 267 339 ± 267
Total DES Cost (TDESC) 337,419 ± 26,994 449,001 ± 35,920
Total operation and maintenance cost (TOC and MC) 591,465 ± 47,317 703,047 ± 56,244

SD—standard deviation.
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Due to the different absorption capacity of DES and regeneration cycles, the energy consumption
in the absorption processes was different. Based on previous studies, it was assumed that ChCl:U (1:2)
and ChCl:OA (1:2) can be regenerated 73 and 60 times, respectively, without loss of absorption capacity.
From an economic and industrial point of view, recycling and reuse of DES after the absorption process
is highly desirable because it reduces annual operating costs and the amount of waste. Numerous
regeneration cycles can be achieved due to highly reversible absorption, which mainly depends on
the structure and thermal stability of DESs. HBDs play the main role in the thermal stability of DESs,
which depends mainly on the weak intermolecular interaction. The decomposition temperature of
urea in ChCl:U is about 172.40 ◦C [77], while the decomposition temperature of oxalic acid in ChCl:OA
is about 134.84 ◦C [78]. Both temperatures are higher than the temperature required for regeneration,
which is enough to ensure long absorption–desorption cycles. However, the ChCl:OA structure and its
lower decomposition temperature result in a slightly lower number of regeneration cycles. After a
number of regeneration cycles, DESs must be replaced to further ensure the high quality of bio-methane.
The other costs of OC and MC was estimated based on the literature [74,79] and using percentage
factors of TCIC. The costs in Table 8 (FC, DPC, GE) are averaged values for selected European Union
countries, i.e., Sweden, Germany, France, Norway, and Poland for which standard deviations have
been determined. The one-time cost of replacing the absorbent is 66,816 EUR and 74,277 EUR for
ChCl: U and ChCl: OA, respectively. Due to the 5-fold (ChCl: U) and 6-fold (ChCl: OA) exchange
of absorbents to ensure the high quality of bio-methane, the total cost of replacement is 334,080 and
445,662 EUR for ChCl:U and ChCl:OA, respectively.

The total OC and MC cost for ChCl:OA (703,047 EUR) is comparable with amine scrubber (688,000
EUR) and membrane separation (662,000 EUR), while the total OC and MC cost for ChCl:U (591,465
EUR) is more comparable with water scrubber (513,000 EUR) and pressure swing adsorption (557,000
EUR) [76].

3.3.3. Economic Comparison of the Overall Biogas Upgrading Process

It is difficult to clearly estimate the costs of individual technologies due to the differences in the
cost of components, materials and utilities, and local conditions. Therefore, is important to consider the
total annual cost (TAC) of the biogas upgrading process, which was 982,510 ± 78,601 EUR (ChCl:U) and
1,095,685 ± 87,654 EUR (ChCl:OA) in the economic analysis. The TAC cost for ChCl:U was very similar
to the TAC for pressure swing adsorption (970,000 EUR), while the TAC obtained for ChCl:OA was
very similar to the TAC for amine scrubber (1,104,000 EUR) and membrane separation (1,061,000 EUR).
The lowest TAC is for the water scrubber (880,000 EUR). Based on the above calculations, the unit
cost of 1 m3 of pure bio-methane was determined by means of Equation (4). The obtained unit cost
of 1 m3 of bio-methane was 0.35 ± 0.03 EUR/m3 and 0.37 ± 0.03 EUR/m3 for the physical absorption
process using ChCl:U (1:2) and ChCl:OA (1:2), respectively. The unit cost for various biogas treatment
technologies can be ordered as follows: amine scrubber >membrane separation > ChCl:OA (1:2) >
ChCl:U (1:2) > PSA >water scrubbing [76] (Table 9). The values include the average standard deviation
(8%), which was adopted based on the above calculations. Table 9 contains only the total TAC and UC
values without standard deviations due to the lack of data from other studies. The main advantage of
the innovative method based on DES is the cost of biogas upgrading compared to the most commonly
used absorbents.
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Table 9. Comparison of economic analysis.

Purification Methods
Total Annual Cost

(TAC)
Unit Cost of

Bio-Methane (UC)
Ref.

Amine scrubber 1,104,000 EUR 0.39 EUR/m3 [56]
Membrane separation 1,061,000 EUR 0.38 EUR/m3 [56]

ChCl:OA scrubber 1,095,685 EUR 0.37 EUR/m3 This study
ChCl:U scrubber 982,510 EUR 0.35 EUR/m3 This study

PSA 970,000 EUR 0.35 EUR/m3 [56]
Water scrubbing 880,000 EUR 0.33 EUR/m3 [56]

The application of traditional absorbents (water, amine), requires further biogas refinement
operations, which involves additional costs, while the use of DES ensures that high-quality bio-methane
is obtained in a one-step process. The obtained results indicate that biogas upgrading technology by
means of DESs is a competitive technology for all currently used methods in the industry.

4. Conclusions

The study presents low-cost deep eutectic solvents (DES) as potential new sorption materials
that enable one-step, effective biogas upgrading. This is a significant advantage compared to the
currently used sorbents that are dedicated to removing only selected groups of impurities, which
does not guarantee that the biogas will be of sufficient quality. The use of developed sorbents under
absorption conditions results in biogas with high-methane gas parameters that meet the parameters
for gas injected into the transmission network and transport fuel. In addition, the use of new sorbents
based on DESs are highly advantageous from an economic and ecological point of view because the
sorbents are synthesized from inexpensive, easily available materials that can be regenerated many
times without loss of absorption capacity.

In this study, 23 low-cost DESs composed of quaternary ammonium salts and organic components
were investigated. Based on the basic thermodynamic properties, i.e., the activity coefficient, excess
enthalpy, and Henry’s constant, two DESs (ChCl:U (1:2) and ChCl:OA (1:2)) were selected because
they showed the highest dissolution potential of the siloxanes, CO2, and H2S. The high affinity of both
DESs to all of the main biogas contaminations was confirmed by means of σ-profiles and σ-potential
analysis. It was shown that the electrostatic interactions between biogas impurities and DESs are the
main driving force of the absorption process. For the best DESs, economic analysis simulation was
conducted in order to evaluate and compare ChCl:U (1:2) and ChCl:OA (1:2) to each other and to
currently available industrial absorbents. The unit cost of DESs depend mainly on the DES structure,
which is responsible for its absorption capacity, and regeneration cycles. The unit cost of obtaining
1 m3 of high-quality bio-methane using DESs absorption is comparable to the costs of currently used
technologies. However, the proposed biogas upgrading technology offers the possibility of removing
CO2, H2S, and siloxanes in one step. This is a significant advantage compared to other commonly used
technologies that only remove individual impurities. The obtained results show the great potential of
DESs to improve biogas to high-quality bio-methane with properties comparable to natural gas. Such
bio-methane could be injected into the natural gas network or used as an alternative to compressed
natural gas fuel. However, further experimental research is needed to confirm the obtained results.
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41. Makoś, P.; Fernandes, A.; Przyjazny, A.; Boczkaj, G. Sample preparation procedure using extraction and
derivatization of carboxylic acids from aqueous samples by means of deep eutectic solvents for gas
chromatographic-mass spectrometric analysis. J. Chromatogr. A 2018, 1555, 10–19. [CrossRef] [PubMed]

42. Zhong, F.-Y.; Huang, K.; Peng, H.-L. Solubilities of ammonia in choline chloride plus urea at (298.2–353.2) K
and (0–300) kPa. J. Chem. Thermodyn. 2019, 129, 5–11. [CrossRef]

43. Zhang, K.; Hou, Y.; Wang, Y.; Wang, K.; Ren, S.; Wu, W. Efficient and Reversible Absorption of CO2 by
Functional Deep Eutectic Solvents. Energy Fuels 2018, 32, 7727–7733. [CrossRef]

44. Moura, L.; Moufawad, T.; Ferreira, M.; Bricout, H.; Tilloy, S.; Monflier, E.; Costa Gomes, M.F.; Landy, D.;
Fourmentin, S. Deep eutectic solvents as green absorbents of volatile organic pollutants. Environ. Chem. Lett.
2017, 15, 747–753. [CrossRef]

175



Energies 2020, 13, 3379
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Abstract: In this work, we describe the design and test of a new piece of equipment, developed in
order to enhance speed, gas consumption and safety during the manual asphalt roofing process.
The novelty of the equipment is based on the use of a set of five parallel gas burners located in front of
the roll to maximize heat transfer. The equipment is light and can be used by any worker on any type
of roof. It also includes a thermal insulation cover to significantly reduce gas consumption and, thus,
to reduce CO2, SO2, and other non-eco-friendly emissions. In this paper, we present the mechanical
and thermal design and analysis of the equipment, Computer Fluid Dynamics (CFD) simulations for
heat transfer calculation, a description of the manufacturing and assembly, a preliminary thermal test,
and an operational test. The results demonstrate an installation speed of 1.75 m2/min, for 3 kg/m2

rolls, which translates to around 700–735 m2 per person per day, more than twice the usual manual
roofing rate. Nevertheless, some issues need to be resolved, such as the nonuniform heat distribution
and the low heat transfer at the end of the roll installation.

Keywords: fuel burners; asphalt roofing; heating equipment

1. Introduction

Nowadays, roofing methods play an essential role in the energy efficiency and weather resistance
of buildings and houses [1]. One common roof protection method is to install asphalt coatings.
Specialized workers generally do asphalt roofing manually. They typically carry a single Liquefied
Petroleum Gas (LPG) burner to apply the heat to the rolls. Workers perform several steps when roofing:
locating the rolls, aligning them with respect to the previous rolls, unrolling them, applying heat, and
finishing them off. A worker can install around 20–25 rolls per day (200–250 m2) using this manual
procedure. Such a reduced capacity for manual installation has motivated patents and developments
of new systems and equipment to facilitate and enhance roll installation speed.

Patent EP0466249 [2]—a method and apparatus for applying a bituminous sheet to a
substrate—presents a roller system with a previously heated additional drum wherein the asphalt roll is
heated. Another patent US4725328 [3] was claimed for a mechanism that includes two heating torches
perpendicular to the roll. Heating torches were located at both ends to increase adherence where the
rolls overlap. Patent US 2013228287 [4] has been commercialized using the name Unify-ER by the
company RES Automatisation Contrôle [5]. This device applies heat to the roll through a longitudinally
distributed set of LPG burners. This equipment shows a roll installation speed of 1 m/min, claiming a
rate of 18 rolls per hour, but requires two workers; thus, this device provides an installation of 480 m2

per day per person. Although it is faster and much more efficient than the manual technique, the large
number of frames, structure and auxiliary mechanisms leads to a total weight of 180 kg. Such a high
weight considerably hinders its use on weak roofs. In addition, the excessive size of the equipment
makes it difficult to be transported in small vans. Other commercial equipment are the Seal-Master
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1030 from Schäfer Technic GmbH and the Bitumenbrenner from Bamert Spenglerei GmbH. From a
practical point of view, the main disadvantages of all the previous systems are that they are heavy,
too large for operation on small roofs and difficult to transport. On the other hand, manual installation
only requires a single torch and propane bottle. The lightweight equipment that we present in this
article provides a fast, high quality application capacity, while being light and small enough to be
transported and used in most cases.

All previous patents and products enhance asphalt roofing speed but they all require gas burners
to heat the asphalt up for its installation. Gas burners generate CO2 and SO2 emissions, which must be
reduced as much as possible. Roofing has attracted the attention of environmental administrations
in order to reduce their emissions. For example, the Asphalt Roofing Manufacturing Association
(ARMA) developed emissions factors for asphalt-related air emissions for all the relevant processes
in the manufacture of roofing asphalt [6]. Moreover, a measurement of 75.2 kg CO2eq per roll was
estimated in [7] and the installation stage in buildings was found to be responsible for the majority of
those emissions. Infrared heating could be an alternative option to gas burners [8], but its applicability
is limited to places where a high electrical power source is available. Therefore, it is necessary to
reduce the gas consumption as much as possible by optimizing the heat transfer from torch burners to
asphalt rolls.

Besides speed and gas consumption, roofing workers’ health must also be guaranteed and
protected. When doing manual installation, workers often do not use safety prevention equipment in
order to improve their speed, at the expense of increasing the risk of accidents. A proper way to prevent
occupational illnesses, injuries and fatalities is to design systems and equipment that allow workers to
operate efficiently [9]. Moreover, inadequate posture during manual roofing may cause a rise in the
number of illnesses and injuries. The equipment presented in this article allows workers to operate in
safer conditions and to prevent work injuries. We hope that the equipment presented in this article will
help workers during manual installation, reduce installation risks, increase installation speed, optimize
gas consumption and will be light and practical for use on any type of roof. Furthermore, the shorter
the installation time of the asphalt rolls, the lower the CO2 emissions; thus, the presented equipment
even provides an improvement in the human factor because, during the installation of asphalt rolls,
humans are also a source of emissions (eating, creating waste, using electricity, etc.), and the impact of
their emissions decreases if the working time is reduced.

The presented equipment consists of a lightweight trolley mechanism that allows the installation
of asphalt rolls in a quicker, cleaner, and safer way. This trolley includes a set of five parallel torches
located in front of the roll to heat the asphalt up. Asphalt rolls are directly placed on the floor, so the
worker does not have to lift them. As the worker pushes the trolley, auxiliary wheels unroll the roll,
while the worker can control the heat application. The equipment also includes an insulation cover
to maintain and increase the heat transfer from the torches to the roll. This allows for the uniform
and continuous heating of the roll for its installation on the ground, which is synchronized with the
unrolling. Moreover, the trolley has two small compaction drum rollers in both lateral sides, in order
to assure the adherence of the asphalt where the rolls overlap.

In this article, we present the mechanical and thermal design and an analysis of the equipment,
CFD simulations for the calculation of heat transfer, a description of the manufacturing and assembly,
a preliminary thermal test, and an operational test of this new equipment, demonstrating the claimed
advantages. To conclude, we include a list of lessons learned after the tests that may help to improve
the equipment in further developments.

2. Design and Analysis

The described lightweight equipment is basically a lightweight trolley design that facilitates the
installation of asphalt rolls. This equipment is composed of the following elements: a light trolley
structure, four wheels for the motion of the trolley, an auxiliary wheel for unrolling the asphalt roll, a set
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of five torches aligned parallel to the roll, a top thermal insulation cover to avoid heat loss, small drum
rollers for the compaction of the asphalt in the overlaps and general gas flow regulators and switches.

2.1. Mechanical Design and Analysis

Figure 1 compiles three views of the trolley. The isometric view shows the trolley (1), which can
be pushed using a handle placed at a comfortable height for the worker. A total of four wheels (3)
allow for the smooth motion of the equipment. The rear wheels are blocked and the front wheels are
free to allow steering, so that the worker can precisely drive and guide the trolley. The asphalt roll (4)
is located inside the main frame. The trolley has two locating stops on both laterals to keep the roll in
the right position and allow for the re-direction of the roll while it is being unrolled. In addition, the
trolley has two auxiliary wheels (5) located behind the roll, and at a height lower than the radius of the
roll. These auxiliary wheels transmit the pushing force tangentially to the roll. A thermal insulation
cover made by rock wool (6), which maximizes the heat transfer, covers the whole roll. Additionally,
the trolley includes two small drum rollers (12) for the compaction of the asphalt where rolls overlap.

Figure 1. Isometric and orthogonal views of the design: 1—trolley, 2—torches, 3—wheels, 4—asphalt
roll, 5—auxiliary wheels, 6—thermal insulation cover, 7—individual flow regulator, 8—gas pipeline,
9—on/off valve, 10—main flow regulator, 11—main pipeline from propane bottle, 12—drum rollers.

Figure 1 also shows the set of five torches (2), which are parallel and aligned in front of the asphalt
roll. A flexible pipeline (8) connects all the torches with the main gas pipeline. Each torch flow can
be individually regulated (7), but is also regulated by a general flow regulator (10) placed close to
the handle. The activation of the torches is set and controlled by an on/offmanual control valve (9).
The gas is provided from a propane pressurized bottle through a flexible ten-meter-long pipeline (11).

The equipment is specially adjusted for ten-meter-long, one-meter-wide 3 kg/m2 asphalt rolls.
The main dimensions are depicted in Figure 2. Smaller roll sizes could be compatible with the
equipment, but the positions of the locating stops may be modified, placing larger or shorter limits
on the rolls. For wider rolls, modifications to the whole structure would be necessary, as well as the
repositioning of the torches. The total trolley mass is 16 kg, excluding the compaction drum rollers.
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Figure 2. General dimensions of the equipment in millimeters.

During installation, it is not necessary to lift the roll from the ground, since the trolley directly
moves and unrolls it. Hence, there is no need to add heavy auxiliary rolls for unrolling, which makes
the entire system much lighter and saves workers’ energy. The unrolling mechanism and structure of
the trolley follows the design shown in [10] and the patent in [11]. The mechanism is based on a pair of
auxiliary wheels.

Standard 3 kg/m2 asphalt rolls weigh 30 kg and are 0.25 m in diameter. The friction coefficient
between concrete and asphalt is estimated as μ = 0.4. Thus, with a maximum friction force of
F = μ·m·g = 117.6 N, almost 12 kg of horizontal pushing force is needed. Such a value is easily
achievable for a construction worker. This implies that there could be an issue—if the trolley directly
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pushes the roll, the worker might be able to slide the roll without unrolling it. This could be severely
problematic at the start of the installation of the roll because, at this point, there is no adherence
between the asphalt and ground. One solution to prevent sliding is to include auxiliary wheels in
order to facilitate unrolling. These auxiliary wheels permit the conversion of the horizontal thrust into
a tangent force, making the unrolling much easier.

2.2. Thermal Design

One of the principal issues during manual installation with a single torch is that the heat flux
is only applied in a highly localized area. With just one torch, heat has to be applied progressively
along a single area on the roll. This leads to nonuniform adhesion and problems in the overlapping
areas. The uniformity can be improved by using a longitudinal five-torch layout, meaning that heat is
uniformly distributed along the roll line. The heat power required for this fast installation method is
calculated in Section 2.2.1.

Additionally, the localized heat transfer is dependent on the desired length of application, which
is variable, as it is controlled by the worker. When performing manual installation, the heating time is
usually much longer than required for a proper asphalt installation. Workers do not have any way
to measure or control of the temperature beyond their own eyesight and experience. By fixing the
distance between the roll and the torches and by adjusting the gas flow of the torches individually and
generally, workers can perfectly control the amount of heat that is applied. The gas pressure and torch
selection were calculated through an iterative process, with transient CFD simulation results. CFD
analysis determined the percentage of heat transferred to the roll, as shown in Section 2.2.2.

Moreover, in the manual method, the torches’ efficiency is reduced because most of the heat is
lost due to the large environmental air convection that occurs far from the roll. In our model, we
include a thermal insulation cover between the roll and the air flow, which forces the hot air to remain
closer to the roll, increasing efficiency and reducing thermal losses. The effect of including this thermal
insulation cover is quantified by a transient CFD analysis, which is also described in Section 2.2.2.

2.2.1. Requirement of Heat Power into the Roll

In order to select adequate torches and to adjust the gas flow consumption, it is necessary to
first determine the necessary heat power that needs to be transferred to the roll for fast and adequate
asphalt adhesion with the ground. However, before total heat, we have to determine the temperature
the asphalt needs to reach for correct adhesion. This temperature can be set by analysing the viscosity
behaviour of the asphalt with respect to temperature. The asphalt viscosity decreases asymptotically
when the temperature increases [12]. With a value of 140 ◦C, the viscosity is lower than 125 mPa·s,
which is very close to the final asymptotic value. As the asphalt’s bonding with the ground is based on
its viscosity, 140 ◦C could be considered a hot enough temperature point for asphalt–ground bonding.
The physical properties of asphalt and rock wool are shown in Table 1 [13].

Table 1. Physical properties of asphalt and rock wool.

Property Asphalt Rock Wool

Heat capacity (Cp) 1014 J/kg·◦C 840 J/kg·◦C
Thermal conductivity (k) 0.5 W/m·K 0.035 W/m·K

Density (ρ) 1700 kg/m3 40 kg/m3

Thus, a rough first attempt was carried out, assuming no heat loss. The total power needed to
heat up 1.75 m2/min of a 3 kg/m2 asphalt roll can be calculated as the necessary power to bring the
complete mass from an initial temperature of 22 ◦C to a final temperature of 140 ◦C:

P =
m·cp·ΔT

t
=

3·1.75·1000·(140− 22)
60

= 10.33 kW (1)
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The environmental temperatures that can be found at workplaces can vary from 4 ◦C to 40 ◦C.
For these conditions, the calculation returns the total power as 11.9 kW in the extreme case of an
environmental temperature of 4 ◦C. Therefore, we consider the value of 11.9 kW to be the maximum
total heat power needed.

During the second heat power calculation iteration, we have to take into consideration that asphalt
rolls are made by consecutive asphalt layers. Hence, the heat applied to the roll does not only heat
the first layer up, but it is transferred internally to the rest of the layers. This fact must be carefully
analysed, since adhesion between layers must be avoided. Therefore, the temperature increase has to
be sufficiently fast to maintain the installation speed, but slow enough not to make the layers adhere to
one another. Accordingly, it is more accurate to determine an adequate temperature profile for the
layers that is higher than the temperature of the asphalt. In this analysis, we will follow the same
criterion used in the previous article [10]. This criterion is that the top surface temperature of the
layer must be above 140 ◦C, the middle section of the layer must be at least 110 ◦C, and the interlayer
point must be lower than 70 ◦C. In our previous work [10], we reached this point after 35 s when
applying 11.73 kW/m2 for a total installation speed of 1 m2/min; if we target 1.75 m2/min, then we
should transfer at least 20.52 kW/m2 to the roll (directly proportional to the calculation from [10], finite
elements models results) in order to move the trolley at the targeted speed.

2.2.2. Heat Transferred and Thermal Insulation Cover

The next step in the thermal design is to estimate the heat percentage transfer from the hot
combustion products coming from the torches to the actual roll. Two-dimensional CFD analysis has
been used in order to determine the heat transfer efficiency for the exact geometry of the system,
including the thermal insulating cover. Simulations have been set-up and solved by using CFD
software ANSYS FLUENT software 2019 R2 (ANSYS, Inc, Canonsburg, PA, USA).

The geometry for the simulations is shown in Figure 3. The dimensions of each geometry
correspond with the real prototype dimensions. This 2D geometry includes several boundaries:

• The background boundary considers a zero static pressure and an infinite ambient temperature of
25 ◦C;

• The inlet boundary supplies air a certain input speed, vi, and input temperature Ti;
• The thermal insulation cover boundary is a solid–fluid interface line that links the thermal

properties of adjacent fluids with the solid thermal conduction inside the rock wool (the fluid
speed in this boundary shall be zero). This boundary is removed in the second simulation in order
to quantify the improvement effect of the thermal insulation cover;

• The roll boundary is a solid–fluid interface line that links the thermal properties of adjacent
fluids with the solid thermal conduction inside the asphalt (the fluid speed in this boundary shall
be zero);

• The inner diameter of the roll is a thermal convective boundary with a free convective coefficient
of 5 W/m2K, which evacuates the heat to 25 ◦C ambient temperature;

• The floor is a wall-type boundary, which means that the fluid speed in this boundary shall be zero.
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Inlet:  

10 m/s; 1950 °C  

Floor  
25 °C, adiabatic 

Thermal Insutalion Cover 

Background: 25 °C, ambient pressure 

Roll Roll Inner diameter 
h = 5 W/m2K 

Fluid - AIR 

Solid – ROCK WOOL 
Solid  
ASPHALT 

Figure 3. CFD simulation geometry and boundaries.

The inlet boundary length is 57 mm, which corresponds with the output geometrical diameter of
the selected torches. The selected blowtorches are 70 mm in diameter and 58 kW of thermal power
from company ECD-Germany (Neunkirchen-Seelscheid, Germany). This torch, shown in Figure 4,
can provide up to 58 kW of thermal power with a propane consumption of 4000 g/h, at 4 bar of propane
pressure in the gas pipeline orifice.

Ф70  

Ф57 

Figure 4. Torch (70 mm in diameter) from Neunkirchen-Seelscheid, Germany.

The inlet boundary fluid conditions are the inlet speed vi = 10 m/s and the input temperature
Ti = 1950 ◦C. The temperature of the flame at the ignition point is 1950 ◦C, as demonstrated for
full propane combustion [14]. The inlet speed was selected after the preliminary laboratory tests.
These kinds of assumptions must always be validated during the test phase [15], as we did in this study.

In the 2D CFD model, the extrapolated inlet area is the length of the inlet boundary line multiplied
by a 1 m width, which makes a rectangle. This does not correspond exactly with the real model, which
uses five circular torches. However, the objective of the 2D CFD analysis is to determine the relative
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percentage of transferred heat. In any case, both the thermal input power and the thermal transferred
power are calculated per unit length. The thermal input power can be calculated as:

Qi = ρi·vi·φt·cv·(Ti − Tamb) = 0.148·10·0.057·1260·(1950− 25) = 205 kW/m (2)

where ρi is the air density at the case temperature Ti, vi is the inlet speed, φt is the effective output
diameter of the torch 57 mm and cv is the isochoric specific heat capacity of air when the temperature
is Ti. All values are expressed in international units. The thermal input power remains constant at
each simulation time step.

The mesh element size is 0.004 m for most of the model, excluding the roll surface wherein the
mesh is two orders smaller. The transient model was set up to solve the fluid–solid interaction in
transient conditions. The air properties (density, cp, thermal conductivity and viscosity) were defined
using a table as a function of the temperature, and the properties of the asphalt roll and the rock wool
sheet as the constant values. For the model solver, the method and boundaries were: pressure-based,
y-axis gravity, energy equation, standard k-epsilon, initializations of atmospheric pressure and 25 ◦C.
The simulation time was set to 0–60 s. A constant time step of 0.1 s as set. Each time step simulation
typically converged after 120 iterations in an Intel Core i5-9600K computer with 16 Gb of RAM, taking
around 30 s for each step simulation. The complete transient simulation was done with and without
thermal insulation cover.

The results of the air velocities for a time of 15 s with and without the thermal insulation cover
are shown in Figure 5. For the result with the cover, it can be observed that most of the air flow goes
between the middle height and the top cover, lifted up because lower density of the gas. Lower air
speeds appears in the front-bottom part of the roll. The flame tends to rise at any moment. It can also
be seen that the design with the cover increases the contact area between the hot air flow and the back
of the roll. In the design without the cover, the air speed on the back of the roll is almost zero, and
therefore the heat transmission in this area is very low.

 

Figure 5. CFD results: velocity distribution with cover (top) and without (bottom), time = 15 s.
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The results of the temperature distribution for a time of 15 s with and without the thermal
insulation cover are shown in Figure 6. For the result with the cover, it can be observed that the cover
acts as an oven, making the hot air remain close to the roll. It is also relevant that a column of hot air
rises from the bottom, which could affect the worker. Because of the lower density, the flame appears
to rise at any moment. It can also be seen that the design with the cover increases the contact area
between the hot air flow and the back of the roll. In the design without the cover, the temperature on
the back of the roll is almost ambient and, again, we can expect that the heat transmission in this area
will be very low. The area affected by hot temperatures can be estimated to be around 75% of the total
roll area when using the cover and around 55% of the total roll area when not using the cover.

 

Figure 6. CFD results: temperature distribution with cover (top) and without (bottom), t = 15 s.

The details of the temperature evolution inside the roll with and without the cover are shown
in Figure 7. The figure presents the temperatures at three different points, t = 5, 10 and 15 s. Again,
it is clear that the back of the roll was heated differently depending on whether the cover was present.
It is important to note that the colour scale corresponds to the temperature profile criteria described
in the previous subsection. The roll should, at least, be above 70 ◦C (yellow contour) to guarantee
a successful adhesion. Moreover, we included a black circumference, indicating the position of the
second bitumen layer of the roll. In this way, we can determine whether the first and second layer
interfaces are hot enough to be installed.

It can be observed that, with or without the cover, the increase in the temperature on the front of
the roll is almost the same. If t = 10 s, the first layer would be within the yellow contour and, therefore,
it would be ready for installation. However, the back of the roll behaves differently with and without
the cover. Without the cover, the back of the roll does not get hot enough, even if t = 15 s. Therefore,
we conclude that using the cover will surely speed up the installation process. By using the cover,
we can determine that around 75% of the exposed roll area is ready to be installed after 15 s; this means
that a total area of 0.031 m2/s or 1.88 m2/min was aimed for in the prototype.

187



Energies 2020, 13, 2216

WITH Cover 

t = 10 s t = 10 s 

WITHOUT Cover 

Temperature [°C] ]
26 70 140 300 500 900 

t = 5 s t = 5 s 

t = 15 s t = 15 s 

Figure 7. CFD results: temperature inside the roll, with cover (left) and without (right).

The heat transferred inside the roll, with and without the cover, as a function of time is shown
in Figure 8. With the cover, the heat transferred was calculated to be around 20 kW. This coincides
with the estimated requirement of the previous subsection, but the objective of the 2D model is to
estimate the percentage of heat transfer and not the total transferred heat. Notably, the heat transfer
rate decreases with time. This can be explained because, as the roll gets hotter, the total heat transfer is
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reduced until it reaches a certain stationary asymptotic value. The heat transferred without the cover
is around 75% of the heat transferred with the cover, which was expected based on the temperature
distribution analysis.

 

Figure 8. CFD results: heat transferred to the roll and relative percentage with respect to total heat
inlet, with cover (left) and without (right).

However, when comparing the total heat transferred to the roll with the total heat generated,
the values are low. It has been determined that only around 10% of the total generated heat will
be transferred to the roll. This implies that the system shall generate a total heat of around 205 kW.
Each torch shall generate up to 41 kW. If one torch has the capacity to generate 58 kW of thermal power
with a consumption of 4000 g/h, at 4 bar of propane pressure, then it means that the system should
operate with a pressure of 2.8 bar and a consumption of 2800 g/h per torch.

3. Manufacturing and Assembly of the Prototype

The prototype was assembled following the design described above. Normalized 45 × 45 aluminium
profiles make up the main structure. Although they are not the optimal solution in weight terms,
their use allowed for the realization of quick and small modifications and/or adjustments to correctly fit
the rest of the parts. The main frame and auxiliary wheel mechanisms of the prototype are assembled
together, as shown in Figure 9. The insulation cover was manufactured at Universidad de Alcalá
workshop using 1-mm laminated stainless steel for the coating and 40-mm-thick rock wool as internal
insulation material. The thermal isolation cover is mounted above the frame, and the lateral stops are
adjusted in order to keep the roll within the trolley and to limit the degrees of freedom when unrolling.
Five torches are mounted and equally spaced in the front, pointing toward the auxiliary wheel, as
shown in Figure 9. The gas flow pipelines, flow and pressure regulators are connected and assembled
on the trolley.
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Figure 9. Real prototype assembled.

The overlap compaction drums are connected to the main frame through a bi-articulated connecting
rod, as shown in detail in Figure 10. Drums are 10 cm wide and they are aligned in order to press
the 10-cm-wide area required for the overlaps. Each compaction drum is constructed using four 2-kg
weights jointed by a connecting axle. This axle can rotate around the linking rod, which can also rotate
around the main frame. This allows for the continuous vertical pressing of the weights against the
ground, compacting the asphalt overlaps with the subsequent asphalt roll.

 

Figure 10. Compaction drum at the bottom of the trolley.

The gas circuit scheme is depicted in Figure 11. The gas circuit starts from the propane bottle,
which is linked through a free output regulator to a manual pressure regulator. The propane bottle
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provides gas at a pressure between 2 and 6 bar. During tests, the propane bottles provided 5 bar to the
manual pressure regulator, as shown in Figure 12. The manual pressure regulator allows us to control
and regulate the pressure reaching the torches. In the diagram shown in Figure 12, the output pressure
was limited to 2.8 bar. Once the pressure is regulated, the flow can be controlled and modulated
through an on/off valve which also has a second flow regulator. In the case of the prototype, this second
flow regulator was fully open and so the activation or deactivation of the torches could be achieved
using this on/off valve, which is also shown in Figure 12.

 

Figure 11. Schematics of gas circuit.

 

Figure 12. Manual pressure regulator and on/off valve.

The main pipeline is connected to the manual pressure regulator by a 1/4” Left Handed (LH)
nut connection. The pressure regulator is linked to the on/off valve with a shortcut using a 3/8” LH
nut attached to a 3/8” LH screw. The on/off valve is linked to the torch pipeline using a 3/8” LH
nut connection.

The pipeline distributes the gas flow to the five torches through a T-type 3/8” LH connector. Each
torch has its own flow regulator, as shown in Figure 13. This allows for individualized heat flow
adjustment. This can be useful for increasing heat flow in the two torches that heat the overlaps, since
these areas are critical to ensure the impermeability of the roof. Torches are mounted in parallel at the
distance and height depicted in the dimensional drawings in Figure 2.
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Figure 13. Individual flow regulators and parallel torches.

In order to initiate the installation, the roll must be placed inside the trolley, in contact with the
auxiliary wheels and between the lateral stops. The steps for placing the roll are to leave the roll
on the ground and to front-lift the trolley using the rear wheels. The trolley has a little aluminium
profile-made pedal, shown in Figure 12 next to the feet, which helps to lift the trolley when the worker
steps on it. Then, the trolley is pushed against the roll to ensure contact against the auxiliary wheels,
as shown in Figure 14. The asphalt roll has to be prepared and located in the proper position in
order to overlap any previously installed asphalt. Furthermore, the surface has to be prepared before
the installation. For this, we applied ChovASTAR®waterproofing surfaces preparer on the surface,
which is a liquid product formed by resins and bitumen in aqueous solution. This product drastically
improves the adherence between the ground and the asphalt roll. Once the preparer is applied and the
roll is in position, installation can start.

 

Figure 14. Prototype and surface ready for asphalt roofing.
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4. Test Results and Discussion

The test campaign is planned and executed in order to determine the real capacity, speed and
equipment performance after installation. Preliminary laboratory tests are used to validate some
considered assumptions during the design phase, such as inlet input speed.

4.1. Preliminary Laboratory Test

A preliminary torch flow analysis test was conducted in order to estimate the hot air flow
temperature and speed. In addition, the propane consumption was measured during this test.
We supplied propane to the torches by using two propane bottles, delivering the gas at a pressure
of 5 bar. The pressure that reached the five torches was limited to 2.8 bar, with a consumption of
2800 g/h per torch. We activated the five torches at their maximum flow capacity; flow regulators were
fully open.

The air-fed propane flame is shown in Figure 15. Air enters to the torch from the bottom, where
there are five holes 8 mm in diameter. Air is mixed with propane inside the torch. Torches must be
manually ignited. Once the ignition occurs, the flow can be controlled individually at each torch.
Figure 15 (top) shows the different zones of the flame shape. A blue flame means the complete
combustion of the gas. Pure hydrocarbons like methane (refined natural gas), propane, butane and
ethane gases also burn with a blue flame. The flame turns blue at the output of the torch, which means
that air reaches a temperature between 1800–1980 ◦C for propane [14]. In the second zone of the flame,
which is yellow, temperatures are lower, at 500–750 ◦C. This is the temperature of the air when it
encounters the roll. There is a zone where the combustion becomes incomplete due to the absence
of gas.

Figure 15. Flow and consumption test of the five torches, photograph and validation CFD
analysis—speed results.
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Air speed has been estimated at around 10 m/s by using the CFD 2D model. In this case, the CFD
model did not include the roll. CFD stationary simulations return flame shapes similar to the one
we observed in the test. It is interesting to notice that the cross section of the flow is slightly smaller
than the torch diameter and it is oriented to the upper part. This is due to the lower density of the
outlet air already present in the torch. Thus, the CFD inlet temperature and air speed conditions can be
considered reasonable, although it is important to note that CFD considers air as fluid, which is not
exactly the case in reality, because combustion products do not have the same properties as air.

4.2. Outdoor Asphalt Temperature and Adhesion Test

Once the temperature and speed of the hot air flow have been determined in the laboratory,
the outdoor installation tests must begin. Tests were carried out on the rough roof of an individual
parking structure located in Torres de la Alameda (Spain). Several rolls and the prototype were
transported to the location. The preparer was applied and the roll was put in position. Then, the torches
were activated using a manual lighter. One person was in charge of moving the trolley and activating
the on/off valve in order to apply the heat. Thermal images of the roll were taken using an infrared
Fluke Ti32 thermal camera.

Figure 16 shows the torches in operation at a pressure of 2.8 bar and the temperature achieved
on the roll surface after 10 s of application. It can be observed that almost half of the roll surface was
above 200 ◦C, which is high enough for adhesion. The temperature was even higher on most of the
surface (white areas), while it was slightly lower in the fringes created between the flows of consecutive
torches. The total asphalt distance ready for adhesion after 10 s of heating was approximately 0.314 m,
which equates to a 0.0314 m/s or 1.8 m/min targeted speed for the equipment.

Figure 16. Torches applying heat to the roll and corresponding infrared thermal image after ten seconds
of application.
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It is also necessary to analyse the temperature of the layer when it goes out the heating and how is
its adherence with the ground. The trolley has to be moved in a step-by-step way, taking care that all
the areas are heated.

The adhesion results, after the heating phase, are shown in Figure 17. The asphalt is clearly softer,
which indicates a good adhesion at the bottom. The exerted pressure by the compaction drums is
shown in the overlaps, where the grooves from the weights can be clearly seen. The thermal picture
shows the temperature of the layer when it is adhered, in the range from 90 to 40 ◦C. We must consider
that the surface shown in the figure is not the surface that receives the heat, but is the bottom face of the
layer. Temperature differences between along the roll area appear because the heat application is not
entirely uniform. There are spaces between torches that affect the uniformity of the heat distribution.
This is something that could be improved by adding more torches or using wider diffusors on each
torch. In any case, we believe that the layer is correctly installed.

Figure 17. Detail of the adhered layer in the overlaps areas and corresponding thermal image.

From this experience, we determined that a proper method for the installation of the roll consists
on, first, to sustain heating at maximum capacity, and then to move the trolley. More specifically, the
operation is to activate the on/off valve for 10 s, and then move the trolley forward by approximately
0.3 m.
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4.3. Outdoor Installation Speed Test

Following the defined installation method, we performed the installation of several adjacent rolls,
as shown in Figure 18. During the continuous installation, we realized several problems that may
limit the actual installation speed. One important issue is the fact that, as the roll gets installed and
unrolled, the distance between the torches and the roll increases, negatively affecting the amount of
heat transferred. This implied that we must move slower towards the end of the installation of the roll.
Another significant issue appeared when wind started to blow. This significantly reoriented the torches’
hot air flow, limiting the heat transfer. Adding some lateral walls may reduce the effect of external
wind on the flows. Nevertheless, we reached an installation speed of approximately 1.75 m2/min with
a torch pressure of 2.8 bar and a corresponding consumption of 2800 g/h of propane per torch.

 

Figure 18. Asphalt rolls installation results.

4.4. Outdoor Installation Quality Test

The rolls obtained good adhesion on most of the surface. In addition, the overlaps, which must be
completely adhered to each other in order to ensure isolation, were adhered perfectly, one over the
other, assuring the waterproof properties of the roofing, as shown in Figure 19. We observed that the
compression by the compaction drums was really effective and, in these areas, the adhesion was better
than in the middle, where no pressing besides the worker’s steps occurred. A potential improvement
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could be to add extra compaction drums all along the trolley. This will surely improve the adhesion in
the middle, although the preparation of the trolley would be more difficult. In any case, the driving
of the trolley would not be much more difficult, since the weight of the drums is not supported by
the trolley.

Figure 19. Quality test at overlaps.

5. Lessons Learned and Suggested Improvements

Although the main objective of the development—installation speed—was achieved, we detected
several elements that require improvement. These improvements would lead to faster installation
speeds and/or lower consumption. Next, we itemized all weak points and provided suggestion for
their improvement:

• The differences in temperature between the adjacent areas show that heat was not entirely uniformly
distributed, as the spaces between torches affects the heat distribution. This is something that
could be improved by adding more torches or using wider diffusors on each torch;

• As the roll gets installed and unrolled, the distance between the torches and the roll increases,
negatively affecting the amount of heat transferred A simple cam-follower mechanism could be
integrated between the torches and the roll in order to maintain the distance;

• Heat is lost through the lateral sides of the trolley. A special metallic lateral wall could prevent
this loss in the same way that the thermal insulation cover prevents vertical heat losses;

• The lateral stops for the roll are very close to the ground level, and may collide with imperfectly
flat areas of ground or surfaces. By elevating the lateral stops by 30–40 mm, these collisions could
be avoided;

• If the roll is not perfectly aligned in the lateral sides it is hard to place, since the lateral margins
are very small. The lateral stops should have a spring follower mechanism to allow the roll to be
positioned in an easier way;

• The hot air flow becomes turbulent around the roll. Future CFD analysis should consider this;
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• It is sometimes hard to slightly change the roll direction. By enabling the rotation of the rear
wheels, the guidance of the trolley could be easier;

• Increasing the flow in the lateral torches and reducing it in the middle may reduce
total consumption;

• Adding extra compaction drums all along the trolley will surely improve the adhesion in the
middle without affecting the driving of the trolley;

• We detected slight differences in the flow, and thus on the applied heat, of the torch that was
closer to the main pipeline in relation to the one at the other side. This may be due to differences
in pressure decay along the pipeline. This difference could be avoided by adjusting the lateral
torches and/or by connecting the main pipeline at the middle rather than at one side.

6. Conclusions

In this work, we have described the design and testing of a new piece of equipment, which was
developed to enhance speed, gas consumption and safety during the manual asphalt roofing process.
The novelty of the equipment is sustained by the use of a set of five parallel gas burners located in front
of the roll to maximize the heat transfer. The equipment is light and practical for use by any worker on
any type of roof. It also includes a thermal insulation cover to significantly reduce the gas consumption
and, thus, to reduce CO2, SO2, and other non-eco-friendly emissions. We have shown the mechanical
and thermal design and analysis of the equipment, CFD simulations for the heat transfer calculations,
a description of the manufacturing and assembly, a preliminary thermal test, and an operational test.

The equipment demonstrates an installation speed of 1.75 m2/min for 3 kg/m2 rolls, which leads to
around 700–735 m2 per person per day, more than twice the usual manual roofing rate. Nevertheless,
some issues need to be resolved, such as the nonuniform heat distribution or the low heat transfer at
the end of the roll installation. Finally, a complete list of weak points and suggestions for improvement
was given.

Author Contributions: Conceptualization, E.D.-J. and A.B.-G.; methodology, E.D.-J. and A.B.-G.; mechanical
design, A.B.-G. and M.F.-M.; manufacturing and assembly, A.B.-G. and E.D.-J.; simulation, A.B.-G.; validation test,
A.B.-G., E.D.-J., and M.F.-M.; formal analysis, A.B.-G.; literature review, E.D.-J.; data curation, E.D.-J. and A.B.-G.;
writing—original draft, A.B.-G. and E.D.-J.; writing—review and editing, E.D.-J. and M.F.-M.; supervision, E.D.-J.;
project administration, E.D.-J.; funding acquisition, E.D.-J. and A.B.-G. All authors have read and agreed to the
published version of the manuscript.

Funding: The research leading to these results was partially funded by Ingeniería Industrial Ibérica S.A. and
Cubiertas ALMADI 2017 S.L.

Acknowledgments: The authors wish to recognize the work of Alba Martínez Pérez during preparation of the
figures and 3D pictures.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Abuseif, M.; Gou, Z. A review of roofing methods: Construction features, heat reduction, payback period
and climatic responsiveness. Energies 2018, 11, 3196. [CrossRef]

2. Van Toor, A.C.; Bax, N.X.C. Method and Apparatus for Applying a Bituminous Sheet to a Substrate. Patent
EP 0466249, 15 January 1993.

3. Warren, A. Single Ply Roofing Applicator. U.S. Patent 4725328, 16 February 1988.
4. Bessette, R. Membrane Applying Apparatus. U.S. Patent 2013228287, 5 September 2013.
5. Unify-er-Produits. Available online: www.modbitapplicator.com/produits.php (accessed on 4 November 2019).
6. Trumbore, D.; Jankousky, A.; Hockman, E.L.; Sanders, R.; Calkin, J.; Szczepanik, S.; Owens, R. Emission

factors for asphalt-related emissions in roofing manufacturing. Environ. Prog. 2005, 24, 268–278. [CrossRef]
7. Vaz, W.; Sheffield, J. Preliminary assessment of greenhouse gas emissions for atactic polypropylene (APP)

modified asphalt membrane roofs. Build. Environ. 2014, 78, 95–102. [CrossRef]

198



Energies 2020, 13, 2216

8. EL-Mesery, H.S.; Abomohra, A.E.-F.; Kang, C.-U.; Cheon, J.-K.; Basak, B.; Jeon, B.-H. Evaluation of Infrared
Radiation Combined with Hot Air Convection for Energy-Efficient Drying of Biomass. Energies 2019, 12, 2818.
[CrossRef]

9. Young-Corbett, D.E. Prevention through Design: Health Hazards in Asphalt Roofing. J. Constr. Eng. Manag.
2014, 140, 06014007. [CrossRef]

10. Díez-Jiménez, E.; Vidal-Sánchez, A.; Barragán-García, A.; Fernández-Muñoz, M.; Mallol-Poyato, R.
Lightweight equipment for the fast installation of asphalt roofing based on infrared heaters. Energies
2019, 12, 4253. [CrossRef]

11. Díez-Jiménez, E.; Vidal-Sánchez, A.; Corral-Abad, E.; Gómez-García, M.J. Mecanismo Ligero para la Puesta
Rápida de Láminas Bituminosas en Impermeabilizaciones de Cubiertas Planas. Patent P 201830702, 13 July 2018.

12. Alade, O.; Al Shehri, D.; Mahmoud, M.; Sasaki, K. Viscosity-temperature-pressure relationship of extra-heavy
oil (bitumen): Empirical modelling versus artificial neural network (ANN). Energies 2019, 12, 2390. [CrossRef]

13. Ministerio de Industria, Gobierno de España. Código Técnico de la Edificación, 1st ed.; Garceta Grupo Editorial:
Madrid, Spain, 2009; ISBN 9788493720896.

14. Haynes, W.M. CRC Handbook of Chemistry and Physics; Apple Academic Press: Palm Bay, FL, USA, 2014;
ISBN 9781482208672.

15. Musavi, Z.; Kusar, H.; Andersson, R.; Engvall, K. Modelling and Optimization of a Small Diesel Burner for
Mobile Applications. Energies 2018, 11, 2904. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

199





energies

Review

Modern Small and Microcogeneration Systems—A Review

Marcin Wołowicz 1,*, Piotr Kolasiński 2 and Krzysztof Badyda 1
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Abstract: Small and micro energy sources are becoming increasingly important in the current
environmental conditions. Especially, the production of electricity and heat in so-called cogeneration
systems allows for significant primary energy savings thanks to their high generation efficiency (up
to 90%). This article provides an overview of the currently used and developed technologies applied
in small and micro cogeneration systems i.e., Stirling engines, gas and steam microturbines, various
types of volumetric expanders (vane, lobe, screw, piston, Wankel, gerotor) and fuel cells. Their basic
features, power ranges and examples of implemented installations based on these technologies are
presented in this paper.

Keywords: microturbine; stirling engine; fuel cell; expander; vane; lobe; screw; piston; Wankel;
gerotor; microcogeneration; CHP

1. Introduction

For several decades the continuous energy consumption growth has been observed
globally. This trend is mainly caused by the growing energy needs of an increasing world
population, life quality improvement and technological development. The social access to
different energy receivers (e.g., household appliances, cars, electronic devices, etc.) and
their availability is nowadays easier than before, which directly translates into increasing
consumption of fuels, heat, electricity and chill. Research on the energy consumption
forecasting and modelling its variations is proceeding by different agencies and researchers
around the world [1]. Reported data show [1] that the global primary energy consumption
(i.e., the energy contained in fuels and renewable energy sources which is then converted
into electricity, heating and sanitary heat and chill) in 2020 was ca. 1.58 × 108 GWh. The
forecast for 2050 [1] indicates that the global primary energy consumption will probably
increase nearly by 50% up to ca. 2.64 × 108 GWh. It is expected that ca. 28% of this energy
demand will be covered by renewable energy sources, 27% by petroleum products and
other liquid fuels (including biofuels), 22% by natural gas, 29% by coal and 4% by nuclear
energy. Reliable and highly efficient energy conversion devices and systems (additionally
characterized by low emission of harmful substances into the environment) have to be
applied to meet this constantly growing energy demand and at the same time fulfil the
strict regulations related to the natural environment protection. Therefore, the research,
design and optimization activities related to modern energy conversion systems should be
focused on limiting the fossil fuels consumption and increasing the use of alternative energy
sources or clean fuels (e.g., natural gas). Energy conversion systems can be classified by
different criteria (e.g., by the operating principle, design, cost, etc.). One of the commonly
applied classification criteria is the system power output. By this criterion, systems can be
classified into large-power (1.5 MW and more), medium-power (500 kW–1.5 MW), small-
power (15 kW–500 kW) and micro power (up to 15 kW). Large- and medium-power energy
conversion systems (such as e.g., large steam power plants) are usually highly efficient
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and used for industrial energy generation (they are supplying cities, regions or countries).
Small- and micro-power systems are mainly used in distributed energy systems or by indi-
vidual prosumers. Currently, different research works are carried out on the development
of modern energy conversion technologies. In the field of large-power energy conversion
technologies new solutions (such as the International Thermonuclear Experimental Reactor,
i.e., ITER [2]) are investigated. In addition to these emerging technologies, research is
still proceeding on the design optimization and improving the conversion efficiency of
traditionally used units (e.g., steam power plants [3] and combined cycle gas turbine,
i.e., CCGT units [4]). In addition to activities aimed at large-power systems, important
research works are proceeded on small- and micro-power units dedicated for application
in distributed energy systems. For many years, one of the visible development trends in
modern power sector has been pursuing the diversification of the energy systems [5–7] by
supporting activities related to the implementation of energy clusters [8] and small energy
conversion units. Therefore, much attention is now paid to research and development
works on small and micro-power systems which can be used by individual energy recip-
ients (e.g., apartments, houses, shops or small industrial plants) for covering their own
energy needs. Nowadays special focus is paid on cogeneration systems. Cogeneration,
i.e., Combined Heat and Power (CHP), is an important tool for achieving significant fuel
savings and reduction of CO2 emissions. Compared to separate fossil fuel-based electricity
and heat generation, fuel savings and corresponding CO2 reductions will often be in the
order of 30%. The CO2 reductions can sometimes be higher as a fuel conversion, e.g.,
from coal or oil to natural gas or biomass, can be taken into account. These benefits have
been recognized by the European Commission and several initiatives have been taken to
increase the use of cogeneration in the generation of heat and electricity.

Cogeneration is commonly used in large generating units-combined heat and power
plants. However, there is a noticeable trend towards the use of cogeneration in smaller
systems, especially those designed for local and distributed applications. Currently, there
are several technologies used in micro-cogeneration such as small gas turbines, small steam
turbines, Stirling engines, organic Rankine cycle systems (ORC systems) and fuel cells.
Technological progress [9–12], as well as the general trend towards smaller generating
units, resulted in an increased interest in small cogeneration units, hoping that they would
be able to efficiently supply electricity and heat to individual facilities [13,14]. Small
heat and power plants are usually based on internal combustion gas engines and are
fully adapted to the needs of customers. They are characterized by high efficiency, thus
providing cheaper energy, and they also allow for long-term cost planning. It should also
be noted that such systems meet the strictest European environmental standards. The EU
Cogeneration Directive defines micro-cogeneration as a unit featuring a maximum power
of less than 50 kWe, while in Germany micro-cogeneration systems are treated as those
that feature a power below 15 kWe. This is due to the following reasons: these systems are
clearly intended for use in single family homes, apartment buildings, small businesses or
hotels [15,16]. In the following part of this paper modern small and microcogeneration
systems are reviewed, with special focus on the technologies utilizing energy sources
of high-quality. The features and operating parameters of these systems are discussed
together with their possible applications.

2. Stirling Engines

There has recently been an interest in using Stirling engines as electricity generators
in domestic CHP systems. Many households, especially in Europe, use natural gas for
heating. The natural gas burner is easily customizable to provide a heat source for a small
1 to 10 kW Stirling engine, sized to meet the electricity needs of a typical household or a
small business unit. The engine then forms a part of a system in which the waste heat that
first heats the Stirling cylinder head is then directed to domestic hot water distribution
system and/or central heating system. Several commercial systems based on this type of
engine are already commercially available.
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2.1. Historical Background

The Stirling engine was invented in 1816 by Robert Stirling in Scotland, some 80 years
before the invention of the diesel engine, and enjoyed considerable commercial success
until the early 20th century.

Before the Stirling engine was created, however, attempts were made to develop a
hot air engine. The first hot air engine was the atmospheric fire-mill. It was an air en-
gine in which heat was transformed in mechanical power. Its inventor was Guillaume
Amontons [17–19], a Frenchman, who invented it in 1669. The engine proposed by Guil-
laume was a pistonless engine, and the air was heated and cooled in a closed circuit. Heat
was supplied from external source (i.e., fossil fuel combustion chamber). The drawing of
Guillaume engine is presented in Figure 1.

Figure 1. View on the Guillaume Amontons hot air engine [20].

Another example of a hot air engine is the engine proposed by Sir George Cayley [21,22].
It is considered to be the first hot air engine that worked successfully. Cayley has shown
great ingenuity in overcoming the practical difficulties of high operating temperatures.
This type of engine was one in which the fire is shielded and fed with air forced under the
grate in an amount sufficient to maintain combustion, while by far the largest part of the
air goes above the fire to be heated and expanded; the air with the combustion products
then acts on the piston and passes through the operating cylinder, no metal heating surface
is required, the heated air is brought into direct contact with the fire. One of these engines
worked for many months for testing. It was better than any design of steam engine known
at the time in terms of fuel economy compared to the power output. However, the joints
were very troublesome, and the cylinder and piston seal were quickly destroyed by dust
and gravel particles from the fuel, which acted as abrasive and prevented lubrication. An
attempt was made to filter the air before entering the cylinder with sheets of wire mesh,
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but these either subsided or were soon choked and rendered useless [20]. The drawing of
the Cayley engine is presented in Figure 2.

Figure 2. View on the Cayley hot air engine [20,23].

The Stirling engine was invented and patented in 1816 by Robert Stirling. It was
originally used in Scotland, Ayrshire, in 1818 to drive a water pump. Unfortunately, due to
the shortcomings of the materials at that time, the engine only worked for two years and
was then replaced by a steam engine. In later years, Robert Stirling and his brother James
improved the design by, among other changes, adding a second piston. The end result
of these works was that the engine obtained a higher efficiency than steam engine, but
unfortunately there were still problems with the materials, which caused users to return to
steam engines. A view of Stirling’s engine patent is presented in Figure 3.

Figure 3. View of Stirling’s engine patent drawing, 1816 [24].
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Until the First World War, many other interesting concepts of using a hot air engine,
e.g., for powering aircrafts, were created, but they were not widely used. These engines
were mainly used in small workshops and for driving water pumps because, unlike a
steam engine, they did not require a qualified engineer to operate them. Unfortunately,
their power and efficiency remained low compared to their size [25–27].

The renaissance of interest in the Stirling engine took place in the interwar period
thanks to the concern of the Dutch Philips, who was looking for a simple, light engine for
powering a radio. Thanks to the invention of steel resistant to high temperatures after the
First World War and its application in the Stirling engine, it was possible to reduce the
failure rate. At that time, Stirling engines sometimes had an efficiency of less than 1% (while
theoretically they could achieve an efficiency of 60%). Professor Holst believed in this
possibility when he started his research on the Stirling engine. Unfortunately, the German
occupation during the Second World War significantly inhibited this research. However,
in 1947, after ten years of development, a small 30-horsepower engine was presented,
featuring a rotational speed of 3000 rpm and efficiency similar to internal combustion
engine. Another result of this work was a small engine that ran for over 2000 h without any
visible damage. The important direction of research on Stirling machine design was also
the Stirling cooler based on reversed engine cycle, which application gave the opportunity
of obtaining of very low temperatures. Initially, the obtained temperature was around
−190 ◦C, but in later years even the temperature of −260 ◦C was achieved. However, the
main goal of Philips, who was creating a small power source, has not been achieved despite
the use of solutions such as the diamond-shaped mechanism [28].

In late 1950s, Philips engines achieved an efficiency of about 38%, which was higher
than the efficiency achieved by the gasoline and diesel engines. In 1958, the automotive
concern General Motors was interested in these works, looking for a new type of propulsion
in the automotive industry, as well as for powering generators and submarines. The result
was a developed prototype of 150 hp Rinia engine [29]. However General Motors senior
management decided to abandon the program before the engine was put into production.
The Stirling engine concept was revisited at the turn of the 1960s and 1970s, mainly due
to the rising oil prices. The first prototypes of buses powered by Stirling engines were
then created, but putting this type of bus into production after the end of the oil crisis was
found unprofitable. As a curiosity, it is worthy to mention that Stirling engines have had a
significant impact on the design of today’s conventional submarines. Thanks to application
of the Stirling engine, it was possible to extend the time they can be submerged. The first
class of submarines in which the Stirling engine is applied for propulsion is the Swedish
project A-19 Gotland, equipped with two Stirling engines. Thanks to their application, the
ship can stay fully submerged for 2 weeks and travel at a speed of 5 knots. The efficiency of
these engines is ca. 40%. Nowadays, in addition to the above-mentioned applications, the
possibility of using Stirling engines in thermal energy and renewable energy for electricity
production is also considered [30].

Some engine companies, such as MAN-MWM, United Stirling of Sweden, and Ford
Motor Company of Detroit, have started research programs to develop Stirling engines for
automotive applications. To date, few multi-cylinder Stirling engines featuring different
power ranges have been prototyped by these companies. The thermal efficiency of Stirling
engines designed for automotive applications is higher than 40%. The main design and
application problem that needs to be solved in the future is the high weight and large size
of such an engine [31–33].

2.2. Functional Description

A Stirling engine [27,34,35] is an external combustion reciprocating engine that uses
one or more pistons to achieve useful operation by supplying heat from an external source.
They differ significantly from the internal combustion engines found in most vehicles.
Stirling engines use the same gas during operation, as opposed to internal combustion
engines which constantly take in and discharge gas (they take the air-fuel mixture and
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discharge the exhaust gases). In addition, Stirling engines do not use the combustion effect
inside the chamber as is the case of conventional internal combustion engines, which makes
their operation very quiet.

A key unique feature of Stirling engines is that there is a constant amount of gas
inside the cylinders. The gas pressure can be regulated by supplying or receiving heat, i.e.,
thanks to the changes in gas volume. Thanks to the supplied heat pressure and increasing
temperature of the gas contained in the cylinders, on the contrary, removing heat form
cylinders reduces pressure and temperature. By changing the way these two processes
are performed engine deliver useful work. The engine operates according to the “Stirling
cycle” described below [28,35]. The operation cycle is organized as follows:

• heating and expansion-heat is supplied from an external source, raising the gas
temperature and thus the pressure. This causes the piston to slide and provides
useful work;

• flow and cooling-the piston moves to force gas into another cylinder where it is cooled.
Cooling the gas allows for easier compression, meaning less work is required to
proceed this process than in step 1;

• compression-the gas is compressed and the excess heat resulting from compression is
removed via the cooling source;

• reverse flow and heating-the pressurized gas returns to the starting cylinder and the
cycle repeats.

The principle of the Stirling engine operation and its basic components are shown
in Figure 4.

Figure 4. Example schematic diagram of a free-piston Stirling cycle engine with a linear alternator
for energy extraction [36].

Heat transport in the Stirling engine is realized by a displacer piston. There is more
gas in the working chamber on the hot side of the engine when the displacer piston is closer
to the bottom dead center. When the heat is supplied to cylinder from the heat source the
gas pressure inside the engine also increases. When the displacer is closer to the top dead
center, the gas pressure drops and most of the gas is cooled. An additional effect is the
movement of the power piston which interacts directly with the displacement element. By
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balancing the area and masses of the pistons, the dynamics of the pistons movement, and
the restriction of mass flow from one side of piston to the other, a self-sustained cycle can
be achieved to convert the heat absorbed by the engine into useful work [36].

To increase efficiency, most Stirling engines use a regenerative heat exchanger, simply
referred as to “regenerator”. A regenerator works like a thermal condenser in which heat
is absorbed and released from the gas as it passes from one cylinder to another. This heat
transfer takes place cyclically. This cyclicality corresponds to the operating frequency of
the engine. The regenerator is clearly visible in Figure 5, which shows a block diagram of
the operation of a Stirling engine [36–38].

Figure 5. Block diagram showing working fluid flow in the Stirling engine and its main components.

2.3. Stirling Engine Designs

Stirling engines can have many different designs. Three classic designs are described
in the following. An alpha-type engine has two cylinders in which two pistons move.
Pistons are loaded on the one hand with a variable pressure of the working gas, and on the
other hand with a constant gas pressure prevailing in the so-called buffer space. The phase
shift (between 85◦ and 120◦) of the pistons is required. It is important that when assembling
this type of engine, the structural and kinematic elements of the working mechanism and
engine block are so arranged that the piston working in the hot cylinder is shifted in phase
ahead to the piston moving in the cold cylinder. More details about the alpha-type Stirling
engine can be found in [37,39–46].

The beta-type design [47–54] has one cylinder in which two pistons move coaxially
with the required phase shift. The upper piston moves in the cylinder, forcing the gas
twice in circulation between the compression and expansion chamber through a set of heat
exchangers. As a result, the engine is only loaded by the pressure difference resulting from
the gas flow through the heat exchangers and through the resistances. The group of heat
exchangers is connected to the compression and expansion chamber, and the buffer space
is located under the piston. The movement of the lower piston, which is phase-lagged,
compresses and decompresses the gas.

The gamma-type design is the simplest and easiest to manufacture of the Stirling
engines. Similar to the beta design, the gamma design has two cylinders (sometimes the
diameter of one cylinder is larger and diameter of the other is smaller). Cylinders are
connected by channels to the built-in set of heat exchangers. A more detailed description of
the gamma-type Stirling engine’s application, as well as results of its operation modeling is
presented in [55–64]. Starting this type of engine can be proceeded with smaller heat input,
compared to the alpha and beta designs. Schemes of alfa, beta and gamma Stirling engines
are presented in Figure 6.
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Figure 6. Alpha, beta and gamma configuration of a Stirling engine. (A) alpha configuration with
crank drive; (B) beta configuration with crank drive; (C) gamma configuration with crank drive; (D)
beta configuration with a rhombic drive replacing the crank drive; (E) alpha configuration with Ross
yoke instead of a crank drive [65].

2.4. Stirling Engine Applications

At the beginning of the 19th century, as a result of the rapid development of internal
combustion engines and electrical machines, the further development of Stirling engines
was severely impeded. However, due to the high thermal efficiency, quiet operation
and the ability of Stirling engines to use multiple fuels, it meets today’s requirements
related to energy efficiency and environmental protection. Cogeneration units based on a
Stirling engine are considered to be one of the best among the low power range electricity
generation units.

Stirling engines are built in a fairly large power range. These units can have a power
of a few watts to over 1 MW, but the most popular are those for single kW. Stirling engines
are a viable alternative to currently used heat engines. The main barrier to the development
of this technology is the presence on the market of competitive solutions in the form of
well-developed classic technologies.

Microgen is a leader in the production of small Stirling engines. It offers engines with
a capacity of several kilowatts. An example of a Stirling engine manufactured by Microgen
is shown in Figure 7.

Figure 7. View on the Stirling engine made by Microgen [66,67].
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Stirling engines are used in micro-cogeneration mainly due to the nature of their
construction, i.e., their operation requires an upper and lower heat source [67–75]. However,
the source from which this heat comes is not significant. This means that these engines can
operate with virtually any fuel. The most popular microcogeneration systems found today
are those based on gas fuel.

An example of such systems based on gas fuel are the systems of the German company
Viessmann. These systems are known under trade names Vitotwin 350-F and Vitotwin
300-W. Their view is shown in Figure 8.

Figure 8. Combined Heat and Power (CHP) system based on a Stirling engine made by Viessmann [76,77].
1—peak gas burner, 2—stainless steel heat exchanger, 3—valve dosing air supplied to the burner,
4—ring gas burner to feed the Stirling engine, 5—Stirling engine, 6—control panel, 7—hot water
buffer tank, 8—vessel for pressure equalization.

Viessmann cogeneration modules can be used in almost any facility, e.g., in residential
houses, office buildings, industrial plants and local district heating networks.

The Vitotwin 300-W micro cogeneration system with an electrical output of 1 kW and
a thermal output of 26 kW is a real alternative to conventional heating systems in single-
and two-family houses. It works particularly efficiently with an annual gas consumption of
at least 20,000 kWh and an electricity consumption of over 3000 kWh. As heat is constantly
generated during operation, a combination with a heating water buffer cylinder is required.
The storage tank can be installed in devices that only need 0.36 m2 of floor space to be
installed, such as the Vitotwin 350-F.

Compact micro-cogeneration systems with an integrated condensing boiler can be
a self-sufficient source of heat and electricity for a household. The Stirling engine in the
Vitotwin can work with power modulation in the range of 0.3 to 1 kW of electrical power
and requires virtually no maintenance. The electricity generated this way covers the basic
demand of the building, correspondingly reducing the consumption of electricity from the
power grid and contributing to savings.

Increased demand for electricity at home can be signaled to the micro-cogeneration
system using the function of producing electricity on demand. This function is activated by
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the timer or by a button on the maintenance-free remote control or by means of a wireless
socket. This way, electricity can be generated during greater demand for it, e.g., during
washing and cooking. Lower the consumption of electricity from the grid will be, the more
electricity will be produced by the micro-cogeneration device. An exemplary installation
diagram is shown in Figure 9.

Figure 9. An exemplary installation diagram with CHP system Vitotwin [77]. 1—Vitotwnin 300-W
microcogeneration unit, 2—heating water buffer cylinder with built-in domestic hot water heater-
Vitocall 340-M with a capacity of 400 L, 3—heating installation, 4—wireless remote control module,
5—monitoring device-remote control, 6—bidirectional meter, 7—meter of produced electricity (in-
stalled in the Vitotwin system), 8—home electrical network, 9—external power grid.

Thanks to the aforementioned advantage of the Stirling engine, i.e., the possibility of
cooperation with any heat source, microcogeneration systems powered by solid fuel were
created. Such a system was implemented by Okofen, which offered a Pellematic biomass
boiler with an integrated Stirling engine on the market. The view of such a set is shown in
Figure 10. The Stirling engine is located partially outside, while the engine head is located
inside the biomass boiler.

Figure 10. View of the Okofen biomass boiler coupled with a Microgen Stirling engine [77,78].
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A major problem in microcogeneration systems with a Stirling engine is the transfer
of heat generated in the combustion process to the engine head. Manufacturers of engines
as well as boilers and burners are still carrying out optimization work in order to better
receive heat by the Stirling engine head. Various methods are used, such as ribbing. This
problem does not arise in the case of gaseous fuel systems, since the configuration of the
burner can be adapted to the shape of the head of the engine. Stirling engine heads adapted
to receive heat from solid fuel systems are intensively developed by means of advanced
numerical analyses. The example of the concept Stirling engine with an additional heat
exchanger located at an angle of 45◦, designed specifically for the system analyzed by the
authors [79,80] is shown in Figure 11. The manufactured engine based on this design is
shown in Figure 12.

Figure 11. Visualization of a Stirling engine with an additional heat exchanger attached to work with
a solid fuel boiler [79,80].

Figure 12. Manufactured Stirling engine with an additional heat exchanger attached for operation
with a solid fuel boiler [79,80].

The views on the heat exchanger which was designed specifically for this system, are
presented in Figures 13 and 14.
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Figure 13. Side view of a heat exchanger adapted to operate with a Stirling engine and a solid fuel
system [80].

Figure 14. A view of a specially designed exchanger for the operation of a Stirling engine with a
solid fuel system [80].

A scheme of the micro-cogeneration system with the previously presented heat ex-
changer collecting heat from the exhaust gases and transmitting it to the Stirling engine
head is shown in Figure 15. Sample temperatures at characteristic points of the system
are plotted. The heat exchanger of the Stirling engine located at an angle of 45◦ in the
combustion chamber of the boiler can be also noticed.
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Figure 15. View of the cogeneration system with a Stirling engine with a visible heat exchanger [80].

Another example of a heat exchanger cooperating with a Stirling engine head is
presented in Figure 16. This heat exchanger was designed at West Virginia University,
Morgantown, USA [81,82]. The concept of this exchanger differs from the previous one
mainly in shape. It features toroidal design, which is the most common design of Stirling
engine heads.

Figure 16. View of the Stirling engine head designed for operation with a solid fuel boiler [77,81].

The aforementioned Microgen company, as a leading manufacturer of small Stirling
engines in the world, has developed different types of heads dedicated to Stirling engines.
However, their design is kept confidential and not widely published. The example of 1 kW
engine head implemented by Microgen company is presented in Figure 17.

Figure 17. View of the Stirling engine head designed by Microgen [66,77].
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Stirling engines can be used in many industries and domestic applications. First
of all, they can be used as small cogeneration systems for the needs of domestic [83–85]
customers and for industrial purposes [86–91]. Due to the development of renewable
energy, especially wind and solar, Stirling engines have found application in solar power
plants [92–99]. Another sector where they are used is the refrigeration sector [100–108].
They are an alternative to the commonly used compressor systems. The helium used as a
working medium is safe in terms of toxicity and flammability.

2.5. Summary

The Stirling engine has the unquestionable advantage of being able to work with
any heat source. It can be powered by heat obtained, for example, from the combustion
of biomass or other solid fuel source. However, as mentioned in this article, there are
technological problems, primarily in the process of efficient heat transfer from its source
to the engine head. For this reason, among microcogeneration systems utilizing Stirling
engines those fed by natural gas are much more popular. The challenge of better designing
of solid fuel-based systems may be perspective. There are many areas of world (such as the
countries of far Asia) where there is a shortage of gaseous fuel, while solid fuels are widely
and cheaply available. Today’s Stirling engines are refined and virtually maintenance-free
units. They do not generate vibrations or noise.

The application of a Stirling engine as part of a small CHP system also has some
disadvantages. The production of electricity is closely related to the production of heat,
while the demand for electricity and the demand for heat often do not coincide. Therefore,
there may be an overproduction of electricity or an insufficient amount of it. It is therefore
necessary to verify contracts with electricity suppliers in terms of contracted power as
well as to enable the opportunity for sale of excess, not consumed, electricity generated by
the Stirling engine. This can be done through two-way electricity meters and appropriate
contracts with the operator of the distribution grid. For example, Polish regulations allow
electricity to be fed into the grid and treated as an energy storage. Unfortunately, for such a
service there is a fee in the form of 20% of the delivered energy. This means that the excess
of produced electricity can be “pumped” to the grid at any time and 80% of it can be taken
back at any time. It should be noted that this regulation applies to installations featuring a
maximum power of 10 kW (for larger installations the percentage increases up to 40%) and
utilizing renewable energy sources. Thus, in order to take advantage of this possibility, the
Stirling engine would have to be powered by heat obtained from biomass combustion.

Other disadvantages include, for example, long start-up times in the case of solid fuel
systems and low flexibility in the case of load changes.

3. Microturbines

Research and implementation activities on microturbines are currently proceeding
in different scientific units and companies. Microturbines are investigated to be applied
as expansion machines in many technical applications, such as power generating systems
and CHPs [109], unmanned airplanes [110] and hybrid cars [111]. The microturbine imple-
mentation was possible thanks to recent progress in different fields of science (especially
materials science, thermodynamics, fluid mechanics and computer aided design). Ad-
vanced computer aided design (CAD) techniques and numerical flow modeling are widely
used to design microturbines, and computer numerical control (CNC) machines are used
for manufacturing microturbine parts. By the direction of the working fluid flow through
the microturbine, they can be classified into radial and axial machines and by the type
of the applied working fluid into gas microturbines and steam microturbines [112]. A
characteristic feature of microturbines is their high rotational speed, ranging from several
dozen to several hundred thousand revolutions per minute [113]. Therefore, very precise
tools must be applied to manufacture microturbines. The microturbine shaft is coupled
with the shaft of the generator in a different way than in the case of standard large-power
turbines (i.e., small-scale, specially designed high-speed generators are applied and elec-
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tronic systems are used to convert the generated current into a current of frequency and
voltage that can be transferred directly to the grid). What is more, due to high rotational
speeds of the microturbine shaft and large heat load, magnetic or foil bearings are often
applied instead of classically used slide bearings [113]. Compared to volumetric expanders,
microturbines are featuring smaller dimensions, a smaller number of moving parts, lower
friction losses and higher efficiency [114]. They are also lighter. However, working fluid
flow through microturbine and machine cost are much higher.

3.1. Gas Microturbines

In recent years, gas microturbines have gained a reputation as a refined technology
and are boldly entering a variety of municipal and industrial facilities where reliable,
independent electricity and/or heat generation at competitive prices is required. The
leaders of this technology are mainly British [115,116], Italian [117] and American [118–120]
companies. Currently, their offer includes devices with a power of 50-several hundred kW,
and in the future, it is planned to gradually expand this range. Recently, microturbines
have had a number of original applications. One of the largest sports and recreation
centers in London used a micro-turbine to generate 80 kW of electricity and 150 kW of
heat for its own facilities and equipment, including a swimming pool, sports hall and
other rooms using the Bowman Power TG80CG gas microturbine [115]. This original 80%
efficient power plant has been supplemented with a conventional boiler to cover peak
heat loads. The microturbine itself is only a slightly more complex design than a typical
low power turbo generator. What distinguishes this device from classic machines of this
type is a high-speed, four-pole self-excited generator and dedicated software controlling
the operation of the unit. The alternator was made of rare earth metals of extremely high
density, which allowed for such a significant reduction of elements that the turbine and
generator rotors were placed on one shaft, thus eliminating the troublesome mechanical
transmission. This single shaft assembly rotates at over 100,000 rpm producing an output
voltage with a frequency in the range of 1000 to 3000 Hz. A special power electronic
converter converts them into voltage with a mains frequency of 50 or 60 Hz and an ideal
sinusoidal shape and value. Thus, the unit becomes a reliable power source with a quality
that meets the most stringent requirements [121]. Manufacturers produce microturbines in
two main types: with and without exhaust gas heat recovery. In microturbines without
heat recovery, a compressed mixture of natural gas and air is burnt at constant pressure,
and the resulting hot exhaust gas stream expands in the gas turbine, driving the generator.
These systems follow a simple thermodynamic cycle and are cheaper and more reliable
than microturbines with heat recovery. The latter devices have an exchanger in which
part of the heat contained in the turbine exhaust gas stream is transferred to the inlet
air. As a result, microturbines with heat recovery are characterized by higher efficiency
(fuel savings up to 30–40%), comparable to diesel-based combined heat and power plants.
In some implementations the exhaust/air heat exchanger has been replaced with a hot
water boiler. In other applications, the microturbine exhaust stream without heat recovery
is routed to the furnace, eliminating traditional gas burners. Currently, microturbines
with a capacity of 25–250 kW and an electricity generation efficiency of 30% are offered
in the world. With combined production of electricity and heat, this ratio can reach 80%.
Gas microturbines have many advantages and offer a number of advantages, especially
when used in small- and micro-power distributed energy. A small number of rotating
and moving parts, compact design, small dimensions and weight-facilitate assembly and
maintenance. At the same time, very low emission of pollutants and noise level allow their
use in virtually every facility. Microturbines can be supplied by different types of fuel, e.g.,
dairy cattle biogas [122], syngas [123] and biofuels [124].

In [125] authors presented very small model of gas microturbine, featuring only 500 W
of power. The turbine is called the Ultra Micro Gas Turbine (UMGT). The test bench of this
turbine is presented in Figure 18.
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Figure 18. The test bench of the Ultra Micro Gas Turbine (UMGT) power generator [125].

The elements of the tested gas turbine are shown in the Figure 19.

Figure 19. Elements of the first integrated test rig: (a) compressor, (b) turbine, (c) rotor shaft with
compressor and turbine, (d) radial-thrust integral static air bearing, (e) graphite hot-bulb igniter and
(f) annular-type combustor with 12 nozzles [125].

Furthermore, the technology of ultra-small gas turbines is presented in [126–130].
Ansaldo Energia [131–133] and Capstone [134] are one of the world’s leading man-

ufacturers of micro gas turbines. A view of the Capstone 30 kW gas turbine is shown
in Figure 20.
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Figure 20. View of the Capstone 30 kW gas turbine [134].

Ansaldo Energia is a global manufacturer in a distributed generation market with
its AE-T100 Gas Microturbine, available in three different versions: natural gas-fired AE-
T100NG, biogas-fired AE-T100B, and fed by heat from external combustion: An example
ofEFGT technology is shown in Figure 21. The AE-T100 is producing 100 kWe of electrical
power and about 200 kWth of thermal power. The efficiency of this system is up to 90%.
A broad power range is achieved by good modularity of this systems and can spread by
adding additional units.

Figure 21. View of the external combustion gas turbine schematic layout [135].

3.2. Steam Microturbines

A characteristic feature of microturbines is their high durability and reliability, which
results from their relatively simple design, as they have only one rotating element in the
form of a shaft assembly with rotors and a generator [136–139]. High rotational speeds are
also typical of this type of turbine machine, thanks to which, with small overall dimensions,
the microturbines enable a high power output. However, high rotational speeds lead
to complications in the design of the clutch connecting the turbine to the generator and
bearings [140–144].
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Many research centers around the world conduct research and development work
on the continuous improvement of steam microturbine technology. Works on small steam
turbines are carried out by, among others, The Institute of Fluid Flow Machinery of the
Polish Academy of Sciences in Gdańsk and the Institute of Turbomachinery of the Łódź
University of Technology.

As part of the research tasks proceeded at Institute of Fluid Flow Machinery of the
Polish Academy of Sciences, several alternative solutions for devices enabling the conver-
sion of thermal energy into electricity were developed and tested. With the assumed power
level and limitations resulting from the target place of operation of domestic conditions,
steam microturbines turned out to be the optimal solution. Among the examined expansion
devices, the most promising results were obtained for the variant of the four-stage radial
microturbine and the single-stage radial microturbine. It was decided to couple the steam
microturbine with the ORC system [145–147]. The working fluid in the ORC system is a
low-boiling fluid. To drive the microturbine, it is firstly heated in a heat exchanger to the
temperature at which the state changes from liquid to gas (evaporation takes place).

The gaseous medium at the appropriate pressure is fed to the microturbine blade
system, causing its acceleration and then maintaining a constant rotational speed. The
mechanical energy of the shaft rotation is then converted into electricity (by means of a
generator) which, after appropriate preparation, can be used e.g., in a household. The low-
boiling fluid used to drive the microturbine circulates in a closed system; after condensation,
it flows through the pump and then it is reheated [148].

The four-stage microturbine developed at Institute of Fluid Flow Machinery of the
Polish Academy of Sciences has two centripetal and two centrifugal stages. The shaft is
supported by two radial-thrust gas bearings in which a low-boiling fluid is used as the
lubricant. At the nominal rotational speed of approx. 24,000 rpm, the microturbine allows
to obtain ca. 2 kW of electric power [148]. A cross-section through the turbine and the rotor
disk is shown in Figure 22.

Figure 22. Cross-section and manufactured rotor disc of the four-stage radial microturbine made by
Institute of Fluid Flow Machinery [148].

A single-stage microturbine has also been developed at the Institute of Fluid Flow
Machinery (see, Figure 23). It is characterized by a centrifugal stage where the flow
velocity is more than twice larger than the velocity of sound. It was built on the basis
of the experience gained in the implementation of a four-stage microturbine. It uses the
previously proven radial-thrust gas bearings, lubricated with a low-boiling fluid. The
nominal rotational speed of this micro-turbine is ca. 30,000 rpm, which allows it to generate
ca. 2.5 kW of electricity.
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Figure 23. Radial, single-stage steam microturbine installed on the Institute of Fluid Flow Machinery
test stand [148].

The developed steam microturbines were tested in the laboratory of Fluid Flow
Machinery in conditions corresponding to their operation in the ORC system, using their
own control system. Research has shown that prototype microturbine solutions have many
advantages. Thanks to the use of high rotational speeds, machines with a compact structure
and small dimensions were developed. Unlike other devices that enable the conversion of
heat into electricity, steam microturbines are characterized by high durability and reliability
because they do not have wear parts and parts that require periodic replacement or repair.
Since the same low-boiling fluid is used in the flow system and the bearings, the risk of
mixing the working medium, e.g., with oil, has been eliminated. The test results also
confirmed the very low vibration level and quiet operation of the developed turbines.
The mentioned advantages of microturbines mean that they can be successfully used in
domestic ORC micro-cogeneration installations, as well as in other installations requiring a
small and reliable device that enables electricity generation [148].

As mentioned earlier, work on small steam turbines is also carried out at the Institute
of Turbomachinery of the Łódź University of Technology [136].

The experimental steam turbine with a nominal power of 50 kW was built on the basis
of the Institute of Turbomachinery project. The turbine is powered by a steam generator
that uses waste heat from a biogas combustion engine. Firstly, the following live steam
parameters were considered: temperature equal to 613 K, pressure equal to 12 bar, while
the mass flow rate was 0.075 kg/s. The turbine works in condensing mode. For these
parameters, the isentropic drop in enthalpy is as high as 732 kJ/kg, which excludes a
single-stage design, except for the Curtis two-ring (or three-ring) stage, operating in the
range of very high Mach numbers. Therefore, after discussion, the live steam temperature
was limited. Ultimately, the following turbine design parameters were established [136]:

• live steam: pressure 12 bar, temperature 573 K;
• steam mass flow 0.075 kg/s;
• pressure in the condenser 0.25 bar;
• rotational speed 6276 rpm.

The rotational speed was imposed due to the unavailability of a suitable gear.
A small backpressure turbine was also designed at Institute of Turbomachinery of the

Łódź University of Technology. It generates 165 kW of power. The turbine was designed to
cooperate with the existing technological installation; therefore, its operating parameters
were strictly defined and were not subject to any discussion. These parameters were
established as follows:

• live steam: pressure 5.8 bar, temperature 553 K (280 ◦C);
• steam mass flow 2 kg/s;
• 3.5 bar back pressure.
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In this case, the isentropic enthalpy drop is only 119.7 kJ/kg, which greatly facilitates
the adoption of the advantageous design solution. After preliminary calculations, it was
assumed that the turbine would be implemented as a single action stage, powered on the
entire circuit.

Experimental research on the application of a microturbine (featuring a maximum
power of 1.9 kW) in domestic ORC CHP systems using ethanol as a working fluid was also
proceeded at the Gdańsk University of Technology. The results of these experiments were
reported in [149–152]. The experimental tests were proceeded for varied thermodynamic
parameters of the working fluid at the inlet and at the outlet of the microturbine. The
pressure at the inlet to the machine was varied between 0.36 and 0.6 MPa, while the
working fluid flow was varied between 15 and 20 g/s. The maximum temperature of the
working medium at the inlet to the machine was equal to 143 ◦C. For these experimental
conditions, the obtained electric power of the ORC system was ranging between 0.66 and
0.76 kW, electrical efficiency was ranging between 6.40 and 6.65% and the total efficiency of
the ORC CHP system was ranging between 22.53 and 23.54% [150].

There are also suppliers on the world market that offer microturbine technology. One
of them is Spirax Sarco. This technology is described in more detail in [153]. An example
of a Spirax Sarco steam microturbine in a container version is presented in Figure 24.

Figure 24. View of the Spirax Sarco steam microturbine [153].

Other companies that have in their portfolio steam microturbines are e.g., Siemens
Dressel-Rand and General Electric.

4. Volumetric Expanders (Vane, Lobe, Screw, Piston, Wankel, Gerotor)

Volumetric expanders can be applied in small CHP steam and ORC systems as an
alternative to the earlier described microturbines. The principle of operation of volumetric
expander differs from that of turbine. In the case of volumetric machine, the working
fluid expansion proceeds in a working chamber which volume is limited by the cylinder
and the displacer. The operation of volumetric expander is cyclical and working chamber
volume changes during machine operation. For this reason, gas expansion processes are
proceeding periodically. Compared to microturbines, volumetric expanders are featuring
simpler design and lower investment costs. What is more, they are also featuring lower
rotational speeds, higher pressure drops that can be obtained in one stage, lower mass
flows of the working fluid and the possibility of wet-gas expansion. In selected cases, it is
possible to design and implement oil-free volumetric expanders.
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4.1. Vane Expanders

The design of the vane expanders is very simple, which translates into low production
costs. This machine has a favorable ratio of the output power to its external dimensions. The
use of special construction materials makes it possible to eliminate the need for lubrication.
Compared to other types of volumetric machines and microturbines, vane expanders are
characterized by a lower fluid flow rate and a lower pressure ratio. Moreover, the vane
expanders can be hermetically sealed, which is one of the key issues in the cooperation of
this type of expander with the ORC system [154]. This type of machine is insensitive to
the negative impact of the expansion of the gas-liquid mixture, which is a great advantage
when ORC systems are supplied by heat sources with variable thermal parameters.

Vane compressors and expanders are used in many industries, including mining,
refrigeration and pneumatic systems [155]. Vane expanders have an output power from
several dozen watts to about a dozen kilowatts. The maximum gas pressure at the inlet to
the vane expander is approximately 30 bar. These machines are characterized by rotational
speeds from several hundred to 10,000 rpm. Research on vane expanders is carried out,
among others at the Wrocław University of Science and Technology. The implemented
experimental CHP ORC test stand uses multi-vane expander featuring the maximum
power output of 300 W and gas central heating boiler featuring a thermal power of 24 kW
serves as a heat source. The view of the test stand and expander is shown in Figure 25.

Figure 25. General view of the test stand and expander. Left: 1—plate evaporator, 2—plate condenser,
3—pump, 4—tank 5—multi-vane expander; on the right-general view of the expander [154].

As already mentioned, the design of the vane expanders is simple. Figure 26 shows
the components of a vane expander.

Figure 26. The individual elements of a vane expander: 1—body, 2—rotor, 3—blades, 4—housing,
5—bearings, 6—rings [154].
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Based on the available literature [156–159], it can be stated that vane expanders are
devices on a rather smaller scale. The maximum currently available units, when coupled
with the ORC system, reach the power of 7.5 kW.

4.2. Lobe Expanders

Rotary lobe expanders are devices that are not currently in mass production. Work on
them is still ongoing. Their design is derived from pneumatic motors [160]. The design of
such an engine is shown in Figure 27.

Figure 27. View on the Armak pneumatic motor [160].

Rotary lobe expanders can be used as heat engines in energy systems powered by
different heat sources (e.g., biomass boilers, waste heat recovery boilers, parabolic so-
lar collectors, etc.). The experimental units work in small steam plants. The company
that is currently conducting research on this type of expanders is the Polish company
Termo2Power. The works are carried out under the research project “PBSE Power Sector
Research Program” carried out under the contract with the National Center for Research
and Development. Part of the substantive work is carried out by a team from the Faculty
of Power and Aeronautical Engineering of the Warsaw University of Technology. The
company also conducts tests of its own designs, including multi-stage expanders. These
expanders can work with medium pressure from 8 to 40 bar. The inlet medium temperature
should not exceed 350 ◦C due to sealing problems. In this type of devices, no labyrinth
seals are used, but classic seals that must withstand high temperatures. The capacities of
these devices range from single kilowatts up to ca. 150 kW for a single stage expander. It is
also practiced to combine expanders into multi-stage systems. Then a system with a power
of several hundred kilowatts can be configured. Figure 28 shows the Termo2Power rotary
lobe expander and Figure 29 shows this expander connected to the generator and with
flexible connectors for supplying and discharging steam.
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Figure 28. View of the Termo2Power rotary lobe expander [161].

Figure 29. View of Termo2Power rotary lobe expander connected to the generator and pipings [161].

The figure below (Figure 30) shows a system with two rotary lobe expanders and
interstage superheating. The boiler is visible on the left side. The expanders are cou-
pled to the generators (blue). The power take-off (electric heaters) is visible under the
expanders system.
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Figure 30. View of a two-stage steam rotary lobe expander with inter-stage superheating [161].

In addition to the aforementioned Termo2Power company, Katrix from Australia is
another manufacturer that produces lobe expanders. The expander of this company is of a
slightly different design from the Termo2Power expander. A description of this expander
and analysis of its operation can be found in [162,163]. Its view and principle of operation
are shown in the Figure 31.

Figure 31. View of a Katrix expander construction [162,163].
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Expander made by the Katrix company was under investigation as a part of the
electricity generation system. The system based on solar collector to produce hot working
fluid can be seen in the Figure 32. The expander connected to the pipings and generator is
presented in Figure 33.

Figure 32. A solar Rankine microcogeneration system with Katrix expander [162,163].

Figure 33. View of a Katrix expander connected to the source of working fluid and generator [162,163].

Roots expanders are the other lobe-type expanders that are currently investigated to
be applied in ORCs. Roots expander is a two-shaft, rotary, positive displacement machine,
featuring the transverse flow of the working fluid [164–167]. The results of experimental
tests of a Roots expander operating in the ORC system are presented in [166]. The tests
were carried out using a mixture of R245fa and oil to provide the expander lubrication.
The working fluid pressure at the inlet to the machine was varied in the range between 3
and 10.8 bar. The working fluid pressure at the outlet of the machine was ranging between
1.35 and 2.25 bar. The rotational speed of the expander was varying between 1500 and
11,000 rpm. The highest isentropic efficiency of the expander (ca. 50%) was achieved for
the rotational speed of ca. 4500 rpm and for small expansion ratio of ca. 1.5. However,
for these operating parameters low power output was achieved (ca. 100 W). In order to
increase the power output to ca. 3 kW it was necessary to increase the expansion ratio
to ca. 3.5.
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4.3. Screw Expanders

The screw expander is a displacement type device. It consists of an interlocking pair
of spiral rotors placed in a housing, which together form the working chamber. In addition
to the pair of screw rotor and cylinder, the structure consists of bearings, synchronous
gears, a seal assembly, etc.

The expander has the opposite operating principle to the screw compressor, which
has a similar basic structure. The production process and control system are much more
complex for an expander than for a screw compressor.

A cross-sectional view of the screw expander is shown in Figure 34.

Figure 34. View of the screw expander made by Green Secure Power Systems [164].

Screw expanders can work with superheated steam and wet steam. Currently available
units are powered by a working medium with a pressure of 3 to 25 bar. The power range
of screw expanders ranges from a few kilowatts to 630 kW.

The world leader in the production of systems with a screw expander is the British
company Heliex Power. One of the Heliex devices was installed in Poland in Kędzierzyn-
Koźle at Grupa Azoty in 2016. The installation was performed together with the Polish
partner of Heliex-the Zamkon company. The device installed in Poland is 160 kW. Figure 35
shows a container system with a screw expander installed at Zakłady Azotowe Kędzierzyn.

Figure 35. View of the screw expander made by Heliex Power installed at Zakłady Azotowe
Kędzierzyn [164].
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The layout of the example system based on screw is presented in Figure 36.

Figure 36. View of the system with screw expander.

The American company ELECTRA THERM [167] developed ORC system using screw
expander that can be fed by different heat sources (i.e., geothermal water, biomass com-
bustion products, waste steam or hot water from industrial processes. The minimum
temperature of these sources should be 90 ◦C. The system can be also supplied with waste
gases featuring different temperature (205–540 ◦C). The power output of this system ranges
between 50 and 500 kW, depending on the thermal power of the heat source.

Screw expander is also applied in the ORC system developed by the German company
KÖHLER-ZIEGLER [167]. This system can utilize waste heat carriers featuring a minimum
temperature of 90 ◦C. The power output of this system ranges from 50 to 200 kW, depending
on the heat source thermal parameters.The ORC systems with screw expanders are also
manufactured by the Swedish company OPCON [167]. These ORC systems are featuring a
modular design and a power output of 350, 500 and 800 kW. These systems can utilize waste
heat sources featuring a temperature of 55–120 ◦C. Substances featuring a temperature of
0–30 ◦C can be used as the condenser coolant. The efficiency of these systems is ranging
between 5 and 10%.

The other types of screw expanders that are applied in ORCs are single-screw ex-
panders. The results of research on these expanders are presented in [168–177]. Single-screw
expanders consist of three movable rotors, one of which is the main rotor, located centrally.
The main rotor has helical teeth cut around the circumference. The other two rotors are
having outer teeth of a rectangular cross-section. The teeth of the cooperating rotors mesh
with the teeth of the main helical rotor. In this way, working chambers are formed on both
sides of the central rotor.

Single-screw expanders can operate with different working fluids, including natural
gas, superheated and saturated steam and liquid-gas mixtures. The power output of these
expanders is in the range of 1–100 kW. Single-screw expanders feature a simple design,
good performance at part load, high volumetric efficiency and low leakage rate. They are
operating quietly and do not generate vibrations. Experimental research on application
of single-screw expanders in ORC systems were proceeded in different research centers.
In [173] studies on the ORC system utilizing a single-screw expander and using Solkatherm
SES36 as a working fluid were described. The working fluid temperature at the inlet to the
expander was varied in the range of 119.3–125 ◦C, the inlet pressure was varied in the range
4.5–10.2 bar, the expansion ratio in the range 3.12–10.97 and the expander rotational speed
in the range 2000–3000 rpm. For these experimental conditions, the internal efficiency of
the expander was ranging between 51% and 64.78% and expander rotational speed was
ranging between 2000 rpm and 3000 rpm. The maximum power output of the expander of
7.8 kW and the efficiency of the ORC system of 9.8% was achieved during experiments.
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Preliminary tests on single-screw expander prototype, which was designed for ap-
plication in ORC systems, were also carried out with the use of air [171,176]. The total
expander efficiency of 55%, the maximum torque of 100 Nm and the power output of
22 kW were achieved experimentally [176]. In [171] the results of research on a single-
screw expander, which was supplied with compressed air (pre-heated to temperature of
80 ◦C) were reported. The experimental results showed that depending on the expander
rotational speed (which was varied between 500 and 3500 rpm) the expander power output
varied in the range of 1–5 kW. Expansion ratio was kept in the range 5–6.75, gas tem-
perature drop was observed in the range 32.5–62.5 ◦C and the expander efficiency was
varying in the range 10–60%. Single-screw expanders were also tested using R123. The
results of these experiments are reported in [175]. The expander power output of 8.35 kW,
internal efficiency of 56% and the maximum efficiency of the ORC system of 7.98 % were
achieved. In [168] the results of experiments on a single-screw expander using R245fa as a
working fluid were presented. In [173] the results of experimental studies on a single-screw
expander applied in an ORC system utilizing SES36 as a working fluid were presented.
The experimental tests were proceeded for varied thermodynamic parameters of the gas at
the inlet to the expander. The temperature of gas at the inlet to the expander was varied
in the range of 100–125 ◦C, the inlet pressure was varied in the range of 3–7.5 bar and the
outlet pressure was kept in the range of 0.6–0.8 bar. The expander rotational speed was
3000 rpm. For these experimental conditions, the achieved expander output power was
ranging between 1.5 and 6 kW and the achieved internal efficiency was ranging between
51 and 66%. In [170] the results of experimental studies which were proceeded on six
prototypes of single-screw expanders featuring a power output between 5 and 172 kW
were reported. The applied working fluid was R123. For varied experimental conditions
the expanders efficiency varied between 52% and 73% and the efficiency of the ORC system
reached 9.3%.

4.4. Piston Expanders

In a piston expander, the working chamber is formed by the inner surface of the
cylinder and the surface of the moving piston. The piston reciprocates in the cylinder
between top and bottom dead position and is driven by the crank mechanism. Studies
on the possible application of piston expanders in micro steam and ORC systems have
proceeded for many years.

The results of research on application of a small piston expander in the ORC system
utilizing R134a as a working fluid are reported in [178–180]. The tested expander was
manufactured by StarEngine company. The expander features a total displacement of
230 cm3 and is hermetically coupled in one casing with a generator. The general view of
this expander is presented in Figure 37.

Figure 37. StarEngine piston expander [178–180].

The experimental research on this expander was carried out for varied heat source
and heat sink temperature. Heat source temperature was varied in the range 65–85 ◦C
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and the temperature of the heat sink was varied in the range 28–27 ◦C. The mass flow rate
of the working fluid was varied between 0.05 and 0.14 kg/s, pressure in the evaporator
was varied between 11 and 19 bar and pressure in the condenser was varied between 6
and 7 bar. For these experimental parameters, an electric power output of 250–1200 W was
achieved while expander rotational speed was ranging between 320 and 1100 rpm. The total
efficiency of the expander-generator unit was varying between 38 and 42%. The achieved
gross efficiency of ORC system was 4.5% while the achieved net efficiency was 2.2%.

In [181] the results of experimental tests carried out on a prototype oil-free piston
expander designed for application in steam distributed generation systems are reported.
The electric power output of the tested expander ranges between 740 and 2400 W depending
on the parameters of the working medium. During the experiments the thermal parameters
of the working fluid at the inlet to the expander were varied in the range 260–340 ◦C and
20–34 bar. The experimentally achieved internal efficiency of the expander was varying
between 19 and 40%. This type of steam expander is also promising for application in
ORC systems [181]. In [182,183] the results of research on a piston expander featuring a
power of 3 kW and applied in the ORC system are presented. The expander is a modified
reciprocating compressor with a specially designed control valve.

In [184] the authors presented the results of modeling of the operation of a piston
expander designed for application in waste heat recovery system from the passenger car
exhaust gases. Modeling results showed the possibility of obtaining an expander power
output of 7 kW and an isentropic efficiency between 55 and 70%.

In [185] the results of experimental research on a swash-plate piston expander featur-
ing a displacement of 195 cm3, which was implemented in the ORC system using blowing
agent R245fa as a working medium are presented. This type of expander uses a swash-plate
to transmit torque from the pistons to the shaft. The cross-section of swash-plate expander
is presented in Figure 38.

Figure 38. Cross-section of a swash-plate piston expander [185].

The tests of the expander were proceeded for gas inlet pressures ranging between 18
and 30 bar and the rotational speed of the expander ranging between 1000 and 4000 rpm.
For these experimental conditions working fluid pressure at the outlet of the expander
was ranging between 2.9 and 4.02 bar. The inlet pressure was regulated by changing the
mass flow rate of the working fluid by means of a pump. Depending on the operational
conditions working fluid was superheated in the range of 4–17 K and working fluid
mass flow rate was varied between 29 and 105 g/s. The obtained mechanical power of
the expander was ranging between 0.3 and 2 kW while the maximum achieved internal
efficiency of the expander was 53%. The mechanical efficiency of the expander was ranging
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between 50 and 85%. The results of research on swash-plate expanders were also reported
in [186,187].

In addition to the piston expanders discussed above, linear piston expanders are also
investigated to be applied in ORC systems. Research results on this type of expansion
machines were reported in [188,189]. In a linear piston expander, the linear arrangement
of the cylinders is applied. This design is similar to the boxer arrangement of cylinders,
but does not use a crankshaft. A linear generator is placed between the cylinders. The
piston rods of the opposing pistons are connected to each other by a piston rod of a linear
generator. The kinetic energy of the reciprocating movement of the piston rod is converted
into electricity in a linear generator. The cross-section of linear piston expander is presented
in Figure 39. In [190] the test results and design guidelines for a linear piston expander
that can be applied in a micro-power ORC systems used for waste heat recovery from
automotive engines were presented.

Figure 39. Cross-section of a linear piston expander [190].

It has been reported [190] that incomplete expansion (pressure of the working medium
in the cylinder after expansion is higher than the pressure of the working medium in the
outlet channel from the expander), heat transfer, flow losses during filling and evacuation
of the working fluid from cylinder, friction and leakages are the main phenomena limiting
the efficiency of linear piston expanders. It has also been shown that appropriate valve
control has a significant impact on the linear piston expander operation and pressure losses
occurring on the valves. The results of the tests carried out on the prototype of the linear
piston expander showed that for gas inlet pressures ranging between 0.13 and 0.21 MPa,
the internal efficiency of the expander varies in the range 66.2–93% and decreases with
increasing inlet pressure. The highest power output of 22.7 W was achieved for the gas
inlet pressure of 0.2 MPa and internal efficiency of 66.2%.

Compared to the other types of volumetric expanders (such as e.g., lobe, screw and
Wankel expanders), piston expanders are characterized by a much simpler design; however,
they require lubrication, valve timing, and generate vibrations during operation.

4.5. Wankel Expanders

Wankel expanders are positive displacement machines featuring rotational displace-
ment movement. These machines are currently experimentally tested to be applied in small
steam and ORC systems [191–196]. The principle of operation of the Wankel expander
is similar to that of the Wankel engine, but unlike in the engine, the combustion of fuel-
oxidant mixture is not proceeded in the expander. A Wankel expander use a triangular
rotor which moves in an oval cross-section cylinder and the side edges of which are curve-
shaped. The cylinder is closed on both sides with covers in which inlet and outlet ports
are placed. The crank shaft, which drives the rotor, is mounted on bearings embedded
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in the side covers. The shaft is coupled to the rotor by means of a gear that synchronizes
their mutual movement. The gear consists of a fixed rack, which is embedded in the side
cover of the machine, and a ring rack assembled inside the rotor. Vane seals are placed in
the tips of the triangular rotor. Seals limit gas leakage between the working chambers and
separate the working chambers from each other. Seals are also placed on the rotor faces
to limit gas leakage between the piston and side covers. The cross-section through the
Wankel expander, with a description of the most important components of this expander, is
presented in Figure 40a. The machine has two inlet and two outlet ports, thanks to which
the gas can be expanded in two working chambers at the same time. The working fluid is
supplied to the machine through two inlet ports (see Figure 40a) and the working fluid
pressure exerted on the rotor causes its motion. Dosing of the working fluid to the working
chambers is proceeded via the inlet and outlet valves which opening is controlled by timing
belt driven by the rotating crank shaft (see, Figure 40b).

Figure 40. Design and assembly details of a Wankel expander: (a) cross section of Wankel expander;
(b) a general view on Wankel expander [192].

Wankel expanders have a number of advantages when compared to the other positive
displacement and turbine expanders. The main advantages of these machines are high
power-to-weight ratio, compact design and small external dimensions, lack of reciprocating
parts, high rotational speeds, lack of vibrations generated during operation and a small
number of moving parts. The main disadvantages of Wankel expanders include piston face
seals issues (piston face seals are stressed by temperature variation during the machine
operation), piston apex seals issues (piston apex seals are receiving significant loads related
to the difference in gas temperature and pressure in adjacent working chambers). At low
rotational speeds or low expander load, it is possible that the seal does not fully adhere
to the cylinder surface, which may result in an increase of internal gas leakages between
adjacent working chambers.

Early works on the possibility of using a Wankel machine as a steam expander were
started in 1970s [193–195]. In [195] the results of experimental tests carried out on a Wankel
expander using steam as a working fluid were presented. During the tests the steam
pressure at the inlet of the expander was varied between 2.76 and 6.5 MPa while the steam
temperature was varied between 231 and 410 ◦C. For these experimental conditions, the
obtained expander power was ranging between 12 and 17 kW and the rotational speed was
ranging between 2196 and 2578 rpm. Further works on the application of these machines
as steam expanders were carried out in the 1990s [193–195] and are continued currently.
In [192] the results of experimental tests of a prototype of Wankel expander designed
for steam expansion are reported. The authors developed an expander prototype using
parts of a standard Wankel engine (i.e., bearings, shaft and seals were used) and a new
specially designed cylinder that was adapted to the supply system consisting of control
valves in order to increase expander compression. The view of this prototype is presented
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in Figure 40b. The valves are controlled by means of a mechanical system based on a timing
belt driven from the main expander shaft.

4.6. Gerotor Expanders

The other type of volumetric expanders that are used in prototypes of small ORC
systems are gerotor expanders [197–199]. The design of this type of volumetric expander
is similar to the design of a gear pump. The basic components of gerotor expander are a
cylinder and two rotors—internal and external. The internal rotor is assembled on the shaft.
The cylinder is closed on both sides by side covers with inlet and outlet ports. The inner
rotor is placed eccentrically to the outer rotor. Figure 41 shows the view of the components
of the gerotor expander.

Figure 41. View of the components of the gerotor expander [199].

Gerotor expanders were experimentally tested for their applicability in micro-power
ORC systems. In [197] the results of tests on an expander featuring a power output of
1 kW designed for application in the ORC system using the solar heat were presented.
The tests were carried out with the use of the R134a. The pressure of the working fluid at
the inlet to the expander was 3.28 MPa, while inlet temperatures were varied between 80
and 100 ◦C. The working fluid pressure at the outlet of the expander was 1.64 MPa and
the rotational speed of the expander was 3000 rpm. For these experimental conditions,
expander power output was ranging between 0.2 and 1 kW and efficiency was ranging
between 35 and 75%. The optimal expansion ratio was found between 3.0 and 4.0. In [198]
the results of experimental tests of three gerotor expanders, which were characterized
by different geometrical parameters were presented. These tests were carried out using
the ORC system utilizing R123 as a working fluid. The tests were carried out for various
parameters of the working fluid at the inlet and outlet of the expander. The working fluid
pressure at the inlet to the expanders was varied between 412 and 1878 kPa, the working
fluid pressure at the outlet of the expanders was varied between 139 and 331 kPa, the
working fluid temperature at the inlet to the expanders was varied between 84 and 160 ◦C,
while the working fluid temperature at the outlet was varying between 61 and 129 ◦C. For
these experimental conditions, the power output of these expanders was ranging between
0.28 and 2.07 kW and the achieved efficiency was ranging between 59 and 85%. It was also
indicated that, compared to other positive displacement machines, gerotor expanders are
characterized by a lower internal friction.

5. Fuel Cells

In 1839, British physicist William R. Grove demonstrated that an electrochemical
reaction of combining hydrogen with oxygen produces an electric current [200–204]. Such a
cell has no moving parts, works noiselessly, and its only waste substance is water. However,
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fuel cells based on this phenomenon were merely a laboratory curiosity for over a century.
It was not until the sixties of the last century that NASA started to install light and compact
(though expensive) versions in spacecraft to supply them with electricity. Today, this
technology, which is promising, ecologically clean, efficient and silent, is being used in
many new earthly applications, including powering mobile phones, notebook computers,
homes and apartments and electric car engines. Chemical energy is directly converted
into electricity in a fuel cell. It is a cell in which the fuel—hydrogen in a pure state or
in a mixture with other gases—is fed continuously to the anode, and the oxidant—pure
oxygen or a mixture (air)—is fed continuously to the cathode. Electrochemical processes are
accompanied by the flow of an electron from the anode to the cathode. The closure of the
circuit is carried out by ions that are transferred through the electrolyte. As a result of the
electrochemical reaction of hydrogen and oxygen, electricity, water and heat are generated.
Reagents are fed continuously to the fuel cell and theoretically it will not discharge; in fact,
degradation or component failure will limit the life of any fuel cell.

Most fuel cells use hydrogen to produce electricity and heat [205–209]. Nevertheless,
high-temperature fuel cells can run on natural gas due to the possibility of using the so-
called internal reforming. The electrical efficiency of modern fuel cells is ca. 40–60 percent.

Different types of fuel cells are developed and are generally classified according to the
type of electrolyte used, as it determines the operating temperature of the system and the
type of fuel that can be used. The comparison of the different types of fuel cells is presented
in Table 1.

Table 1. Comparison of different types of fuel cells [117].

Fuel Cell Type
Operating

Temperature (◦C)
Power Range

(kW)
Efficiency (%) Application

PEM–Polymer
Electrolite Membrane 60–110 0.01–250 40–55 Portable, Mobile, Low power

generation.
AFC–Alkaline Fuel Cell 70–130 0.1–50 50–70 Mobile, space, military.

PAFC–Phosforic Acid Fuel Cell 175–210 50–1000 40–45 Medium to large scale power
generation and CHP

MCFC–Molten Carbonate Fuel Cell 550–650 200–100,000 50–60 Large scale power generation

SOFC–Solid Oxide Fuel Cell 500–1000 0.5–2000 40–72

Vehicle,
medium to large scale power

generation and CHP,
and micro-CHP.

DMFC–Direct Methanol Fuel Cell 70–130 0.001–100 40 Mobile, portable.

Fuel cells are used both in small domestic power and heat generating units or auxiliary
power sources with a capacity of several dozen kilowatts, as well as in large power plants
with a capacity of several megawatts. Small systems with a power of 1–10 kW with fuel cells
are able to provide electricity and heat to residential houses, offices and public buildings.

Another advantage is the design based on a modular system, which allows for rel-
atively quick and easy construction of the installation and its possible expansion. Fuel
cells are characterized by a high power yield per unit volume of fuel, and at the same
time the process of direct conversion of fuel chemical energy into electricity takes place
without the emission of toxic components and while maintaining high efficiency of fuel
energy use. If the waste heat from the cell installation is used in combined CHP systems,
the total energy efficiency may increase even up to 95% [210–212]. Waste heat can be
used for heating, domestic hot water heating, cooling or air conditioning. Hybrid fuel cell
installations connected to the gas turbine cycle achieve efficiency of 70% and more. The
dynamic development of fuel cells in recent years means that they are more and more often
alternative sources of electricity and heat.

There are many types of fuel cells. They differ mainly in the type of electrolyte, and
thus in the operating temperature (see, Table 1). This indirectly also affects the power
density that can be taken from the surface of the fuel cell. A Polymer Electrolyte Membrane
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Fuel Cell (PEMFC) and Solid Oxide Fuel Cell (SOFC) are the most popular in small- and
micro-generation. PEM fuel cells belong to the group of low temperature fuel cells. Their
working temperature does not exceed 100 ◦C. Their power ranges from a few watts to
hundreds of kilowatts. The unquestionable advantage of the operation of these fuel cells
is a very quick response to load changes. The disadvantage, however, is the need to use
clean fuel due to the platinum catalyst used in this type of fuel cell. An example of a small
cogeneration source based on a PEM cell is shown in the Figure 42.

Figure 42. View of the small CHP system based on a Polymer Electrolyte Membrane Fuel Cell (PEM)
fuel cell [213].

The system consists of a PEM fuel cell, a methane steam reformer, an inverter, a pump
system and a heat exchanger. It produces 36 kW of electricity and 50 kW of heat. The
system has been built in a container which is divided into mechanical and electrical parts.
In the mechanical part there is a reformer and a fuel cell, while in the electrical part there is
an inverter and automation and control systems. The view of the container can be seen in
the Figure 43.

Figure 43. View of the container with 36 kW PEM fuel cell system [213,214].
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The most important part of the system is the fuel cell. It is a cell produced by the
Canadian company Ballard with a nominal power of 36 kW and a maximum power of
80 kW. The cell is connected with a fan in order to supply the appropriate amount of
oxidant to the reaction process. The fan has high power in relation to the cell’s power
(3 kW), which is almost 10%. Figure 44 shows a fuel cell (four stacks at the top) and a fan
(below the fuel cell at the bottom).

Figure 44. PEM fuel cell with the fan delivering air as an oxidant [213,214].

Another type of fuel cell used in small and micro cogeneration is an SOFC fuel cell.
The systems based on this technology offer higher electrical efficiency than the systems
based on PEM technology and are especially focused on the continuous operation mode.
Contrary to what it was said in the case of PEM cells, which show great keeping up with
the demand. In the case of SOFC fuel cells, the surplus electricity is sent to the grid or
accumulated if the system is equipped with a battery.

As SOFC fuel cells are one of the most popular types of fuel cells, there have been
many studies and publications on combining these fuel cells into systems for the simulta-
neous generation of electricity and heat. Basic information on such systems can be found
in [215–220].

An example of micro cogeneration system based on an SOFC fuel cell is presented
in Figure 45.

Figure 45. Micro cogeneration system based on a Solid Oxide Fuel Cell (SOFC) fuel cell made by
Vaillant [164,221].
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Due to the high operating temperature (800–1000 ◦C), SOFC fuel cells can also be
combined into systems with other energy sources, such as gas turbines [222–229] and
burners [230–235]. An example of an SOFC fuel cell coupled to a gas turbine can be seen in
Figure 46, while an SOFC fuel cell coupled to an additional heat source in Figure 47.

Figure 46. Micro cogeneration system with a flame-assisted SOFC fuel cell [234,235].

Figure 47. Cogeneration system with an SOFC fuel cell and gas turbine (the so-called hybrid
cycle) [229].

The use of the small and microcogeneration systems based on fuel cells in countries
where the energy sector is characterized by low CO2 emissions or is largely based on
renewable resources will not always bring the expected benefits. Sometimes it can even
contribute to the deterioration of the current condition. In the above situation, it is necessary
to carry out a detailed profitability analysis for various possible operating modes of the
system:

• maximization of generated electricity;
• following the instantaneous demand for electricity;
• maximization of heat production;
• following the instantaneous demand for heat;
• maximization of prosumer profits.

For example, in Scandinavian countries, due to the significant share of renewable
energy sources in the energy sector and thus the low emission of harmful compounds, the
only economically viable solution is to follow the small and microcogeneration system
with instantaneous heat demand. Electricity is a by-product of this operating mode of
the system.
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6. Conclusions

The article presents an overview of currently used and developed technologies for the
production of electricity and heat in the so-called cogeneration (CHP) in small and micro
scale. These technologies are becoming more and more popular and needed in relation to
the development trend of distributed generation and the so-called virtual power plants.
The technologies presented in the article are inter alia, Stirling engines, gas and steam
microturbines, various types of volumetric expanders (vane, lobe, screw, piston, Wankel,
gerotor), and fuel cells. There is no definite answer as to which of these technologies is
the best. Each of them has its advantages and disadvantages and can be adapted to the
specific conditions in which it has to operate. These conditions are, for example, the type
and availability of fuel, the ability and speed of reaction to load changes, reliability, noise,
generated power, environmental and social conditions, availability of service personnel
and many others, which should be taken into account when selecting a given technology
to meet needs.

Stirling engines are mature technology. Nevertheless, over the years, research centers
have been working on their improvement. Microgen company, previously mentioned in the
text, has developed an advanced technology that is commercially available. The company
does not produce ready-made systems containing a Stirling engine, but supplies engines to
system manufacturers. They are used in systems powered by both solid and gaseous fuels.
Stirling engines are most often featuring the power output ranging from hundreds of watts
to hundreds of kilowatts. In addition to applications in small and micro-cogeneration,
Stirling engines can be used in solar energy systems and in the refrigeration industry. These
engines are also applied in submarines. Works on their application in cars are ongoing.

The review of the volumetric expanders that are currently applied in small and
micro cogeneration systems gave an outlook on their operating conditions and technical
details. The following conclusions can be drawn on volumetric expanders basing on the
reviewed literature.

• Multi-vane expanders are applied in experimental test-stands of micro CHP ORC
systems. The experimental tests were proceeded for working fluid absolute pressure
at the inlet to the multi-vane expander ranging between 1.5 and 6.39 bar. The power
output of tested multi-vane expanders was ranging between 65 W and 8 kW, rotational
speed was ranging between 1200 and 4100 rpm and isentropic efficiency was ranging
between 17.2 and 55.8%. Efficiency of the ORC systems was ranging between 0.75
and 7.65%.

• Rotary lobe expanders are applied in experimental test-stands of small steam plants.
The working fluid pressure at the inlet to the rotary lobe expander ranges between 8
and 40 bar. The working fluid pressure at the inlet should not exceed 350 ◦C due to
sealing problems. The power output of these machines ranges from single kilowatts
up to ca. 150 kW for a single stage expander. Lobe expanders were also applied in
solar-powered ORCs.

• Root expanders are applied in experimental test-stands of micro CHP ORC systems.
The experimental tests were proceeded for working fluid pressure at the inlet to the
Roots expander ranging between 3 and 10.8 bar. The working fluid pressure at the
outlet of the machine was ranging between 1.35 and 2.25 bar. The power output of
tested Roots expanders was ranging between 100 W and 3 kW. The rotational speed
of the expander was varying between 1500 and 11000 rpm. The highest expander
isentropic efficiency of ca. 50% was obtained.

• Screw expanders are successfully applied in commercially available steam and ORC
CHP systems. They can operate in different conditions. The absolute pressure of the
working fluid at the inlet to the screw expander is ranging between 3 and 25 bar, while
the temperature of the heat sources is ranging between 90 and 540 ◦C. The power
output of these systems ranges between few kW and 630 kW while efficiency of the
ORC systems adopting screw expanders ranges between 5 and 10%.
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• Single-screw expanders are applied in experimental test-stands of small steam and
ORC CHP plants. The experimental tests were proceeded for working fluid absolute
pressure at the inlet to the screw expander ranging between 3 and 6.75 bar, and the
temperature of the heat sources ranging between 80 and 120 ◦C. The power output of
these expanders ranges between 5 kW and 172 kW, rotational speed ranges between
2000 and 3000 rpm, obtained efficiency of the expanders ranges between 10 and 66%
while efficiency of the ORC systems adopting single-screw expanders ranges between
7.98 and 9.3%.

• Piston expanders are applied in experimental test-stands of small steam and ORC CHP
plants. The experimental tests were proceeded for working fluid absolute pressure
at the inlet to the piston expander ranging between 11 and 34 bar and the inlet
temperature of the working fluid ranging between 65 and 340 ◦C. The power output of
these expanders ranges between 0.25 kW and 3 kW, rotational speed ranges between
320 rpm and 4000 rpm and expanders efficiency ranges between 55 and 70%.

• Linear piston expanders are applied in experimental test-stands of ORC CHP plants.
The experimental tests were proceeded for working fluid absolute pressure at the inlet
to the linear piston expander ranging between 13 and 21 bar. The maximum power
output of 22.7 W was obtained in case of these expanders, and internal efficiency was
ranging between 66.2 and 93%.

• Wankel expanders are applied in experimental test-stands of steam plants. The exper-
imental tests were proceeded for working fluid absolute pressure at the inlet to the
Wankel expander ranging between 27.6 and 65 bar and the temperature of the working
fluid ranging between 231–410 ◦C. The power output of Wankel expanders ranges
between 12 and 17 kW and rotational speed ranges between 2196 and 2578 rpm.

• Gerotor expanders are applied in experimental test-stands of ORC plants. The ex-
perimental tests were proceeded for working fluid absolute pressure at the inlet to
the gerotor expander ranging between 27.6 and 65 bar and the temperature of the
working fluid ranging between 80 and 160 ◦C. The power output of Wankel expanders
ranges between 0.2 and 2.07 kW, rotational speed was equal to 3000 rpm and obtained
efficiency of the expanders ranges between 35 and 85%.

Both gas and steam microturbines are mature technology dating back several dozen
years. Research on microturbines is carried out in scientific units around the world, but
more often they result from attempts to use ready-made microturbines from well-known
manufacturers for use in systems with their participation. There are few research centers
that deal with the design of microturbines alone. As a mature technology, microturbines
are used mainly in small and industrial microcogeneration. This technology is not used
in households, mainly due to the costs and noise generated by microturbines. Due to
the nature of their construction, they are high-speed machines. In addition to the noise
generated, this has an impact on problems in the use of generators (a gear or a high-speed
generator is necessary). The power range of microturbines is in the range of hundreds
of watts to several hundred kilowatts. Their efficiency is 20–30% for gas microturbines
(electrical efficiency) and 60–70% for steam microturbines (internal efficiency). It should be
noted that the gas microturbine can work as an independent device for the supply of fuel,
and in the case of a steam microturbine it must be part of the system (e.g., the Rankine
cycle) and then the system’s electrical efficiency should be taken as an output parameter of
the system, which is ca. 20%.

Fuel cells are a commercialized technology. The most common types of cells used
in microcogeneration are PEM fuel cells and SOFC fuel cells. The first one is a fully
mature technology and commercially produced in the power range from a few watts to
hundreds of kilowatts. They are characterized by a quick start-up and low operating
temperature, and hence high flexibility in terms of load change. The problem is the fuel
that should be clean (CO free) due to the platinum catalytic converter. It requires the use
of pure hydrogen, e.g., from the electrolysis process, or, if it comes from other processes,
such as methane steam reforming—purifying it. As for SOFC fuel cells, they are also a
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relatively mature technology. Unfortunately, the problem is the complicated production
process that involves sintering components together. Scientific centers conduct research
on the improvement of components (electrodes and electrolyte) in order to achieve better
performance, but the finished devices are manufactured and sold, especially in Asian
countries. The disadvantage is the high operating temperature, which is associated with a
longer start-up and the need for more stable operation when it comes to changing loads.
In practice, devices with a power of several hundred watts to hundreds of kilowatts are
the most popular. The authors of this article believe that the long-observed trend towards
decentralizing the production of electricity and heat will contribute to even more dynamic
development of small and micro technologies in the CHP sector.

It is also important that most of the technologies presented here can be used to use
waste heat from industrial plants. As a result of electricity and heat generation processes or
other technological processes taking place in industrial plants, some energy is irretrievably
lost to the environment. Especially in small and medium-sized industrial plants, energy
and environmental awareness are at a low level. These plants were often built a long time
ago, have old machinery and are located in energy-inefficient halls and buildings. The
application of the systems presented here can contribute to the improvement of energy
efficiency thanks to the recovery of waste heat. Thanks to their positive features and
utilization of high-quality fuels, domestic micro CHP systems can possibly contribute to
the significant reduction of the amount of pollutants emitted into the environment from
standard heating systems. Standard furnaces that are often used for heating the houses
during winter are often low-efficient and fed by low-quality fuels. Therefore, worse and
worse air quality is being observed in many countries. Many of the currently applied
furnaces can be successfully replaced with domestic CHP units based on the technologies
described in this article. In this way, their application may have a positive influence on
air quality.
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40. Bulinski, Z.; Szczygieł, I.; Krysiński, T.; Stanek, W.; Czarnowska, L.; Gładysz, P.; Kabaj, A. Finite time thermodynamic analysis

of small alpha-type Stirling engine in non-ideal polytropic conditions for recovery of LNG cryogenic exergy. Energy 2017,
141, 2559–2571. [CrossRef]

41. Kropiwnicki, J. Analysis of start energy of Stirling engine type alpha. Arch. Thermodyn. 2019, 40, 243–259. [CrossRef]
42. Bataineh, K. Mathematical formulation of alpha -type Stirling engine with Ross Yoke mechanism. Energy 2018, 164, 1178–1199.

[CrossRef]
43. Almajri, A.K.; Mahmoud, S.; Al-Dadah, R. Modelling and parametric study of an efficient Alpha type Stirling engine performance

based on 3D CFD analysis. Energy Convers. Manag. 2017, 145, 93–106. [CrossRef]

240



Energies 2021, 14, 785

44. Altin, M.; Okur, M.; Ipci, D.; Halis, S.; Karabulut, H. Thermodynamic and dynamic analysis of an alpha type Stirling engine with
Scotch Yoke mechanism. Energy 2018, 148, 855–865. [CrossRef]

45. Ipci, D.; Karabulut, H. Thermodynamic and dynamic analysis of an alpha type Stirling engine and numerical treatment. Energy
Convers. Manag. 2018, 169, 34–44. [CrossRef]

46. Bataineh, K.M. Numerical thermodynamic model of alpha-type Stirling engine. Case Stud. Therm. Eng. 2018, 12, 104–116.
[CrossRef]

47. Cinar, C.; Yücesu, H.S.; Topgül, T.; Okur, M. Beta-type Stirling engine operating at atmospheric pressure. Appl. Energy 2005,
81, 351–357. [CrossRef]

48. Solmaz, H.; Ardebili, S.M.S.; Aksoy, F.; Calam, A.; Yılmaz, E.; Arslan, M. Optimization of the operating conditions of a beta-type
rhombic drive stirling engine by using response surface method. Energy 2020, 198, 117377. [CrossRef]

49. Chahartaghi, M.; Sheykhi, M. Thermal modeling of a trigeneration system based on beta-type Stirling engine for reductions of
fuel consumption and pollutant emission. J. Clean. Prod. 2018, 205, 145–162. [CrossRef]

50. Uchman, W.; Remiorz, L.; Grzywnowicz, K.; Kotowicz, J. Parametric analysis of a beta Stirling engine–A prime mover for
distributed generation. Appl. Therm. Eng. 2018, 145, 693–704. [CrossRef]

51. Shendage, D.; Kedare, S.B.; Bapat, S. An analysis of beta type Stirling engine with rhombic drive mechanism. Renew. Energy 2011,
36, 289–297. [CrossRef]

52. Chahartaghi, M.; Sheykhi, M. Energy and exergy analyses of beta-type Stirling engine at different working conditions. Energy
Convers. Manag. 2018, 169, 279–290. [CrossRef]

53. Ahmed, F.; Huang, H.; Khan, A.M. Numerical modeling and optimization of beta-type Stirling engine. Appl. Therm. Eng. 2019,
149, 385–400. [CrossRef]

54. Caetano, B.C.; Lara, I.F.; Borges, M.U.; Sandoval, O.R.; Valle, R.M. A novel methodology on beta-type Stirling engine simulation
using CFD. Energy Convers. Manag. 2019, 184, 510–520. [CrossRef]

55. Sowale, A.; Kolios, A.; Onabanjo, T.; Somorin, T.; Parker, A.; Williams, L.; Collins, M.; McAdam, E.; Tyrrel, S. Thermodynamic
analysis of a gamma type Stirling engine in an energy recovery system. Energy Convers. Manag. 2018, 165, 528–540. [CrossRef]

56. Alfarawi, S.; Al-Dadah, R.; Mahmoud, S. Enhanced thermodynamic modelling of a gamma-type Stirling engine. Appl. Therm.
Eng. 2016, 106, 1380–1390. [CrossRef]

57. Katooli, M.H.; Moghadam, R.A.; Hooshang, M. Investigation on effective operating variables in gamma-type Stirling engine
performance: A simulation approach. SN Appl. Sci. 2020, 2, 1–7. [CrossRef]

58. Gheith, R.; Aloui, F.; Tazerout, M.; Ben Nasrallah, S. Experimental investigations of a gamma Stirling engine. Int. J. Energy Res.
2011, 36, 1175–1182. [CrossRef]

59. Araoz, J.A.; Cardozo, E.; Salomon, M.; Alejo, L.; Fransson, T.H. Development and validation of a thermodynamic model for the
performance analysis of a gamma Stirling engine prototype. Appl. Therm. Eng. 2015, 83, 16–30. [CrossRef]

60. Hooshang, M.; Moghadam, R.A.; Alizadehnia, S. Dynamic response simulation and experiment for gamma-type Stirling engine.
Renew. Energy 2016, 86, 192–205. [CrossRef]

61. Vahid, D.J.; Oskouei, H.D. Design and anylysis of gamma type Stirling engine. Mech. Ind. 2020, 21, 511. [CrossRef]
62. Parlak, N.; Wagner, A.; Elsner, M.; Soyhan, H.S. Thermodynamic analysis of a gamma type Stirling engine in non-ideal adiabatic

conditions. Renew. Energy 2009, 34, 266–273. [CrossRef]
63. Damirchi, H.; Najafi, G.; Alizadehnia, S.; Mamat, R.; Azwadi, C.S.N.; Azmi, W.; Noor, M. Micro Combined Heat and Power

to provide heat and electrical power using biomass and Gamma-type Stirling engine. Appl. Therm. Eng. 2016, 103, 1460–1469.
[CrossRef]

64. Li, R.; Grosu, L.; Li, W. New polytropic model to predict the performance of beta and gamma type Stirling engine. Energy 2017,
128, 62–76. [CrossRef]

65. Egas, J.; Clucas, D. Stirling Engine Configuration Selection. Energies 2018, 11, 584. [CrossRef]
66. Microgen Engine Corporation. Available online: www.microgen-engine.com (accessed on 20 December 2020).
67. Li, T.; Tang, D.; Li, Z.; Du, J.; Zhou, T.; Jia, Y. Development and test of a Stirling engine driven by waste gases for the micro-CHP

system. Appl. Therm. Eng. 2012, 33–34, 119–123. [CrossRef]
68. Zhu, S.; Yu, G.; Jongmin, O.; Xu, T.; Wu, Z.; Dai, W.; Luo, E. Modeling and experimental investigation of a free-piston Stirling

engine-based micro-combined heat and power system. Appl. Energy 2018, 226, 522–533. [CrossRef]
69. Khoshbazan, M.; Ahmadi, M.H.; Ming, T.; Arjmand, J.T.; Ahmadi, M.H. Thermo-economic analysis and multi-objective optimiza-

tion of micro-CHP Stirling system for different climates of Iran. Int. J. Low-Carbon Technol. 2018, 13, 388–403. [CrossRef]
70. Cardozo, E.; Malmquist, A. Performance comparison between the use of wood and sugarcane bagasse pellets in a Stirling engine

micro-CHP system. Appl. Therm. Eng. 2019, 159, 113945. [CrossRef]
71. Napitupulu, F.H.; Ambarita, H. Manufacturing and testing prototype of a gamma type Stirling engine for micro-CHP application.

IOP Conf. Ser. Mater. Sci. Eng. 2020, 725, 012016.
72. Stamford, L.; Greening, B.; Azapagic, A. Life cycle environmental and economic sustainability of Stirling engine micro-CHP

systems. Energy Technol. 2018, 6, 1119–1138. [CrossRef]
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Abstract: Siloxanes are among the most technologically troublesome trace compounds present in
biogas. As a result of their combustion, hard-to-remove sediments are formed, blocking biogas
energy processing devices and reducing the efficiency of biogas plants. The purpose of this study
was to help investors and designers to choose the optimal technology for the adsorptive removal of
volatile methylsiloxanes (VMSs) from biogas and to identify adsorbents worth further development.
This paper critically reviews and discusses the state-of-the-art technologies for the adsorption removal
of siloxanes from biogas, indicating potentially beneficial directions in their development and
deficiencies in the state of knowledge. The origin of VMSs in biogas, their selected physicochemical
properties, technological problems that they can cause and their typical versus limit concentrations in
biogases are presented. Both the already implemented methods of adsorptive VMSs removal from
landfill and sewage gases and the ones being under development are verified and systematized.
The parameters and effectiveness of adsorption processes are discussed, and individual adsorbents
are compared. Possible ways of regenerating spent adsorbents are evaluated and prospects for
their application are assessed. Finally, zeolite-based adsorbents—which can also be used for biogas
desulfurization—and adsorbents based on polymer resins, as being particularly active against VMSs
and most amenable to multiple regeneration, are identified.

Keywords: biogas treatment; volatile methylsiloxanes; siloxane concentrations; adsorbents; regeneration

1. Introduction

The most troublesome trace impurities present in biogas are volatile organic silicon
compounds—siloxanes, which are oligomeric chemicals containing alternately connected silicon and
oxygen atoms. Silicon atoms are additionally linked with hydrocarbon functional groups, mainly methyl
(Table 1). In this case, considering their volatility under ambient conditions (Table 2), siloxanes are
referred to as volatile methylsiloxanes (VMSs).

The main source of VMSs in biogas are personal care products, in which VMSs, owing to their
unique characteristics such as: low surface tension, viscosity and chemical reactivity, high thermal
stability, compressibility, spreadability and hydrophobicity (Table 2), have been rapidly increasingly
used in recent years. Along with wastewater containing used cosmetics—especially shampoos, soaps,
hair sprays, antiperspirants, etc.—VMSs end up in wastewater treatment plants (WWTPs), where,
together with sediments, they get into the fermentation chambers and as a result of the elevated
temperature are released into biogas. VMSs also get into the biogas in landfills, where cosmetics
containers, together with their remains, are deposited. The growing presence of VMSs in the
environment is also due to the rapidly growing production of silicone polymers—used in medicine,
electronics and various everyday articles—for which VMSs are the basic building blocks.

Energies 2020, 13, 2605; doi:10.3390/en13102605 www.mdpi.com/journal/energies249
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Table 1. Nomenclature and formulas of main volatile methylsiloxanes (VMSs) detected in biogases.

Chemical Name Abbreviations CAS Chemical Formula Structural Pattern

Hexamethylcyclotrisiloxane D3
(HMCTS) 541-05-9 Si3-O3-(CH3)6

Octamethylcyclotetrasiloxane D4
(OMCTS) 556-67-2 Si4-O4-(CH3)8

Decamethylcyclopentasiloxane D5 541-02-6 Si5-O5-(CH3)10

Dodecamethylcyclohexasiloxane D6 540-97-6 Si6-O6-(CH3)12

 

Hexamethyldisiloxane L2
(HMDS) 107-46-0 Si2-O-(CH3)6

Octamethyltrisiloxane L3
(MDM) 107-51-7 Si3-O2-(CH3)8

Decamethyltetrasiloxane L4
(MD2M) 141-62-8 Si4-O3-(CH3)10

Dodecamethylpentasiloxane L5
(MD3M) 141-63-9 Si5-O4-(CH3)12

Table 2. Selected physicochemical properties of VMSs found in biogas, developed according to [1].

Compound
Physical State
at 20 ◦C, 101.3

kPa

Density,
kg/m3, at

25 ◦C

Vapor
Pressure,

kPa, at 25 ◦C

Water
Solubility,
mg/dm3 at

25 ◦C

Boiling
Point, ◦C,
at 101.3

kPa

Melting
Point, ◦C
at 101.3

kPa

D3 Solid 1020 1.16 1.571 135 64

D4 Liquid 956 0.14 0.055 176 17.5

D5 Liquid 959 0.03 0.046 210 −38

D6 Liquid 967 0.003 0.005 245 −3

L2 Liquid 764 1 5.613 2.881 101 −66

L3 Liquid 820 0.445 0.15 152 −80

L4 Liquid 854 0.05 0.007 195 −76

L5 Liquid 875 0.013 0.0003 232 −80
1 at 20 ◦C.

As a result of biogas combustion, a part of the VMSs are transformed into crystalline silica which
settles in the form of rough, hardly removable deposits in combustion chambers, heat exchangers,
exhaust gas catalysts and on cylinder heads, valves, spark plugs, turbine blades, etc., reducing their
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performance and increasing servicing costs and air pollutants emissions. This is currently one of
the main operational problems affecting biogas plants. The need for biogas purification from VMSs
also arises from their potential toxic and carcinogenic properties found in animal studies in recent
years. It has been shown that only a small fraction (<1%) of VMSs convert to SiO2 during biogas
combustion [2]. The rest are emitted into the air, showing great potential for bioconcentration and
bioaccumulation in the environment’s various compartments [3]. In addition, microcrystalline silica
(<100 nm), which is the oxidation product of VMSs, has carcinogenic and mutagenic properties [4].

Adsorption, absorption and cooling methods have been commercially used to purify biogas from
VMSs. However, owing to the uncomplicated service, high efficiency and moderate costs of such
standard adsorbents as activated carbon and silica gel, carbon adsorption methods predominate.

The emerging methods (still under research), except for membrane and biological methods which
are not promising so far, use unconventional adsorbents based on natural and synthetic zeolites and
polymer resins.

2. VMSs Concentrations in Biogas

Most measurements of VMSs content in landfill gas (LFG) and in biogas from sewage sludge
(SG) were carried out in Germany, with a much greater spread of results found in WWTPs (from zero
to several hundred mg/m3) than in landfills (from several to several dozen mg/m3) [5]. For such
a large data set (308 objects) the reported average total VMSs concentration of 14.9 mg/m3 in SG,
seems representative. A higher average total VMSs content—24 mg/m3 (mainly D4—12.5 mg/m3,
L2—6.1 mg/m3 and D5—4.7 mg/m3)—measured in LFG in Asten (Austria) was reported by Accettola and
Haberbauer [6], while in SG the average concentration amounted to 7 mg/m3 (primarily D5—6.0 mg/m3

and D4—0.9 mg/m3). Even higher values for SG were indicated by Appels et al. [7]—30–50 mg/m3.
Arnold & Kajolinna [8] showed that the concentration of VMSs in biogas usually does not exceed 10 mg/m3,
although in the case of SG, peaks of up to 300–400 mg/m3 are possible. For example, 400 mg/m3 was
recorded in the Trecatti WWTP in Great Britain, when the engine failed after 200 hours of operation [9].
In other tested WWTPs (Zurich, Neuburg, Saint-Truiden, Minworth) the total VMSs concentration
ranged from 16 to 59.8 mg/m3, while in landfills in Berlin, Augsburg and Vienna it ranged from 4.8 to
36.3 mg/m3. A similar maximum VMSs concentration in SG as in Trecatti (314 mg/m3) was detected by
Hepburn et al. [10]. A wide overview of VMSs concentration measurement results at Austrian, German
and Finnish landfills and WWTPs was presented by Rasi et al. [11,12]. According to their research,
in Finland the concentrations were in the range of 0.08–2.5 mg/m3 for both types of biogas, i.e., significantly
below the values presented above. D5 predominated in SG (48–76%), constituting together with D4
(21–45%) over 90% of the total VMSs. The remaining 10% were: L2 (0–1%), D3 (1–4%) and L3 (0–6%).
In LFG the VMS percentages were as follows: D4 (24–72%), L2 (28–40%), D5 (3–13%) and D3 (0–7%),
i.e., VMSs characterized by higher vapor pressure and better water solubility predominated. Generally,
VMSs concentrations in biogas depend on its origin and they range widely—typically from a few to
several tens mg/m3. In LFG, where D4 and L2 predominate, they are usually lower than in SG (Table 3).

Table 3. VMSs concentration ranges detected in biogas.

Kind of
Biogas

Location
Number of

Objects/
Measurements

Analyzed
Compounds

Concentration,
mg/m3 Source

Landfill
Gas (LFG)

Germany 123/340 Sum of VMSs 3–25 [5]

Finland 3/6 L2-L4 +
D3-D5 2–8

Poland 1/7 Sum of VMSs 18–39 [13]

Germany ND L2-L4 +
D3-D6 Up to 50 [14]

Europa (6),
Canada (4) 10/ND 1 L2-L5 +

D3-D6 2–24 [15]
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Table 3. Cont.

Kind of
Biogas

Location
Number of

Objects/
Measurements

Analyzed
Compounds

Concentration,
mg/m3 Source

Biogas from
Sewage

Sludge (SG)

Germany 308/ND L2-L4 +
D3-D5 Up to 317 [5]

Finland 3/6 L2-L4 +
D3-D5 2–30

Europa (9),
Japan (1) 10/ND L2-L5 +

D3-D6 3–127 [15]

United Kingdom 6/ND D4 + D5 12–179 [16]
1 No data.

In order to minimize the hazards associated with the use of biogas energy, biogas power generation
equipment manufacturers impose VMS level standards (Table 4).

In many cases it is necessary to remove VMSs from biogas to prevent equipment blockage and
meet the manufacturer's warranty requirements.

Table 4. VMSs concentration limits in biogas, recommended by some device manufacturers.

Application of Biogas VMS Concentration Limit, mg Si/m3 Source

Piston Engines 5–30 [10,17]

Turbines 0.1 [18]

Microturbines 0.03 [17]
Fuel Cells 0.05–0.10

Catalytic Afterburners 0.50–0.38 [19]

Stirling Engines No limit [17]

Vehicle Engines No limit [20]

Natural Gas Grid 6.2 1, 10 2 [21]
1 in Netherlands; 2 in Austria. A broader overview of the requirements for biogas quality can be found in [22,23].

3. Adsorption of VMSs Using Activated Carbon

Activated carbon is formed in the processes of carbonization and thermal or chemical-thermal
activation of such organic raw materials as fossil coals, wood and various types of organic waste.
During these processes the organic matter is partially decomposed, and volatiles are removed,
whereby the activated carbon acquires a proper porous structure. Carbonization is conducted at a
temperature of 600–800 ◦C. Then the carbonizate is subjected to physical activation, i.e., further thermal
treatment with steam or CO2 (400–500 ◦C) to eliminate the remaining volatiles, or to partial gasification
at a temperature of 800–1000 ◦C. The alternative is chemical activation, i.e., roasting (500–900 ◦C) with
the addition of zinc chloride, potassium sulfide, phosphoric acid or other chemicals [24]. All these
processes lead to the formation of an extremely extensive internal structure consisting of a wide spectrum
of micropores and mesopores. As a result, a universal adsorbent with the largest specific surface
area—which can exceed 2000 m2/g—among all the known adsorbents is produced. Small activated
carbon rolls with a diameter of about 1–2 mm and a length of up to 4 mm are most often used in
gas cleaning processes. Activated carbon fibers are used less often, but they can be more effective
in removing D4 than granular activated carbon [25,26]. The feature that particularly predisposes
activated carbon to VMSs removal from biogas is its non-polar structure [27] promoting the adsorption
of non-polar or weakly polar VMSs. Larger pore volumes, more suitable for the size of VMSs molecules,
are obtained using chemical activation with H3PO4 [28]. Generally, many researchers indicate that
adsorbent pores with a diameter of 1.7–6.0 nm are most suitable for the adsorption of VMSs whose
molecule diameter is about 1 nm.
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Depending on the method of activation (and/or impregnation), activated carbon can have an acidic
or basic character. According to Gong et al. [29], activated carbon activity towards VMSs increases with
the increasing pH of the bed. However, alkaline impregnation, which can be used for H2S removal,
can reduce the adsorbent's active surface area and pore volume, which, in turn, can reduce its capacity
to absorb VMSs [30].

The large diversity of activated carbon’s pores in comparison with other adsorbents is,
unfortunately, also its disadvantage, being the main cause of its low selectivity. Besides the sulfur and
chlorine compounds mentioned above, activated carbon has a high affinity for other VOCs, water steam
and hydrocarbons—CH4 adsorption on activated carbon is greater than on silica gel and molecular
sieve [24]. The presence of the above compounds in biogas, competing for a place in activated carbon’s
micro- and mesopores, reduces its capacity to adsorb VMSs and directly affects the operating costs.

Activated carbon shows greater activity towards cyclic VMSs, which is connected with the changes
they undergo on its surface and the displacement of the previously adsorbed lighter linear VMSs—e.g.,
L2 and L3—by heavier and less volatile cyclic VMSs—e.g., D4 and D5—or by other high-molecular
aromatic VOCs and water vapor [31]. A way to reduce the above disadvantages is biogas pretreatment,
consisting in condensation drying—usually up to RH (relative humidity) < 50%—during which
interfering impurities and some VMSs are partly removed with the condensate.

A more serious disadvantage of activated carbon in the removal of VMSs is their transformation,
consisting in the polymerization of cyclic VMSs into less volatile, heavier and hardly desorbable
polydimethylsiloxanes [32] which block the adsorbent’s pores and prevent its effective thermal
regeneration. This process is more intense on wood-based carbons activated with phosphoric acid than
with water steam [33]. Chemical regeneration through the oxidation of the adsorbed VMSs (with O3,
H2O2 or iron salts) also fails because the final reaction product is SiO2 which blocks pores [33,34].

4. Adsorption of VMSs Using Silica Gel

Silica gel is obtained by polymerizing silicic acid with H2SO4 or HCl to an amorphous gel having
the molecular formula (SiO2)·nH2O. This adsorbent is typically used in the form of beads with a
diameter of 1–5 mm. It is characterized by high porosity and a polar structure. The latter feature
endows silica gel with a special affinity for water, making it one of the most effective desiccants.
Therefore, deep drying—below 10% RH—is required in order to effectively remove VMSs from
biogas [14]. In comparison with activated carbon, silica gel is characterized by a smaller specific surface
area (350–700 m2/g) and larger pore sizes, with the predominance of mesopores, which is beneficial
for VMSs adsorption. Most researchers—e.g., [18,35,36]—indicate silica gel’s higher selectivity and
affinity for VMSs (provided that the biogas is properly dried), especially in the case of lighter chain
forms, such as L2. Since silica gel has a lower capacity to adsorb sulfur compounds, it can be more
useful for the purification of LFG which usually contains less H2S. Most researchers also indicate that
silica gel is more amenable to regeneration [14]. According to Yang [24], since silica gel’s adsorption
forces are weaker, it should be easier to thermally regenerate than activated carbon.

In recent years, besides the use of conventional silica gel, attempts have been made to modify silica gel
in order to improve its adsorption capacity and regenerability. By treating silica gel with acetic anhydride
Liu et al. [37] obtained an interesting hydrophobic silica gel modification whose adsorption capacity,
regardless of biogas humidity, amounted to 304 g/kg for L2 and to 916 g/kg for D4—much more than in the
case of activated carbons. Its regeneration was trouble-free at a relatively low temperature of 110 ◦C.

5. Adsorption of VMSs Using Zeolites

Natural zeolites comprise hydrated alkali metal aluminosilicate minerals with a crystalline structure,
such as modernite, chabasite, clinoptilolite, silicalite and others. Their activation is based on thermal
treatment, as a result of which they lose water and acquire an ordered internal structure with uniform
pore sizes (hence the name “molecular sieves”), whereby, as opposed to active carbons, they become
selective adsorbents. Zeolites are also made synthetically—e.g., 3A, 4A, 5A, 10X, 13X, ZSM-5. Depending
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on the ratio of silicon to aluminum atoms, they can be hydrophobic (Si/Al>10) or hydrophilic (Si/Al < 1.5).
Hydrophobic zeolites are more useful for removing nonpolar and weakly polar compounds, including
VMSs. For example, zeolite such as ZSM-5 with a high Si/Al ratio (200) [38] can be used simultaneously
for CO2 and H2O removal in the biogas upgrading process and for the removal of VMSs and H2S.

Zeolites are also characterized by high mechanical and thermal resistance (up to 600 ◦C).
In comparison with activated carbon and silica gel, they have a comparable or slightly smaller
specific surface area (370–910 m2/g). Owing to the uniform size of their pores they can work more
efficiently if they are selected with regard to the composition of the particular biogas. Unlike silica gel,
they can simultaneously remove H2S—thanks to their alkaline nature—and their affinity for CH4 is
several times lower than for activated carbon [24].

The usefulness of zeolites for removing VMSs from biogas has been confirmed by numerous
studies, e.g., [31,39,40]. Owing to their high thermal resistance they are also suitable for repeated
thermal regeneration [25].

6. Adsorption of VMSs Using Activated Alumina

As recent research has shown one of the effective VMSs adsorbents is activated alumina [41,42],
which is obtained by calcining hydrated aluminum hydroxide in the presence of oxygen at a temperature
of about 400 ◦C. The resulting porous, crystalline structure is characterized by a distinct predominance
of mesopores (3–7 nm) and a specific surface area of 200–250 m2/g. Further roasting (up to 800 ◦C)
leads to an amorphous form with a larger specific surface area amounting to 300–400 m2/g.

The synthetic adsorbent based on alumina (Al120-8h) developed by Zhong et al. [41], due to its
larger specific surface area and porosity, proved to be a better D4 adsorbent than the commercial activated
alumina. Its advantage is the possibility of effective regeneration with no apparent VMSs polymerization
effect. It should be noted, however, that due to its relatively large pores, activated alumina is better
suited for cyclic VMSs.

7. Adsorption of VMSs Using Polymer Resins

Polymer adsorbents are obtained by polymerizing monomers, i.e., styrene cross-linked with
divinylbenzene (DVB) and acrylates, in the presence of an organic solvent. Popular DVB-based
resins include XAD-2 and XAD-4 hydrophobic polymers, whereas the ones based on acrylic ester
(e.g., XAD-7) are hydrophilic [24]. Especially the former—as opposed to activated carbons and silica
gel—are well suited for the purification of moist biogas, the more so because they are non-polar.
Unfortunately, their thermal strength is low (<200 ◦C), which can potentially hinder the thermal
desorption of some VMSs—see boiling point in Table 2. Owing to their dense cross-linking they
are relatively stiff and mechanically strong. This also contributes to their high porosity and specific
surface area (up to 1000 m2/g). In addition to the traditional polymer adsorbents mentioned above,
in recent years new resins for VMSs adsorption have been synthesized. A particularly interesting series
of adsorbents (PDVB-VI) based on the copolymerization of divinylbenzene with 1-vinylimidazole
have been developed by Jafari et al. [43]. These adsorbents have an extremely large pore volume
and specific surface area, whereby their adsorption capacity for VMSs is very high—in the order of
2000 g/kg. In addition, they can be effectively regenerated at a relatively low temperature (~100 ◦C),
which indicates no polymerization of VMSs on their surface. The ease of regeneration of polymer
adsorbents has also been confirmed by other authors [44,45]. Despite such advantageous characteristics,
these adsorbents are not commercially used for gas purification due to their high price.

8. Comparison of the Adsorbents for VMSs Removal from Biogas

A comparative analysis of selected adsorbents, their effectiveness and advantageous/disadvantageous
characteristics is presented in Table 5.
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9. Conclusions

In general, owing to its simplicity, ease of use, low cost and availability and the possibility
of simultaneously removing other undesirable biogas components, adsorption on activated carbon
is most commonly used to remove VMSs from biogas. Considering the regeneration difficulties,
its use seems to be justified in the case of low VMSs concentrations (<1 mg/m3) or when an economic
analysis—covering the periodic replacement of the spent adsorbent and waste management—shows
the simultaneous removal of hydrogen sulfide in the same apparatus to be cost-effective. The use of
adsorption on activated carbon as the final biogas cleaning stage can be considered after the prior drying
and removal of some VMSs, e.g., by absorption using SelexolTM [46] or oils. The main disadvantage
of activated carbon in the considered application is the promotion of VMSs polymerization on its
active surface, which quickly deactivates the adsorbent and practically prevents its regeneration.
Moreover, the non-selectivity of activated carbon, due to the high diversity of its pores, results in quick
bed saturation. Together with siloxanes other volatile compounds, including halides, hydrogen sulfide,
ammonia, water vapor and even a small amount of methane, are adsorbed. All this entails additional
expenditures on biogas pretreatment (drying, dedusting, the possible removal of competing impurities,
and cooling) and frequent bed replacements. Another significant disadvantage of removing VMSs by
means of activated carbon is the displacement of the previously adsorbed lighter and more volatile
VMSs, e.g., L2, by heavier cyclic VMSs or by other VOCs. This can result in a sudden breakthrough
of the bed. Although this technology is widespread, the effects of different ways of activating and
impregnating activated carbons and of biogas composition and parameters on the efficiency of VMSs
adsorption are still poorly understood. It is also unclear what conditions favor the polymerization of
VMSs. Further research, especially on developing new methods, e.g., chemical methods (oxidation),
of regenerating spent carbon and possible ways of its environmentally safe utilization, is needed.
In the latter respect, chemically and biologically inert silica gels and zeolites, exhibiting similar VMSs
adsorption properties as activated carbons, seem safer. Moreover, they are mechanically and thermally
stronger and more easily regenerable, while their price is similar. Since in the case of silica gel it is
necessary to deep dry biogas, zeolites seem to have greater potential as they can also be used for biogas
desulphurization. They also show less affinity for methane. On the other hand, adsorbents based
on alumina and polymer resins are most amenable to regeneration. According to the latest research
results, polymer resins are particularly promising as they have the greatest potential for adsorbing
VMSs and can be easily regenerated at relatively low temperatures.
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