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Inverse dynamics problems and associated aspects are all around us in everyday
life but are commonly overlooked and/or not fully comprehended. However, they are
of utmost significance when it comes to structural integrity and safety of engineering
components we constantly interact with in our daily lives. The identification of dynamic
characteristics and the estimation of applied loads to evaluate the structural health of
aerospace structurers such as airliners, and/or on civil structures, such as large bridges
with thousands of vehicles crossing daily, are tangible examples that show the fundamental
importance of inverse dynamics problems. The inverse theory of network-like structures,
with numerous practical applications in science and engineering, is an essential part of a
swiftly growing area of applied mathematics. Such inverse problems encompass various
applications in structural health monitoring, in water, electricity, gas, and traffic networks,
in nano-electronics and quantum computing, in material science, and in biology [1].

But why solve problems inversely? What does that mean exactly? The estimation of
system inputs or internal reactions by direct measurements is complicated or impossible
for many real systems, either because the system input is inaccessible or unknown or
simply because the nature of input is unknown and therefore cannot be instrumented. An
inverse problem strategy is, therefore, a promising solution for such scenarios. Inverse
problems are about identifying the cause of an effect, utilizing a set of observations and
the measurement of the system response. As opposed to a forward problem yielding the
system response, an inverse problem manipulates the effects considering the system’s
natural behavior to predict the inputs to the system. Figure 1 depicts a schematic of the
forward and inverse problems.

Figure 1. Forward and inverse problems.

In vibration engineering, the extraction of natural dynamic behaviors of a system,
commonly referred to as an experimental modal analysis, can also be considered as an
inverse problem deconvolving the input from the measured output. The modal analysis
can be utilized to investigate the structural damage [2]. As a more advanced technique,
operational modal analysis, OMA, seeks the system’s natural behavior, manipulating the
measured vibration response only [3]. Once the modal analysis is completed, it can be
exploited to update the finite element model of the system to estimate the system response
to more complicated loading and environmental conditions [4].

There is normally complex mathematics behind most inverse problems. Solving
an inverse problem might not result in a sufficiently good outcome since the inverse
problems are usually intrinsically ill-posed due to the ill-conditioned nature of the system
frequency response function, making the problem sensitive to small perturbations such as
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measurement errors or noise. In other words, the existence, the uniqueness, or the stability
of the solution might be disrupted. To avoid divergent or inaccurate results, it is, therefore,
necessary to exploit a regularization method. Regularization has been the hot topic in the
context of inverse problems for almost 50 years, and, more interestingly, there is still a lot of
research being conducted by mathematicians and engineering scientists to develop new and
more accurate regularization techniques. Inverse problems are normally challenging, as
there are uncertainties that usually get amplified through the inverse process and therefore
need to be properly addressed [5]. The inverse problems are performed in the time domain,
frequency domain, and even the time–frequency domain [6,7].

This special issue mainly focuses on inverse problems in the context of system dynam-
ics and vibration. Inverse dynamics, in particular, focusing on structural dynamics and/or
inverse rigid body dynamics calculates the applied forces or internal forces and moments
from measurements of structural vibrations and/or rigid body motions. The dynamic
response can be measured using various types of contact and non-contact transducers
including strain gauges, triangulation displacement sensors, laser Doppler vibrometers,
accelerometers, and many other types of sensors [8].

As a widely used practical application of inverse problems in vibration engineering,
impact force identification has attracted a great deal of attention [9–11]. Accidental exter-
nal impact loading on structures makes them susceptible to different sorts of structural
damage that reduces their load-carrying capabilities and may eventually give rise to catas-
trophic failure during service life. Identifying damage at the earliest possible stage by
the determination of the impact location and magnitude can create a speedy structural
health monitoring system. Identification of the impact loading on a structure is essential
for structural integrity assessment and failure prediction. Additionally, structural condi-
tion assessment using moving sensors [12], time-varying load identification [13], moving
load identification [14], bridge-weigh-in-motion systems [15], and human body and an-
imal body inverse dynamics problems [16] are among other important applications of
inverse problems in vibration engineering. Securing a more sustainable future by focusing
on infrastructures’ economic challenges can be achieved by the real-time monitoring of
structures’ health conditions through inverse algorithms.

The objective of this Special Issue was to create a forum of discussion for research
scientists and engineers working in the area of inverse structural dynamics and inverse
rigid body kinematics. We invited researchers to submit both original research and review
articles. In total, 11 articles were accepted and published in this special issue. Herein, I
would like to thank all the authors for their valuable time and effort contributing to the
Special Issue.
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Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: This paper presents the identification of both location and magnitude of impact forces
applied on different positions of a multi-storey tower structure using different types of transducers,
i.e., an accelerometer, a laser Doppler vibrometer, and a triangulation displacement sensor. Herein, a
model-based inverse method is exploited to reconstruct unknown impact forces based on various
recorded dynamic signals. Furthermore, the superposition approach is employed to identify the
impact location. Therein, it is assumed that several impact forces are applied simultaneously on
potential locations of the multi-storey tower structure, while only one impact has non-zero magnitude.
The purpose is then to detect the location of that non-zero impact. The influence of using different
hammer tip materials for establishing the transfer function is investigated, where it is concluded that
the hammer with a harder tip leads to a more accurate transfer function. An accuracy error function
is proposed to evaluate the reconstruction precision. Moreover, the effect of sensor type and location
on the accuracy of the reconstruction is studied, where it is shown that the proximity between the
impact and sensor locations is a dominant factor in impact force reconstruction. In addition, the
efficacy of using different transducers is studied for the impact localization, where it is demonstrated
that reducing the degree of under-determinacy by using a combination of system responses of the
same type can improve the localization accuracy.

Keywords: impact force identification; tower structure; impact localization; force history; inverse algorithm

1. Introduction

Many structures are subjected to impact forces, which can be a matter of serious
concern in terms of structural integrity. Measurement of these accidental impact forces is
of great importance since it can help prevent system failure through evaluating the system
stress and comparing it to its tolerance threshold or fatigue limit. Direct measurements of
impact forces are difficult, expensive, and tedious, especially for large structures due to
the difficulty of sensor installation and dynamic characteristic altering, while beforehand,
localization of the impact area can make the examinations more efficient. Using system
dynamic responses, captured by sensors placed distant from the impact location, the impact
forces can be estimated by inverse algorithms.

The basis of inverse algorithms is to indirectly identify the impact force using re-
sponses measured at given points of the body subjected to impact. Inverse algorithms
exploited in the literature can be categorized into two main classifications, namely, model-
based techniques [1,2] and neural networks [3–6]. The superiority of neural networks
emerges when the underlying dynamics is infeasibly complicated or inaccessible. How-
ever, as the accuracy of these techniques relies on massive training data, which is usually
impractical, the model-based methods are more widely used. In model-based methods, a
transfer function is found by utilizing the input and output of the system. Some examples
of these methods are as follows: deconvolution technique [7–14], state variable formula-
tion [15–20], and sum of weighted accelerations [21,22]. In [23], the inverse structural filter
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method, which leans on the dynamics state-space model, and the sum of the weighted
accelerations technique are compared. Therein, deficiencies of the mentioned strategies
are discussed and some modifications are proposed in order to enhance their performance.
Among the model-based methods introduced, the deconvolution method has received
significant attention in the literature. Two main attitudes of the deconvolution method are
the time-domain [1,2,24,25] and the frequency-domain approach [26]. In [23], a comparison
is made between the results of two time-domain strategies and those of a frequency-domain
approach in order to determine the pros and cons of each method. Generally speaking,
frequency-domain methods need lower computational efforts while they are usually infea-
sible for transient phenomena such as impact events. Solving a deconvolution problem
might not result in a sufficiently good outcome since the force reconstruction problem is
intrinsically ill-posed due to the ill-conditioned nature of the transfer function, i.e., the con-
dition number of the transfer function matrix is very large, making the problem sensitive to
small perturbations such as measurement errors or noise. To avoid divergent or inaccurate
results, it is usually necessary to exploit a regularization method.

Several regularization techniques have been proposed in the literature. The most
popular ones are Tikhonov regularization [27–31] and Singular Value Decomposition
(SVD) based methods, including truncated SVD (TSVD) [27,32,33]. These two methods
are compared in [34]. The theoretical backgrounds of five regularization methods, namely,
generalized cross-validation, singular value decomposition, iterative method, data filter-
ing approach, and Tikhonov regularization are introduced and main restrictions of each
method are discussed in [35]. Some other exploited methods in the literature are QR
factorization [36], explicit block inversion algorithms [37], Bayesian regularization [38],
and the least-square QR (LSQR) iterative regularization method [39]. A combination of l1
regularization and sparse reconstruction is proposed in [40]. In [11], a primal-dual interior
point method is exploited and compared to the Tikhonov method. More recently, noncon-
vex sparse regularization based on generalized minimax-concave (GMC) and non-negative
Bayesian learning are used in [25,41], respectively. In [42], Bayesian sparse regularization
is exploited for identification and localization of multiple forces in time domain, and
compared with Tikhonov regularization associated with the Generalized Cross Validation
(GCV) criterion. Existing regularization methods which are proposed for force reconstruc-
tion are vector-based, while for large-scale inverse problems, matrix-based regularization
has several privileges. Matrix-based regularization was recently introduced in [43] where
the parameter of regularization was chosen with the Bayesian Information Criterion (BIC).
Another issue that has been raised in recent years is that of moving force identification.
In [44], a comparison is made between four regularization methods, i.e., (i) truncated
generalized singular value decomposition (TGSVD), (ii) piecewise polynomial truncated
singular value decomposition (PP-TSVD), (iii) modified preconditioned conjugate gradient
(M-PCG) method, and (iv) preconditioned least-square QR-factorization (PLSQR) method,
all used for reconstruction of moving forces, where it is concluded that the TGSVD method
is preferred on the issue of identification accuracy. On the other hand, the M-PCG method
is recommended in regard to identification efficiency.

To perform a comprehensive identification of an impact force, both its magnitude
(force history) and location should be assessed. The location of the impact force is ob-
scure in numerous cases in practice, which violates the fundamental presumption of the
above mentioned methods. Various methods are introduced in the literature to localize
the impact force. In [45], an experimental method is used in which an objective function
is defined based on transfer functions and minimized in order to find the impact force
location and in [46], a pseudo-inverse direct method is utilized to identify both the magni-
tude and location of the impact force. More recently, [12] pursued a similarity searching
technique, and [14] introduces a superposition approach to estimate the impact location
and magnitude simultaneously.

In the current paper, the identification of (i) the impact force history, and (ii) the impact
location is presented. The impact force is applied on a scaled eight-storey tower structure

6
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in the laboratory. The identification is performed using recorded system outputs, i.e., the
displacement, velocity, and acceleration measurements at level 3, as well as the acceleration
measurement at level 8. The impact force reconstruction consists of two procedures, namely,
(i) obtaining a transfer function between a reference impact force and its resulting response
captured by a specific sensor, and (ii) identifying an unknown impact force using the
transfer function obtained and the responses. Herein, the deconvolution technique is
exploited to solve these inverse problems and the Tikhonov regularization method is used
in order to deal with the ill-conditioned nature of the transfer function. To identify the
impact location, the superposition approach is exploited where it is assumed that impact
forces are concurrently applied on all 8 potential locations, while only one of them has a
non-zero magnitude. This expresses the condition when only one impact is exerted at one
of the possible locations. The actual impact location is then detected among all potential
locations through an extended matrix form of the convolution equation.

The contributions of this paper are, firstly, investigating the influence of the hammer
tip material on the effectiveness of the transfer function obtained, secondly, proposing an
accuracy error function to evaluate the reconstruction precision, thirdly, studying the effect
of sensor type and location on the accuracy of the impact force reconstruction, fourthly,
using distinct sensors for the force reconstruction of different levels (i.e., using recorded
signals at level 3 for the lower half of the structure and employing measurements at level
8 for the upper half), and fifthly, studying the localization accuracy based on the system
responses used individually or in combination. The effectiveness of the method used
for impact force reconstruction is demonstrated for all positions, with steel, soft rubber,
medium rubber, and hard rubber tip hammers. The paper is organized as follows. The
problem formulation is presented in Section 2. The experimental set-up is introduced
in Section 3. Section 4 presents the results and discussion. Finally, the conclusions are
presented in Section 5.

2. Problem Formulation

2.1. Single Impact Force Reconstruction

The impact force reconstruction consists of two procedures, namely, (i) obtaining a
transfer function between a reference impact force and its resulting response captured
by a specific sensor, and (ii) identifying an unknown impact force using this transfer
function and the collected vibration responses. Suppose n sensors are deployed on a
structure subjected to impacts to measure impact responses (e.g., displacement, velocity or
acceleration) and the following assumptions hold:

• one impact is being applied at a time,
• structural responses are linear,
• the impact location is known.

Then, the relation between the impact force f applied at point x and the response r
measured at point y at time t is given by a convolution integral as follows:

r(y, t) =
∫ t

0
Ts(x, y, t − ζ) f (x, ζ)dζ, (1)

where Ts(x, y, t − ζ), s = 1, ...n, is the transfer function between the impact force at point x
and the sth sensor at point y at time t = ζ. The discretized form of the forward model (1),
which is more applicable in practice, can be written as follows:

r = Tsf, (2)

with r ∈ Rm, Ts ∈ Rm×m, f ∈ Rm, where r is the recorded response vector, f is the vector of
impact force which is to be reconstructed, and Ts is the impulse response matrix, which is
a lower triangular toeplitz matrix, given by

7
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r =

⎡⎢⎢⎢⎢⎢⎣
r(Δt)

r(2Δt)
...

r((m − 1)Δt)
r(mΔt)

⎤⎥⎥⎥⎥⎥⎦, f =

⎡⎢⎢⎢⎢⎢⎣
f (Δt)
f (2Δt)

...
f ((m − 1)Δt)

f (mΔt)

⎤⎥⎥⎥⎥⎥⎦,

Ts =

⎡⎢⎢⎢⎢⎢⎣
Ts(Δt) 0 . . . 0

Ts(2Δt) Ts(Δt) . . . 0
...

...
. . .

...
Ts((m − 1)Δt) Ts((m − 2)Δt) . . . 0

Ts(mΔt) Ts((m − 1)Δt) . . . Ts(Δt)

⎤⎥⎥⎥⎥⎥⎦. (3)

In (3), m is the number of samples and Δt is the time interval, which should be small
enough since the above discretization assumes that the impact force f is constant within
each time interval. In other words, with a higher sampling frequency, the results given by
(2) are theoretically more accurate.

The solution of (2) can be theoretically obtained by using the following least squares
problem:

min‖r − Tsf‖2
2, (4)

where r is contaminated by experimental errors in practice. Moreover, Ts is a matrix
with a very large condition number and hence is ill-conditioned. Therefore, the problem
must be regularized. The Tikhonov regularization method alternatively searches for an
approximation of f through the following penalized least-squares problem:

min{‖r − Tsf‖2
2 + δ‖If‖2

2}, (5)

where δ ≥ 0 is the regularization parameter, determined by L-curve method, and I is the
identity matrix.

2.2. Transfer Function

In order to solve (2), the transfer function Ts should be obtained in advance. This is
achieved by using a reference impact force, its corresponding measured response, and the
following relation:

r = Fts, (6)

with ts ∈ Rm, F ∈ Rm×m, where F is a lower triangular toeplitz matrix, and ts is the vector
of transfer function, as follows:

F =

⎡⎢⎢⎢⎢⎢⎣
f (Δt) 0 . . . 0 0

f (2Δt) f (Δt) . . . 0 0
...

...
. . .

...
...

f ((m − 1)Δt) f ((m − 2)Δt) . . . f (Δt) 0
f (mΔt) f ((m − 1)Δt) . . . f (2Δt) f (Δt)

⎤⎥⎥⎥⎥⎥⎦, ts =

⎡⎢⎢⎢⎢⎢⎣
Ts(Δt)
Ts(2Δt)

...
Ts((m − 1)Δt)

Ts(mΔt)

⎤⎥⎥⎥⎥⎥⎦. (7)

The solution of (6) can be obtained by using the following least squares problem:

min‖r − Fts‖2
2. (8)

However, in practice, the collected impact force and the measured dynamic response are
associated with noise, equivalent to high-frequency components of signals. This causes
matrix F to, potentially, have a large condition number, making it ill-conditioned. The large
condition number of F together with presence of noise in r results in deviated transfer
functions. Therefore, applying regularization is deemed necessary. Employing Tikhonov
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regularization method, an approximation of ts can be found instead, by the following
penalized least-squares problem:

min{‖r − Fts‖2
2 + β‖Its‖2

2}, (9)

with β ≥ 0 the regularization parameter, determined by the L-curve method.
Summarizing, impact force reconstruction consists of two steps:

1. obtaining the vector of transfer function ts by solving (6) (and converting it to the
triangular toeplitz transfer function matrix Ts),

2. solving (2) for the unknown impact force f.

As discussed, both above problems are ill-posed. Therefore, in this paper, the Tikhonov
regularization method is exploited in order to avoid the sensitivity to perturbations, which
can potentially make the solution unstable.

2.3. Impact Force Location

Two approaches have been employed in the literature for impact force localization:
the one-to-one approach and the superposition approach [14]. In the one-to-one approach,
the impact reconstruction is performed for each pair of impact and response location, while
in the superposition approach, the impact forces at all possible locations are reconstructed
concurrently. Generally speaking, the superposition approach considers a superposition
of responses corresponding to each impact force exerted at different locations. In the
following, the superposition approach is presented more in detail.

Assuming several impact forces at various points (i = 1, . . . , p) concurrently applied
to a structure, the vibration response collected by a single sensor installed at position s is,
therefore, a superposition of the responses generated by each individual impact force.

r =
p

∑
i=1

Ti
sfi, (10)

where fi is the impact force applied on the location i, i = 1, ..., p, and Ti
s is the transfer

function between the location i and the sth sensor location. Equation (10) can be written in
matrix-vector form as follows:

r =
[
T1

s T2
s . . . T

p
s
]
⎡⎢⎢⎢⎣

f1
f2
...

fp

⎤⎥⎥⎥⎦. (11)

The procedure for creating the transfer functions were already discussed in Section 2.2. For
brevity, (11) is presented by r = Tsf. As previously pointed out, matrix Ts is ill-conditioned
and vector r is contaminated with noise, necessitating applying regularization to solve for
f. Similar to (5), Tikhonov regularization is implemented. It is worth mentioning that (11)
is severly under-determined, as there is one equation with p unknown forces. Now, let
us make an important assumption that is the magnitude of all impact forces but one is
actually equal to zero. This condition entails that an impact occurs at only one location.
The purpose is, therefore, to detect the actual impact location among all potential locations,
together with its force history. Using this approach, a reconstructed impact force is obtained
for each potential impact location. In other words, p impact forces, i.e., f1, f2, . . . fp, are
reconstructed, keeping in mind that there is only one actual non-zero impact force. The
reconstructed impact forces at spurious locations are expected to have zero magnitude as
no impact has actually occurred at these locations. However, there might be some non-zero
reconstructed impact forces at spurious locations. The reconstructed force at each location
is qualitatively assessed, addressing key characteristics of a normal impact force such as the
shape and the maximum amplitude of the first peak if applicable. A normal impact force

9



Vibration 2021, 4

has typically a smooth half-sine shape. More comprehensive description of this method
as well as various case studies can be found in previous works of the authors [10,12,14].
Figure 1 shows a schematic of the problem.

Figure 1. Schematic of impact force localization using the superposition approach.

3. Experimental Set-Up

To investigate the impact force reconstruction experimentally, the structure shown in
Figure 2 is used with the parameters given in Table 1. The structure is a hollow rectangular
steel beam, fixed at the bottom and free at the top, on which eight lumped masses are
clamped at equally distributed distances. In the following, these masses are called level 1
to 8 with level 1 at the bottom and level 8 at the top.

Four sensors, namely, two DC-response MEMS accelerometers (Measurement Special-
ties 4000A-005) at level 3 and level 8, a laser Doppler vibrometer (Polytec PDV-100) at level
3, and a laser triangulation sensor (Micro-Epsilon optoNCDT 1302, ILD 1302-50) at level 3
were employed to gauge system responses, as shown in Figure 2.

The impact forces were applied by a modally tuned instrumented impact hammer
that provided the measurement of the actual dynamic load. This hammer was used with
different tips (i.e., steel, hard rubber, medium rubber, and soft rubber tips) in order to
simulate various hit modes.

Figure 2. Experimentalset-up showing the multi-storey tower and primary response transducers
including (1) laser Doppler vibrometer, (2) laser triangulation sensor, and (3) accelerometer.

10
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Table 1. Experimental set-up parameters.

Parameter Value

Beam length 2 m
Beam cross-section 65.3 × 35 mm2

Beam thickness 2.5 mm
Lumped masses dimension 128× 98 × 50 mm3

Lumped masses weight 4 kg
Lumped masses distances 250 mm

4. Results and Discussion

4.1. Effect of Regularization

As stated previously, identification of transfer functions as well as reconstruction of
impact forces are both ill-posed problems. Solving (6) using the least-square technique
without applying regularization, given in (8), led to transfer functions with magnitudes
in the order of 103, while solving the problem considering regularization, defined in (9),
gave the transfer functions with magnitudes in the order of 10−5. Figure 3 depicts the
reconstructed impact force implementing the transfer function obtained with and without
regularization. In this figure, the impact force was applied at level 5, and the vibration
response was measured in level 8. As seen in Figure 3, the reconstruction process utilizing
the transfer function obtained without regularization yields a reconstructed impact force
with virtually zero amplitude. This is because the transfer function has large singular
values. The large singular values are inverted through the inverse algorithm, causing the
reconstructed force to approach zero.

-2 0 2 4 6 8

10-4

0

500

1000

1500

2000
Measured
Reconstructed, TF with regularization
Reconstructed, TF without regularization

Figure 3. The effect of regularization in establishing the transfer function and reconstructing the
impact force.

4.2. Establishing the Transfer Function

Different hammer tips can produce different half-sine shapes of impact force, with
different rising patterns and time durations. As shown in Figure 4, harder tips produce
sharper graphs of impact force, i.e., closer to the graph of Dirac delta function. The sharpest
graph shows the results of the hammer with the hardest tip (steel tip), which, theoretically,
should result in the most accurate transfer function. This result is also shown illustratively
in Figure 5 in which the impact force applied by the soft rubber tip at level 4 is reconstructed
by using the measured acceleration at level 8 and different transfer functions established,
namely, by the steel tip, the hard rubber tip, the medium rubber tip, and the soft rubber
tip itself. As can be seen, the transfer function obtained by the steel tip gives the most
accurate force reconstruction result. Quantitatively, the correlation coefficient between
the measured impact force and the corresponding reconstructed forces, shown in Figure 5,
are 0.9917, 0.9829, 0.9917, and 0.9752, respectively, for the steel tip, the hard rubber tip,
the medium rubber tip, and the soft rubber tip. Additionally, the percentage of peak
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errors are, respectively, −1.12%, 7.50%, 11.29%, and −1.58%. Interestingly, the best force
reconstruction is not necessarily achieved when the transfer function is obtained with the
same tip as the tip generating force. Even if that were the case, it would not be applicable
as the material of the object impacting the structure is usually not known or predictable
in practice.

To show the effectiveness of the force reconstruction, two quantities, correlation
coefficient and peak error, should be considered simultaneously. In other words, the force
reconstruction with a higher correlation coefficient (i.e., closer to 1), and concurrently, lower
peak error (i.e., closer to 0%) is more desirable. Therefore, we introduce the following
reconstruction accuracy error in order to use only one variable:

e =
√
(correlation coe f f icient − 1)2 + (peak error)2. (12)

In the worst case scenario, the maximum value of the accuracy error is
√

2. On the other
hand, when e is closer to zero, the reconstruction is more precise. For instance, in Figure 5,
the reconstruction accuracy errors for steel tip, hard rubber tip, and medium rubber tip
are 0.0139, 0.0769, and 0.1132, respectively, which shows the reconstruction precision in
the case of steel tip as its corresponding accuracy error is closer to zero. Similar results
were observed for impact at other levels. It is worth mentioning that neither the correlation
coefficient nor the peak error can singly lead to this conclusion. As concluded from the
above discussion, from now on, the transfer functions are established by using the steel
tip hammer.
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Figure 4. Impact force graphs produced using different hammer tips.
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Figure 5. Impact force reconstruction using transfer functions (TF) established by different ham-
mer tips.
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4.3. Influence of Sensor Type and Location

As previously pointed out in Section 3, four transducers are mounted on the ex-
perimental set-up, measuring the displacement, velocity, and acceleration at level 3, as
well as the acceleration at level 8. These measurements can be utilized in combination or
individually for the force reconstruction.

Figure 6 shows the reconstruction of the impact forces applied by steel tip hammer
implementing different system responses (i.e., the velocity at level 3, acceleration at level
3, and acceleration at level 8). Since the results of using displacement at level 3 were not
satisfactory at all, these are not shown for better clarity. To investigate this comparison
quantitatively, Table 2 shows the values of the accuracy error for each condition, as well.

As shown in Figure 6 and Table 2, the distance between the impact location and
the sensor location is a dominant factor in impact force reconstruction. More specifically,
employing velocity measurement at level 3 leads to better reconstruction results for impacts
at lower levels (1, 2, 3, and 4). On the other hand, to reconstruct impact forces applied at
higher levels (5, 6, 7, and 8), using the acceleration measurement at level 8 is more effective.
Note that the minimum accuracy error in each row is colored in Table 2.

It is observed that making the problem over-determined (e.g., employing a combi-
nation of velocity at level 3 and acceleration at level 8) does not necessarily improve the
reconstruction. Therefore, in this paper, the problem is kept even-determined in order
not to use extra ineffective computation costs. In this regard, the impact forces will be
reconstructed by using the velocity measurement at level 3 when the impact location is
in the lower half of the structure and employing the acceleration measurement at level 8,
otherwise.

Table 2. Accuracy errors of impact force reconstruction using different system responses.

Impact Location
Measured Response

Vel. at Level 3 Acc. at Level 3 Acc. at Level 8

Level 1 0.0219 0.2448 0.0956

Level 2 0.0141 0.0182 0.0682

Level 3 0.0053 0.0551 0.0323

Level 4 0.0140 0.0342 0.0290

Level 5 0.1644 0.0908 0.0157

Level 6 0.5969 0.0223 0.0157

Level 7 0.3779 0.0518 0.0125

Level 8 0.7738 0.3177 0.0108

Figure 7 illustrates the reconstruction accuracy errors for impact forces applied on
different levels of the structure. As shown in Figure 7a, when using the velocity measure-
ment at level 3, the minimum of the accuracy error occurs when the impact force is applied
at level 3. Similarly, when it comes to using the acceleration measurement at level 8, the
accuracy error is the minimum if the impact location is also at level 8, as illustrated in
Figure 7c. Concerning the acceleration measurement at level 3, it gives its most accurate
result for mid-levels (not end-levels), as can be seen in Figure 7b. Figure 7d shows the
accuracy error when using the velocity at level 3 for the lower half of the structure (i.e.,
level 1 to 4), and employing the acceleration at level 8 for the upper half (i.e., level 5 to 8).
As can be seen both in Figure 7d and Table 2, the reconstruction is poorer when the impact
force is applied at level 1. The reason is that this level is very close to the fixed support,
which prevents the proper stimulation of vibration modes and hence the signal can not
satisfactorily be captured by sensors placed distant from this location. On the other hand,
the most accurate results are obtained at levels 3 and 8, exactly where the transducers are
placed, which demonstrates the effect of proximity of impact location and sensor location.
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(a) Impact force applied at level 1.
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(b) Impact force applied at level 2.
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(c) Impact force applied at level 3.
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(d) Impact force applied at level 4.

-2 0 2 4 6 8

10-4

0

500

1000

1500

2000

2500 Measured
Reconstructed using velocity at level 3
Reconstructed using acceleration at level 3
Reconstructed using acceleration at level 8

(e) Impact force applied at level 5.
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(f) Impact force applied at level 6.
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(g) Impact force applied at level 7.

-2 0 2 4 6 8

10-4

-500

0

500

1000

Measured
Reconstructed using velocity at level 3
Reconstructed using acceleration at level 3
Reconstructed using acceleration at level 8

(h) Impact force applied at level 8.

Figure 6. Using different transducers for impact force reconstruction at different locations.
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Figure 7. Relation between the sensor location and impact force reconstruction accuracy error.

In order to complement the above discussion, the impact forces applied by different
rubber tip hammers (i.e., soft, medium, and hard rubber tips) are reconstructed in the
following. Note that based on the conclusion made in Section 4.2, the transfer functions
are obtained by using the steel tip hammer. Additionally, based on the conclusion made
earlier in the current subsection, the velocity measurement at level 3 and the acceleration
measurement at level 8 are employed for lower half and upper half of the structure,
respectively. Table 3 shows the accuracy errors of the reconstruction for each rubber
hammer tip at different levels. These errors could be reduced by manually changing the
regularization parameter, however, it was not the purpose of the current paper. As shown,
the accuracy error is acceptable in most of the cases, which demonstrates the efficacy of the
transfer function obtained and the responses used.

Table 3. Accuracy errors of the reconstruction of impact forces applied by rubber tip hammers at different levels.

Hammer Tip
Impact Location

1 2 3 4 5 6 7 8

Soft rubber 0.0974 0.0516 0.0339 0.0576 0.0482 0.0642 0.0563 0.0604

Medium rubber 0.0863 0.0502 0.0590 0.0563 0.0967 0.0902 0.1031 0.0932

Hard rubber 0.0472 0.0239 0.0558 0.0404 0.0558 0.3282 0.0464 0.0421

4.4. Impact Force Location

In the following results, it is assumed that eight impact forces are applied concurrently
at levels 1 to 8, while the magnitude of only one impact force is non-zero. Herein, the
superposition approach introduced in Section 2.3 is employed for location identification.
Different scenarios were tested, namely, (i) using each of the available measurements singly,
and (ii) different combinations of two system responses. Among all, the combination of
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the acceleration at level 3 and the acceleration at level 8 leads to the most satisfactory
impact localization. This is shown quantitatively in Table 4, where the accuracy errors
corresponding to the reconstruction of the actual impact forces are presented for all above-
mentioned scenarios. The minimum possible accuracy error for each impact location
is colored in the table. As demonstrated, for most levels, the minimum occurs when
the combination of acceleration at level 3 and acceleration at level 8 is employed. It is
concluded that reducing the degree of under-determinacy can improve the localization
accuracy. Moreover, it seems that when the two measurements, selected in combination,
are of the same type, the impact force can be localized more accurately. Therefore, the
actual impact location can be detected through the following relation:

[
r3
r8

]
=

[
T1

3 T2
3 . . . T8

3
T1

8 T2
8 . . . T8

8

]⎡⎢⎢⎢⎣
f1
f2
...

f8

⎤⎥⎥⎥⎦, (13)

where r3 and r8 are the acceleration response at level 3 and 8, respectively, and Ti
j is the

transfer function between the impact location i, i = 1, ..., 8, and measurement location j,
j = 3, 8. As presented in Section 2.3, (13) is solved for fi, i = 1, ..., 8, where the magnitude
of one of these reconstructed forces is significantly greater that others which specifies the
actual impact location.

Figure 8 shows the reconstruction of impact forces at all possible locations when
the actual impact force is applied at levels 1 to 8, individually, and a combination of the
acceleration at level 3 and the acceleration at level 8 is considered as the system response.
It demonstrates the efficacy of the approach as the reconstructed impact force associated to
the true impact location has a smooth half-sine shape with a higher peak amplitude than
other possible locations, as expected.

Table 4. Accuracy errors of the reconstruction of actual impact force using different traducers at each individual level.

Measured Response
Impact Location

1 2 3 4 5 6 7 8

Vel. at level 3 0.9581 0.9370 0.2522 0.9395 0.9608 1.0389 0.9821 1.0117

Acc. at level 3 0.9303 0.8922 0.4225 0.8439 0.9145 0.9701 0.9706 0.9883

Acc. at level 8 1.0055 0.9861 0.9868 1.0233 0.9899 0.9831 0.9164 0.1559

Vel. at l3 and Acc. at l8 1.0093 0.9842 0.9934 1.0149 0.9992 1.0375 0.9067 0.1163

Acc. at l3 and Acc. at l8 0.8947 0.8839 0.3038 0.7664 0.8968 0.9948 0.8844 0.0991
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(a) True impact location is level 1.
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(b) True impact location is level 2.

Figure 8. Cont.
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(c) True impact location is level 3.
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(d) True impact location is level 4.
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(e) True impact location is level 5.
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(f) True impact location is level 6.
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(g) True impact location is level 7.

-2 -1 0 1 2 3 4 5

10-4

0

200

400

600

800

1000

1200 Level 1
Level 2
Level 3
Level 4
Level 5
Level 6
Level 7
Level 8

(h) True impact location is level 8.

Figure 8. Identification of the impact location.

5. Conclusions

Inverse identification of an impact force acting on a multi-storey tower structure was
studied experimentally using dynamic signals measured by different transducers. Herein,
both the magnitude and location of the impact force were investigated. It was shown
that using the hammer with the hardest tip can lead to a more accurate transfer function,
where an accuracy error function was proposed to evaluate the reconstruction precision as
a function of the correlation coefficient and the peak error. Moreover, it was observed that
the proximity between the impact and sensor locations is a dominant factor in impact force
reconstruction. Therefore, the velocity measurement at level 3 was used for the lower half
of the structure and the acceleration measurement at level 8 was employed for the upper
half and the effectiveness of this idea for impact force reconstruction at all positions was
demonstrated both for steel tip hammer and rubber tip hammers. For impact localization,
the superposition method was exploited, where the effect of different transducers was
studied. It was concluded that reducing the degree of under-determinacy by using a
combination of system responses of the same type can improve the localization accuracy.
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Therefore, a combination of the acceleration at level 3 and the acceleration at level 8 was
employed for the localization.

As a potential real-world application of this study, identification of impact forces
on bridge structures can be of great interest to the bridge owners and engineers. The
bridge can be modelled as a multi-degree of freedom system with the expansion joints
of the bridge deck taken as the potential impact locations. Measurement of the vibration
response generated by the impact of heavy trucks can be carried out using accelerometers
or contactless sensors such LDVs installed distant from the impact location. Another
possible application of the current study is in oil-well drilling industry. During the whirling
motion, the rotating drill string strikes the borehole wall, generating shocks from lateral
vibrations. The location and magnitude of these impact forces are unknown as it is indeed
impossible to place sensors on the string. However, using top-side measurements and
inverse algorithms, the impact force can be identified, which helps in stability analysis and
controller design for such structures.
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Abstract: In this paper, we consider a non-standard dynamical inverse problem for the wave equation
on a metric tree graph. We assume that the so-called delta-prime matching conditions are satisfied at
the internal vertices of the graph. Another specific feature of our investigation is that we use only
one boundary actuator and one boundary sensor, all other observations being internal. Using the
Neumann-to-Dirichlet map (acting from one boundary vertex to one boundary and all internal
vertices) we recover the topology and geometry of the graph together with the coefficients of
the equations.

Keywords: inverse problems; quantum graphs; delta-prime vertex conditions

1. Introduction

This paper concerns inverse problems for differential equations on quantum graphs.
Under quantum graphs or differential equation networks (DENs) we understand differential operators
on geometric graphs coupled by certain vertex matching conditions. Network-like structures play
a fundamental role in many problems of science and engineering. The range for the applications of
DENs is enormous. Here is a list of a few.

–Structural Health Monitoring. DENs, classically, arise in the study of stability, health, and oscillations
of flexible structures that are made of strings, beams, cables, and struts. Analysis of these networks
involve DENs associated with heat, wave, or beam equations whose parameters inform the state of the
structure, see, e.g., [1].

–Water, Electricity, Gas, and Traffic Networks. An important example of DENs is the Saint-Venant
system of equations, which model hydraulic networks for water supply and irrigation, see, e.g., [2].
Other important examples of DENs include the telegrapher equation for modeling electric networks,
see, e.g., [3], the isothermal Euler equations for describing the gas flow through pipelines, see, e.g., [4],
and the Aw-Rascle equations for describing road traffic dynamics, see e.g., [5].

–Nanoelectronics and Quantum Computing. Mesoscopic quasi-one-dimensional structures such
as quantum, atomic, and molecular wires are the subject of extensive experimental and theoretical
studies, see, e.g., [6], the collection of papers in [7–9]. The simplest model describing conduction
in quantum wires is the Schrödinger operator on a planar graph. For similar models appear in
nanoelectronics, high-temperature superconductors, quantum computing, and studies of quantum
chaos, see, e.g., [10–12].

–Material Science. DENs arise in analyzing hierarchical materials like ceramic and metallic foams,
percolation networks, carbon and graphene nano-tubes, and graphene ribbons, see, e.g., [13–15].
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–Biology. Challenging problems involving ordinary and partial differential equations on
graphs arise in signal propagation in dendritic trees, particle dispersal in respiratory systems,
species persistence, and biochemical diffusion in delta river systems, see, e.g., [16–18].

Quantum graph theory gives rise to numerous challenging problems related to many areas of
mathematics from combinatoric graph theory to PDE and spectral theories. A number of surveys
and collections of papers on quantum graphs appeared in previous years; we refer to the monograph
by Berkolaiko and Kuchment, [19], for a complete reference list. The inverse theory of network-like
structures is an important part of a rapidly developing area of applied mathematics—analysis on
graphs. It is tremendously important for all aforementioned applications. In this paper, we solve a
non-standard dynamical inverse problem for the wave equation on a metric tree graph.

Let Ω = {V, E} be a finite compact and connected metric tree (i.e., graph without cycles), where V
is a set of vertices and E is a set of edges. We recall that a graph is called a metric graph if every edge
ej ∈ E, j = 1, . . . , N, is identified with an interval (a2j−1, a2j) of the real line with a positive length lj.
We denote the boundary vertices (i.e., vertices of degree one) by Γ = {γ0, ..., γm}, and interior vertices
(whose degree is at least 2) by {vm+1, ...., vN}. The vertices can be regarded as equivalence classes of
the edge end points aj. For each vertex vk, denote its degree by Υk. We write j ∈ J(v) if ej ∈ E(v),
where E(v) is the set of edges incident to v.

The graph Ω determines naturally the Hilbert space of square integrable functions H = L2(Ω).
We define its subspace H1 as the space of functions y on Ω such that y|e ∈ H1(e) for every e ∈ E and
y|Γ\{γ0} = 0, and let H−1 be the dual space to H1. When convenient, we denote the restriction of a
function w on Ω to ej by wj. For any vertex vk and function w(x) on the graph, we denote by ∂wj(vk)

the derivative of wj at vk in the direction pointing away from the vertex.
Our system is described by the following initial boundary value problem (IBVP) with so-called

delta-prime compatibility conditions at each internal vertex vk:

utt − uxx + qu = 0, (x, t) ∈ (Ω \ V)× [0, T], (1)

u|t=0 = ut|t=0 = 0, x ∈ Ω, (2)

∂ui(vk, t) = ∂uj(vk, t), i, j ∈ J(vk), vk ∈ V \ Γ, t ∈ [0, T], (3)

∑
j∈J(vk)

uj(vk, t) = 0, vk ∈ V \ Γ, t ∈ [0, T], (4)

∂u
∂x

(γ0, t) = f (t), t ∈ [0, T], (5)

u(γk, t) = 0, k = 1, . . . , m, t ∈ [0, T]. (6)

Here, T is arbitrary positive number, qj ∈ C([a2j−1, a2j]) for all j, and f ∈ L2(0, T). The physical
interpretation of conditions (3) and (4), and some other matching conditions was discussed in [20].

The well-posedness of this system is discussed in Section 2; it will be proved that
u ∈ C([0, T];H1) ∩ C1([0, T];H). In what follows, we refer to γ0 as the root of Ω and f as the control.

We now pose our inverse problem. Assume an observer knows the boundary condition (5),
and that (6) holds at the other boundary vertices, and that the graph is a tree. The unknowns are the
number of boundary vertices and interior vertices, the adjacency relations for this tree, i.e., for each
pair of vertices, whether or not there is an edge joining them, the lengths {�j}, and the function q.
We wish to determine these quantities with a set of measurements that we describe now. We can
suppose vN is the interior vertex adjacent to γ0 with e1 the edge joining the two, see Figure 1. Our first
measurement is then the following measurement at γ0:(

R0,1 f
)
(t) := u f

1(γ0, t). (7)

We show that from operator R0,1 one can recover �1 and the degree ΥN of vN . Then by a well
known argument, see [21], one can then determine q1.
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vNγ0

e1

Figure 1. A metric tree.

Having established these quantities, in our second step, we propose to place sensors on the edges
incident to vN , and using these measurements together with R0,1 to determine the data associated to
these edges. Note that the one control remains at γ0. The goal is to repeat these steps until all data
associated to the graph have been determined. To define the interior measurements we require more
notation. For each interior vertex vk we list the incident edges by {ek,j : j = 1, ..., Υk}. Here ek,1 is
chosen to be the edge lying on the unique path from γ0 to vk, and the remaining edges are labeled
randomly, see Figure 2. Then the sensors measure(

Rk,j f
)
(t) := u f

j (vk, t), k = m + 1, ..., N, j = 2, ..., Υk − 1. (8)

We show that we do not need sensors at ek,1, ek,Υk
. Thus the total number of sensors is 1 +

∑N
j=m+1(Υj − 2). It is easy to check that this number is equal to |Γ| − 1. We denote by RT the (|Γ| −

1)-tuple (R0,1, RN,2, RN,3, ....) acting on L2(0, T).

γ0
ek,1

ek,4

ek,3

ek,2

vk

Figure 2. Sensors at vertex vk marked by arrows.

2. Results

Let � be equal to the maximum distance between γ0 and any other boundary vertex. Our main
result is the following

Theorem 1. Assume qj ∈ C([a2j−1, a2j]) for all j. Suppose T > 2�. Then from RT one can determine the
number of interior and boundary vertices, the adjacency relations of the tree, q, and the lengths of the edges.

3. Discussion

We now compare this result to others in the literature. We are unaware of any works treating the
inverse problem on general tree graphs with delta-prime conditions on the internal vertices. The most
common conditions for internal vertices are continuity together with Kirchhoff–Neumann condition:
∑j∈J(vk)

∂uj(vk, t) = 0 and all references in this paragraph assume these conditions. In [21], the authors
assume that controls and measurements take place at all boundary vertices but one. The authors use an
iterative method called “leaf peeling”, where the response operator on Ω is used first to determine the
data on the edges adjacent to the boundary, and then to determine the response operator associated to
a proper subgraph. In [21], the leaf peeling argument includes spectral methods that require knowing
RT for all T. In [22], the methods of [21] are extended to the case where masses are placed at internal
vertices, see also [23]; however these methods still require knowledge of RT for all T. Also in [22], it is
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proven that that for a single string of length � with N attached masses and T > 2�, RT
0,1 is sufficient to

solve the inverse problem. In particular, [23] uses a spectral variant of the boundary control method,
together with the relationship between the response operator and the connecting operator. In [24,25],
a dynamical leaf peeling argument is developed for a tree with no masses and with response operators
at all but one boundary points, allowing for the solution of the inverse problem for finite T sufficiently
large. An important ingredient in their leaf peeling is determining the response operators associated
with subtrees, called “reduced response operators”, from the response operator associated to the
original tree. In all of these papers, it is assumed that there are no interior measurements. In [26],
the iterative methods from [24,25,27] are adapted to a tree with masses placed at internal vertices,
with a single control at the roof and measurements there and at internal vertices. For other works on
quantum graphs, see [1,16,19,28–31].

A special feature of the present paper is that we use only one control together internal observations.
This may be useful in some physical settings where some or most boundary points are inaccessible.
Another potential advantage of the method presented here is that we recover all parameters of
the graphs, including its topology, from the (|Γ| − 1)-tuple response operator acting on L2(0, T).
In previous papers, the authors recovered the graph topology from a larger number of measurements:
the (|Γ| − 1)× (|Γ| − 1) matrix (boundary) response operator or, equivalently, from (|Γ| − 1)× (|Γ| − 1)
Titchmarsh–Weyl matrix function. In [32], the inverse problems on a star graph for the wave equation
with general self-adjoint matching conditions was solved by the (|Γ| − 1)× (|Γ| − 1) matrix boundary
response operator.

4. Materials and Methods

4.1. Preliminaries

In what follows, we use the notations

Fn = { f ∈ Hn(R) : f (t) = 0 if t ≤ 0}, (9)

where Hn(R) are the standard Sobolev spaces. We define the Heaviside function by H(t) = 1 for t > 0,
and H(t) = 0 for t < 0. Then, we define Hn ∈ Fn as the unique solution to

dn

dtn Hn = H;

at times we use H−1(t), resp. H−2(t) for δ(t), resp. δ′(t). Here δ(t) denotes the Dirac delta function
supported at t = 0. In this section and those that follow, we drop the superscript T from RT

when convenient.
Consider a star shaped graph with edges e1, ..., eN . For each j, we identify ej with the interval

(0, �j) and the central vertex with x = 0, see Figure 3.

x = 0

x = �2

x = �1

x = �3

Figure 3. Star with coordinate system: ej identified with [0, �j].
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Recall the notation qj = q|ej , and uj(∗, t) = u(∗, t)|ej . Thus, we consider the system

∂2u
∂t2 − ∂2u

∂x2 + qu = 0, x ∈ ej, j = 1, ..., N, t ∈ ×[0, T], (10)

u|t=0 = ut|t=0 = 0, (11)

∂ui(0, t) = ∂uj(0, t), i 
= j, t ∈ [0, T], (12)
N

∑
j=1

uj(0, t) = 0, t ∈ [0, T], (13)

∂u1(�1, t) = f (t), t ∈ [0, T], (14)

uj(�j, t) = 0, j = 2, ..., N, t ∈ [0, T]. (15)

Let u f solve (10)–(15), and set

gj(t) = u f
j (0, t), j = 1, ..., N. (16)

For (11), it is standard that the waves have unit speed of propagation on the interval, so gj(t) = 0
for t < �1 and all j. It will be useful first to consider the vibrating string on an interval.

4.2. Representation of Solution on an Interval and Reduced Response Operator

We adapt a representation of u f (x, t) developed in [27], where only Dirichlet control and boundary
conditions were considered. Fix j ∈ {1, ..., N}. We extend qj to (0, ∞) as follows: first evenly with
respect to x = �j, and then periodically. Thus qj(2k�j ± x) = qj(x) for all positive integers k.

Define wj to be the solution to the Goursat-type problem{
∂w2

∂s2 (x, s)− ∂w2

∂x2 (x, s) + qj(x)w(x, s) = 0, 0 < x < s < ∞,
wx(0, s) = 0, w(x, x) = − 1

2

∫ x
0 qj(η)dη, x > 0.

A proof of solvability of this problem can be found in [33].
Consider the IBVP on the interval (0, �j):

ũtt − ũxx + qj(x)ũ = 0, 0 < x < �j, t ∈ (0, T), (17)

ũ(x, 0) = ũt(x, 0) = 0, 0 < x < �j, (18)

∂ũ(0, t) = p(t), (19)

ũ(�j, t) = 0, t > 0. (20)

Let P(t) = −
∫ t

0 p(s)ds. Then, the solution to (17)–(20) on ej can be written as

ũp
j (x, t) = ∑

n≥0: 0≤2n�j+x≤t
(−1)n

(
P(t − 2n�j − x) +

∫ t

2n�j+x
wj(2n�j + x, s)P(t − s)ds

)

+ ∑
n≥1: 0≤2n�j−x≤t

(−1)n

(
P(t − 2n�j + x) +

∫ t

2n�j−x
wj(2n�j − x, s)P(t − s)ds

)
. (21)

In what follows, we only consider t ≤ T for some finite T, so all sums will be finite.

25



Vibration 2020, 3

Let us now change the condition (20) to ũx(�j, t) = 0. In this case, the solution becomes

ũp
j (x, t) = ∑

n≥0: 0≤2n�j+x≤t

(
P(t − 2n�j − x) +

∫ t

2n�j+x
wj(2n�j + x, s)P(t − s)ds

)

+ ∑
n≥1: 0≤2n�j−x≤t

(
P(t − 2n�j + x) +

∫ t

2n�j−x
wj(2n�j − x, s)P(t − s)ds

)
.

To represent the solution of the wave equation on the edge e1 in a star graph, we must account for
the control at x = �1. Thus it will also be useful to represent the solution of a wave equation on an
interval when the control is on the right end. Consider the IBVP:

vtt − vxx + q1(x)v = 0, 0 < x < �1, t > 0,

v(x, 0) = vt(x, 0) = 0, 0 < x < �1,

∂v(0, t) = 0,

∂v(�1, t) = f (t), t > 0. (22)

Set q̃1(x) = q1(�1 − x), and extend q̃1 to [0, ∞) by q̃1(2k�1 ± x) = q̃1(x). Define k1 to be the
solution to the Goursat-type problem{

∂k2

∂s2 (x, s)− ∂k2

∂x2 (x, s) + q̃1(x)k(x, s) = 0, 0 < x < s,
kx(0, s) = 0, k(x, x) = − 1

2

∫ x
0 q̃1(η)dη, x < �j.

Let F(t) = −
∫ t

0 f (s)ds. One can then verify that

v f (x, t) = F(t − �1 + x) +
∫ t

�1−x
k1(�1 − x, s)F(t − s) ds

+F(t − �1 − x) +
∫ t

�1+x
k1(�1 + x, s)F(t − s) ds

+F(t − 3�1 + x) +
∫ t

3�1−x
k1(3�1 − x, s)F(t − s) ds

+F(t − 3�1 − x) +
∫ t

3�1+x
k1(3�1 + x, s)F(t − s) ds

. . . (23)

Thus

v f (0, t) = 2
∞

∑
n=1

(
F(t − (2n − 1)�1) +

∫ t

(2n−1)�1

k1((2n − 1)�1, s)F(t − s)
)
. (24)

We now show that the system (10)–(15) is well-posed. Recall that F 1 was defined in (9),
and gj(t) = u f

j (0, t).

Theorem 2.

(a) If f ∈ L2(0, T), then there exists a unique solution u(x, t) solving the system (10)–(15), and mapping
t �→ u f (x, t) is in C(0, T;H1) ∩ C1(0, T;H).

(b) For each j = 1, ..., N, the mapping f �→ gj is a continuous mapping L2(0, T) �→ F1.

Proof. On [0, �j] with j ≥ 2, the wave will be generated by the “control” ∂(u f
j )(0, t), whereas on

[0, �1] the wave is generated by the two controls ∂(u f
1)(0, t), ∂(u f

1)(�1, t) = f (t). We assume first that
f ∈ C2

0(0, T).
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Let

p(t) := (u f
j )x(0, t), and P(t) = −

∫ t

0
p(s)ds. (25)

Here, p is independent of j by (12). We have that u f is given by

u f
1 = ũp

1 + v f , and for j ≥ 2, u f
j = ũp

j . (26)

Note that v f has already been explicitly determined in (23). Thus, by (21), we have an explicit
solution for u f if we can solve for p. We now prove the existence, uniqueness, and regularity of P.

By (21) and (26), we have for j ≥ 2,

gj(t) = P(t) +
∫ t

0
wj(0, s)P(t − s)ds

+2 ∑
n≥1

(−1)n(P(t − 2n�j) +
∫ t

2n�j

wj(2n�j, s)P(t − s)ds
)
. (27)

For j = 1, we have by (21), (24), and (26) that

g1(t) = P(t) +
∫ t

0
w1(0, s)P(t − s)ds

+ 2 ∑
n≥1

(−1)n(P(t − 2n�1) +
∫ t

2n�1

w1(2n�1, s)P(t − s)ds
)

+ 2 ∑
n≥1

(
F(t − (2n − 1)�1) +

∫ t

(2n−1)�1

k1((2n − 1)�1, s)F(t − s)
)
. (28)

We remark that at the moment, we have not yet solved for either P or gj for any j. Let

α = min{�j, j = 1, ..., N}.

We solve for P with an iterative argument using steps of length 2α. The iterations are necessary
because the upper limits in the sums in (27), (28) increase with time due to reflections of the wave at
the various vertices. In what follows, we label by G(t) various terms that we have already solved for,
which by (24), includes v f (0, t). For t ≤ �1 we have by unit wave speed that P(t) = 0. Suppose now
t ∈ [�1, �1 + 2α]. Then,

t − 2�j ≤ �1 + 2α − 2�j < �1,

and hence P(t − s) = 0 for s ≥ 2n�j, for all j with n ≥ 1. By (13), we have

N

∑
1

gj(t) = 0,

and hence from (27) and (28) we get

NP(t) +
∫ t

0
(

N

∑
j=1

wj(0, s))P(t − s)ds = G(t), t ∈ [�1, �1 + 2α]. (29)

It is easy to show that this is a Volterra equation of the second kind (VESK), and so admits a
unique solution P with ‖P‖L2(�1,�1+2α) ≤ ‖F‖L2(0,2α). Furthermore, by differentiating this equation we
get ‖p‖L2(�1,�1+2α) ≤ ‖ f ‖L2(0,2α).
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Having solved for P on [0, �1 + 2α], we now suppose t ∈ [�1 + 2α, �1 + 4α]. Thus for any j and
any n ≥ 1, we have t − 2n�j ≤ �1 + 2α, so all terms in (27), (28) involving P(t − s), with s ≤ 2n�j and
n ≥ 1 , are known. Thus by (27), (28), and ∑N

1 gj(t) = 0,

NP(t) +
∫ t

0
(

N

∑
j=1

wj(0, s))P(t − s)ds = G(T), t ∈ [�1 + 2α, �1 + 4α].

We can solve this VESK to determine uniquely P(t) for t ∈ [�1 + 2α, �1 + 4α], with the estimate
‖p‖L2(�1,�1+4α) ≤ ‖ f ‖L2(0,4α) holding. Iterating this process, we solve for the unique P(t) for t ∈ [0, T]
as desired. The case for f ∈ L2(0, T) is then obtained by continuity. Part (a) of the Theorem follows
easily from (21),(23), and (26). Part (b) of the theorem follows from Part (a) and (27) and (28).

Define
R1 f = u f

1(�1, t).

Proposition 1. For R1 one can determine q1, �1, and N.

Proof. Let f (t) = δ(t), so F(t) = −H(t). From (24) and (29) one has, for t < 3�1,

NP(t) +
∫ t

0
(

N

∑
j=1

wj(0, s))P(t − s)ds = 2H(t − �1) + 2
∫ t

�1

k1(�1, s)ds.

Thus, we have P(t) = 2
N H(t − �1) + cont, where cont denotes various continuous functions.

We have by (22)

u f
1(�1, t) = v f (�1, t) + ũ(�1, t)

= −H(t)−
∫ t

0
k1(0, s)ds +

2
N

H(t − 2�1) + cont.

Clearly, the discontinuity at t = 2�1 gives us �1 and N. That R2�1
0,1 determines q1 is proven

in [16].

Define the “reduced response operator” on ej, with j ≥ 2, by(
R̃0,j p

)
(t) = ũp

j (0, t)

associated to the IBVP (17)–(20). From (21), we immediately obtain

Lemma 1. For j = 2, ..., N, and any h ∈ C∞
0 (R+), we have

(
R̃0,jh

)
(t) =

∫ t

0
R̃0,j(s)h(t − s)ds,

with
R̃0,j(s) = −1 − 2 ∑

n≥1
(−1)n H(s − 2n�j)− r̃0j(s), (30)

with r̃0j(0) = 0. If T is finite, the sums above are finite.

Proof. Using (25), it is easy to see that

P(t − 2n�j) =
∫ t

0
H(s − 2n�j)p(t − s)ds.

The lemma now follows easily from (21).
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In what follows, we refer to R̃0,j(s) as the “reduced response function”. For f (t) = δ(t), we denote
the solution to the system (10)–(15) as uδ. We also use the following.

Lemma 2. Let p(t) = (uδ
j )x(0, t). For j = 2, ..., N, we have

p(t) = ∑
m≥1

ψmδ(t − ζm) + θm H(t − ζm) + a(t). (31)

Here a ∈ F 1, and a(s) = 0 for s < ζ1, ζ1 = β1 = �1 and ψ1 
= 0.

This result holds from the proof of Theorem 2, the unit speed of wave propagation, and the
properties of wave reflections off x = �j, see [33]. The details are left to the reader.

The following result follows from (22), (25), and Lemma 2. The details of the proof are left to
the reader.

Corollary 1. Let gj(t) = uδ
j (0, t). For j = 2, ..., N, we have

gj(t) = ∑
k≥1

φk H(t − γk) + A(t). (32)

Here A ∈ F 1, and A(s) = 0 for s < γ1, γ1 = �1.

4.3. Solution of Inverse Problem

Here, we establish some notation. We recall the following notation: for vk we list the incident
edges by {ek,j : j = 1, ..., Υk}. Here, ek,1 is chosen to be the edge lying on the path from γ0 to vk, and the
remaining edges are labeled randomly.

Now let k0 be some fixed interior vertex, and let j0 satisfy 1 < j0 ≤ Υk0 . Denote by Ωj0
k0

the unique

subtree of Ω having vk0 as root with incident edge ek0,j0 , and by Vj0
k0

the set of its vertices, see Figure 4.

vk0 ek0,j0

vk0

ek0,j0

(b)(a)

Figure 4. (a) Ω, (b) Subtree Ωj0
k0

.

We define an associated response operator as follows. Let Γj0
k0

= {vk0 , γN0 , ...., γN} be the boundary

vertices on Ωj0
k0

. Suppose ϕ = ϕb solves the IBVP

∂2 ϕ

∂t2 − ∂2 ϕ

∂x2 + qϕ = 0, x ∈ Ωj0
k0
\ Vj0

k0
, t ∈ ×[0, T], (33)

ϕ|t=0 = ϕt|t=0 = 0, (34)

∂ϕ(vk, t) = ∂ϕj(vk, t), j ∈ J(vk), vk ∈ Vj0
k0
\ Γj0

k0
, t ∈ [0, T], (35)

∑
j∈J(vk)

ϕj(vk, t) = 0, vk ∈ Vj0
k0
\ Γj0

k0
, t ∈ [0, T], (36)

∂ϕ(vk0 , t) = b(t), t ∈ [0, T], (37)

ϕ(γl , t) = 0, l = N0, ..., N, t ∈ [0, T]. (38)
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Then we define an associated reduced response operator

(R̃k0,j0 b)(t) = ϕb
j0(vk0 , t),

with associated response function R̃k0,j0(s).
Suppose we determined R̃k0,j0 . It would follow from Proposition 1 that one could recover the

following data: �j0 , qj0 , and Υk′ , where vk′ is the vertex adjacent to vk0 in Ωj0
k0

. In this section we will
present an iterative method to determine the operator R̃k0,j0 from the (|Γ| − 1)-tuple of operators,
RT , which we know by hypothesis for some T > 2�. An important ingredient is the following
generalization to a tree of Corollary 1.

Lemma 3. Let T > 0, and let RT
k,j be associated with (33)–(38), defined by (7) and (8). The response function

for RT
k,j has the form

Rk,j(s) = rk,j(s) + ∑
n≥1

φn H(s − γn).

Here, rk,j ∈ F 1, and the sequence {γn} is positive and strictly increasing. If T is finite then the sums
are finite.

Proof. The proof follows from the proof of Corollary 1, together with the transmission and reflection
properties of waves at interior vertices, and reflection properties at boundary vertices.

Fix T > 2�. The rest of this section shows how to recover R̃k0,j0 from RT .
Step 1

For the first step, let vk0 be the vertex adjacent to the root γ0, with associated edge labeled e1.
By Proposition 1, we can use RT

0,1 to recover Υk0 , �1, q1.
Step 2

Consider ek0,2. In Step 2, we show how to solve for R̃k0,2, see Figure 5.

vk0 ek0,2

ek0,3

ek0,4
vk0

ek0,2
γ0

e1

(a) (b)

Figure 5. (a) Ω. (b) Subtree Ω2
k0

, with e1 = ek0,1.

Since vk0 is the root of Ω2
k0

, the following equation is essentially a restatement of Lemma 1 to trees;
the details of its proof are left to the reader.

R̃k0,2(s) = r̃k0,2(s) + ∑
m≥0

αmH(s − ξm). (39)

Here, 0 = ξ0 < ξ1 < ..., and r̃k0,2(s) ∈ F 1. In what follows in Step 2, for readability, we rewrite
r̃k0,2 as r̃.
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Since we know �1 and q1, we can solve the wave equation on e1 with known boundary data.
We identify e1 as the interval (0, �1) with vk0 corresponding to x = 0. Then u f , restricted to e1, solves
the following Cauchy problem, where we view x as the “time” variable:

utt − uxx + q1u = 0, x ∈ (0, �1), t > 0,

∂u(�1, t) = f (t), t > 0,

u(�1, t) = (R0,1 f )(t), t > 0,

u(x, 0) = 0, x ∈ (0, �1).

Since the function R0,1(s) is known, we can thus uniquely determine u f (0, t) = u f (vk0 , t) and

∂u f
1(vk0 , t). Thus p(t) = ∂uδ

2(vk0 , t) is determined.
We now show how p and uδ

2(vk0 , t) can be used to determine R̃k0,2(s). The following equation
follows from the definition of the response operators for any f ∈ L2:

∫ t

0
R̃k0,2(s)p(t − s)ds = uδ

2(vk0 , t) =
∫ t

0
Rk0,2(s)δ(t − s)ds. (40)

In what follows, it is convenient to extend f (t) ∈ L2(0, T) as zero for t < 0. By Lemma 1 and by
an adaptation of Lemma 2 to general trees, we have the following expansions:

Rk0,2(s) = rk0,2(s) + ∑
n≥1

φn H(t − γn) rk0,2|s∈(0,β1)
= 0, β1 = �1, (41)

p(s) = a(s − �1) + ∑
l≥1

ψlδ(s − ζl) + θl H(s − ζl), ζ1 = ν1 = �1, ψ1 
= 0, . (42)

Here, rk0,2 ∈ F1 and a(s) ∈ F1, and {ξk} and {βn} are positive and increasing. Clearly
a(s), rk0,2(s), {ψm}, {θm}, {φn}, {γn}, can all be determined by R0,1 and Rk0,2, whereas for now r̃
and the sets {αm}, {ξm} are unknown. Inserting (39),(41) and (42) into (40), we get

rk0,2(t) + ∑
n

φn H(t − γn) =
∫ t

0
r̃(s)a(t − s − �1)ds + ∑

l
ψl r̃(t − ζl) +

∫ t

0
∑

l
θl H(t − s − ζl)r̃(s)ds

+∑
m

αm

∫ t

0
a(t − s − �1)H(s − ξm)ds + ∑

m,l
ψlαmH(t − ζl − ξm) + ∑

m,l
θlαm

∫ t

0
H(s − ξm)H(t − s − ζl)ds.

(43)

Here all sums have 1 as lower limit of summation.

Lemma 4. The sets {αm}, {ξm} can be determined by R0,1 and Rk0,2.

Proof. We mimic an iterative argument in [26]. Differentiating (43) and then matching the delta
singularities, we get

∑
n≥1

φnδ(t − γn) = ∑
m≥1

∑
l≥1

ψlαmδ(t − ζl − ξm). (44)

Since the sequences {γn}, {ζl}, {ξm} are all strictly increasing, clearly we have γ1 = ζ1 + ξ1, so
that φ1 = α1ψ1, and so ξ1 = γ1 − ζ1 and α1 = φ1/ψ1. We represent that the set {φ1, γ1}, {ζ1, ψ1}
determines the set {ξ1, α1} by

{φ1, γ1}, {ξ1, ψ1} =⇒ {ξ1, α1}.

We now match the term δ(t − γ2) with its counterpart on the right hand side of (44). There are
three possible cases.

Case 1: γ2 
= ζ2 + ξ1.
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In this case, we must have
ξ2 = γ2 − ζ1, α2 = φ2/ψ1.

Case 2a: γ2 = ζ2 + ξ1 and φ2 
= ψ2α1. Note that the last inequality can be verified by an observer
at this stage. Then γ2 = ζ1 + ξ2 and φ2 = ψ1α2 + ψ2α1. and hence

ξ2 = ζ1 − γ2, α2 = (φ2 − ψ2α1)/ψ1.

Case 2b: γ2 = ζ2 + ξ1 and φ2 = ψ2α1. Then γ2 
= ζ1 + ξ2. Note we have not yet solved for
{ξ2, α2}. In this case, we now repeat the matching coefficient argument just used with δ(t − γ3).

Again there are three cases:
Case 2bi: γ3 
= ζ3 + ξ1. Note all of these terms are known, so this inequality can be verified.

In this case, γ3 = ζ1 + ξ2, so ξ2 = γ3 − ζ1 and α2 = φ3/ψ1.
Case 2bii: γ3 = ζ3 + ξ1 and φ3 
= α1ψ3. Then γ3 = ζ1 + ξ2, and φ3 = α1ψ3 + α2ψ1. Thus ξ2 =

γ3 − ζ1 and α2 = (φ3 − α1ψ3)/ψ1.
Case 2biii: γ3 = ζ3 + ξ1 and φ3 = α1ψ3. Then γ3 < ζ1 + ξ2, and we need to continue our

procedure with γ4.
Repeating this procedure as necessary, say for a total of N2 times, we solve for {ξ2, α2}.

We represent this process as
{φk, γk}N2

k=1 =⇒ {ξk, αk}2
k=1.

We must have N2 finite by (44) and the finiteness of the graph.
Iterating this procedure, suppose for p ∈ N we have

{φk, γk}
Np
k=1 =⇒ {ξk, αk}p

k=1.

Here Np is chosen to be minimal, and so γNp = ζ1 + ξp. We wish to solve for {ζp+1, φp+1}.
We can again distinguish three cases:
Case 1: γ(Np+1) 
= ζk + ξ j, ∀j ≤ p, ∀k. Note that we know {ξ j}p

1 and {ζk}, so these inequalities
are verifiable. In this case, we must have γ(Np+1) = ζ1 + ξp+1 and ψ1αp+1 = φ(Np+1), so we have
determined αp+1, ξp+1 in this case.

Case 2: There exists an integer Q and pairs {ζin , ξ jn}
Q
n=1, with jn ≤ p, such that

γ(Np+1) = ζi1 + ξ j1 = ... = ζiQ + ξ jQ . (45)

Note that all the numbers {ζin , ξ jn} have been determined, so these equations can be all verified.
We can assume all pairs {ζin , ξ jn} satisfying (45) with jn ≤ p are listed. In this case, we have either

Case 2i: φ(Np+1) 
= αj1 ψi1 + ... + αjQ ψiQ . It follows then that γ(Np+1) = ζ1 + ξp+1, and

φ(Np+1) = αp+1ψ1 + φj1 ψi1 + ... + φjQ ψiQ .

We thus solve for ξp+1, αp+1.
Case 2ii: γ(Np+1) = φj1 ψi1 + ... + φjQ ψiQ . It follows then that α(Np+1) 
= ζ1 + ξp+1, and we have to

repeat this process with γ(Np+2).
Repeating the reasoning in Case 2ii as often as necessary, we eventually solve for {ξp+1, αp+1}.

Thus,
{φk, γk}

Np+1
k=1 =⇒ {ξk, αk}p+1

k=1 .

Hence, we can solve for {ξp : p ≤ L}, {αp : p ≤ L} for any positive integer L given knowledge of
RT

0,1, RT
k0,2 for T = T(L) sufficiently large.
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It remains to solve for r̃. In what follows, we set R̃(s) = 0 for s < 0. We use G(t) to denote various
functions that we have already established to be determined by R0,1 and Rk0,2. Having already solved
for {ξn, αn}, we can eliminate from (43) the Heavyside functions to get, recalling ζ1 = �1,

G(t) = ∑
l≥1

ψl r̃(t − ζl) +
∫ t

0
r̃(s)
(
a(t − s − ζ1)) + ∑

l≥1
θl H(t − s − ζl)ds. (46)

We solve this with an iterative argument. Let α = minm{ζl+1 − ζl}. For t < ζ1 + α, we have for
l > 1 that t − ζl < 0 so r(t) = 0. Hence

G(t) = ψ1r̃(t − ζ1) +
∫ t

0

(
θ1H(t − s − ζ1) + a(t − s − ζ1)

)
r̃(s)ds, t < ζ1 + α. (47)

Letting r = t − ζ1, we get

G(r) = ψ1r̃(r) +
∫ r+ζ1

0

(
θ1H(r − s) + a(r − s)

)
r̃(s)ds,

= ψ1r̃(r) +
∫ r

0

(
θ1H(r − s) + a(r − s)

)
r̃(s)ds, r < α.

We solve this VESK to determine r̃(s), r < α. Now for t < ζ1 + 2α, we have for l > 1 that
t − ζl < α, and so those terms in (46) with t − ζl can be absorbed in G to again give

G(r) = ψ1r̃(r) +
∫ r

0

(
θ1H(r − s) + a(r − s)

)
r̃(s)ds, r < 2α.

We solve this VESK to determine r̃(s), r < 2α. Iterating this procedure, we solve for r̃(s) for any
finite s.

Step 3 Because Rk0,j are determined by assumption for j = 2, ..., Υk0 − 1, the functions u f
j (vk0 , t)

are determined. In Step 2, we showed u f
1(vk0 , t) is also determined. Hence by (4), u f

Υk0
(vk0 , t) is also

determined. We can now carry out the argument in Step 2 on the remaining edges ek0,3, ..., ek0,Υk0

incident on vk0 to determine R̃k0,j for all j.
Step 4 For each j = 2, ..., Υk0 , we use Proposition 1, to find the associated �j, qj together with the

valence of the vertex adjacent to vk0 . Careful reading of Steps 2 and 3 shows that we can use RT
0,1 and

RT
k0,j for any T > 2(�1 + �j).

Step 5 Let vk1 , ... be the vertices adjacent to vk0 , other than γ0. We now iterate Steps 2–4 for
the each of these vertices. Choose for instance vk1 . If it were a boundary vertex, this fact would be
determined in Step 4, and then this algorithm goes to the next vertex, which we, for convenience,
still label vk1 . We can thus assume vk1 is an interior vertex. Let us label an incident edge (other than
e2 := ek0,2) as e3 := ek1,3, see Figure 6.

vk0

e2

vk1

e3

Figure 6. For Step 5: a subtree of Ω2
k0

.

We wish to determine R̃k1,3. Mimicking Step 2, let uδ solve (1)–(6), let b(t) = ∂uδ
3(vk1 , t). We have

the following formula holding by the definition of response operators:

∫ t

0
R̃k1,3(s) b(t − s)ds =

∫ t

0
Rk1,3(s)δ(t − s)ds.

Of course Rk1,3(s) is assumed to be known. We determine b as follows. We have, from Step 2,
that p(t) = ∂uδ

1(vk0 , t) is known. We identify e2 as the interval (0, �2) with vk1 corresponding to x = 0.
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Then b(t) = ∂u f
2(vk1 , t) arises as a solution to the following Cauchy problem on e2, where we

view x as the “time” variable:

ytt − yxx + q2y = 0, x ∈ (0, �2), t > 0

yx(�2, t) = p(t), t > 0

y(�2, t) = (Rk0,2δ)(t), t > 0

y(x, 0) = 0, x ∈ (0, �2).

Since q2, �2, and Rk0,2 are all known, we can thus determine b(t) = yx(0, t).
The rest of the argument here is a straightforward adaptation of Steps 2–4 above. The details are

left to the reader.
Step 6 Arguing as in Step 5, we determine R̃k,j for all other vertices adjacent to vk0 and their

associated edges. The details are left to the reader.
Steps above 6 Clearly this procedure can be iterated until all edges of our finite graph have been

covered.

5. Conclusions

In this paper, we applied the ideas of the boundary control and leaf peeling methods to
solve an inverse problem on a tree featuring non-standard, delta-prime vertex conditions on the
interior. Our method required using only one boundary actuator and one boundary sensor, all other
observations being internal. Using the Neumann-to-Dirichlet map (acting from one boundary vertex to
one boundary and all internal vertices) we recovered the topology and geometry of the graph together
with the coefficients qj of the equations. It would be interesting to see a numerical implementation of
our method. It would also be interesting to adapt our methods to quantum graphs with cycles.
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Abstract: Industrial dynamical systems often exhibit multi-scale responses due to material het-
erogeneity and complex operation conditions. The smallest length-scale of the systems dynamics
controls the numerical resolution required to resolve the embedded physics. In practice however,
high numerical resolution is only required in a confined region of the domain where fast dynamics or
localized material variability is exhibited, whereas a coarser discretization can be sufficient in the
rest majority of the domain. Partitioning the complex dynamical system into smaller easier-to-solve
problems based on the localized dynamics and material variability can reduce the overall computa-
tional cost. The region of interest can be specified based on the localized features of the solution, user
interest, and correlation length of the material properties. For problems where a region of interest is
not evident, Bayesian inference can provide a feasible solution. In this work, we employ a Bayesian
framework to update the prior knowledge of the localized region of interest using measurements
of the system response. Once, the region of interest is identified, the localized uncertainty is propa-
gate forward through the computational domain. We demonstrate our framework using numerical
experiments on a three-dimensional elastodynamic problem.

Keywords: Bayesian inference; uncertainty quantification; dynamical systems; inverse problem;
machine learning; system Identification; Gaussian process; polynomial chaos

1. Introduction

With the increase in demand for high-performance and highly-efficient systems,
the complexity of industrial design and manufacturing processes are increasing propor-
tionally, exposing many opportunities for novel technologies as well as many associated
technical challenges. For example, advancement in the design of composite structures
allows us to reduce weight, advancement in additive manufacturing enables us to reduce
cost. Introducing a new technology typically happens at the lowest level of the systems
hierarchy (e.g., at the parts or sub-component levels). Extending new technologies to
the system level requires rigorous testing for many years. For example, in the eighties,
composite material was only used for limited components of an aircraft (i.e., the wing and
tail [1]). Recently, however, about 50% of the material used in the Boeing 787 Dreamliner
are composite material [2]. In the industrial setting, the process of adaptation of a new
technology can be accelerated by proper assessment of uncertainty at various aspects of the
products life cycle. For example, at the design stage of an aircraft wing rib, it is crucial to
consider the effect of uncertainty in the material and operation conditions on the aeroelastic
dynamics of the wing [3]. At the manufacturing stage, it is important to consider the
impact of material uncertainty on the quality control [4,5]. The maintenance stage requires
a holistic assessment of the effect of measurement uncertainty on the static and dynamic
responses of the wing during structural health monitoring [6].

Quantifying uncertainty at the system level often requires a physics-based compu-
tational model for the entire structure. However, in structures such as an aircraft wing,
traditional computational models may become too complex and costly for simulating the
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multi-scale dynamical response due to material heterogeneity at the sub-component level.
The effect of the sub-component on the entire structure depends on the size, location and
loading conditions of the part. It is therefore, necessary to consider a different level of
fidelity for the analysis of the sub-components in order to reduce the cost and complexity
of uncertainty quantification. To this end, the concept of localized uncertainty propagation
for dynamical systems having multi spatio-temporal scales can be utilized to address such
issues [7–9].

In this work, we consider assessing the effect of localized uncertainty in a region
of interest within the entire structure. The framework is based on two uncoupled steps:
(1) identification of the region of interest, (2) quantifying the effect of localized uncertainty.
For structures composed of distinct parts, the localized region of interest for uncertainty
propagation can be easily identified. Alternatively, measurement data of the system
response can be used to identify the localized region of interest. The Bayesian paradigm
integrates computational models and observational data in one framework to update the
current state of knowledge [10,11]. Estimating the posterior probability density function
in the Bayesian method requires solving the forward model many times, which may
become challenging for limited computational budget. This issue is often addressed by
building a surrogate model such as a Gaussian Process (GP) regression model [12]. The GP
models are non-parametric and Bayesian in nature, and they provide uncertainty bounds
on their predictions. Once the region of interest is identified, a Polynomial Chaos (PC)
expansion [13,14] is used to propagate the uncertain material properties of the localized
region through the entire domain. In contrast to References [7,8] the contributions of this
work—(1) The partitioning of the domain is inferred from measurement of the system
response, (2) Gaussian process model is used as a surrogate in the Bayesian framework,
(3) non-intrusive polynomial chaos approach is used for localized uncertainty propagation.
The rest of this work is organized as follows—in Section 2, we provide the problem
statement and the associated mathematical formulations. Our numerical demonstrations
are provided in Section 3. We provide the conclusions of the current work in Section 4.

2. Methodology

In this section, we present the mathematical framework of our approach for data-
driven partitioning scheme for localized uncertainty quantification. In particular, in
Section 2.1, we introduce the problem statement in the Bayesian setting. For problems
where the localized region of interest is not defined explicitly, we rely on measurement data
of the system response to infer the localized region of interest using Bayesian framework.
The Bayesian framework requires a computational model (the forward problem) to esti-
mate the response of the system for a given set of the input parameters. Consequently, in
Section 2.2, we discuss the stochastic elastodynamic problem and its finite element dis-
cretization. Estimating the localized region of interest in the Bayesian setting necessitates
many solutions to the stochastic elastodynamic problem which can become computation-
ally demanding. A surrogate model for the system response can be used to reduce the
computational cost of the Bayesian framework as will be presented in Section 2.3. Once the
localized region of interest is estimated, uncertainty representation of the material proper-
ties within the region of interest can be performed. The localized uncertainty is propagated
forward through the entire computational domain in order to estimate the effect on the
material variability on the response. For this task, we use the polynomial chose expansion
for efficient assessment of uncertainty with less computational cost. The polynomial chose
expansion is reviewed in Section 2.4.

2.1. Bayesian Inference

In the Bayesian inference, the prior knowledge is updated to posterior using noisy
measurements and the response of a physical model [10,11]. The update is based on the
Bayes’ rule defined as

ppθ|dq “ ppθqppd|θq
ppdq , (1)
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where θ is the unknown parameter to be estimated, d is the measurement of an observable
quantity, ppθ|dq is the posterior probability density function, ppθq is the prior probability
density function, and ppd|θq denotes the likelihood of the observations given the parameter.
We assume that the measured data, d, is generated from a statistical model represented as

d “ Mpθq ` ε, (2)

where Mpθq denotes a physical model and ε is a measurement noise represented as a
Gaussian random variable with unknown variance ε „ N p0, σ2

nq. For a Gaussian noise,
the likelihood function becomes

ppd|θq “ 1`
2πσ2

n
˘´N{2

exp

˜
´

Nÿ
i

rdi ´ Mpθiqs2

2σ2
n

¸
. (3)

The task in hand is to utilize the measurement d and the physical model Mpθq to estimate
the system parameters θ. The process requires many executions to the physical model Mpθq,
which can be computationally expensive. The computational model is often approximated
by a simpler easy to evaluate model as:

Mpθq » Mpθq, (4)

where Mpθq denotes the surrogate model that is constructed using limited runs of the
physical model Mpθq. In our work, we represent Mpθq as the Gaussian process surrogate
model [15]. Once we construct the surrogate model, the localized features parameterized
by θ is estimated using Markov Chain Monte Carlo (MCMC) sampling technique [16,17].
Having identified the region of interest, a localized uncertainty quantification of the mate-
rial properties can be performed efficiently using polynomial chaos expansion [13].

2.2. The Forward Problem

We consider an arbitrary physical domain Ω P Rd with BΩ being its boundary as
shown in Figure 1a, and define the following problem:

Find a random function upx, t, ξq : Ω ˆ r0, Tf s ˆ Ξ Ñ R, such that the following
equations hold

ρpξq:upx, t, ξq “ ∇ ¨ σ ` b in Ω ˆ r0, Tf s ˆ Ξ,
upx, t, ξq “ ū on BΩu ˆ r0, Tf s ˆ Ξ,

σ ¨ n “ t̄ on BΩt ˆ r0, Tf s ˆ Ξ,
upx, 0, ξq “ u0 in Ω ˆ Ξ,
9upx, 0, ξq “ 9u0 in Ω ˆ Ξ,

(5)

where ρpξq is the mass density, σ is the stress tensor, u is the displacement field, b is the
body force per unit volume, ū is the prescribed displacement on BΩu, t̄ is the prescribed
traction on BΩt, n is a unit normal to the surface, and u0 and 9u0 are the initial displacement
and velocity, respectively. Here, we define the stochastic space by (Θ, Σ, Pq, where Θ
denoting the sample space, Σ being the σ-algebra of Θ, and P representing an appropriate
probability measure. The stochastic space is parameterized by a finite set of standardized
identically distributed random variables ξ “ tξipθquM

i“1, where θ P Θ. The support of the
random variables is defined as Ξ “ Ξ1 ˆ Ξ2 ˆ ¨ ¨ ¨ ΞM P RM with a joint probability density
function given as ppξq “ p1pξ1q ¨ p2pξ2q ¨ ¨ ¨ pMpξMq.

For linear isotropic elastic martial, the constitutive relation between the stress and
strain tensors is given by:

σ “ λpξqtrpεqI ` 2μpξqε, (6)

where λpξq and μpξq are the Lamé’s parameters, I is an identity tensor and ε is the symmetric
strain tensor defined as

ε “ 1
2

´
∇u ` ∇uT

¯
. (7)
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For a random Young’s modulus Epx, ξq and deterministic Poisson’s ratio ν , the Lamé’s
parameters can be expressed as

λpξq “ Epx, ξqν

p1 ` νqp1 ´ 2νq , μpξq “ Epx, ξq
2p1 ` νq . (8)

We consider the case that uncertainty stems from a localized variability in a confined
region within the physical domain. For example as shown in Figure 1b, the variability
in the quantity of interest can be attributed to random material properties within the
subdomain Ω2. The artificial martial boundaries shown in Figure 1b for subdomain Ω2 is
estimated using Bayesian inference. Localizing random variability in the neighborhood
of the quantity of interest reduces the computational cost of uncertainty propagation in
problems where a region of interest can be specified. Depending on the interest in the region,
each subdomain can have its local uncertainty representation and the corresponding mesh
and time resolution. As a result, the Asynchronous Space-Time Domain Decomposition
Method with Localized Uncertainty Quantification (PASTA-DDM-UQ) [7–9] can be utilized.
In PASTA-DDM-UQ, spatial, temporal and material decomposition are considered. In this
work however, we only consider material decomposition and apply non-intrusive approach
for uncertainty propagation.

Consequently, let the physical domain Ω be partitioned based on the martial variability
into ns non-overlapping subdomains Ωs, 1 ď s ď ns as shown in Figure 1b and such that:

Ω “
nsď

s“1

Ωs, Ωs
č

Ωr “ H for s ‰ r, Γ “
nsď

s“1

Γs, Γs “ BΩszBΩ. (9)

b

∂Ωu

∂Ωt

Ω

E(x, ξ)

(a) Spatial domain (b) Domain decomposition.

Figure 1. An arbitrary computational domain Ω with a random material property (i.e., Epx, ξq) and its partitioning into
non-overlapping subdomains. The partitioning is based on material variability.

Note that the partitioning boundaries are not set a priori as it will be estimated using
noisy measurement of the system response. According to the decomposition in Equation (9),
the stochastic dynamical problem in Equation (5) can be transformed into the following
minimization problem:

Find a random function upx, t, ξq : Ω ˆ r0, Tf s ˆ Ξ Ñ R, such that

Lpu, 9uq “
nsÿ

s“1

pTsp 9uq ´ Vspuqq Ñ min, s “ 1, ¨ ¨ ¨ , ns, (10)
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where Lpu, 9uq is the Lagrangian of the system, Tsp 9uq denotes the subdomain kinetic energy
and Vspuq is the subdomain potential energy defined as:

Tsp 9uq “
ż

Ξ

ż
Ωs

1
2

ρspξq 9u ¨ 9u dΩdΞ, (11)

Vspuq “
ż

Ξ

ˆż
Ωs

1
2

ε : σs dΩ `
ż

Ωs

u ¨ bs dΩ `
ż

BΩt

u ¨ t̄s dΓ
˙

dΞ, (12)

where bs and t̄s are the subdomain body force and the prescribed traction, respectively.
The Hamilton’s principle with a dissipation term readsż Tf

0

ˆ
δL ´ BQ

B 9ε
: δε

˙
dt “ 0, (13)

where δL is the first variation of the augmented Lagrangian defined as

δL “
nsÿ

s“1

ż
Ξ

ˆż
Ωs

ρspξqδ 9u ¨ 9u dΩ ´
ż

Ωs

δε : Dspξq : ε dΩ`ş
Ωs

δu ¨ bs dΩ ` ş
BΩt

δu ¨ t̄s dΓ
¯

dΞ,
(14)

here we define Dspξq as the uncertain linear elasticity tensor. The dissipation function Qp 9uq
in the Hamilton is defined as

Qp 9uq “
nsÿ

s“1

1
2

ż
Ξ

ż
Ωs

9ε : pDs : 9ε dΩdΞ, s “ 1, ¨ ¨ ¨ , ns, (15)

where pDs is the damping tensor assumed to be deterministic. Substituting
Equations p15q and p14q into the Hamilton’s principle Equation (13) gives the follow-
ing stochastic equation of motion for a typical subdomain Ωsş

Ξ
ş

Ωs
ρspξq:u ¨ δu dΩ dΞ ` ş

Ξ
ş

Ωs
9ε : pDs : δε dΩ dΞ ` ş

Ξ
ş

Ωs
ε : Dspξq : δε dΩ dΞ

“ ş
Ξ

ş
Ωs

δu ¨ bs dΩ dΞ ` ş
Ξ

ş
BΩt

δu ¨ t̄s dΓ dΞ.
(16)

In the next section, we describe the finite element discretization of the weak form
defined in Equation (16).

Spatial and Temporal Discretizations

Let the spatial domain Ω be triangulated with finite elements of size h and let the
associated finite element subspace be defined as Xh Ă H1

0pΩq, the spatial component of
the solution to the stochastic problem is then sought in the tensor product function space
W “ H1

0pΩq b L2pΘq defined as [14,18]

W “ twpx, θq : Ω ˆ Θ Ñ R | }w}2
W ă 8u, Ă H1

0pΩq b L2pΘq, (17)

where the energy norm } ¨ }2
W is defined as

}wpx, θq}2
W “

ż
Θ

ˆż
Ω

κpx, θq|∇wpx, θq|2dx

˙
dPpθq. (18)

The tensor product space W can be viewed as a stochastic space consists of random
functions satisfying the Dirichlet boundary condition and having a finite second order
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moment. For a given realization of the underlying random variables of the stochastic space,
an approximate finite element solution to the deterministic part can be expressed as

uh “
niÿ
i

Nipxqũiptq, (19)

where Nipxq are traditional spatial finite element basis functions and ũiptq are the nodal
values of the solution as a function of time [19]. Substituting the discrete field, Equation (19)
in the weak form Equation (16) gives the following semi-discretized stochastic equation
of motion : ż

Ξ
pM:uptq ` C 9uptq ` KuptqqdΞ “

ż
Ξ

FptqdΞ. (20)

We drop the nodal finite element marks (tilde) for brevity of the representation and define
the following matrices:

M “
nsÿ

s“1

ż
Ωs

ρsNTNdΩ, C “
nsÿ

s“1

ż
Ωs

BT pDsBdΩ,

K “
nsÿ

s“1

ż
Ωs

BTDi
sBdΩ, Fptq “

nsÿ
s“1

ˆż
Ωs

bT
s NdΩ `

ż
BΩs

t̄T
s NdΓ

˙
.

Here, B is the displacement-strain matrix. For time discretization, we use the Newmark
time integration scheme to advance the stochastic system one time step as

9uk`1 “ 9uk ` p1 ´ γqΔt:uk ` γΔt:uk`1, (21)

uk`1 “ uk ` Δt 9uk `
ˆ

1
2

´ β

˙
Δt2 :uk ` βΔt2 :uk`1, (22)

where γ and β are the integration parameters, and Δt “ Tf ´T0
nt

. Substituting he Newmark
scheme into the semi-discretized stochastic equation of motion Equation (20), gives the
following fully discretized linear system for a give realization of the random vector ξ:

ApξqUk`1pξq “ Fk`1 ´ GUkpξq, (23)

where for compact representation, we define

Apξq “
»– Mpξq C Kpξq

´γΔTI I 0

´βΔT2I 0 I

fifl, G “
»– 0 0 0

´p1 ´ γqΔTI ´I 0

´p 1
2 ´ βqΔT2I ´ΔTI ´I

fifl,

Upξq “
$&%

:upξq
9upξq
upξq

,.-, F “
$&%

f

0

0

,.-.

For the data-driven decomposition approach, many solutions to the forward problem
Equation (23) are required to estimate the appropriate decomposition for localized un-
certainty propagation. To mitigate the computational cost involved with identifying the
underlying localized region of interest, a Gaussian Process (GP) surrogate model is utilized
as explained in the next section.

2.3. Surrogate Modeling

The Gaussian Process (GP) surrogate model is widely used for engineering problems
as a cost-effective alternative to costly computer simulator [20,21]. In GP for dynamical
systems, we consider D “ tpxi, yiq | i “ 1, 2, ¨ ¨ ¨ , Nu to be a set of training data consists
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of N samples, where xi P Rd represents the input sample i, and yi is the corresponding
output vector of size nT . For time-series data, the output is observed at a sequence of time
steps tj P rt1, t2, ¨ ¨ ¨ , tnT s. We concatenate all the input and output into the design matrix
X and the corresponding observation matrix Y , respectively as:

X “

»————————————–

t1 x1
...

...
tnT x1

...
...

t1 xN
...

...
tnT xN

fiffiffiffiffiffiffiffiffiffiffiffiffifl
, Y “

»————————————–

y1
1
...

y1
nT
...

yN
1
...

yN
nT

fiffiffiffiffiffiffiffiffiffiffiffiffifl
, (24)

where yi
j is the response at time tj for the input parameters xi. The sizes of the design

matrix X and the observation matrix Y are pN ˆ nTq ˆ pd ` 1q and pN ˆ nTq ˆ 1, respectively.
In compact form, the training data set (X , Y) can be rewritten as:

X “ “
1N b T X b 1nT

‰
, Y “ vecpYq, (25)

where 1N is an identity vector of size N, X “ rx1, ¨ ¨ ¨ , xNsT , T “ rt1, ¨ ¨ ¨ tnT sT , 1nT is an
identity vector of size nT , Y “ “

y1 ¨ ¨ ¨ yN‰
and yi “ ryi

1, ¨ ¨ ¨ yi
nT

sT . Here the symbols b
and vecp‚q represent Kronecker product and vectorization operators, respectively. Conse-
quently, a general regression model for time-dependent data can be expressed as a function
f pX q that maps the input X to time-series observation Y . In GP regression, the goal is to
infer the function f pX q from noisy observation of the output Y . To this end, the function
f pX q is viewed as a random realization of a GP as f pX q „ GPpμpX q, KpX ,X 1qq, where
μpX q and KpX ,X 1q are the mean vector and covariance matrix of the process, respectively.
Training the GP model can be performed by finding the optimal values to the covariance
parameters. Systematically, this is done by maximizing the evidence or the marginal likeli-
hood with respect to the hyperparameter parameters of the kernel. For a zero mean and
KpX ,X 1q covariance matrix, the prediction of the GP based on noisy observation for a new
input x˚ is a Gaussian process with the following posterior mean and covariance [12]

μpx˚q “ kpx˚,X qrKpX ,X 1q ` σ2
nIs´1Y , (26)

σ2px˚q “ kpx˚, x˚q ´ kpx˚,X qrKpX ,X 1q ` σ2
nIs´1kpX , x˚q. (27)

The covariance function in the GP framework encodes the smoothness and it measures
the similarity of the process between two points. The covariance function also encodes the
prior belief over the regression function to model the measurements. The prior belief can be
on the level of the function smoothness, or behavior and trend such as periodicity. Selecting
the right covariance kernel can be challenging for time-dependent data and may require a
composition of several covariance functions together to model the right behavior of the
data. On the other hand, for problems where the training data is given in the form as in
Equation (24), the size of the data may grow exponentially demanding large computational
budged. In such a scenario, a scaleable framework for the GP regression of large data set
can be exploited to efficiently address the computational cost [22].

In this work, the ultimate goal of the GP model is to serve as a surrogate for the costly
simulation code. Thus, we follow a simplified approach to reduce the computational cost
of building the surrogate [23]. For the case when the time index of measurement is set
a priori and prediction at intermediate time instant is not required, the inter correlation
between the time steps can be relaxed. Specifically, the prediction of the model in this
case is always set at the location of the measured data, and the model only considers the
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correlation between the input variables xi. Thus the GP can be constructed on the subset of
the data (X, Y) instead of (X , Y) as GPpμpXq, KpX, X1qq, where

X “
»—– x1

...
xN

fiffifl, Y “
»—– y1

1, . . . , y1
nT

...
y1

N , . . . , yN
nT

.

fiffifl (28)

2.4. Polynomial Chaos

The Polynomial Chaos (PC) expansion is based on the decomposition of a stochastic
process into deterministic coefficients scaling random functions. In particular, the PC
approximates a stochastic process as a linear combination of stochastic orthogonal basis
functions as

upt, ξq “
Nÿ

j“0

Ψjpξqujptq, (29)

where Ψjpξq are a set of multivariate orthogonal random polynomials and ujptq are the
deterministic projection coefficients. The PC coefficients can be estimated non-intrusively as

ujptq “
ş

Ξ upt, ξqΨjpξqdΞş
Ξ Ψ2

j pξqdΞ
, (30)

where
ş

Ξp‚q dΞ denotes the expectation operator with respect to the probability density
function of the underlying random variables. The expectation integral can be estimated
using random sampling or deterministic quadrature rule [24].

3. Numerical Example

For the numerical demonstration, we consider the problem of detecting the desired
geometry (e.g., localized features) for a given specimen from noisy measurements of its
dynamical response. We parameterize the geometry by the dimensions of the inner section
(the inner length li and radius ri) as shown in Figure 2. The inner dimensions are inferred
from noisy measurement of the beam deflection at the mid-span. Once the dimensions are
estimated, we perform localized uncertainty propagation of the material parameters of the
inner core. For the verification of the framework, a modular approach is considered, where
each sub-component of the framework is verified as a standalone unit. This approach is
justified by the sequential nature of the coupling mechanism between the building blocks
of the framework (i.e., features identification and then uncertainty propagation). This
approach quantifies the error in each step and prevents the error measures from being
overly influenced by one component compared to another.

3.1. The Forward Problem

We consider a 3-D Aluminum beam with mean elastic properties of E “ 70 GPa,
ν “ 0.3 and ρ “ 26.25 kN/m3. For the damping representation, we consider Rayleigh
damping as C “ ηmM ` ηkK with the constants ηm “ 0 and ηk “ 0.001. The stiffness
K in the Rayleigh damping is based on the mean properties. We utilize FEniCS [25]
for the forward finite element simulations. Figure 2 shows a 2D projection of the beam
geometry, where we parameterize the inner cylinder by length li and radius ri, and the
outer cylinder by length lo and radius ro. For the reference case, the inner and outer
dimensions are li “ 0.45 m, ri “ 0.025 m and ro “ 0.05 m and, lo “ 1.0 m, respectively.
The beam is subjected to an impact force defined as: Fpt, xq “ r0, 0, F0t{tcδpt ´ tcqsT , where
F0 “ ´5.0 GN and the ramp time is tc “ 0.5 ms. The beam is fixed at both ends and
subjected to zero initial displacement and velocity.
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Figure 2. Schematic showing a 2D projection of a typical beam. For the reference case the inner and
outer dimensions are (li “ 0.45 m, ri “ 0.025 m) and (ro “ 0.05 m and, lo “ 1.0 m), respectively.

We consider the vertical deflection at the mid-span to be the quantity of interest (QoI)
in identifying the underlying beam geometry. Figure 3 shows the mid-span displacement
and velocity for a the reference case.
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Figure 3. The displacement and velocity at the mid-span of the reference case for the mean material properties E “ 70 GPa,
ν “ 0.3 and ρ “ 26.25 kN/m3.

3.2. The Surrogate Model

In order to infer the beam geometry from measurement of the QoI, many runs of the
forward model, the 3D finite element dynamical code, are required. A surrogate model
can overcome this issue by utilizing a limited number of a prespecified runs. The design of
computer experiments concept can be used to optimally select the required runs [26–28].
For multi-fidelity simulations, where a high-cost high-accuracy and a low-cost low-accuracy
simulators are available, a balance between the computational cost and accuracy can be
achieved in designing the numerical simulations experiments [29].

The surrogate model is constructed based on samples that can represent the variability
in the beam geometry due to different values of the inner dimensions. We define the vari-
ability of the inner dimensions by assigning a uniform random distribution with a specified
bounds as li „ Up0.25, 0.75qm and ri „ Up0.01, 0.05qm. Using Latin hypercube sampling
technique, we generate 50 independent samples for the inner dimensions. Using these
samples, we generate the geometry of the beam followed by constructing the corresponding
finite element mesh, and executing the forward model to calculate the mid-span deflection
(QoI). Samples of the training geometries are shown in Figure 4. Clearly, the samples span
a wide range of the probable geometries of the beam. The corresponding scatter of the
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mid-span vertical displacement of the 50 samples is shown in Figure 5. The variability of
the inner dimensions not only affect the geometry, but also the location and magnitude of
the bouncing deflection at around time t “ 0.002 s and t “ 0.005 s.

(a) sample 1 (b) sample 2

(c) sample 3 (d) sample 4

Figure 4. Four samples showing the variability in the beam geometry due to different values of the inner dimensions (li, ri).

0.000 0.002 0.004 0.006 0.008 0.010
time [s]

−0.04

−0.02

0.00

d
is
p
la
ce
m
en
t
[m

]

Figure 5. The mid-span vertical displacement of the 50 samples.

We randomly split the 50 samples into two groups as follows—40 samples for training
and 10 for testing. For numerical implementation and to mimic the real world, we add a
Gaussian random noise of strength (e.g., 10´3 ˆ maxpuq) to the deflection measurements.
Figure 6 shows samples of observed and predicted responses with confidence bounds for
different values of the inner dimensions. The errorbars (based on two standard deviation)
are indistinguishable within the scale of the graph. The maximum and minimum values of
the mean squared error between the prediction and the observed response are 2.10 ˆ 10´7

and 5.35 ˆ 10´9, respectively. Given the fact that the testing samples are not seen by the
model during the training phase, the GP model can predict the unseen data within the
given accuracy.

To summarize the quality of the prediction, in Figure 7, we show the L2-norm of the
observed and predicted QoI. The observed/predicted validation plot indicates that the
coefficient of determination between the prediction and observation is r2 “ 0.98, and the
corresponding mean squared error is 2.53 ˆ 10´6. These statistical metrics indicate that the
GP model can estimate the unseen geometry from a noisy measurement of the QoI within
a given accuracy.

Once the GP model is validated, it can be deployed as a low-cost surrogate for the 3D
finite element analysis code. The prediction of GP model takes only a fraction of the time
that is needed by the finite element code to estimate the QoI with a fair accuracy.
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Figure 6. Observed and predicted quantity of interest (QoI) for different testing samples. The test samples are not part of
the training set. The errorbars are indistinguishable within the scale of the graph.
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Figure 7. The observed/predicted validation plot showing the norm of the observed (test data) and
the corresponding model predictions.

3.3. The Backward Problem

In the backward problem, we try to estimate the inner dimensions (li, ri) of the beam
from noisy measurements of the QoI. We assume that a noisy measurement for the QoI
is available as shown in Figure 8. The synthetic data is generated using inner dimension
li “ 0.313 m and ri “ 0.055 m plus (σn “ 0.1 ˆ maxpuq) Gaussian noise to mimic a real
experiment setting.
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Figure 8. Noisy measurement of the QoI.

For the Bayesian calculation, we use non-informative prior for both the parameters
θ “ rli, ris to assess the robustness of the inversion process. An adaptive MCMC method
(DRAM) [16,17] is utilized to estimate the posterior density. In Figure 9, we show the
estimated posterior density of the parameters θ “ rli, ris . We also show the prior density
and the true value of the parameters. Note that the true parameters are not part of either
the training nor the testing data sets. This highlights the robustness of the framework.
The mean of the estimated values are li “ 0.310 ˘ 0.048 m and ri “ 0.054 ˘ 0.004 m (the
confidence bounds are based on two standard deviation).
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Figure 9. The estimated posterior density function of the inner dimensions θ “ rli, ris. The sold line is the posterior PDF,
the dotted line is the prior PDF and the bullet dot represents the true value li “ 0.313 m and ri “ 0.055 m.

Next, the uncertainty in the parameter estimation represented by the posterior density
in Figure 9 is propagated forward through the surrogate model to estimate a confidence
bounds on the prediction of the QoI. In Figure 10, we show the model prediction and
the 95% confidence interval as well as the true measured response. The L2-norm of the
discrepancy between the mean model prediction and the measured data is 0.005 m. This
conforms that the response due to the estimated parameters uncertainty agrees reasonably
well with the true response. Note that, in the estimation of the localized region of interest,
the material properties are assumed deterministic. For uncertainty propagation, the Max-
imum A Posteriori (MAP) estimation is used for the inner dimensions, while assuming
random material properties in the region of interest. The relativity small errorbars (within
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the scale of the graph) indicates that the single point estimation MAP can be used to set the
inner dimension sufficiently.
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Figure 10. The prediction of the surrogate model and its confidence interval due to uncertainty
propagation of the variability in the estimated inner dimensions.

3.4. Localized Uncertainty Propagation

The QoI is confined within the core cylinder defined by inner dimensions θ “ rli, ris.
Once these dimensions are available, the effect of the random variability in the material
properties of the inner subdomain can be estimated using PC expansion. Without loss of
generality, here we assume that for the inner cylinder, the Young’s modulus and material
density are random quantities, while Poisson’s ratio is deterministic as

Epx, ξ1q “
#

E0p1 ` σEξ1q, for x P Ω2

E0, otherwise
(31)

and

ρpx, ξ2q “
#

ρ0p1 ` σρ ξ2q, for x P Ω2

ρ0, otherwise
(32)

where the artificial boundary for Ω2 are defined by MAP estimation of the inner dimensions
θ “ rli, ris, E0 “ 70 GPa, ρ0 “ 26.25 kN/m3, σE “ 0.25 and σρ “ 0.15 and ξ1, ξ2 are standard
normal random variables. Note that, not only the solution over Ω2 is stochastic, but also
over all the whole domain since the spatial finite element and stochastic basis functions are
continuous across the domains interfaces. We use second order PC expansion to propagate
the localized uncertainty due to the random Young’s modulus and material density as
shown in Figure 11.

To verify the PCE order, Figure 12 shows the error between the predictions of both the
displacement and velocity using second and third order expansion. The error measure is
defined as errorp‚q “ p‚q3rd ´ p‚q2nd. The relatively small values of the error confirm that
the second order expansion is sufficient for uncertainty propagation for this problem.

The uncertainty bounds follow the trend of the response, with a higher value near the
shock location. Although not explored here, high spatio-temporal resolution solver can be
directed toward the region of interest, while a less resolution alternative can be assigned to
the regions away from the QoI. As demonstrated in References [7–9], PASTA-DDM-UQ
approach leads to a customized solver for localized uncertainty propagation with less
computational cost.
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Figure 11. The Polynomial Chaos (PC) prediction of the displacement and velocity at the mid-span. The uncertainty bounds
represent two standard deviation.
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Figure 12. The error between prediction of the 2nd and 3rd PC order for the displacement and velocity at the mid-span.
The error measure is defined as errorp‚q “ p‚q3rd ´ p‚q2nd.

4. Conclusions

We present a data-based partitioning scheme for localized uncertainty quantification
in elastodynamic system. The localized region of interest is identified using Bayesian
inference framework. Measurement of the system response at one location in conjunction
with a physics-based computational model is used to infer the localized features of the
region of interested. A data-based surrogate model for the physics-based simulator is
constructed using Gaussian process regression in order to reduce the computational cost of
the Bayesian inversion. Material uncertainty in the region of interest is propagated through
the system using polynomial chaos. We exercise our framework on a three-dimensional
beam with localized feature and subjected to an impact load. The presented framework can
facilitate quantifying the effect of the confined uncertainty in a localized region of interest
within the global computational domain. Proper assessment of uncertainty at various level
can accelerate the adaptation process of a new component introduced to an existing system.
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Abstract: Shake tables are one of the most widespread means to perform vibration testing due to their
ability to capture structural dynamic behavior. The shake table acceleration control problem represents
a challenging task due to the inherent non-linearities associated to hydraulic servoactuators, their low
hydraulic resonance frequencies and the high frequency content of the target signals, among other
factors. In this work, a new shake table control method is presented. The procedure relies on
identifying the Frequency Response Function between the time derivative of pressure force exerted
on the actuator’s piston rod and the resultant acceleration at the control point. Then, the Impedance
Function is calculated, and the required pressure force time variation is estimated by multiplying
the impedance by the target acceleration profile in frequency domain. The pressure force time
derivative profile can be directly imposed on an actuator’s piston by means of a feedback linearization
scheme, which approximately cancels out the actuator’s non-linearities leaving only those related
to structure under test present in the control loop. The previous architecture is completed with
a parallel Three Variable Controller to deal with disturbances. The effectiveness of the proposed
method is demonstrated via simulations carried over a non-linear model of a one degree of freedom
shake table, both in electrical noise free and contaminated scenarios. Numerical experiments results
show an accurate tracking of the target acceleration profile and better performance than traditional
control approaches, thus confirming the potential of the proposed method for its implementation in
actual systems.

Keywords: shake table control; vibration testing; system identification; inverse dynamics; feedback
linearization; servohydraulics

1. Introduction

Shake table testing constitutes a widespread method of laboratory vibration testing due to its
intrinsic ability of capturing dynamic behavior of the structure under test (SuT) [1]. Despite the fact
that this structural testing approach originated within the Earthquake Engineering field, it is commonly
employed nowadays in the Automotive, Railway and Aerospace industries, on a complete system or
component basis, both for homologation and research purposes [2,3].

These testing facilities reproduce a controlled motion in a very stiff platform, onto which the
SuT is installed, in one or more degrees of freedom (DoF), depending on the particular geometric
configuration of the actuators that drive the table. Target motion is frequently defined in terms of
acceleration time histories. These systems are very often powered by hydraulic servoactuators owing
to their high performances in terms of stroke, velocity, specific force and frequency range. Actuators’
rod kinematics is governed by high performance servovalves. Normally, advanced features, such as
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hydraulic rod bearings, close-coupled accumulators and adjustable backlash swivels, are equipped in
actuators to enhance their performance and controllability.

Nevertheless, the use of hydraulic actuation systems leads to a challenging associated motion
control problem. This fact is due to (i) the inherent non-linearity associated to hydraulic components,
(ii) the low resonant frequency associated to oil column [4], usually falling within the operation
frequency range, (iii) the high frequency range of the target acceleration time histories due to scaling
issues [5], and (iv) the tight tolerances allowed for acceleration tracking.

Control approaches employed in shake table testing fall within two main groups, i.e., time domain
methods and frequency domain methods. Useful reviews of shake table control algorithms can be
found in [4,6]. Time domain methods range from Proportional Integral Derivative (PID) controllers,
with constant or variable control gains [7], to sophisticated Model Based Control (MBC) architectures,
which make use of a feedforward term which models the (inverse) dynamics between the control
order received by the servovalve and the resultant controlled kinematic variable [8–13]. Repetitive
control approaches are also used in shake table control when simple oscillatory waveforms are to
be reproduced [14,15]. Other remarkable examples of time domain methods are the Three Variable
Control (TVC) algorithm which includes feedback and feedforward control loops for displacement,
velocity and acceleration [16,17] and the Minimal Control Synthesis (MCS) algorithm, which aims
at matching actual system response with that of a reference system [18,19]. Figure 1 shows a block
diagram describing a generic time domain control architecture for shake tables; the output of the
feedforward controller uFF, which is calculated from the desired acceleration, are f , is added to the
output of the feedback controller, uFB, to yield the total voltage to be injected into the servovalve uSV.
The feedback controller in this example calculates its control order accounting for the actual values of
table displacement, xt, and acceleration,

..
xt.

Servoactuator
+ 

Shaking table 
+ 

SuT

Feedback 
controller

aref (t) usv+

+

Feedforward 
controller

uFB

uFF

Figure 1. Generic time domain control architecture for shake table.

Frequency domain methods, on the other hand, are iterative in nature and constitute the industry
standard for vibration tests [4]. This approach relies on identifying, at a first stage, the Frequency
Response Function (FRF) which relates the resultant acceleration measured at the control point to the
control order sent to the servovalve. For this purpose, several blocks of excitation signal are output
by the controller while simultaneously acquiring system response. Excitation and output blocks are
transformed into frequency domain by means of Fast Fourier Transform (FFT) and the FRF is estimated
through an averaging process. Later on, this FRF is inverted to obtain the Impedance Function (IF),
which is multiplied by the required output of the system, transformed into frequency domain, therefore
yielding an initial estimate of the drive signal, d. The worked out drive must, of course, be transformed
back into time domain prior to being injected into the system; this is accomplished by means of an
Inverse Fast Fourier Transform (IFFT) process. This initially obtained drive block is refined, usually at
a low level testing stage, by an iterative scheme, which accounts for error in prior iteration, e, and may
update the IF, until a satisfactory control order is found [4,20]. When frequency domain methods are
used in servohydraulic testing systems, the identification and iterative schemes are implemented in
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an Outer Control Loop (OCL) while a faster Inner Control Loop (ICL) directly commands actuator
servovalve. This ILC is usually based on a displacement PID but may also include advanced features
such as TVC or differential pressure, ΔP, feedback [4,6]. The FRF and IF identification procedure
employed in this family of methods does not specifically account for non-linearities present in hydraulic
actuation system and therefore obtains a FRF corresponding to a linearization around a working point.
This circumstance may lead to a high number of iterations to obtain a system response within allowed
limits. Figure 2 shows a generic block diagram describing frequency domain methods for shake tables.

ICL

OCL
Servoactuator

+ 
Shaking table 

+ 
SuT

+

-

FFT Iterative 
algorithm IFFT

d(t)

FFT

e ( )
aref (t)

IF 
estimator

usvaref ( )

( ) IF ( )
d ( )

Figure 2. Generic frequency domain control architecture for shake table.

In this paper, a mixed frequency-time approach for a one horizontal DoF shake table is presented.
The suggested methodology is based on the identification of an FRF-IF pair relating the time derivative
of the pressure force exerted on actuator’s rod to the acceleration measured at control point, is
presented. The IF obtained in this way, allows for the synthesis of a target pressure force time derivative
drive, that can be directly imposed on cylinder piston rod thanks to a feedback linearization scheme,
which approximately cancels out non-linearities present in hydraulic actuation system. The presented
procedure requires an initial system’s FRF-IF identification stage; however, iterations in test mode
are not needed and the non-linearities associated to hydraulic system are excluded from the control
loop, having to deal only with those associated to SuT behavior. System usability and tracking
performance are thus improved with respect to those of traditional iterative methods. A parallel
TVC controller, which accounts for model imperfections and external disturbances, completes the
abovementioned architecture and represents the time domain component of the suggested control
method. The effectiveness of the proposed procedure has been assessed by means of numerical
simulations carried out in electrical noise free and contaminated scenarios and compared to that of the
classical iterative schemes traditionally used for shake table control.

The remainder of this paper is organized as follows. Section 2 describes the non-linear model
implemented to assess the potential performance of the proposed methodology. Section 3 covers in
detail the suggested methodology explaining the implemented feedback linearization and servovalve
dynamics inversion algorithms (Section 3.1), the IF and hydraulic parameters identification processes
(Section 3.2), the drive calculation procedure (Section 3.3) and the TVC controller (Section 3.4). Section 4
presents the simulation results obtained for a random acceleration target waveform in both noise-free
and noise-contaminated cases and a performance comparison between the proposed and the classical
iterative control approaches. Finally, Section 5 outlines the main conclusions drawn from this research.

2. Shake Table System Modeling

This work is focused on a one horizontal DoF shake table system (see Figure 3). Its main
components are the table where the SuT is installed, the linear guidance system (based on low friction
roller bearings and linear rails), the hydraulic servoactuator (equipped with hydrostatic bearings and
adjustable backlash swivels), the servovalve installed on actuator’s manifold and the servoactuator
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reaction structure. A shear building with two identical stories was selected as the SuT selected for the
numerical experiments.

Figure 3. Shake table system. Courtesy of Vzero Engineering Solutions, SL.

A model of the previously mentioned elements has been implemented to assess the goodness
of the proposed control methodology, in what follows, this model is described in detail. Figure 4
shows a scheme of the components of the system which have been modelled, along with the sign
criteria adopted.
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Figure 4. Scheme of the shake table system modeled elements.

The motion of the spool of servo-valve’s main stage has been modelled according to a first order
linear system [21]:

Cspusv = τsp
.
ysp + ysp, (1)

where usv is the voltage injected into the servovalve, ysp is servovalve’s main stage spool motion, τsp is
the time constant of the system and Csp is the spool gain.

Flow through servovalve ports has been computed assuming a critically lapped spool with
symmetrical and matched orifices [22] and a linear characteristic [23] as shown in the next equations:

Q1 =

{
CdKspyspsgn(Ps − P1)

√
2|Ps − P1|/ρ ; ysp ≥ 0

CdKspyspsgn(P1 − Ps)
√

2|P1 − PR|/ρ ; ysp < 0
, (2)

Q2 =

{
CdKspyspsgn(P2 − PR)

√
2|P2 − PR|/ρ; ysp ≥ 0

CdKspyspsgn(PS − P2)
√

2|PS − P2|/ρ ; ysp < 0
, (3)
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where Q1 and Q2 are the volumetric flow rates across ports 1 and 2 of servovalve, P1 and P2 are the
pressures at chambers 1 and 2 of the servoactuator, PS and PR are supply and return pressures at
servoactuator’s manifold, Cd is the discharge coefficient of inlet orifices to chambers, Ksp is the passage
area to spool displacement ratio, ρ is hydraulic fluid density and sgn represents the sign function.

The evolution of pressures at actuator’s chambers has been modelled making use of the Continuity
Equation, defining an average mass density per chamber and utilizing the Bulk modulus definition [22]:

(
v01 + Awxp

) .
P1/β1 + Aw

.
xp = Q1 −Q1−2 −Q1B, (4)

(
v02 −Awxp

) .
P2/β2 −Aw

.
xp = −Q2 + Q1−2 −Q2B, (5)

where xp is rod displacement, Q1−2 is the leakage flow between chambers through piston-sleeve annular
passage area, Q1B and Q2B are leakage flows between each chamber and its respective hydrostatic
bearing, Aw is actuator’s effective area, v02 and v01 are the initial volumes of chambers and β1 and β2

are the equivalent Bulk moduli of each compartment. Overdot notation has been employed to denote
time differentiation. Leakage flows are normally assumed to be laminar and their corresponding flow
rate is therefore modeled using expressions proportional to the difference of pressures seen by the fluid:

Q1−2 = Cl12(P1 − P2), (6)

QiB = CiB(Pi − PBi), (7)

where Cl12 and CiB represent, respectively, the across-chambers and chamber-bearing leakage
coefficients, PBi is the operating pressure of each chamber bearing and i stands for the related
actuator chamber. Nevertheless, due to their reduced values, all leakage flows have been neglected in
the ensuing analysis.

The resultant force, Ft, exerted on the shake table (including the piston rod in it) can be expressed as:

Ft = (P1 − P2)Aw − F f r,p, (8)

in which F f r,p represents friction force between piston and cylinder sleeve and rod and bearings.

The term (P1 − P2)Aw constitutes the pressure force. Its time derivative, (
.
P1 −

.
P2)Aw = AwΔ

.
P, will be

later exhaustively referred to. Friction force has been considered viscous and equal to Cp
.
xp, where xp

represents actuator’s rod displacement and Cp its damping coefficient. This is a common practice when
modelling low friction, high performance servoactuators.

Finally, the motion of the shake table and SuT has been evaluated by:
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Ft − F f r,g

0
0

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (9)

where xt is table displacement, considered throughout the subsequent analysis identical to rod
displacement, xp, xs1 and xs2 are the displacements of shear building stories, F f r,g is the friction force
between linear bearings and rails, mp is piston rod mass, Ms is the mass of each of the stories and K
is the stiffness of the pillars of each story. The components of the damping matrix, Cij, have been
calculated starting from a modal damping matrix in which a damping ratio ζ = 5% has been considered
for all the flexible vibration modes. Later on, the damping matrix expressed in problem coordinates
has been calculated making use of the change of coordinates matrix formed by the mass-normalized
eigenvectors of the system.

The electrical noise affecting sensor signals and servovalve input has been modelled by means of
gaussian waveforms characterized by their rms voltage value, un,rms= 2.8 × 10−3 V rms, which leads
to a noise voltage peak value of un,peak = 0.01 V (see Section 3.2.1 for considerations on the noise peak
value). In order to transform electrical noise into physical quantities influencing model behavior,
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the value of the noise voltage has been multiplied by the appropriate sensor gains: gdis, gacc, gpress,
and gsp for the acceleration, displacement, chamber pressures and servovalve spool position sensors
respectively and gsv for the servovalve input voltage.

Delays in sensor readings have been neglected throughout this paper due to the fact that the
frequency range of the sensors commonly used in shake table facilities is sufficiently broader than the
frequency range of interest, which in the case under study is up to 100 Hz.

A fixed step solver has been used to perform simulations. A time step, Δt, of 1.0 × 10−4 s has been
used for all the simulations in this work. This time step has been selected taking into consideration
that it is a loop rate achievable with commercial-off-the-shelf real-time controllers based on Field
Programmable Gate Array (FPGA) technology. Finally, Table 1 lists the values of the employed in
numerical simulations.

Table 1. Values of parameters used in the considered model.

Parameter Value Parameter Value

Aw (m2) 5.9000 × 10−3 Ksp(m) 6.6797× 10−2

βi (MPa) 1 1.5000 × 103 K (N/m) 3.9478 × 106

Cp (Ns/m) 1.0000 × 103 mp (kg) 8.0000 × 101

Cd (-) 6.1100 × 10−1 Mt (kg) 3.0000 × 103

Csp (m/V) 1.8000 × 10−4 Ms (kg) 1.0000× 103

Δt (s) 1.0000 × 10−4 Ps (MPa) 2.8000× 101

gacc (m/s2/V) 9.8100 × 100 PR (MPa) 0
gdis (m/V) 1.5000 × 10−2 ρ (kg/m3) 8.5000 × 102

gpress (Pa/V) 4.0000 × 106 τsp (s) 1.0000 × 10−2

gsp (%/V) 1.0000 × 101 un,peak (V) 1.0000 × 10−2

gsv (V/V) 1.0000 × 100 un,rms (V) 2.8000 × 10−3

ζ (-) 5.0000 × 10−2 v0i (m3) 1 8.8600 × 10−4

1 i stands for servoactuator chamber number.

3. Description of the Proposed Control Methodology

The proposed control methodology comprises the following blocks:

• Feedback linearization. The purpose of this block is to cancel out, at least approximately,
the non-linearities inherent to the servovalve-actuator system, leading to a control scheme
where the time derivative of the pressure force exerted on the servoactuator’s piston rod can be
directly imposed.

• System identification. This module operates when the system is in identification mode, prior to the
test itself. It is in charge of: (i) estimating and inverting the Accelerance Function (AF), which later
is transformed into a more suitable IF representing the inverse model of the shake table-SuT
system, and (ii) obtaining approximations for the values of the hydraulic parameters required by
the feedback linearization scheme. It can also be implemented to operate, on a signal block basis,
refining identification of IF and system parameters between one signal block and the following,
as the test proceeds.

• Drive calculation. This algorithm operates when the system is in test mode, on a signal block basis.
It calculates the necessary pressure force time derivative to be applied on servoactuator’s rod
by multiplying the IF from the system identification module by the desired acceleration output,
in frequency domain, and transforming the result back into time domain.

• TVC controller. This feedback controller is necessary to compensate for the unavoidable
imperfections present in the identified inverse model and to ensure overall system stability.
It is implemented in parallel with the abovementioned architecture and accounts for errors in
displacement, velocity and acceleration tracking in real-time.
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Figure 5 shows a block diagram of the proposed control procedure, illustrating the interconnections
between the previously enumerated modules. The proposed control methodology requires measuring
the following variables: table (rod) displacement xt, rod acceleration

..
xt, spool position ysp, pressure at

actuator’s chambers P1 and P2, pressure and return pressures PS and PR at the servovalve’s manifold
and estimating the value of rod velocity,

.
xt [24,25].
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Figure 5. Control architecture block diagram.

3.1. Feedback Linearization

Given a state-space representation of a multiple-input-multiple-output non-linear system:
.
x = f(x, u); y = g(x), the aim of the feedback linearization scheme is to find a state transformation,
z = z(x) and an input transformation, u = u(x, v), such that the non-linear system is transformed
into an equivalent linear system of the form

.
z = Az + Bv [26,27].

In the case under study, the non-linearities are present in servovalve flow-pressure (Equations (2)
and (3)) and in chambers pressure time evolution expressions (Equations (4) and (5)). In this work,
a direct approach has been employed to work out feedback linearization transformation.

By rearranging Equations (4) and (5), leaving the pressure derivatives on the left hand side,
assuming β1 = β2 = β, and subtracting them, the time derivative of the pressure force acting on rod
can be casted as: ( .

P1 −
.
P2
)
Aw = βAw

(
Q1

v01+Awxp
+ Q2

v02−Awxp

)
−βA2

w
.
xp

(
1

v01+Awxp
+ 1

v02−Awxp

)
−βAwCl12(P1 − P2)

(
1

v01+Awxp
+ 1

v02−Awxp

)
−βAw

(
Cl1B(P1−PB1)

v01+Awxp
− Cl2B(P2−PB2)

v02−Awxp

)
(10)

Now, for the case ysp ≥ 0, if Equations (2) and (3) are substituted in Equation (10), the following
expression is obtained:

( .
P1 −

.
P2
)
Aw = ysp·F+

1

(
P1, P2, PS, PR, xp

)
+ F+

2

(
xp,

.
xp
)
+ F+

3

(
P1, P2, xp

)
, (11)

where:

F+
1

(
P1, P2, PS, PR, xp

)
= βAwCdKsv

⎛⎜⎜⎜⎜⎝ sgn(Ps − P1)
√

2|Ps − P1|/ρ
v01 + Awxp

+
sgn(P2 − PR)

√
2|P2 − PR|/ρ

v02 −Awxp

⎞⎟⎟⎟⎟⎠, (12)

F+
2

(
xp,

.
xp
)
= −βA2

w
.
xp

(
1

v01 + Awxp
+

1
v02 −Awxp

)
, (13)
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and
F+

3

(
P1, P2, xp

)
= −βAw

[
Cl12(P1−P2)

(
1

v01+Awxp
+ 1

v02−Awxp

)
+
(

Cl1B(P1−PB1)
v01+Awxp

− Cl2B(P2−PB2)
v02−Awxp

)]
. (14)

When ysp < 0, Equation (3) is substituted in Equation (10) and the time derivative of pressure
force results in: ( .

P1 −
.
P2
)
Aw= ysp·F−1

(
P1, P2, PS, PR, xp

)
+ F−2

(
xp,

.
xp
)
+F−3

(
P1, P2, xp

)
, (15)

where:
F−1
(
P1, P2, PS, PR, xp

)
= βAwCdKsv

(
sgn(P1−PR)

√
2|P1−PR |/ρ

v01+Awxp
+

sgn(PS−P2)
√

2|PS−P2 |/ρ
v02−Awxp

)
, (16)

F−2
(
xp,

.
xp
)
= F+

2

(
xp,

.
xp
)
, (17)

and
F−3
(
P1, P2, xp

)
= F+

3

(
P1, P2, xp

)
. (18)

Let us now define a desired change in pressure force time derivative, AwΔ
.
Pdes. Then, if the spool

position ysp could be forced to instantaneously take the values defined by:

ysp =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
AwΔ

.
Pdes−F+2 (xp,

.
xp)−F+3 (P1,P2,xp)

F+1 (P1,P2,PS,PR, xp)
; ysp,prev ≥ 0

AwΔ
.
Pdes−F−2 (xp,

.
xp)−F−3 (P1,P2,xp)

F−1 (P1,P2,PS,PR, xp)
; ysp,prev < 0

(19)

(
.
P1 −

.
P2)Aw = AwΔ

.
Pdes would hold, and an arbitrary time variation of pressure force could be

imposed on the servoactuator. Above, ysp,prev denotes the value of the spool position at the previous
iteration of the real-time control system, in which feedback linearization scheme is implemented.

This is the core idea to the control procedure presented in this work: finding the required time
derivative of pressure force on the actuator’s rod, so that the acceleration reference profile is fulfilled.
Due to the feedback linearization transformation found (Equation (19)), this value of AwΔ

.
Pdes will be

effectively imposed on servoactuator’s rod.
In order to force the spool position to accurately track the value determined by Equation (19),

a servovalve spool dynamics inversion algorithm must be implemented. Assuming that spool motion
is governed by the first order system in Equation (1), the dynamics inversion can be expressed as:

Cspusv,FL = τsp
.
ysp,des + ysp,des, (20)

in which usv,FL is the voltage output of the spool dynamics inversion algorithm and ysp,des is the desired
spool position obtained from Equation (19). The calculation of the required voltage input to the
servovalve therefore implies calculating the time derivative of ysp,des. For that purpose, a fourth order
backward differentiation scheme has been utilized here [28]:

.
yn =

3yn−4−16yn−3+36yn−2−48yn−1+25yn

12Δt
(21)

where n denotes the actual time step, yn the function evaluated at that time step and Δt the time step
which equals 1 × 10−4 s (see Table 1). Figure 6 illustrates the block diagram of the described feedback
linearization scheme.

3.2. System Identification

As mentioned before, the aim of the system identification module is twofold: (i) to work out an
estimate of system’s IF and (ii) to identify hydraulic system parameters which are required to carry out
feedback linearization. These procedures are dealt with in next two subsubsections.
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Figure 6. Feedback linearization scheme.

3.2.1. Impedance Function Identification Procedure

The first step taken in finding a suitable approximation of the IF of the system has been to work
out an estimate of its AF to later derive an appropriate IF. Two scenarios for IF identification are
considered in what follows: (i) a noise-free environment and (ii) a more realistic situation in which
noise contaminates servovalve voltage input and force and acceleration measurements. The former is
presented for theoretical validation purposes, while the latter constitutes a robustness check of the IF
identification procedure necessary to correctly assess the potential of the proposed methodology.

The followed procedure has been essentially the same for both cases and consists in feeding the
servovalve with several (voltage) blocks of random stimuli and recording simultaneously the force
on the table and the acceleration at the control point. These constitute, respectively, the input and
the output of the shake table-SuT system (see Figure 5). Later on, the AF has been estimated making
use of classical FRF estimation algorithms [29]. In the noise-free environment the H1 estimator has
been employed. With this approach the AF is expressed as AF(ω) = GAF(ω)/GFF(ω), where GAF(ω)

is the cross-spectrum between force and acceleration and GFF(ω) is force autospectrum. For the
noise-contaminated scenario, the Hv estimator, which minimizes the effect of the noise at both the
input and the output of the system, has been employed.

The input to the servovalve has been selected to be a gaussian random waveform with a duration
of 20 s, a flat frequency content between 0.1 Hz and 100 Hz and a maximum amplitude of 20 mV.
This signal has been windowed with a unit square signal with a duty cycle of 50%. In this way,
excitation is only effective during the first half of the block, allowing for system response (acceleration)
to attenuate towards the end of the block, therefore minimizing leakage errors. Figure 7 shows signals
obtained in one iteration of the identification stage in time and frequency domains.
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The AF approximation has been computed by linearly averaging the results obtained with
sixteen input-output blocks. Figure 8 shows the achieved estimate for AF and its theoretical shape
calculated analytically by transforming into frequency domain Equation (9) and performing the
appropriate manipulations.
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Figure 8. Identified and analytical AF (noise-free scenario): (a) Magnitude; (b) Phase.

As it was explained in Section 3.1, the feedback linearization scheme, in theory, allows for the
imposition of an arbitrary time derivative of pressure force exerted on actuator’s rod. Consequently,
the IF sought must relate table acceleration to the time derivative of pressure force. This frequency
function can be easily obtained by differentiating in frequency domain, without resorting to perform
numerical derivatives on the desired pressure force obtained in time domain. Figures 9 and 10 show
the FRF (acceleration over pressure force time derivative) and the IF (pressure force time derivative
over acceleration) finally used by the drive calculation module, along with their theoretical value.
The quality of the identified inverse model is quite acceptable within the complete frequency range of
interest, except for the very low frequencies and in the neighborhood of the first modal frequency of
the system under control, where small differences can be observed.
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Figure 9. Identified and analytical FRF (noise-free scenario): (a) Magnitude; (b) Phase.

62



Vibration 2020, 3

 
(a) (b) 

10 -1 10 0 10 1 10 2 10 3

Frequency [Hz]

10 3

10 4

10 5

10 6

10 7

10 8
Im

pe
da

nc
e 

m
ag

ni
tu

de
 [(

N
/s

)/(
m

/s
2

)]
Impedance Function

Identified

Analytical

10 -1 10 0 10 1 10 2 10 3

Frequency [Hz]

-3

-2

-1

0

1

2

3

Im
pe

da
nc

e 
Fu

nc
tio

n 
ph

as
e 

[ra
d]

Impedance Function

Identified

Analytical

Figure 10. Identified and analytical IF (noise-free scenario): (a) Magnitude; (b) Phase.

In order to correctly assess the potential of the proposed methodology in a more realistic scenario,
in what follows, the outcomes of an IF identification procedure in which servovalve voltage, force and
acceleration signals have been influenced by electrical noise is presented.

The noise in measurements has been simulated by adding gaussian noise to servovalve input
voltage and force and acceleration signals. The peak magnitude of the noise has been set to un,peak = 0.01 V
(see Section 2), which is an attainable value, when good industrial practices for low distance voltage
signals wiring and shielding are observed. Later, the value of the noise affecting the physical quantities
has been calculated by multiplying the electrical noise by each sensor’s gain as explained in Section 2.
Figures 11 and 12 show, in the presence of noise, the same information as Figures 9 and 10. Clearly,
the quality of the estimates of FRF and IF decreases; nevertheless, identification error remains within
reasonable limits and the obtained estimates are sufficiently good in the whole frequency range of
interest. So as to better compare the FRF estimates, coherence functions associated to FRF identification,
both in the noise-free and noise-contaminated cases are shown in Figure 13. The coherence function is

defined as γ2 =
∣∣∣GFA(ω)

∣∣∣2/[GFF(ω)GAA(ω)] and measures the degree of linear relationship between
two signals. Even though coherence in the noise-contaminated case is evidently worse than its noise-free
counterpart, its values remain quite close to unity in the frequency range of interest, consequently
confirming the validity of the FRF and IF estimates in the presence of noise of a reasonable magnitude.

 
(a) (b) 

10 -1 10 0 10 1 10 2 10 3

Frequency [Hz]

10 -8

10 -7

10 -6

10 -5

10 -4

10 -3

FR
F 

m
ag

ni
tu

de
 [(

m
/s

2
)/(

N
/s

)]

Frequency Response Function

Identified

Analytical

10 -1 10 0 10 1 10 2 10 3

Frequency [Hz]

-2

-1

0

1

2

3

4

5

FR
F 

ph
as

e 
[ra

d]

Frequency Response Function

Identified

Analytical

Figure 11. Identified and analytical FRF (noise-contaminated scenario): (a) Magnitude; (b) Phase.
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Figure 12. Identified and analytical IF (noise-contaminated scenario): (a) Magnitude; (b) Phase.
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3.2.2. Hydraulic Parameters Identification Procedure

The implementation of the feedback linearization scheme implies knowing accurate estimates
of hydraulic parameters. In order to identify the sought values, and taking advance of the collection
of data available from IF identification stage, a linear state-space model of the servoactuator has
been identified. The inputs to this state-space model are, on the one hand, the voltage input to the
servovalve, usv, and the force exerted on piston rod, Fp, by the shake table, on the other. The latter can
be calculated by means of:

Fp = mp
..
xt − (P1 − P2)Aw + F f r,p, (22)

which would correspond to the reading of a load cell installed between rod tip and shake table.
The state variables of the model have been selected as the velocity of the piston rod, which,

as mentioned before, is identical to table velocity,
.
xt, the difference of pressures across chambers

denoted by ΔP and the servovalve’s main spool position, ysp. It has been assumed that Bulk moduli
of each compartment are identical and are denoted by β. As mentioned in Section 2, the leakage
flows between chambers and from chambers to bearings have been neglected. Accounting for these
assumptions and linearizing Equations (1)–(5) around the mid-stroke operating point of the hydraulic
cylinder, leads to the following analytical form of the state equations of the servoactuator system:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
..
xt.
ΔP
.
ysp

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−Cp/mp Aw/mp 0
−2Awβ/v0 0 2CdKsvβ

√
Ps/ρ/v0

0 0 −1/τsp

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎨⎪⎪⎪⎩

.
xt

ΔP
ysp

⎫⎪⎪⎪⎬⎪⎪⎪⎭+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1/mp

0 0
Csp/τsp 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
{

usv

Fp

}
(23)
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By means of a least squares procedure, the components of the matrices in Equation (23) have been
identified. This process implies approximating the values of the rod velocity

.
xt and time derivatives of

state variables ΔP and ysp (see Equation (21)).
Once the estimates of matrices components are available, it is possible to estimate directly the

values of Aw, β/v0, CdKsv
√

2/ρ, τsp and Csp used in the feedback linearization scheme and also the
values of mp and Cp. In this work, it has been considered that the initial volumes of actuators chambers
are known, and therefore, β can be estimated from β/v0 value.

A check of the robustness against noise of the hydraulic parameters estimation process has been
performed in the same way as for the IF estimation case. Table 2 shows the nominal and identified
values of the hydraulic parameters and the identification relative error both for the noise-free and
noise-contaminated identification cases. Despite the fact that parameters estimation quality decreases
when a noisy environment is considered, the obtained values still represent with reasonable accuracy
system actual parameters.

Table 2. Identified hydraulic parameters.

Parameter
Model Value
(S.I. Units)

Identified Value
without Noise

(S.I. Units)

Relative Error
without Noise

(%)

Identified Value
with Noise
(S.I. Units)

Relative Error
with Noise (%)

Aw 5.9000 × 10−3 5.9000 × 10−3 1.5458 × 10−6 5.9000 × 10−3 2.0000 × 10−3

β 1.5000 × 109 1.5000 × 109 4.3000 × 10−2 1.4926 × 109 −4.9010 × 10−1

CdKsv
√

2/ρ 3.5635 × 10−6 3.5602000 × 10−6 −9.2000 × 10−2 3.5607 × 10−6 −7.9700 × 10−1

Cp 1.0000 × 103 1.0000 × 103 1.2000 × 10−3 9.9632 × 102 −3.6830 × 10−1

Csp 1.8000 × 10−4 1.8036 × 10−4 2.0090 × 10−1 1.8744 × 10−4 4.1317 × 100

τsp 1.0000 × 10−2 1.0000 × 10−2 2.0170 × 10−1 1.0500 × 10−2 4.6080 × 100

3.3. Drive Calculation Module

The drive calculation module computes the desired pressure force time derivative to be injected
to the feedback linearization module. Firstly, the reference acceleration profile is transformed into
frequency domain by means of an FFT process. Then, the drive signal is calculated multiplying the
identified IF by the transformed acceleration profile. Finally, the result is transformed back into time
domain by means of an IFFT process. Figure 14 schematizes the described process.

IFFTMultiplication 
by IF(FFT

( )( )( ) ( )
Figure 14. Drive calculation process.

3.4. Three Variable Controller

A feedback controller has been implemented, in parallel with the previously described architecture,
with the aim to cope with the unavoidable errors occurring within AF and hydraulic parameters
identification processes. TVC philosophy has been adopted so as to provide real-time simultaneous
corrections to rod displacement, velocity and acceleration errors. The control law of the TVC is defined
as follows:

uTVC = Kd
(
dre f − xp

)
+ Kv

(
vre f − .

xp
)
+ Ka

(
are f − ..

xp
)
, (24)

where uTVC is the control voltage output by TVC, dre f , vre f , are f are respectively the displacement,
velocity and acceleration reference waveforms and Kd, Kv and Ka are the control gains for displacement,
velocity and acceleration errors. As it can be noticed, the implementation of this controller
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requires calculating, by integration, the reference displacements and velocities from the given
reference acceleration.

4. Numerical Simulations Results and Control Methods Comparison

In this section, the numerical results obtained with the model described in Section 2 are presented.
Section 4.1. shows and discusses simulation results for the new proposed control method in scenarios
with and without noise present in measurements from sensors. Section 4.2 compares the performance
of the suggested control procedure to that of the classical iterative control approach illustrating the
main differences.

4.1. Numerical Simulations Results

The chosen acceleration reference in all the presented cases is a random gaussian waveform with a
duration of 20 s and a flat frequency content between 1 Hz and 80 Hz (see Figure 17). A Hanning window
has been applied to the reference profile to ensure null values at the block ends. The approximate peak
displacement, velocity and acceleration values are 30 mm, 0.4 m/s and 25 m/s2. A fixed step solver and
a time step of 1 × 10−4 s has been used for all the simulations in this section.

A first set of simulations has been carried out with the TVC feature disabled in a noise-free
environment. As explained in Section 3.1, the feedback linearization module calculates an instantaneous
spool position, which is attempted to be imposed on servovalve’s main stage by means of a spool
dynamics inversion algorithm (see Equation (20)). Figure 15 shows the reference and achieved
servovalve spool position, both in time and frequency domain. It can be concluded that the tracking
achieved by the dynamic inversion algorithm is accurate within the whole frequency range of interest.
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Figure 15. Spool position tracking (noise-free scenario). TVC disabled: (a) Time domain;
(b) Frequency domain.

The time derivative of pressure force on actuator’s rod, synthesized by the drive calculation
module explained in Section 3.3, and the actual one effectively imposed on servoactuator owing to the
feedback linearization process, are shown in Figure 16. Figure 16a has been zoomed around the area
where maximum error takes place. Tracking is acceptable in the entire frequency range of interest with
larger errors at low frequencies and around the first modal frequency of the table-SuT system, due to
the poorer IF estimate obtained at those frequency values (see Figure 10).

66



Vibration 2020, 3

 

(a) (b) 

6.8 6.9 7 7.1 7.2 7.3 7.4 7.5

Time [s]

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

dA
w

(P
1

-P
2

)/d
t [

N
/s

]
10 7 Presure force time derivative

Reference

Actual

10 -1 10 0 10 1 10 2 10 3

Frequency [Hz]

10 -2

10 0

10 2

10 4

10 6

|d
A

w
(P

1
-P

2
)/d

t| 
[N

/s
]

Presure force time derivative

Reference

Actual

Figure 16. Pressure force time derivative tracking (noise-free scenario). TVC disabled: (a) Time domain;
(b) Frequency domain.

Figure 17 shows the target acceleration together with the one attained in numerical simulations.
A tracking error of approximately 0.55 m/s2 rms has been achieved. As in the previous case, and due
to the same reasons stated there, reference acceleration tracking is reasonably satisfactory, except for
the low frequencies and at the neighborhood of the first modal frequency of the system. Acceleration
tracking error is shown in more detail in Figure 18. Despite the fact that tracking can be deemed
acceptable, accumulation of errors within the low frequency region lead to increased velocity errors
and displacement drifts which may hinder successful test execution due to limited servovalve flow
rate capacity and actuator stroke. Therefore, it seems mandatory to enhance the control architecture
with a parallel controller able to keep, simultaneously, all kinematic variables tracking errors within
reasonable limits.
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Figure 17. Shake table acceleration tracking (noise-free scenario). TVC disabled: (a) Time domain;
(b) Frequency domain.

A second round of simulations has been carried out with the TVC feature enabled in a noise-free
environment. Figures 19–21 show the same information as that offered in Figures 16–18. The employed
values of TVC control gains have been Kd = 1, Kv = 0.5 and Ka = 0.25. Figures below show a
drastic decrease in acceleration tracking error of from 0.55 m/s2 rms in the previous case to 0.087 m/s2.
This reduction especially marked in the low frequency range, down to 0.6 Hz, confirming the
effectiveness of the TVC feedback controller.
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Figure 18. Shake table acceleration error (noise-free scenario). TVC disabled: (a) Time domain;
(b) Frequency domain.
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Figure 19. Pressure force time derivative tracking (noise-free scenario). TVC Enabled: (a) Time domain;
(b) Frequency domain.
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Figure 20. Shake table acceleration tracking (noise-free scenario). TVC Enabled: (a) Time domain;
(b) Frequency domain.
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Figure 21. Shake table acceleration error (noise-free scenario). TVC Enabled: (a) Time domain;
(b) Frequency domain.

A third set of simulations has been carried out to assess the suggested control method in a scenario
where noise is present in sensors measurements. The electrical noise has been modelled as a gaussian
waveform with a peak value of 10 mV according to considerations made in Section 3.2.1. Sources of
noise of this magnitude have been added to all the transducers present in the model (displacement,
acceleration, chamber pressures and spool position) and to servovalve input voltage. Noise in voltage
has been multiplied by the appropriate gains to translate it into the physical quantities affecting the
model (see Section 2). The drive estimate has been synthesized making use of the IF obtained in a
noisy environment (see Section 3.2.1) and the hydraulic parameters utilized by feedback linearization
scheme have been those estimated in presence of noise. The TVC feature has been enabled and the
control gains used have been the same as in the previous case, that is, Kd = 1, Kv = 0.5 and Ka = 0.25.

Figures 22–24 show the same information as that in Figures 19–21. An overall tracking error of
0.403 m/s2 rms has been achieved. Tracking error has increased in the whole frequency range and
specially around the higher frequency limit of the reference profile. The effect of noise is obviously
more accused at lower target acceleration values due to the reduced signal to noise ratio at those
sections. Nevertheless, despite the fact that electrical noise clearly affects negatively tracking quality,
performance is still reasonably good and the stability of the system is maintained, therefore confirming
the robustness of the proposed method when electrical noise of a reasonable magnitude contaminates
sensors measurements.
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Figure 22. Pressure force time derivative tracking (noise-contaminated scenario). TVC Enabled:
(a) Time domain; (b) Frequency domain.
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Figure 23. Shake table acceleration tracking (noise-contaminated scenario). TVC Enabled: (a) Time
domain; (b) Frequency domain.
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Figure 24. Shake table acceleration error (noise-contaminated scenario). TVC Enabled: (a) Time domain;
(b) Frequency domain.

Finally, a fourth round of simulations has been conducted to explore the trend of system behavior
in a noisy environment, when the values of the control gains of the TVC are increased while keeping
the rest of the parameters unaltered. The values of the control gains employed have been Kd = 3, Kv =

2 and Ka = 1. Figures 25 and 26 show, respectively, acceleration and acceleration error both in time and
frequency domain. With the employed control parameters, the influence of the noise in the system is
remarkably reduced yielding similar results as in the second set of simulations. In particular, a tracking
error of 0.1154 m/s2 rms has been attained.
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Figure 25. Shake table acceleration tracking (noise-contaminated scenario). TVC Enabled with
improved parameters: (a) Time domain; (b) Frequency domain.
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Figure 26. Shake table acceleration error (noise-contaminated scenario). TVC Enabled with improved
parameters: (a) Time domain; (b) Frequency domain.

4.2. Comparison between Control Methods

In this subsection, a comparison between the classical iterative control approach, which constitutes
the industry standard for shake table testing, and the new proposed method is presented. A generic
iterative scheme (see Figure 2), in a noise-free scenario, has been employed to obtain qualitative results
representative of the classical method performance. First off, the FRF of the system has been identified
making use of the H1 estimator, according to traditional approach (acceleration over voltage). Then,
it has been inverted to obtain the IF (voltage over acceleration). An estimate of the initial drive to be
fed to the system has been calculated by means of: d0(ω) = IF(ω)are f (ω), where d0(ω) is the initial
drive in frequency domain. The result has been transformed into time domain by means of an IFFT
and has been injected into the servovalve. After the initial iteration, the drive signal would be updated
in successive runs by an iterative scheme of the form: dn+1(ω) = dn(ω) + kIF(ω)

[ ..
xt

n(ω) − are f (ω)
]
,

formulated in frequency domain, where n denotes iteration number and k is the correction gain.
However, only the acceleration results obtained at the first iteration have been considered, with the aim
of evaluating the control methods in comparable operation conditions. In these simulations, the TVC
feature in the new control procedure has been enabled and the values of control gains used have been:
Kd = 1, Kv = 0.5 and Ka = 0.25.
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Figures 27 and 28 show acceleration response and tracking error for both methods. The first
iteration of classical approach reaches a tracking error of 1.484 m/s2 rms as opposed to the 0.087 m/s2 rms
featured by the new implementation. The proposed method shows much better behavior than the first
iteration of the classical approach over the complete frequency range. Nevertheless, this difference in
performances is likely to decrease if a certain number of control iterations were carried out. According
to Figure 28a, the error of the classical approach increases with the magnitude of the target acceleration.
This tracking error rise is caused by the fact that this method relies on a linearization of a non-linear
system around an operating point, which may no longer be valid when the target acceleration profile
implies reaching large values of forces and displacements. In opposition, the new suggested procedure
performs well even at high accelerations, in part, due to the fact that the implemented feedback
linearization scheme excludes the non-linearities associated to hydraulic system from the control loop.
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Figure 27. Comparison between classical and new control methods. Acceleration tracking: (a) Time
domain; (b) Frequency domain.
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Figure 28. Comparison between classical and new control methods. Acceleration error: (a) Time
domain; (b) Frequency domain.

5. Conclusions

This paper presents a novel mixed time-frequency acceleration control method for shake table
systems. The suggested procedure includes identifying an FRF-IF pair which relates table acceleration
to the time derivative of the pressure force acting on servoactuator’s piston rod prior to the test.
This approach allows for the calculation of a time variation of pressure force waveform which can
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be directly imposed by means of a feedback linearization scheme, which approximately cancels out
non-linearities associated hydraulic actuation system leaving only those related to SuT present in the
control loop. Modeling errors, feedback linearization imperfections and external perturbations are
dealt with by a TVC implemented in parallel with the previously outlined architecture. Consequently,
this method includes features belonging to time and frequency domain methods usually employed in
shake table control systems.

The potential effectiveness of the methodology was assessed by means of numerical simulations
carried over a model of the shake table loaded with a two stories shear building. Four groups of
numerical simulations were performed:

1. without the parallel TVC feature enabled in an electrical noise free environment;
2. with the parallel TVC feature enabled in a noise-free environment;
3. with the parallel TVC feature enabled in an electrical noise contaminated environment;
4. with the same conditions as in 3. but with a better tuning of TVC parameters.

Results corresponding to the first group show quite acceptable acceleration tracking; however,
errors at low frequencies may lead to undesired table drifts. When the TVC feature is enabled
and electrical noise is not considered (group 2), tracking errors are drastically reduced, leading to
almost-perfect acceleration tracking with a low control burden placed on the TVC controller.
Noise affects negatively the performance in the whole frequency range, as it was demonstrated
by the third group of simulations; however, tracking error remains within acceptable limits and
the stability of the system is preserved, thus confirming the robustness of the proposed control
procedure when electrical noise of a reasonable magnitude contaminates sensors measurements.
Finally, the fourth group of simulations demonstrates that, by a proper tuning of the TVC control
parameters, almost-perfect tracking is possible even in the presence of noise. The performance of the
new proposed method is better than that of the classical iterative approaches when these operate on a
single iteration basis.

The presented method thus appears quite promising for its implementation in real systems and
features the following advantages over traditional iterative methods: (i) no iterations are required in
test execution stage, (ii) non-linearities associated to hydraulic actuation are excluded from the control
loop, improving tracking characteristics and (iii) the method is less sensitive to uncertainties in IF
identification than the traditional control approaches due to the parallel TVC feature.

The proposed methodology requires, however, measuring or estimating rod displacement,
velocity and acceleration, pressures at both actuator’s chambers, pressures at supply and return
ports of actuator manifolds and position of servovalve’s main stage spool position. Therefore, its
implementation implies increased instrumentation needs with respect to that used in traditional
control methods.

Current works are focused on the implementation of the proposed architecture in an actual shake
table system, paying special attention to the following points:

• Non-linearities present in the purely mechanical system.
• Rigorous studies on the uncertainty in IF and hydraulic parameters estimation and on the effect of

noise present in sensors measurements.
• Development of differentiation schemes robust against noise in signals.
• Assessment of the effects of the delay due to control loop and sensors and their effect on feedback

linearization scheme.
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Abstract: The sand surface is considered a critical injury and performance contributing factor in
different sports, from beach volleyball to greyhound racing. However, there is still a significant gap in
understanding the dynamic behaviour of sport sand surfaces, particularly their vibration behaviour
under impact loads. The purpose of this research was to introduce different measurement techniques
to the study of sports sand surface dynamic behaviour. This study utilised an experimental drop
test, accelerometry, in-situ moisture content and firmness data, to investigate the possible correlation
between the sand surface and injuries. The analysis is underpinned by data gathered from greyhound
racing and discussed where relevant.

Keywords: sports surfacing; sand surface; dynamic behaviour; impact tests; accelerometry;
greyhound racing; equine racing

1. Introduction

Sand surfacing is seen on different sports such as, beach volleyball [1], equine racing [2,3] and
greyhound racing [4–6]. The mechanical properties of the sand surface not only determines the
performance of an athlete, be they human or a tetrapod, but also as an important injury contributing
factor [7,8]. There is still a significant gap in understanding the behaviour of sand surface under
impact load [9,10]. Accordingly, understanding the mechanical properties of sand surface, variables
that alter the sand surface dynamic behavior, and methods to measure these variables, are of
paramount importance.

The characteristics of the sand are identified through the shape, size and percentage of the sand
particles. The shape of the sand particles can vary from a ‘very angular’ to a ‘well rounded’ shape [11]
and is a key influence on the dynamic behaviour of the sand [12]. There are two key variables used
to classify sand particles, namely ‘roundedness’ and ‘sphericity’ [13]. Figure 1 provides a pictorial
representation of the various sand particle shapes. As much as roundedness is desirable in terms of the
impact attenuation properties, angularity is not. When the particles are very angular, they tend to pack
tightly as the sharp corners interlock and will resist the movement of the particles when subjected to
an impact. In contrast, well-rounded particles tend to smoothly transit, or flow, to different locations
upon impact [14].

The amount of water retained on the sand (the sand moisture contents) and the compaction rate
(sand density), also determine the sand surface dynamic behavior [15,16]. Accordingly, in a sport
arena, where it is assumed the characteristics of the sand is controlled, the sand moisture content and
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density should be measured and compared against the safety benchmarks (The safety benchmark
differs depending on the industry.) to avoid injuries. However, current safety benchmark, mainly
those used in racing greyhound’s arena, are not backed-up with science and research and are solely
based on the experience of the track curators [2,17].

Figure 1. Sand particleshape in terms of sphericity, angularity and roundness [13].

An example of investigation on the effect on the sand moisture content and density on sports
arena is a work conducted by Holt et al. [3], where the effect of sand moisture levels and rates of
compaction of two different drainage systems (Limestone gravel and permavoidTM drainage), on the
dynamic performance of synthetic equestrian surfaces (93.84% sand, 5.15% fibre and 1.01% binding
polymer) was studied. They used the Orono Biomechanical Surface Tester (OBST) [18], a 2.25 kg Clegg
hammer [19] and a 30 kg traction device equipped with a horseshoe. The OBST, which simulates
the collision of horse forelegs and the ground, was dropped four times on each surface for each
treatment. The Clegg hammer was dropped four times based on the protocol recommended by ASTM
Standard [20]. A 30 kg traction device, which was also used to measure the traction of the surface,
was dropped once in four different locations of the test chamber for each treatment from a height of
200 mm.

Thiel et al. [1] mainly focused on the dry sand and designed a penetrometer to measure the
stiffness of beach dry sand in-situ. To validate their method, their results were compared with that of
a in-laboratory study, where the penetrometer test were conducted on a sand box [21]. It is claimed
that their results are similar to the in-lab study and their method can be used to measure the stiffness
coefficient of the sand, prior to a sporting event on the dry sand.

Force transducer, mainly the wearable sensor, are extensively used for gait analysis as they are
cheap, easy to use, and user friendly [22]. Therefore, inertial inertial measurement units (IMU) have
been used in different applications, mainly in clinical setting for gait analysis [22].

IMU technology can be also used to study the limb-surface interaction. In a recent studies
conducted by the same author of this work, a single IMU was used to study the impact of different
sports surfacing (grass vs wet sand) on the locomotion dynamics of galloping greyhounds [4–6]. Details
of the most recent work [4] are discussed in the following sections. Worsey et al. [16], also used IMU
technology (9 degrees of freedom (DOF) inertial-magnetic sensors, incorporating an 16 G-accelerometer,
gyroscope, and magnetometer) to compare athletes running over three different surfacing (running
track, hard sand, and soft sand). The purpose of this work was to provide more insight on a previously
observed fact that athletes alter their gait mechanics to accommodate different running surfaces [23].

Mathematical modelling, mainly Spring-Loaded-Inverted-Pendulum (SLIP) models,
firstly introduce by Blickhan et al. [24] are extensively used for gait analysis in different fields of
science and engineering. SLIP models are simple and easy to interpret, yet provide substantial
information about the under-studied subjects [24]. There are numerous off-the-shelf SLIP models,
which one can modify based on their application. For instance, a SLIP model of a greyhound galloping

78



Vibration 2020, 3

on sport sand surfacing was modelled to study the effect of the sand surface with different moisture
content levels and rate of compaction on the canine locomotion dynamics [25]. The results showed
that small changes in sand surface mechanical properties can significantly affect the amount of force
acting on the greyhound hind-leg which well correlates with the high rate of hind-leg severe injuries
in this industry.

It was discussed previously that the ideal track surface should have enough impact attenuation
properties to damp the initial impact shock, as well as providing enough traction for a stable
gallop [26–28]. The surface with ideal mechanical properties has a low amount of energy loss and low
impact acceleration (Gmax) when the foot comes into contact with the surface. The low energy loss,
would also increase the performance of the animal in the race [29].

The surface with high performance was associated with a higher risk of injuries. By contrast,
the surface with impact attenuation properties tended to increase the muscular effort of the runner
which affected their running performance [2].

The low density of the sand or the rates of compaction are also associated with the low rates
of injury [30]. In practice, For sand sport surfacing, ’harrowing’ is suggested, which can reduce the
density or the rates of surface compaction [31]. However, a very low density surface may have a
detrimental effect on locomotion efficiency as it affects the support needed for grip and propelling the
body forward [2].

Surface traction is another variable identifying a safe surface composition. High traction will
increase the bending moment applied to the bones, mainly the tarsal bones, and increase the risk of
injuries [7]. However, not enough traction, usually seen in drier sands, will cause the surface not to
sufficiently support the limb during the stance. Accordingly, as suggested by Holt et al. [3], increasing
the moisture content of the sand while keeping its density low would result in a surface ideal in both
race performance and injury reduction [3]. Overall, apart from acting as a supporting surface, the sand
layer also acts as an energy absorbing layer to mitigate the impact shock. The optimal condition of the
sand layer should have enough energy absorbing capacity (reflected as energy loss and contact time)
while providing acceptable surface traction [32,33].

Contact time is another critical variable that affects the safety performance of the surface.
The shorter the contact time, the higher the risk of injuries, because of an increased load rate to
the musculoskeletal system [34,35]. Accordingly, this variable is considered as one of the primary
safety thresholds in different applications such as playground surfacing tests [36,37].

The purpose of this work is to introduce methods to study the dynamic behaviour of athletic
sand surfaces, with the aim of improving athletes performance while minimising the risk of injuries.
The methods introduced here were originally designed for greyhound racing arenas but are adaptable
to other sports such as horse racing [3], beach relay and sand volleyball [1].

2. Materials and Methods

2.1. A Drop Test to Study the Dynamic Behaviour of the Sport Sand Surfaces

It is discussed above that the sand characteristics contribute to the dynamic behaviour of the
sand, mainly under impact loads. Below the sand particle sizes and percentages recommended for
greyhound racing arena are given in Table 1.

The sample was taken from a typical greyhound racing arena. The sample was then oven dried
for 24 h based on the AS 1289 Part 2.1.1 Standard [38]. As per the Standard, the sand sample should be
heated up in an oven, between 105 to 110◦ for 16 to 24 h.

The sample was then loaded on the sieve shaker. The procedure adopted for this test was
following the AS 1289 Part 3.6.1 2009 Standard [38]. To do so a sieve shaker, model EFL 2000, was used.
As per the Standard, the size of the sieve tray was selected from 4.75 mm to 75 μm. The procedure
was done as such the EFL 2000 were not overloaded. In the case of any sieve being overloaded,
the overloaded sieve sample was further sieved into two or more portions. The sieve shaker was set to
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shake for a time duration in between 5–10 min so that the sand was completely separated according to
their sizes. The same procedure was repeated for 6 samples of soil.

Table 1. Recommended sand particle sizes and percentage for greyhound racing surfaces.

Fraction Size (mm) Percentage (%)

Fine gravel 2.00 0
Very coarse sand 1.00 <5%
Coarse sand 0.50 10–20%
Medium sand 0.25 30–40%
Fine sand 0.15 40–50%
Very fine sand 0.05 40–50%
Silt/clay <0.05 <5%

The calculations for generating the grading curve plots, which is based on AS 1289 Part 3.6.1 2009
Standard [38] is given below Equations (1) and (2):

Percent retained (%) =
Mass o f the particles retained on selected sieve

ΣTotal retained mass
× 100 % (1)

Mass o f soil retained = mass o f the selected sieve with soil − mass o f empty sieve (2)

Once the percent retained is calculated. The cumulative percent retained for each sieve tray is
calculated by adding the percent retained from the largest size sieve to the current size sieve, and then
the percentage of the sand passing through the current sieve size can be obtained through Equation (3):

Percent passing (%) = 100 − cumulative percent retained. (3)

The sand grading curve is plotted and given in Figure 2. The cumulative percent passing is
plotted against the sieve size (in logarithmic scale).

Figure 2. Typical soil grading curves for a greyhound racing surface.

The soil grading curve given above proved the fact that the soil used in the greyhound racing
track is loamy sand, combination of sand with traces of clay [39]. The slight difference in each test can
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be attributed to the loss of soil during the test and therefore caution should be taken while conducting
the test.

The sand moisture content and compaction rate are two important parameters that alter the
mechanical behaviour of the sand. To study the effect of these two parameters on the dynamic behavior
of the sand, collected from a typical sport arena (in our case, it was collected from a typical greyhound
racing arena), an impact test which complies with AS 1289 Part 2.1.1 Standard [38], can be applied.

To perform the impact test, a conventional Clegg hammer was modified, by mounting
two calibrated laboratory-grade Endevco high-G accelerometers. Adding the high-G precision
accelerometers allowed a higher degree of experimental accuracy than that offered by the standard
Clegg hammer. The reliability of the system was tested in previous studies on children’s playgrounds
for impact attenuation of surfacing [36,37].

The dynamic behaviour of the sand sample was studied by analysing the impact data, namely the
maximum acceleration (Gmax), the maximum rate of change of acceleration (Jerk) (Jmax), the impact
duration (contact time), and the energy loss. Before treating the sand sample, it should be again air
or oven dried. The AS 1289 Part 2.1.1 Standard [38] is used to dry the sand sample. Based on the
Standard, the sand sample was heated up in an oven, between 105 to 110◦ for 16 to 24 h.

The effect of three moisture levels—dry (12%), medium to ideal (17%), and ideal (20%); and three
rates of compaction: low traffic (1.35 g/cm3), medium traffic (1.45 g/cm3), and high traffic (1.55 g/cm3),
on the dynamic behaviour of the sand sample, were studied. The density of the sand to replicate the
traffic condition of the surface was previously used by Holt et al. [3].

For all three conditions, we used a cylindrical container with an inner diameter of 15.6 cm.
The sand was filled at 3.0 cm increments until reaching the depth of 12.0 cm. The applied tampering
here was manual. Preferably, the tamper should be equipped with an accelerometer which can provide
a measure of the applied force. However, achieving a certain depth was the only possible control we
could apply. The average of sand density (the mass of the sand sample divided by its volume) for the
simulated traffic conditions was also calculated and given as follows:

• Low traffic condition: The top 3.0 cm layer was raked. The average of sand sample density for
all moisture contents was 1.35 g/cm3. This traffic condition is pictured in Figure 3A.

• Medium traffic condition: The top 3 cm top layer was struck with a tamper to achieve the
depth of 14 cm. The average of sand sample density for all moisture contents was 1.45 g/cm3.
This traffic condition is pictured in Figure 3B.

• High traffic condition: The top 3 cm top layer was struck with a tamper to achieve the depth of
13 cm. The average of sand sample density for all moisture contents was 1.55 g/cm3. This traffic
condition is pictured in Figure 3C.

Figure 3. (A) Low traffic condition with the density of 1.35 g/cm3. (B) Medium traffic condition with
the density of 1.45 g/cm3. (C) High traffic condition with the density of 1.55 g/cm3.

After preparing the sand sample, an impact attenuation test, which complied with the
ASTM-F3146 Standard [20], was conducted from three different heights, namely: 400 mm, 500 mm and
600 mm. Based on the Standard, the test was repeated four times from each height, and the maximum
value was reported that is, the maximum value for Gmax, Jmax and contact time. After the fourth drop
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at each height in the same location, the sand sample was reconstructed to avoid the effect of over
compacting of the lower layers on the results. The impact attenuation data were then post-processed
using LabVIEW software and plotted in MATLAB R18. An ANOVA test (two-factor with replication)
was conducted. Values of p ≤ 0.05 were considered statistically significant. The experimental setup is
illustrated below in Figure 4.

Figure 4. The process of drying the sand sample, altering the moisture content and impact testing
using a modified Clegg hammer.

2.2. Pre-Surface Condition Data to Test Whether There Is a Correlation with Injuries

It is argued above that the sand moisture content and density affect the dynamics behavior of
sports sand surfaces. It is also seen in a mathematical model of greyhounds that subtle changes in
these two values significantly change the forces exposed to animals limb (mainly the hind-leg) [25].
Accordingly, measures should be in-place to correlate the sports sand surfacing moisture content and
firmness with the probability of the injuries, which is also advised for other sport arenas, such as horse
racing [40].

In Australian greyhound racing industry the sand moisture content and firmness are measured
using a portable moisture meter (The instrument to measure track moisture content is typically the
TDR 350 Soil Moisture Meter which measures the Volumetric Water Content of the sand as a percentage
of retained moisture.) and penetrometer device (The instrument to measure track firmness is usually
the FieldScout TruFirm turf firmness meter. The unit on measurement is depth of travel in either inches
or mm.). Twenty-four readings are taken at 8 equidistant positions around the track and 3 locations
across the track. The three locations across the track are 0.5 m from the inner rail, middle of the track
and 0.5 m from the outside rail. These data mUst be collected pre-race, based on the compulsory
minimum standards. The moisture content range should fall within the 26.0–33.6%. The sand firmness
value should fall within the sand firmness range 15–40 mm. Both values are subjective to the type of
the sand used in the sport arena.

In this section, surface condition data for a de-identified greyhound racing track are analysed for
a duration of one year, July 2019 to July 2020, when an increase in the rate of catastrophic incidents
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was observed. The hypothesis was that the moisture and firmness range would not fall within the
recommended range.

Moreover, any inconsistency on the track surface is dangerous and can cause an injury [8,26,28] as
the greyhound is not capable of adjusting its gait based on changing surface conditions [27]. Apart from
assessing whether the moisture and firmness data fall within the recommended range, the fluctuation
between inside and middle track readings should be calculated at different vicinity of the track. It is
hypothesised that high fluctuation in theses values suggests irregular surface properties, which might
contribute to injuries.

The injury heat-map (the approximate locations on each track for each race distance where clusters
of injuries occurred) are generated, based on the injury data provided from the industry, race video and
the Stewart reports, and given in the later section. This would assist in finding a correlation between
the surface condition data and locations of the track with high rate of injuries.

2.3. Use of Accelerometry to Study the Limb-Surface Interactions of Sprinters

Accelerometry or in other words use of accelerometer to record the locomotion dynamics of
athletes are gaining attention as they are cheap, user friendly and provides fundamental information
about the gaits. They are usually attached to subject joints and fused with each other for post-processing.
In this section, the most recent accelerometry study on racing greyhounds is reviewed [4].

To study the effect of surface compliance on the galloping dynamics of racing greyhounds, an IMU,
equipped with tri-axis accelerometer (sampling rate of 185 Hz , was used on two tracks), was used
to measure the associated galloping accelerations in racing greyhounds. It was hypothesised the
greyhound galloping dynamics are different on different surface types (sand surface vs grass surface).

The Anterior-Posterior (fore-aft) and Dorsal-ventral signals (vertical) acceleration signals, recorded
via the IMU, were analysed, to see whether the surface type affect the locomotion dynamics of
greyhounds. To do so, signals of galloping on straight sections of the sport arena, are compared with
each other.

The recorded Dorsal-Ventral acceleration due to hind-leg strikes was more than triple that of the
fore-leg strikes (15 G vs. 5 G). These results were in consistent with the role of hind-legs in powering
the locomotion as well as their higher rates of injuries than fore-legs.

The mechanical properties of the sand and grass surface, mainly the impact deceleration (Gmax)
measured via a Clegg hammer of the sand surface were three times higher than that of the grass
track [4]. Accordingly, it was expected to see higher acceleration on running on the sand surfacing than
the grass one. However, the IMU data (the average of peaks of dorsal-ventral and anterior-posterior
acceleration) for sand versus grass surfaces were not significantly different.

There might be different reason associated to the observed results that is, not significant difference
in IMU signals despite the significant difference on surface type. Firstly, the IMU in this study is
mounted on animal’s neck (Figure 5a) and the signals would be damped while traveling through the
body of the animal. Ideally, the IMU should be attached on animal’s foot to sense the real impact
load. Secondly, the applied signal processing method in this work are those usually used for linear
time-series signals. It is hypothesised that applying nonlinear-time-series-analysis would identify
different features in galloping over sand and grass. These methods are currently under the investigation
by the same author of this work.

2.4. Results and Discussion

2.5. A Drop Test to Study the Dynamic Behaviour of the Sport Sand Surfaces

Figure 6A–I shows the impact acceleration versus time of the sand sample with three different
moisture levels and rates of compaction. The peak of each impact acceleration is the maximum
acceleration (Gmax). The red, blue and black lines represent 400 mm, 500 mm and 600 mm drop
heights, respectively.

83



Vibration 2020, 3

The main observation from Figure 6 and impact data given in Table 2 is that, regardless of the
moisture content, increasing the compaction rate of the sand sample, has resulted in an significant
increase in the Gmax [p = 0.0003 F = 12.9], Jmax [p = 0.00001 F = 22.6] and Contact time [p = 0.023 F = 4.6].

(a)

(b)

Figure 5. Accelerometry used on racing greyhounds. (a) (A) A greyhound galloping on the straight
section of a track with sand surface and wearing the modified jacket with IMU pocket. (B) An integrated
kinematic measurement system (ikms), developed in house, was used to record the acceleration signals.
Data validation of the ikms was achieved using a commercial IMU (GPSport) device. (b) Forward
(Black trace) and vertical (blue trace) acceleration vs time of three consecutive strides of a greyhound
and the corresponding galloping gait events. Rotary gallop is a four-beat gait with two flight phases [41].
The limb impact in this gait moves from limb to limb in a circular pattern that is, left fore-leg (LF),
right fore-leg (RF), compressed flight phase (CFL), right hind-leg (RH), left hind-leg (LH) and extended
flight phase (EFL).

The same effect is also seen when the moisture content is increased (while the sand density is
kept constant), mainly when the moisture level increased from 12% to 17%, which was statistically
significant [p = 0.054 F = 4.21].

Increasing the drop height increased the velocity at the time of the impact and the higher the initial
impact velocity, the higher the value of the Gmax. This reveals the rate dependency of the sand [29].
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Figure 6. The Gmax versus time of the sand samples with different moisture levels and rates of compaction.
The red, blue and black lines represent the drop height of 400 mm, 500 mm and 600 mm, sequentially.

Figure 7A–I shows load-deformation plots of the sand sample with three different moisture
levels and rates of compaction. The slopes of the fitted dashed lines to the loading phases of the
superimposed plots is the stiffness coefficient of the sand sample (based on the method adopted by
Aerts & Clercq [42] in analysing the performance of athletic shoes with hard and soft soles). The red,
blue and black lines represent 400 mm, 500 mm and 600 mm drop heights, respectively.

To see whether the moisture content affects the stiffness coefficient of the sand, sand sample with
the same density but different moisture content were compared with each other. It is observed that
increasing the moisture contents (Here after moisture content) within a 12–20% range, increases the
stiffness coefficient.

In the low traffic condition, this increase is 87% when the water content is changed from 12% to
17%, and only 24% when it is changed from 17% to 20%. In the medium traffic condition, this increase is
26% when the water content is changed from 12% to 17% and 55% when the moisture content increases
from 17% to 20%. Similarly, in the high traffic condition altering the moisture content from 12% to
17% increases the stiffness by 47% and increasing the water content from 17% to 20%, increases the
stiffness coefficient by 16%. This behaviour suggest there is a nonlinear positive relationship between
the moisture content and the stiffness coefficient.

To see whether the sand density affect the stiffness coefficient of the sand sample, the samples
stiffness coefficient are compared with each other while keeping the moisture content constant.

For a sand sample with 12% moisture content, the stiffness coefficient increases up to 95% and
84%, as the rate of compaction is altered from the low to medium traffic condition and from medium
to high traffic condition, respectively. For a sand sample with 17% moisture, this increase is up to
41% and 92%, as the sand samples are compacted from the low to medium traffic condition and from
the medium to high traffic condition, respectively. For a sand sample with 20% moisture content,
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this increase is up to 76% and 45% increase, as the sand samples are compacted from the low to
medium traffic condition and from medium to high traffic condition, respectively.

Figure 7. The load-deformation plots of the sand samples with different moisture levels and rates
of compaction. The red, blue and black lines represent a drop height of 400 mm, 500 mm and
600 mm, respectively.

Increasing the sand density increases the stiffness coefficient of the samples. This is because when
increasing the sand density, the interlock between sand particles will increase, hence increasing the
stiffness [43].

The moisture content and traffic conditions of the sand samples, Gmax, Jmax, contact time (ms),
energy loss (by calculating the area under the load-deformation plots), and the calculated stiffness
coefficients (K), are tabulated in below Table 2.

Table 2. Impactdata from conducting a drop test on the sand sample.

Treatments Gmax (G) Jmax (kG/s) Time (ms) Energy loss (J) K (kN/m)

12%-Low 96.2 43.4 6.7 46.1 16.7

12%-Medium 149.8 87.1 4.2 32.9 35.2

12%-High 176.9 11.07 3.5 34.4 57.9

17%-Low 152.7 75.9 4.7 36.4 31.3

17%-Medium 178.2 93.1 4.8 39.5 44.3

17%-High 253.6 174.0 3.1 40.9 84.5

20%-Low 176.7 91.7 5.0 31.9 38.8

20%-Medium 204.2 129.0 3.5 37.3 68.5

20%-High 272.2 205.0 3.7 32.2 99.2

In the provided results in Table 2, the contact time was not affected by the moisture level of the
sand samples, but it significantly decreased with increases of the density of the sample. Thus, low to
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medium density of the sand sample was found to provide the favourable range of contact time with
regards to injury prevention.

It is observed that altering the moisture content, significantly increased the Gmax and Jmax with no
substantial change seen in the contact time. Moreover, the rates of compaction significantly increased
all the impact data. It is also argued that the high Gmax and Jmax and short contact time were associated
with high injury rate. Accordingly, comparing all the impact data it seems that the sand sample
with 20% moisture content in a low traffic condition resulted in the most favourable behaviour with
regards to both the injury prevention and race performance. The sand sample in this condition had the
lowest energy loss compared to all other cases. The contact time was also in the favourable range as
mentioned above. Finally, the Gmax and Jmax values were relatively low.

2.6. Use of Pre-Surface Condition Data to See If They Correlate with Injuries

The first step to analyse whether sand moisture content and firmness data correlate with the
injury, for those race events with catastrophic incidents, the range for moisture content and the range
for sand firmness were checked to see if they all fall within the recommended range. It is hypothesised
that sand moisture and firmness range should not fall within the recommended range.

The second step to analyse whether sand moisture content and firmness data correlate with the
injury, the fluctuation between the inside and middle track data (both moisture content and firmness
values) should be calculated and compared with the overall fluctuation between the inside and middle
track readings. It is hypothesised that any noticeable fluctuation between the inside and middle track
readings contribute to injuries. To test this hypothesis, the injury location of the catastrophic incidents,
determined using the injury heat-map given in Figure 8, were compared with high fluctuation arenas
and the results are provided below.

A de-identified track heat map is presented in Figure 8. This heat map was generated using race
videos, the Steward’s reports and the injury data recorded by on-track veterinarians. The red circles on
heat map represent the number of injuries at each specific injury location around the track. The larger
the radius on the heat map, the higher the injury rate. It should be noted that only catastrophic
incidents resulting in death were used to generate the injury heat-map.

Figure 8. The de-identified greyhound track injury location heat map for the 425 m start. The magnitude
of the normalised injury rate is depicted by the relative radius of the red circles.
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The injury location, the sand surface moisture content range, the sand firmness value range,
and the high fluctuation vicinity on the track are given in below Table 3.

Comparing the injury heat-map with Table 3 the injury heat-map correlates with the high
fluctuation areas. The fluctuation between inside and middle track moisture of approximately 80%
of the catastrophic injuries had the highest percentage at the injury vicinity among other locations of
the track; The sand moisture content of approximately 80% of the races with catastrophic injuries fell
within the recommended range. The sand firmness data of all (those that were available) of the races
with catastrophic injuries fell within the recommended range.

Having high fluctuation between the inside and the middle track surface properties would expose
trailing greyhounds to a running surface with different properties as they tend to jostle and change
direction to avoid bumping and checking. Any sudden change in the surface condition will contribute
to injuries.

Table 3. Injury location, surface condition range and the zones on the track with of high fluctuation.

Number Moisture Content Firmness Injury Location High Fluctuation Vicinity Matching

1 27.2–31.1% not available F-G Moisture (F-G), Firmness (N/A) YES
2 24.2–31.6% not available F-G Moisture (F-G), Firmness (N/A) YES
3 26.7–31.1% not available B-C Moisture (B-C, H), Firmness (N/A) YES
4 23.2–34.6% not available C-D Moisture (C-D), Firmness (N/A) YES
5 27.2–32.2% not available F Moisture (F), Firmness (N/A) YES
6 26.8–31.2% not available C-D Moisture (C-D), Firmness (N/A) YES
7 24.7–35.1% 15–30 F-G Moisture (F), Firmness (F-G) YES
8 28.7–32.4% 15–25 F-G Moisture (F), Firmness (G) YES
9 29.2–32.6% 20–30 H-J Moisture (E), Firmness (G) NO
10 29.2–32.6% 20–30 H-J Moisture (E), Firmness (G) NO

The main maintenance practice which can assist in having a homogeneous surface condition is
called harrowing. The depth and frequency of the harrowing practice is subjective to the sport arena,
frequency of races and trials, season of the year, weather condition and rain fall, and more importantly,
should be accompanied with an appropriate irrigation management. As discussed above, the sand
moisture content and density are two important factors affecting the dynamic of the race track. It is
also seen that, a relatively wet (20% for the under-studied sand in the laboratory condition) sand
with low-traffic condition (3 cm raked top layer) was ideal in terms of both performance and safety.
Accordingly, it is recommended that the harrowing should be conducted on a regular basis and with
sufficient depth on a surface which is consistently irrigated through an appropriate irrigation system.

3. Conclusions

The sports sand surfacing is used in different sports and is proven to contribute to both increased
athletic performance and a decrease in the risk of injuries. The first step to engineer an optimum sand
surface is understanding the dynamic behaviour of sand surfacing. In this work, different methods to
study the dynamic behaviour of sand surfacing used in the sporting industry are provided and where
applicable, were backed-up with empirical data. Analysing the the impact data of laboratory-based
experiments provided insights into how subtle alternation between the sand moisture content and
density can significantly affect its dynamic behaviour upon impact force. Analysing the sand moisture
content and firmness data, collected via portable moisture meter and penetrometer device, prior to a
greyhound racing race, showed that high fluctuation between these values along the width of the track
(mainly the inside and middle regions) can contribute to catastrophic incidents. The study provided in
this work can contribute to the standardising of sport sand surfacing in sports other then greyhound
racing such as volleyball.
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Abstract: Rapid changes in forces and the resulting changes in acceleration, jerk and higher order
derivatives can have undesired consequences beyond the effect of the forces themselves. Jerk can
cause injuries in humans and racing animals and induce fatigue cracks in metals and other materials,
which may ultimately lead to structure failures. This is a reason that it is used within standards for
limits states. Examples of standards which use jerk include amusement rides and lifts. Despite its use
in standards and many science and engineering applications, jerk is rarely discussed in university
science and engineering textbooks and it remains a relatively unfamiliar concept even in engineering.
This paper presents a literature review of the jerk and higher derivatives of displacement, from
terminology and historical background to standards, measurements and current applications.

Keywords: jerk; acceleration onset; higher-order derivatives of acceleration; jounce; acceleration-dot

1. Introduction

Jerk—the time derivative of acceleration—is an important consideration for many applications
in science and engineering. For example, jerk has long been used as a design factor to ensure ride
comfort, e.g., in amusement rides [1–7], ships [8–10], lifts/elevators [11] and buses [12], and there
are many reasons to believe that the relevance of jerk—and higher derivatives of displacement—will
increase. A number of ISO standards also refer to jerk [13–19].

Displacement, velocity and acceleration are well known concepts for everyone who has studied
physics at secondary level, whereas jerk—the time derivative of acceleration—and higher derivatives
are rarely mentioned, let alone discussed, even in university physics or engineering textbooks.
This omission was pointed out three decades ago by Sandin [20], who only found one reference
to jerk [21] in a dozen reviewed text books. In addition, in an earlier article for university physics
teachers [22], Schot presented the concept and also discussed the radial and tangential components of
jerk. However, despite this early effort for jerk to be included in text books, jerk is not yet discussed in
physics and engineering courses, except for a few textbooks [23–25]. The lack of detail in textbooks
also contributes to some confusion concerning terminology.

Higher derivatives have been discussed by Thompson in a conference presentation [26], where he
argued that since immediate acceleration onsets have a detrimental effect on equipment, acceleration
should be ramped up by placing a limit on jerk. He then proposed an alternative strategy, claimed to
be even better, which is ramping up jerk by placing a limit on its higher derivatives of snap, crackle
and pop. However, the details of his studies are beyond the scope of this work.
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Jerk and higher derivatives of acceleration are relevant for understanding the impact of motion
and vibrations in a wide range of applications, as reviewed in this paper [1–12,27–195]

The considerable interest is also reflected in the large number of downloads (>100,000) of a 2016
paper on jerk and higher derivatives [1].

To support secondary school teachers and university lecturers who would like to introduce
the concept of jerk, as well as higher derivatives, in their science or engineering courses, we have
conducted a thorough systematic review, from terminology and historical background to standards,
measurements and current applications. The articles are divided, based on the applications of jerk,
into twenty-one categories. Each article is ranked against where it is published using Scientific Journal
Rankings (SJR)—Scimago index, from the quartiles Q1 to Q4, where Q1 is occupied by the top 25% of
journals, Q2 by the top 25% to 50% and so on. We used N/A for thesis, reports, and conferences and
journals where we were unable find any information with regards to their quality. Other sources are
also included in the reference list. The rationale for including these sources is the scarcity of research
on jerk. It is then the responsibility of the reader to evaluate the articles against their own objective.
A number of papers have been included which use the concept of jerk, even if they don’t explicitly
mention the term or only refer to it briefly.

Background

There is a limited number of good textbooks about the history of mechanics. The best are probably
Szabo [196] (in German) and Dugas [197] (in French and translated into English [198]). Although these
books contain a lot of interesting information, neither covers jerk or higher derivatives.

Newton’s second law of motion is commonly written as F = ma, i.e., “force equals mass times
acceleration”, although Newton did not use the term acceleration in his equations but stated that the
rate of change in momentum is equal to the applied force. The concept of acceleration was formalized
by Pierre Varignon (1654–1722) [199]. Before the second world war German engineers, including
Melchior [200] and Schlobach [201], pointed at applications of jerk for handheld machines.

One aspect that is frequently overlooked is terminology. By standardizing terminology,
misunderstandings could be avoided, communication between scientists from different disciplines
could be enabled, and searches on the global network would be facilitated. The term “jerk” for the first
derivative of acceleration seems to be most widely used. However, alternative terms like “acceleration
onset rate” are also used, e.g., Whinnery et al. [202], ISO 2041 [13] and a report by NASA [94].

The higher derivatives are less familiar, and different terminologies have been used by different
groups. The term “jounce” is sometimes used to describe the fourth derivative of position, and in
some Japanese articles it is referred to as “jerk-dot” [148,173,175].

In this work, we will use the more common terms “snap”, “crackle” and “pop” for the 4th–6th
derivatives (named after pictorial characters on Kellogs’ Corn Flakes packages from the thirties). For the
7th–10th derivatives, the terms “lock”, “drop”, “shock” and “put” have been proposed informally,
although we have been unable to find them in the literature.

2. Method

Articles in the period from 2015 to 2020 with the term “jerk” mentioned in the title were looked
up in an electronic database (Scholar.google.com), excluding citations and patents. There were
550 results. The initial 550 articles was refined by excluding 129 based on title, non-English language
and duplication. Of the remaining 421 articles, 147 articles were excluded in a more detailed subsequent
assessment that included a review of the abstracts and conclusions, and their source, i.e., low-quality
journals/conferences. Of the remaining 274 remaining articles, 139 articles that referred to jerk in
the context of chaotic systems and nonlinear dynamics were excluded. Terms signaling this context
include jerk system, hyper-jerk system, chaotic jerk-system, jerk attractors, jerk circuit, jerk dynamics,
jerk map, jerk function, jerk oscillators and jerk equations, and traffic jerk model (n = 17) articles that
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used jerk in the context of weightlifting were removed, since this refers to a weightlifting technique
rather than the jerk itself.

In addition to the articles emerging from this database search, the authors were aware of 84 articles
before 2015, as well as articles where jerk was not mentioned in the title. These articles have been
included in the review. The inclusion-exclusion criteria flow chart is given in Figure 1.
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Figure 1. Systematic review ‘inclusion-exclusion criteria’ flow chart.

After reviewing the collected literature (n = 202) and those articles that the author were aware of,
the applications of jerk were categorised into 20 categories.

Categorisation of Jerk Applications

The 21 jerk categories chosen with their respective references were:

1. Jerk in advanced manufacturing [27–90];
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2. Jerk in amusement rides [1–7,14];
3. Jerk in cosmology and space technology [91–94];
4. Jerk in criteria for discomfort [1,4,5,9,10,12,19,25,95–131];
5. Jerk in equation of motion [132–136];
6. Jerk in global positioning systems (GPS) [137,138];
7. Jerk in human tolerance [202,203];
8. Jerk in kinesiology [139–147];
9. Jerk in measurement [148–151];

10. Jerk in motion analysis [152,153];
11. Jerk in ornithology [154];
12. Jerk in racing [155–160];
13. Jerk in sea-keeping [8–10,122,126,204];
14. Jerk in seismic analysis [134,161–170];
15. Jerk in shock response spectrum [8,205];
16. Jerk in sport science [1,171,172];
17. Jerk in standards [13–19]
18. Jerk in structural health monitoring [173–176];
19. Jerk in technical pain [177];
20. Jerk in unmanned aerial vehicle (UAV) [11,178–186]; and
21. Jerk in vehicles (ride comfort [12,15,17,19,25,45,95,98–106,108,109,111–113,115,118–121,

123–125,127–131], anti-jerk controller design [95,98–102,109,111,119,120,130], autonomous
vehicles [12,16,114,123,187,188], and other [111,187,189–195].

The next section presents brief summaries of the papers in the different categories.

3. Results and Discussion

3.1. Jerk in Advanced Manufacturing

Jerk in advanced manufacturing can be categorised into jerk in industrial robots [27–63],
machining [64–78], motors [79–83], and 3D printers [84–90].

3.1.1. Jerk in Industrial Robots

Jerk is mainly used to generate smooth trajectories in industrial robots (also referred to as
manipulators) [27–63]. It is outside the scope and purpose of this paper to explain the jerk-controller.
Details (author, source, SJR ranking and the title) of the Q1 articles are tabulated in Table 1.

As mentioned above, all of the cited reference used jerk as a limit for generating or controlling a
smooth motion.

3.1.2. Jerk in 3D Printers

In recent years, jerk has been used in 3D printers [84–90]. One important consideration in 3D
printing is that the term jerk, in the majority of 3D firmware, is defined in terms of the maximum
“instantaneous” velocity change without consideration of the time required [84,90].

Inconsistent terminology causes confusion and needs to be addressed in the future.
Notwithstanding, in an article on 3D printing by Hernandez [86], the actual jerk was considered
(see Table 2).

3.1.3. Jerk in Machining

Jerk is recently used in generating smooth trajectories in machining [64–78]. Details of Q1 articles
are tabulated in Table 3.
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3.1.4. Jerk in Motors

Jerk is also used in motors mostly a as a measure to control/generate smooth trajectories [79–83]
(Table 4).

3.2. Jerk in Amusement Rides

Jerk is rarely mentioned in textbooks but is quite an important physical parameter, as we quite
often experience it in daily life. One important aspect of jerk is that jerk is an element in the comfort
and safety of amusement rides, as well as reducing the need for equipment maintenance (Table 5).

3.3. Jerk in Cosmology and Space Technology

Jerk is used in cosmology as well as space technology. Details of articles which were eligible based
on the inclusion criteria of the current work are given in Table 6.

3.4. Jerk in Criteria for Discomfort

Ride comfort is an important parameter in amusement rides [1,4,5], sea-keeping [9,10,122,126]
and traditional land-based vehicles [12,25,45,95,98–106,108,109,111–113,115,118–121,123–125,127–131].
There are still discussions ongoing regarding the significance of jerk regarding ride comfort for vehicles,
and jerk is probably a better measure for driving comfort than acceleration, as pointed out by van
Santen [128] and confirmed, e.g., in the study by Grant and Haycock [107]. Jerk monitoring also
offers insurance companies a way to follow up the behaviour of drivers, as a basis for car insurance
pricing [195].

The Dutch institutes TNO and MARIN have initiated a joint project to study the impact of jerk
on the comfort of passengers in a master thesis conducted by Werkman [10]. Details of this work are
given in Section 3.4.2 of this paper.

Förstberg [104] investigated ride comfort and motion sickness in trains. The results indicated
that “it is motion dose from horizontal jerk or horizontal acceleration as well as roll acceleration or roll
velocity that is the primary causes of provocation.” Unfortunately, Förstberg passed away shortly after
presenting his thesis.

Svensson and Ericsson [123] referred to concrete jerk values from American Association of State
Highway and Transportation Official Standards (AASHTO; 2001) [206] in their master thesis. A value
of lateral jerk ranging from 0.03 to 0.09 g/s has been used for highway design. Jia [25] claims that the
jerk should be below 0.2 g/s in trains for passenger comfort. Martin and Litwhiler [118] investigated
acceleration and jerk profiles in the metro-rail system in Washington DC and found jerk peaks of
around 1.3 g/s.

Minimising the discomfort experienced during a journey between two points with the fixed travel
time was studied by Anderson et al. [96]. They proposed jerk as a discomfort criteria. Their work
was then revisited by Antonelli and Klotz [97] and Lemos [116] one and three years later, respectively.
The jerk is proposed as a discomfort criteria. Antonelli and Klotz (2017) [97] and Lemos (2019) [116],
commented on this work and mentioned that the integral of the square of acceleration and the integral
of square of jerk should be considered as criteria for discomfort.

3.4.1. Jerk in Ride Comfort: Amusement Rides

Jerk is used as a ride comfort measure in amusement rides [1,4,5]. Details of studies mentioning
jerk as a ride comfort parameter in amusement rides are given in Section 3.2, Table 5.

3.4.2. Jerk in Ride Comfort: Sea-Keeping

Jerk is used a ride comfort measure in sea-keeping [9,10,122,126]. Details of these studies are
given in below Table 7.

99



V
ib

ra
tio

n
2

0
2

0
,3

T
a

b
le

4
.

Je
rk

in
m

ot
or

s.

A
u

th
o

r
S

o
u

rc
e

S
JR

P
u

rp
o

se
a

n
d

F
in

d
in

g
s

C
o

m
m

e
n

ts

M
as

ou
d

i
(2

01
6)

[8
2]

IE
T

E
le

ct
ri

c
P

ow
er

A
pp

lic
at

io
ns

Q
1

A
lt

ho
u

gh
th

e
lin

ea
r

sw
it

ch
ed

re
lu

ct
an

ce
m

ot
or

s
(L

SR
M

s)
ha

ve
m

an
y

be
ne

fit
s

su
ch

as
be

in
g

lo
w

co
st

,a
nd

ha
vi

ng
a

co
m

pa
ra

tiv
el

y
hi

gh
fo

rc
e-

to
-m

as
s

ra
ti

o
an

d
no

ne
ed

fo
r

m
ec

ha
ni

ca
l

ro
ta

ry
to

lin
ea

r
m

ot
io

n,
as

co
nv

er
te

rs
,

th
ey

ha
ve

lim
it

ed
ap

p
lic

at
io

n
be

ca
u

se
of

th
ei

r
fo

rc
e

ri
p

p
le

.
To

co
nt

ro
lt

hi
s

fo
rc

e
ri

p
p

le
,a

ne
w

co
nt

ro
lm

od
el

ba
se

d
on

a
m

in
im

um
je

rk
m

od
el

is
pr

op
os

ed
,w

hi
ch

ca
n

be
us

ed
in

el
ev

at
or

ap
pl

ic
at

io
ns

.

A
co

nt
ro

lle
r

ba
se

d
on

a
m

in
im

u
m

je
rk

m
od

el
fo

r
LS

R
M

m
ot

or
s.

Ji
nh

u
i

(2
01

7)
[8

0]
M

ec
ha

tr
on

ic
s

Q
1

A
m

in
im

um
je

rk
tr

aj
ec

to
ry

co
nt

ro
lle

r
to

en
ha

nc
e

th
e

sm
oo

th
ne

ss
an

d
st

ab
ili

ty
of

a
ro

to
r

m
ot

or
is

de
ve

lo
pe

d
in

th
is

w
or

k.
Je

rk
as

a
m

ea
su

re
to

ge
ne

ra
te

sm
oo

th
tr

aj
ec

to
ri

es
.

T
a

b
le

5
.

Je
rk

in
am

us
em

en
tr

id
es

.

A
u

th
o

r
S

o
u

rc
e

S
JR

P
u

rp
o

se
a

n
d

F
in

d
in

g
s

C
o

m
m

e
n

ts

P
en

d
ri

ll
(2

00
5)

[2
]

Ph
ys

ic
s

Ed
uc

at
io

n
Q

3
A

lth
ou

gh
te

xt
bo

ok
lo

op
sa

re
of

te
n

ci
rc

ul
ar

,r
ea

lr
ol

le
rc

oa
st

er
lo

op
sa

re
no

t.
T

hi
s

p
ap

er
lo

ok
s

in
to

th
e

m
at

he
m

at
ic

al
d

es
cr

ip
ti

on
of

va
ri

ou
s

p
os

si
bl

e
lo

op
sh

ap
es

,a
s

w
el

la
s

th
ei

r
ri

di
ng

pr
op

er
ti

es
.

Je
rk

is
m

en
ti

on
ed

in
d

ir
ec

tl
y,

in
th

e
co

nt
ex

to
fu

si
ng

cl
ot

ho
id

cu
rv

es
fo

r
ro

lle
r

co
as

te
r

lo
op

s.

E
ag

er
et

al
.

(2
01

6)
[1

]
E

u
ro

p
ea

n
Jo

u
rn

al
of

Ph
ys

ic
s

Q
2

T
he

co
nc

ep
to

fj
er

k
is

di
sc

us
se

d
us

in
g

tr
am

po
lin

e
an

d
am

us
em

en
tr

id
es

(r
ol

le
r

co
as

te
rs

).
T

he
ef

fe
ct

of
je

rk
on

hu
m

an
bo

d
y

is
al

so
d

is
cu

ss
ed

.
T

he
im

p
or

ta
nc

e
of

je
rk

in
am

u
se

m
en

t
ri

d
es

(r
ol

le
r

co
as

te
rs

):
sa

fe
ty

(a
vo

id
in

g
w

hi
p

la
sh

);
ri

d
e

co
m

fo
rt

;
w

he
n

th
e

sa
fe

ty
of

th
e

p
as

se
ng

er
is

no
ta

n
is

su
e,

re
du

ci
ng

th
e

m
ai

nt
en

an
ce

co
st

du
e

to
sn

ap
.

Je
rk

is
im

po
rt

an
ta

nd
is

ex
pe

ri
en

ce
d

in
da

ily
lif

e,
ye

ti
s

no
tw

el
l-e

xp
la

in
ed

an
d

un
de

rs
to

od
.

Si
ca

t
et

al
.

(2
01

8)
[4

]
P

ro
ce

ed
in

gs
fo

r
th

e
A

nn
ua

lO
cc

up
at

io
na

l
E

rg
on

om
ic

s
an

d
Sa

fe
ty

C
on

fe
re

nc
e

N
/A

Th
e

de
si

gn
an

d
va

lid
at

io
n

pr
ot

oc
ol

fo
r

w
ea

ra
bl

e
se

ns
or

te
ch

no
lo

gy
us

ed
to

co
lle

ct
ac

ce
le

ra
ti

on
an

d
g-

fo
rc

e
ex

po
su

re
of

a
zi

p
lin

e
ri

d
er

is
st

ud
ie

d
in

th
is

w
or

k.

T
he

y
ha

ve
br

ie
fl

y
m

en
ti

on
ed

th
e

im
p

or
ta

nc
e

of
je

rk
(r

ef
er

re
d

to
it

as
ra

te
of

ch
an

ge
of

ac
ce

le
ra

ti
on

)
in

th
e

ri
d

e
co

m
fo

rt
an

d
sa

fe
ty

of
th

e
pa

ss
en

ge
rs

.R
ef

er
s

to
Ea

ge
r

et
al

.[
1]

.

100



V
ib

ra
tio

n
2

0
2

0
,3

T
a

b
le

5
.

C
on

t.

A
u

th
o

r
S

o
u

rc
e

S
JR

P
u

rp
o

se
a

n
d

F
in

d
in

g
s

C
o

m
m

e
n

ts

V
äi

sä
ne

n
(2

01
8)

[5
]

M
as

te
r

th
es

is
N

/A
A

lit
er

at
ur

e
re

vi
ew

to
pr

es
en

tg
en

er
al

gu
id

el
in

es
an

d
pr

in
ci

pl
es

of
w

ha
t

is
in

cl
u

d
ed

in
th

e
d

es
ig

n
an

d
en

gi
ne

er
in

g
of

ro
lle

r
co

as
te

rs
an

d
ot

he
r

gu
es

tf
un

ct
io

ns
at

ta
ch

ed
to

th
em

.

T
he

y
ha

ve
br

ie
fl

y
m

en
ti

on
ed

je
rk

as
a

lim
it

w
hi

ch
m

ay
be

co
m

e
st

an
d

ar
d

iz
ed

in
fu

tu
re

,
si

nc
e

it
af

fe
ct

s
th

e
ri

d
e

co
m

fo
rt

an
d

ex
pe

ri
en

ce
.

P
en

d
ri

ll
et

al
.

(2
01

9)
[6

]
Ph

ys
ic

s
Ed

uc
at

io
n

Q
3

A
ss

es
se

d
th

e
fir

st
-y

ea
ru

ni
ve

rs
ity

un
de

rs
ta

nd
in

g
of

th
e

ve
rt

ic
al

m
ot

io
n

on
a

ro
lle

r
co

as
te

r
lo

op
.I

tw
as

fo
un

d
th

at
st

ud
en

ts
ha

ve
pa

rt
ia

lc
on

ce
pt

io
ns

ab
ou

tf
or

ce
an

d
m

ot
io

n
an

d
co

nt
ra

di
ct

io
ns

in
th

ei
r

re
sp

on
se

s
an

d
do

no
t

ha
ve

a
go

od
un

de
rs

ta
nd

in
g

of
ab

ru
pt

ch
an

ge
s

in
je

rk
.

T
he

im
po

rt
an

ce
of

in
cl

ud
in

g
je

rk
in

ph
ys

ic
s

te
xt

bo
ok

s.

P
en

d
ri

ll
et

al
.

(2
02

0)
[7

]
Ph

ys
ic

s
Ed

uc
at

io
n

Q
3

T
he

ef
fe

ct
of

ac
ce

le
ra

ti
on

,j
er

k,
sn

ap
an

d
vi

br
at

io
n

on
th

e
ri

d
e

co
m

fo
rt

ex
pe

ri
en

ce
an

d
sa

fe
ty

of
ro

lle
r

co
as

te
r

ri
de

s
is

an
al

ys
ed

in
th

is
w

or
k,

vi
a

au
th

en
ti

c
da

ta
fr

om
a

di
ve

co
as

te
r

as
an

ex
am

pl
e.

Je
rk

an
d

sn
ap

ar
e

co
ns

id
er

ed
as

ri
de

co
m

fo
rt

cr
ite

ri
a

in
am

us
em

en
tr

id
es

.

T
a

b
le

6
.

Je
rk

in
C

os
m

ol
og

y
an

d
sp

ac
e

te
ch

no
lo

gy
.

A
u

th
o

r
S

o
u

rc
e

S
JR

P
u

rp
o

se
a

n
d

F
in

d
in

g
C

o
m

m
e

n
ts

V
is

se
r

(2
00

4)
[9

1]
C

la
ss

ic
al

Q
u

an
tu

m
G

ra
vi

ty
N

/A
To

ob
ta

in
a

hi
gh

er
ac

cu
ra

cy
of

je
rk

an
d

sn
ap

pa
ra

m
et

er
s

in
co

sm
ol

og
ic

al
Eq

ua
tio

ns
of

St
at

es
(E

O
S)

.I
t

is
fo

u
nd

th
at

al
th

ou
gh

ot
he

r
p

ar
am

et
er

s
ar

e
kn

ow
n

to
hi

gh
ac

cu
ra

cy
,t

he
je

rk
an

d
sn

ap
ar

e
st

ill
po

or
ly

es
tim

at
ed

.T
hi

s
fa

ct
w

ou
ld

ca
us

e
di

re
ct

ob
se

rv
at

io
na

lc
on

st
ra

in
ts

on
co

sm
ol

og
ic

al
EO

S
if

no
tp

ro
pe

rl
y

ad
dr

es
se

d.

T
he

im
p

or
ta

nc
e

of
th

e
je

rk
an

d
sn

ap
in

co
sm

ol
og

ic
al

E
O

S
an

d
ho

w
th

e
la

ck
of

p
ro

p
er

in
fo

rm
at

io
n

ha
s

lim
it

ed
th

e
re

se
ar

ch
er

s
of

th
e

fie
ld

.

H
u

r-
D

ia
z

et
al

.
(2

00
8)

[9
2]

N
A

SA
te

ch
ni

ca
lr

ep
or

t
N

/A
In

an
ar

tic
le

en
tit

le
d

“T
hr

ee
ax

is
co

nt
ro

lo
ft

he
H

ub
bl

e
Sp

ac
e

Te
le

sc
op

e
us

in
g

tw
o

re
ac

tio
n

w
he

el
s

an
d

m
ag

ne
tic

to
rq

ue
r

ba
rs

fo
r

sc
ie

nc
e

ob
se

rv
at

io
ns

”,
je

rk
ha

s
be

en
us

ed
as

a
m

ea
su

re
in

m
an

eu
ve

r
pl

an
ni

ng
.

T
he

y
co

ns
id

er
ed

m
ax

im
u

m
je

rk
as

th
ey

in
ve

st
ig

at
ed

p
os

si
bi

lit
ie

s
fo

r
th

re
e-

ax
is

co
nt

ro
li

ft
w

o
of

th
e

fo
ur

re
ac

tio
n

w
he

el
s

sh
ou

ld
fa

il
.

ST
D

,
N

A
SA

.
(2

01
1)

[9
4]

N
A

SA
te

ch
ni

ca
lr

ep
or

t
N

/A
H

um
an

-s
ys

te
m

st
an

d
ar

d
.“

T
he

sy
st

em
sh

al
ll

im
it

cr
ew

ex
po

su
re

to
ac

ce
le

ra
ti

on
ra

te
s

of
ch

an
ge

la
rg

er
th

an
50

0
g/

s
d

u
ri

ng
an

y
su

st
ai

ne
d

(>
0.

5
s

)
ac

ce
le

ra
ti

on
ev

en
t.”

‘A
cc

el
er

at
io

n
on

se
t’

or
‘a

cc
el

er
at

io
n

ra
te

of
ch

an
ge

’
is

m
en

ti
on

ed
,

bu
t

no
t

je
rk

ex
pl

ic
it

ly
.

R
am

on
(2

01
6)

[9
3]

M
as

te
r

th
es

is
N

/A
T

he
to

u
ch

d
ow

n
d

yn
am

ic
s

of
a

la
nd

er
w

as
si

m
u

la
te

d
.

Je
rk

w
as

a
p

ar
am

et
er

in
d

es
ig

ni
ng

a
ho

ne
yc

om
b

d
am

p
er

,w
hi

ch
ai

m
ed

to
d

am
p

en
th

e
im

p
ac

t
fo

rc
es

as
so

ci
at

ed
w

it
h

to
uc

hd
ow

n
dy

na
m

ic
s

of
th

e
la

nd
er

.

C
on

si
d

er
ed

je
rk

in
th

e
an

al
ys

is
of

to
u

ch
d

ow
n

d
yn

am
ic

s
of

a
la

nd
er

in
a

m
as

te
rs

’p
ro

je
ct

.

101



V
ib

ra
tio

n
2

0
2

0
,3

T
a

b
le

7
.

Je
rk

as
a

cr
it

er
ia

fo
r

di
sc

om
fo

rt
:s

ea
-k

ee
pi

ng
.

A
u

th
o

r
S

o
u

rc
e

S
JR

P
u

rp
o

se
a

n
d

F
in

d
in

g
s

C
o

m
m

e
n

ts

To
m

i
(1

96
1)

[1
26

]
T

he
Ja

p
an

So
ci

et
y

of
N

av
al

A
rc

hi
te

ct
s

an
d

O
ce

an
En

gi
ne

er
in

g

N
/A

R
id

e
co

m
fo

rt
of

pa
ss

en
ge

rs
on

sh
ip

s
w

er
e

st
ud

ie
d.

Th
e

in
flu

en
ce

of
je

rk
on

th
e

ro
lli

ng
m

ot
io

n
w

as
di

sc
ov

er
ed

.
O

ne
of

th
e

fi
rs

t
re

fe
re

nc
es

co
ns

id
er

ed
je

rk
in

ri
d

e
co

m
fo

rt
in

se
a-

ke
ep

in
g.

Je
rk

is
re

fe
rr

ed
to

as
th

e
ti

m
e

d
er

iv
at

iv
e

of
ac

ce
le

ra
ti

on
.

Sh
ig

eh
ir

o
et

al
.

(2
00

2)
[1

22
]

Fi
sh

er
ie

s
sc

ie
nc

e
Q

3
Th

e
ne

w
ev

al
ua

tio
n

m
et

ho
d

of
pa

ss
en

ge
r

co
m

fo
rt

is
ex

pr
es

se
d

by
ve

rt
ic

al
an

d
la

te
ra

la
cc

el
er

at
io

ns
an

d
ex

po
su

re
du

ra
tio

n
re

pr
es

en
ts

th
e

re
la

ti
on

sh
ip

be
tw

ee
n

sh
ip

m
ot

io
ns

an
d

se
as

ic
kn

es
s.

It
is

co
nfi

rm
ed

th
at

th
e

co
rr

el
at

io
n

co
ef

fi
ci

en
tb

et
w

ee
n

th
e

re
su

lt
s

of
th

e
ne

w
m

et
ho

d
an

d
th

e
qu

es
tio

nn
ai

re
s

gi
ve

n
to

th
e

tr
ai

ne
es

sh
ow

fa
ir

ly
si

m
ila

r
re

su
lt

s.

Je
rk

is
no

t
d

ir
ec

tl
y

m
en

ti
on

ed
.

O
nl

y
th

e
w

or
k

co
nd

u
ct

ed
by

To
m

i
[ 1

26
]

w
as

br
ie

fl
y

m
en

ti
on

ed
.

So
sa

&
O

om
s

(2
01

6)
[9

]
R

ep
or

t
N

/A
T

he
ro

le
of

th
e

ro
ll

st
ab

ili
se

r
in

th
e

ri
d

e
co

m
fo

rt
in

th
e

ya
ch

t
in

du
st

ry
is

an
al

ys
ed

.J
er

k
is

m
en

tio
ne

d
as

a
ri

de
co

m
fo

rt
pa

ra
m

et
er

bu
tw

as
no

ti
nc

lu
de

d
in

th
e

ri
de

co
m

fo
rt

ra
tin

g
us

ed
in

th
is

st
ud

y.
Si

nc
e

it
is

se
en

in
th

e
lit

er
at

ur
e

th
at

je
rk

is
an

im
po

rt
an

tp
ar

am
et

er
in

th
is

re
sp

ec
t,

fu
rt

he
r

re
se

ar
ch

in
in

cl
ud

in
g

je
rk

in
th

e
ya

ch
tr

id
e

co
m

fo
rt

ra
ti

ng
is

cr
it

ic
al

.

P
oi

nt
s

to
th

e
ne

ed
fo

r
m

or
e

st
ud

ie
s

of
th

e
ef

fe
ct

of
je

rk
in

th
e

ya
ch

ti
nd

us
tr

y.

W
er

km
an

(2
01

9)
[1

0]
M

as
te

r
th

es
is

N
/A

To
st

ud
y

th
e

im
pa

ct
of

je
rk

on
co

m
fo

rt
of

pa
ss

en
ge

rs
in

se
a-

ke
ep

in
g.

P
oi

nt
s

to
th

e
ne

ed
fo

r
m

or
e

st
u

d
ie

s
of

th
e

ef
fe

ct
of

je
rk

.
Im

p
or

ta
nc

e
of

je
rk

in
se

a-
ke

ep
in

g
an

d
ri

d
e

co
m

fo
rt

in
ge

ne
ra

l.

102



Vibration 2020, 3

3.4.3. Jerk in Ride Comfort: Vehicles

Jerk has been used as a measure of ride comfort in vehicle engineering [9,10,122,126] and vehicle
land-based traditional [12,25,45,95,98–106,108,109,111–113,115,118–121,123–125,127–131]. Details of
studies in Q1–Q4 journals are given in Table 8.

3.5. Jerk in Equation of Motion (EOM)

Jerk is proposed to be used in the EOM, and details of studies explored this can be found in
Table 9. The idea has been discussed earlier but, to date, no concrete examples where someone claims
that adding higher-order derivatives might explain the discrepancies between theory and observations,
have been seen.

3.6. Jerk in GPS Applications

The following articles discussed use of jerk in Global Positioning Systems (GPS), mainly those
types that should perform in harsh dynamic conditions such as satellite launch vehicles (Table 10).

3.7. Jerk in Human Tolerance

Details of works studying human tolerance to jerk are given in Table 11.

3.8. Jerk In Kinesiology

Jerk has been used in different kinesiologies in different fields of clinical studies in sport science.
Below, those works which studied jerk in kinesiology for different applications [139–147] have been
captured (Table 12).

Recently, jerk has gained interest in non-clinical trials. For instance, in a recent study by
Zhang [145–147], jerk was used as a measure to detect fatigue in workers.

3.9. Jerk in Measurement

Jerk is normally measured indirectly by calculating the derivative of acceleration, which is
measured by accelerometers. Below, those studies that developed a device to measure jerk are
tabulated (Table 13).

3.10. Jerk in Motion Analysis

In motion analysis application, jerk is used as s measure in machine learning classifiers [152,153]
(Table 14).

3.11. Jerk in Ornithology

Ornithology is a branch of zoology which deals with birds. jerk has been used in one of the recent
studies in this area, details of which are given in Table 15.

3.12. Jerk in Greyhound Racing

One of the interesting applications (refer to Table 16) of jerk is in high-speed sprint racing, such
as greyhound racing. Recent articles on racing greyhounds, mainly the one in Nature’s Scientific
Report [160], clearly show its importance.

3.13. Jerk in Sea-Keeping

Jerk in sea-keeping is considered in both passengers’ ride comfort and analysing shock spectrum
in high-speed crafts [8–10,122,126,204] (Table 17).
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3.14. Jerk in Seismic Analysis

Seismic analysis is a subset of structural analysis and is the calculation of the response of a building
structure to earthquakes. It is part of the process of structural design, earthquake engineering or
structural assessment and retrofit in regions where earthquakes are prevalent [134,161–170] (Table 18).

3.15. Jerk in Shock Response Spectrum

Equipment that is delivered to naval ships needs to be shockproof. The basic philosophy is
that the equipment should withstand the same explosions as the ship itself (it would be unfortunate
if the ship survived the blast, while it were impossible to operate since all equipment has been
destroyed). Preferably, the shock-proofness of the equipment should be verified both theoretically
and experimentally.

There are essentially three methods for theoretical verification, including:

• Static calculation, where you assume inertia forces of the mass times g in various directions;
• Calculation with shock response spectrum;
• Integration in the time domain.

Static calculations are easiest to carry out. In these calculations, neither the shape of the time history of
the shock (e.g., blast or earthquake) nor the dynamic properties of the equipment under consideration
(e.g., resonance frequencies) are taken into account. This means that you should normally have a
considerable safety margin.

The shock response spectrum was invented by the Flemish-American engineer Maurice Anthony
Binot (1905–1985). The basic idea is to draw a diagram that shows the maximum acceleration and
relative displacement for a number of single-mass oscillators with various eigen frequencies for a
certain shock time history. Normally, a simplified curve is drawn that might be an envelope for several
time histories. This curve can be used to calculate the maximum amplitude for each eigenmode of
the real equipment, and finally the contributions of each eigenmode can be added. There are different
ways to add the contributions from the eigenmodes depending on how cautious you are. The very
conservative approach is that you assume that, at some point in time, all the contributions of the
eigenmodes are pointing in the same direction. This curve can not be used for testing, so a new time
history curve has to be synthesised as input to that activity. It is out of the scope of this article to
discuss details of this method, but it is interesting to point out that in these calculations jerk, etc., are
implicitly taken into account.

The most straightforward method to carry out shock calculations is by integration in the time
domain. Since the calculations are based on the time history, the derivatives of the acceleration are
implicitly taken into account. The time history can, of course, directly be used as input to the test
activity and comparison between calculations and measurements should be straightforward. The main
drawback of this method is that it consumes a lot of computer power.

Studies that studied jerk in shock responses are listed in Table 19.

3.16. Jerk in Sport Science

Sport science is a general term which can include the science behind designing running shoes
and studying the impact attenuation properties of greyhound’s surface. Those articles that passed the
inclusion criteria of this work are tabulated in Table 20.

3.17. Jerk in Structural Health Monitoring

Vibration monitoring is another challenging area, e.g., it would be beneficial to be able to be able
to identify the wear on gearboxes of wind power stations in due time. However, the application of
higher-order derivatives of acceleration for damage detection requires further investigation. Using
jerk as one parameter to be monitored has been suggested, e.g., by Zhang et al. (2012) [174] (Table 21).
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3.18. Jerk in Technical Pain

Jerk was used to expand the understanding of researcher of sensed pain via a pain sensor where
jerk was used as a biometric measure (Table 22).

3.19. Jerk in UAV

Jerk, and even higher derivatives of it (aka jounce/snap), have been recently used in designing,
testing and controlling UAVs [11,178–186] (Table 23).

3.20. Jerk in Vehicles-Land Based Traditional

Jerk in vehicles is mainly used for measuring the ride comfort [12,25,45,95,98–106,108,109,111–113,
115,118–121,123–125,127–131]. It is also used as a controller design, referred to as an anti-jerk controller
design [95,98–102,109,111,119,120,130]. Jerk is also used in autonomous vehicles [12,114,123,187,188],
which is explained in the below sections.

3.20.1. Jerk in Vehicles: Ride Comfort

One of the main applications of jerk in vehicles is as criteria for discomfort. Details of these studies
were given in Table 7.

3.20.2. Jerk in Vehicles: Autonomous Vehicles

Jerk in autonomous driving is used to evaluate the comfortable ride and safety of the
passengers [12,114,123,187,188] (Table 24).
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4. Conclusions

The purpose of this work was to show the importance of jerk in the context of science and
engineering, by conducting a thorough systematic review of recent academic articles (2015–2020)
where the term ‘jerk’ was mentioned in the title. The quality of papers was assessed based on Scientific
Journal Rankings (SJR)—Scimago index, from the quartiles Q1 to Q4, where Q1 is occupied by the
top 25% of journals, Q2 by the top 25% to 50%, and so on. The articles were then categorised based
on the application of jerk in twenty categories. The result of this systematic review showed that,
although jerk is overlooked in secondary and higher education, jerk is ubiquitous. Road, rail and sea
all have examples of a jerk, from crack initiation to ride comfort. Traditional printing and 3D-printing
control systems all contain examples of a jerk. This review has provided a solid foundation for future
research on the importance of jerk in different fields. It has identified research gaps which will assist
researchers in creating a concise road map toward a more comprehensive study on jerk. The authors
also emphasize that jerk is still essentially overlooked in secondary and higher education. This review
provides support for teachers and textbook authors who may wish to include examples of jerk in their
lessons and textbooks.

Jerk is all around as if we care to listen, feel, open our eyes and observe—from greyhound tracks
to roller coasters.
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Abstract: High-rate dynamic systems are defined as engineering systems experiencing dynamic
events of typical amplitudes higher than 100 gn for a duration of less than 100 ms. The implementation
of feedback decision mechanisms in high-rate systems could improve their operations and safety,
and even be critical to their deployment. However, these systems are characterized by large
uncertainties, high non-stationarities, and unmodeled dynamics, and it follows that the design of
real-time state-estimators for such purpose is difficult. In this paper, we compare the promise of five
time-frequency representation (TFR) methods at conducting real-time state estimation for high-rate
systems, with the objective of providing a path to designing implementable algorithms. In particular,
we examine the performance of the short-time Fourier transform (STFT), wavelet transformation (WT),
Wigner–Ville distribution (WVD), synchrosqueezed transform (SST), and multi-synchrosqueezed
transform (MSST) methods. This study is conducted using experimental data from the DROPBEAR
(Dynamic Reproduction of Projectiles in Ballistic Environments for Advanced Research) testbed,
consisting of a rapidly moving cart on a cantilever beam that acts as a moving boundary condition.
The capability of each method at extracting the beam’s fundamental frequency is evaluated in terms
of precision, spectral energy concentration, computation speed, and convergence speed. It is found
that both the STFT and WT methods are promising methods due to their fast computation speed, with
the WT showing particular promise due to its faster convergence, but at the cost of lower precision
on the estimation depending on circumstances.

Keywords: high-rate dynamics; structural health monitoring; time-frequency analysis;
synchrosqueezing transform (SST)

1. Introduction

High-rate dynamic systems are defined as engineering systems experiencing high-amplitude
disruptions (acceleration >100 gn) within a very short duration (<100 ms) [1]. Examples of high-rate
systems include blast mitigation mechanisms, hypersonic aircraft, and advanced weaponry. Generally,
these systems experience rapid changes in their dynamics that can cause malfunctions and sudden
failures. The capability to conduct real-time identification of such changes combined with real-time
adaptation is critical in ensuring their continuous operation and safety [2]. In terms of system
identification, the high-rate problem consists of being able to identify and quantify changes in dynamics
over a very short period of time for dynamics containing (1) large uncertainties in the external loads;
(2) high levels of non-stationarities and heavy disturbance, and (3) unmodeled dynamics from changes
in system configuration.
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Work directly addressing the problem of high-rate state estimation, or system identification is
limited. In previous work, the authors have proposed an adaptive sequential neural network with
a self-adapting input space enabling fast learning of nonstationary signals from high-rate systems [3].
Although the data-based technique showed great promise at high rate state estimation, it did not
provide insight into the system’s physical characteristics, as it is generally the case with data-based
techniques. Physics-driven methods, such as those borrowing on model reference adaptive system
(MRAS) theory, showed great promise in handling nonlinearities, uncertainties, and perturbations [4,5].
MRAS was applied to the problem of high-rate state estimation in [6], where the position of a moving
cart was accurately identified under 172 ms through a time-based adaptive algorithm used in reaching
the reference model with an average computing time of 93 μs per step, obtained through numerical
simulations conducted in MATLAB. A frequency-based approach was proposed in [7] to identify the
position of that same cart. Their algorithm consisted of extracting the dominating frequency through
a Fourier transform over a finite set of data and matching that frequency to a set of pre-analyzed finite
element models. The authors applied their algorithm experimentally using a field-programmable gate
array (FPGA), and were able to accurately identify the position of the cart within 202 ms with a 4.04 ms
processing time per step.

A net advantage of frequency-based methods over time-based methods is that they do not
typically rely on the tuning of parameters such as adaptive gains. However, they are harder to apply in
real time because they are inherently batch processing techniques. It follows that, to enable applications
to high-rate systems, one must integrate a temporal approach to the frequency technique in order to
extract the required real-time information, a method known as time-frequency representation (TFR).
For example, this was done in [7] through the use of a non-overlapping sliding window of 198 ms
length. The objective of this paper is to explore the applicability of TFRs to the high-rate problem.

TFRs are widely used for the detection and quantification of faults through vibration-based
data [8]. Frequency domain characteristics, such as frequencies, damping ratios, energy in different
frequency ranges, and time-frequency domain characteristics, such as time-frequency spread [9],
can be used as key features to conduct structural health monitoring [9]. A number of TFRs for
instant frequency recognition have been proposed. Popular approaches include linear non-parametric
methods, such as short-time Fourier transform (STFT), wavelet transform (WT), and Wigner–Ville
distribution (WVD) [9,10]. The application of these methods results in a trade-off between time and
frequency resolutions [11]. An adaptive non-parametric method have also been proposed, including
the Hilbert–Huang transform (HHT) [12–14], the Cauchy continuous wavelet transform (CCWT) [15],
the instantaneous frequencies (IF) re-assignment methods, synchrosqueezing transform (SST) [16], and
the multi-SST (MSST) [17].

In this paper, five of these methods are selected, namely the STFT, WT, WVD, SST, and
MSST, and their real-time applicability are compared with a specific focus on weakly time-varying
systems, here defined as systems with continuously time-varying frequencies, in opposition to
abrupt changes (steps, jumps, shifts) in frequencies [18,19]. The objective is to provide a path in
designing the next generation of real-time high-rate algorithms. The quantification of performance
is conducted on experimental data from the DROPBEAR (Dynamic Reproduction of Projectiles in
Ballistic Environments for Advanced Research) testbed [20], which includes the moving cart dynamics
used in [6,7]. The remainder of the paper is organized as follows. First, the background on the five
TFR methods is presented—after DROPBEAR is introduced and the performance of the methods is
analyzed numerically on two different sets of experimental data. Lastly, the performance of each
method is compared, and key conclusions are drawn.

2. Time-Frequency Response Methods

This section gives an introductory background on the TFR methods under comparison.
These include the following traditional TFR methods: STFT, WT, WVD, and TF re-assignment methods:
SST and MSST.
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2.1. Traditional TFR Methods

2.1.1. Short-Time Fourier Transform

The Fourier transform of a sequence of an N discretely sampled signal x[n] to the discrete
frequency domain X[k] is taken as:

X[k] =
N−1

∑
n=0

x[n]e−j2πnk/N n = 0, 1, 2, ..., N − 1 (1)

where j is the imaginary unit, and k is the corresponding frequency. To integrate a temporal notion,
the Fourier transform can be applied over short time segments through a moving window, where
the signal can be assumed stationary between two consecutive segments, a method known as STFT.
The local Fourier spectrum of each segment can be generated around the position of the window,
and the frequency’s temporal variation can be observed locally. This is done by modifying Equation (1)
as follows [21,22]:

STFTx[m, k] =
L−1

∑
n=0

x[n]g[n − m]e−j2πnk/N (2)

where g[n] is the windowing function of length L, and m denotes a time shift. With the STFT, a narrower
window will improve the time domain resolution but will result in a lower frequency domain resolution.
Conversely, a wider window will improve the frequency domain resolution but will result in a lower
time domain resolution.

2.1.2. Wavelet Transform

The WT method is known for its superior spectral resolution by overcoming the STFT’s
requirement of predefining a window length. It provides a linear time-frequency representation
based on a preselected mother wavelet ψ using simultaneous dilation and translation operations.
The discretized version of the continuous WT of a signal x[n] is written [23,24]:

WTψ[m, k] =
1√
c

L−1

∑
n=0

x[n]ψ
[(n

c
− m

)
T
]

(3)

where c is scaling factor. Generally, the WT method has better temporal resolution and lower frequency
resolution for higher frequency contents, and better frequency resolution and lower temporal resolution
for lower frequency contents. The resulting time-frequency signal transform may be blurred and
cannot achieve high resolution simultaneously in time and frequency.

2.1.3. Wigner–Ville Distribution

The WVD method is an approach based on the quadratic energy density obtained through an
instantaneous autocorrelation function [25]:

WVDx[m, k] = ∑
n

x [n + m/2] x∗ [n − m/2] e−j2πmk/N (4)

where the asterisk denotes the complex conjugate. Challenges in applying the WVD include
interferences and negative values [26]. There are times when cross-terms produce oscillatory
interference with multiple frequency components, and the magnitude of the interference may range
from extremely negative to extremely positive values.
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2.2. Time-Frequency Reassignment

2.2.1. Synchrosqueezing Transform

The SST method is time-frequency reallocation method that yields finer time-frequency
representations for a non-stationary multi-component signal. With SST, the energies of the
time-frequency coefficients are reassigned to achieve higher energy around the trajectories of IF,
resulting in more accurate tracking of these IFs [27]. The SST representation is conducted using:

SSTφ[m, k] =
1

Δk ∑
cm

WTψ[m, k]c−3/2Δcm (5)

where cm is the discrete scale for which the wavelet decomposition WTψ[m, k] is computed, and Δcm =

cm−1 − cm is a scaling step. The SST results in a more concentrated profile and unique IF curves but
is inherently more computationally intensive comparing to the WT method. A limitation of the SST
method is that it assumes a weakly time-varying system.

2.2.2. Multi-Synchrosqueezing Transform

The MSST method is an improvement of the SST that results in a sharper energy concentration of
the TFR [17]. It does not require any other redundant parameter or a priori information to demodulate
the frequency-modulated signals, and thus it can be applied beyond weakly time-varying systems.
MSST is formulated to post-processes STFT:

MSST1[m, k] = STFT − SSTx[m, k] =
N−1

∑
n=0

STFTx[m, k]δ[k − k̂[m, k]] (6)

Multiple iterations of the process can be conducted with

MSSTN [m, k] =
N−1

∑
n=0

MSST[N−1][m, k]δ[k − k̂[m, k]] (7)

where MSSTN [m, k] is the SST at the Nth iteration for N > 2. Increasing N will yield better IF estimates,
but at the cost of higher computational time.

3. Methodology

This section introduces the research methodology. It includes a description of the experimental
setup, data collection process, and TFR performance investigation methodology.

3.1. Experiment Setup

DROPBEAR is an experimental testbed designed to conduct reproducible high-rate dynamic
responses [20]. Shown in Figure 1, the testbed features a cantilever steel beam with a rolling cart
moving along the beam. The movable cart functions as a variable pin, used to mimic sudden or gradual
changes in stiffness due to a change in boundary conditions. The beam was equipped with one PCB
353B17 accelerometer connected to the beam located 300 mm away from the clamp to measure the
beam’s response to the moving cart. A modal hammer PCB 086C01 was used to excite the beam at
the tip. Figure 1 also shows an electromagnet that can be used to simulate a sudden change in mass
through a controlled drop. That feature was not utilized in generating test data used in this paper.
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Figure 1. DROPBEAR testbed: (a) picture and (b) schematic of the setup.

Two types of experiments were conducted. First, the beam was excited with the cart fixed at
various locations (i.e., ”fixed cart configuration”): positions A, B, C, D (respectively 50 mm, 100 mm,
150 mm, and 200 mm away from the clamp). For each location, the cart was maintained in place for
2 s and the beam impacted at 0.5, 2.5, 4.5, and 6.5 s (Figure 2a). Data from the accelerometer were
sampled at 1 kHz and used to compute frequency response functions (FRFs) using the H1 estimation
method [28] plotted in Figure 2c and extract the fundamental natural frequencies at 26.5, 31, 38, and
47.5 Hz (Positions A, B, C, and D, respectively). The fixed cart configuration was used to examine
the performance of each TFR method over the entire dataset, without the use of sliding windows
(except for the STFT). Second, the cart was moved (i.e., “moving cart configuration”) starting at 50 mm
from the clamp at 0.5 s to 200 mm from the clamp over 1 s, stayed for 1.39 s, and then returned to
the initial position at 4.26 s. The acceleration was sampled at 25 kHz. The time series response of
the beam is plotted in Figure 2b. The moving cart configuration was used to examine the real-time
applicability of methods through the use of sliding or non-overlapping sliding windows. The type
and size of windows, along with the type of wavelets, were selected heuristically to obtain the best
overall performance.
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Figure 2. (a) signal from the fixed cart configuration at 50, 100, 150, and 200 mm; (b) signal from
moving cart configuration between 50 mm to 200 mm; and (c) frequency response functions (FRFs) for
DROPBEAR with fixed cart positions at 50, 100, 150, and 200 mm.

3.2. Performance Analysis

Analyses were performed in MATLAB 2019b, with an Intel(R) Core(TM) i7-7700 CPU 3.6 GHz.
The performance of the TFR methods in the fixed cart configuration is assessed as a function of four
performance metrics (J1 to J4). Metric J1 is the mean absolute error between the estimated ω̂ and real ω
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frequency over the length n of the signal. Metric J2 is the energy concentration of the TFR using Renyi
entropy [29]. Metric J3 is the computation time per window. Metric J4 is the mean convergence time
when the estimation error falls and remains within an error threshold, here taken as 5%. Metrics J1

and J2 can be expressed mathematically as follows:

J1 =
n

∑
i=1

|ω̂i − ωi|
n

J2 =
∫∫

log |TFR(t, ω)3|dtdω

(8)

In terms of performance assessment, small values for J1, J3, and J4 are desired, while a high value
for J2 is desired. The performance of the TFR methods in the moving cart configuration is only assessed
using performance metrics J1 and J3, given that the problem of interest is frequency tracking.

4. Results and Discussion

This section presents results from the fixed and moving cart configurations and discusses the
performance of the different TFR methods for applicability to high-rate system identification.

4.1. Fixed Cart Configuration

A parametric study was first conducted to study the influence of TFR parameters and select the
optimal parameters in comparing performance across TFRs. The study starts with the STFT, where the
window length and type are investigated. In the investigation, the window size ranged from 128 to 768
at an interval size of 64, window length overlaps were a half and a quarter of the window length, and
windowing functions were Hanning, Gaussian, and Blackman, as shown in Figure 3. Figure 4a plots the
results. To facilitate the comparison, the four metrics were normalized to the highest value at 1. It can
be observed that both J1 and J2 converge after a window length of 512. In addition, under the J2 and J3

metrics, the half overlapped window performs better than the quarter overlapped windows. Under
J4, the half overlapped Gaussian window performs similarly to the quarter overlapped windows.
However, the other half overlapped window functions generally perform worse, and the window
length of 512 appears to yield optimal results. From these results, a window length of 512 with a
half-overlapping Gaussian windowing function was selected as the optimal set of parameters.

0 50 100 150 200 250 300 350 400 450 500
sample

0

0.5

1

am
pl

itu
de

Hanning window
Gaussian window
Blackman window

Figure 3. Window functions used in STFT.

The parametric study for the WT consisted of evaluating the performance under different wavelets,
including the Morse, Morlet, and Bump wavelets [30,31]. Figure 4a plots the results. Results show a
similar performance across all wavelet types, with slightly better performance for the Morlet wavelet
observable under J3. The Morlet wavelet was selected as the optimal parameter For the MSST,
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the number of 2 to 5 iterations were studied. Results were also similar across all iteration numbers,
and thus a total of two iterations were selected as the optimal parameter.
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Figure 4. Parametric investigation for (a) STFT; and (b) WT.

Results from the fixed cart configuration experiment using the selected optimal parameters are
shown in Figure 5. Figure 5a is the time series response over 2 s under each location. Figure 5b–f show
the time-frequency content extracted by the STFT, WT, WVD, SST, and MSST methods, respectively.
Ridge detection is used to identify the first natural frequency (shown as a solid red line) by extracting
the maximum-energy time-frequency ridge of the spectrograms [32]. The measured frequencies from
the FRF (Figure 2c) are also shown in blue dashed lines. Table 1 lists performance under metrics J1–J4.

Visual observation of the time-frequency plane (Figure 5b–f) shows that the WVD provides the
best frequency identification at position A, followed by the SST, while the WT yielded high variance
in results. This may be attributed to the weaker acceleration response from the beam compared
to other positions (Figure 5a). Over other positions, all methods appear to have identified a stable
frequency, with the SST and MSST converging faster than the other methods, followed by the STFT.
An examination of the performance metrics listed in Table 1 confirms these observations. The SST
provided the most precise estimate of frequency, while the WT was the least precise (J1). The SST
and MSST methods showed the highest energy concentrations (J2), as expected from time-frequency
reassignment methods. However, their computation time (J3) was significantly higher compared to
the other methods, with the STFT and WT being the fastest. In terms of convergence (J4), the SST
and MSST were the fastest, while the STFT was the slowest. From the static cart experiment results,
it appears that the WT is one of the most applicable methods to the high-rate problem given its fast
convergence speed and lower computation time, although at the cost of precision on the estimation of
frequency over weak signals.
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Figure 5. Time-frequency planes from the fixed cart configuration obtained using the (a) signal from
the fixed cart configuration at 50, 100, 150, and 200 mm; (b) STFT; (c) WT; (d) WVD; (e) SST; and (f)
MSST method with extracted frequencies (red solid lines) and estimated true frequencies (dashed
blue lines).

Table 1. Fixed cart configuration time-frequency analysis comparison.

TFR J1 J2 J3 J4

Method (Hz) (/J2max) (ms) (ms)

STFT 0.384 0.012 6.9 286
WT 0.729 0.0220 242 44

WVD 0.316 0.0573 1093 51
SST 0.095 1 10,505 1

MSST 0.155 0.6667 12,236 1

4.2. Moving Cart Configuration

Time-frequency planes obtained from the moving cart experiment are shown in Figure 6.
Results also show the estimated true temporal variation of the beam’s fundamental frequency (in
dashed blue), obtained by assuming linearity of the system and interpolating between the measured
frequencies from the FRF (Figure 2c) at the 50 mm and 200 mm positions. The STFT and WT were
conducted with a sliding window of length 4096, corresponding to 164 ms, and the overlap size is half
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of the window length. Data were down-sampled from 25 kHz to 1.25 kHz to conduct the WVD in
order to reduce the computational burden by maintaining a low-size window of 512 data points and
improve the frequency resolution to bin sizes of 2.4 Hz, instead of 12.2 Hz under 25 kHz. The SST and
MSST were processed with a non-overlapping sliding window size of 1024 data points at a reduced
sampling rate of 1.25 kHz, corresponding to a duration of 819 ms. The WT was conducted using Morse
wavelets, the SST used a Gaussian window, and the MSST was iterated five times, as for the fixed cart
configuration. Table 2 lists results for performance metrics J1 and J3, along with a summary of the
processing window lengths used in the study.

(e)

(c) (d)

(a) (b)

Figure 6. Time-frequency planes from the fixed cart configuration obtained using the (a) STFT; (b) WT;
(c) WVD; (d) SST; and (e) MSST method with extracted frequencies (red solid lines) and estimated true
frequencies (dashed blue lines).

A visual comparison of the fundamental frequency extracted by the TFR methods (solid red line)
with the estimated true frequency (dashed blue line) in Figure 6 shows that the SFTF provided the
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most precise estimation of the beam’s fundamental frequency that can be linked to the cart’s location,
followed by the WT. The WT showed more chattering in the results, but with a better adaptation
to the varying frequency. This is confirmed by performance metric J1 (Table 2), which also shows
that the SST underperformed with respect to the other TFR methods. The computation time per
iteration (J3) was significantly faster for the STFT and WT methods, smaller than the window hopping
time (82 ms). For the WVD, the down-sampling strategy enabled a computation time of 262 ms per
window, instead of approximately 10 s using a window size of 2048 data points. However, despite such
improvement in the frequency resolution and computational time, the WVD failed at identifying the
beam frequency during the movement of the cart, as observable in Figure 6. The MSST’s computation
time is significantly longer than for the other methods, attributable to the longer window lengths that
were necessary in implementing the methods.

Table 2. Moving cart configuration time-frequency analysis comparison.

TFR J1 J3 Window
Method (Hz) (ms) (ms)

STFT 0.54 3.8 82
WT 0.56 9.3 82

WVD 1.88 262 819
SST 0.91 288 819

MSST 0.66 543 819

Results from the moving cart experiment showed that both the STFT and WT were adequate
methods through their fast computational speed and acceptable precision on the frequency estimation.
The three other methods did not provide adequate performance in terms of computation time.
Moreover, the WVD did not succeed at extracting the fundamental frequency with acceptable precision.
Overall, compared with results obtained under the fixed cart configuration experiment, it can be
concluded that both the STFT and WT methods have good promise for real-time application to
high-rate state estimation due to their fast computation time and level of precision. It is worth
remarking that the WT’s precision relative to the STFT is approximately the same, unlike results seen
under the fixed cart configuration where the WT’s estimation error was close to three times that of the
STFT. This can be attributed to the faster convergence speed of the WT, whereas the WT was capable
of adapting more quickly to a change in the system’s frequency under the moving cart configuration.
Thus, it appears that the WT is more applicable to the high-rate problem, given its faster convergence
speed, but this may come at the cost of lower precision on the estimation depending on circumstances.

5. Conclusions

This paper examined the promise of various time-frequency representation methods at conducting
real-time high-rate state estimation. In particular, five methods were compared: the short-term Fourier
transform (STFT), wavelet transform (WT), Wigner–Ville distribution (WVD), synchrosqueezing
transform (SST), and multi-SST (MSST). The performance of the methods was assessed using high-rate
experimental data produced on the DROPBEAR (Dynamic Reproduction of Projectiles in Ballistic
Environments for Advanced Research) testbed. Such data included acceleration measurements of
a beam with a cart located at fixed positions (“fixed cart configuration”) sampled at 1 kHz, and with
a cart moving between two locations (“moving cart configuration”), sampled at 25 kHz.

Results from the fixed cart configuration show that both the STFT and WT methods could
be performed significantly faster than the three other methods, with the WT outperforming other
methods in terms of convergence speed. Under the moving cart experiment, both the STFT performed
similarly in terms of frequency estimation precision, but with the STFT being computationally faster to
implement. The WVD failed at identifying the fundamental frequency, while the SST and MSST had
unacceptable computation times, attributable to the longer window lengths that were necessary for
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implementing the methods. The SST and MSST can achieve good energy concentration and estimation
in fixed cart configuration, but not for the moving-cart configuration.

Overall, it appears that the WT would be a better candidate for real-time applicability to high-rate
state-estimation given its relatively faster convergence, but this may come at the cost of lower precision
on the estimation depending on circumstances. The performance of the WT is yet to be assessed for
strongly time-varying systems to characterize high-rate mechanisms undergoing sudden and high
amplitude changes in their dynamics. It should also be noted that this paper limited the investigation
to only five methods over a very specific experimental dataset and that, while results point towards
the WT method as a possible path to high-rate applications, different conclusions could be drawn
in a different environment, in particular for systems dominated by higher frequencies. In general,
it is envisioned that applications to the high-rate problem would come in the form of advanced yet
computationally fast algorithms inspired by the STFT or WT methods and that their implementations
in field-programmable gate arrays (FPGAs) would significantly improve their performance in terms
of computation time.
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Abstract: Track foundation stiffness (also referred as the track modulus) is one of the main parameters
that affect the track performance, and thus, quantifying its magnitudes and variations along the track is
widely accepted as a method for evaluating the track condition. In recent decades, the train-mounted
vertical track deflection measurement system developed at the University of Nebraska–Lincoln
(known as the MRail system) appears as a promising tool to assess track structures over long distances.
Numerical methods with different levels of complexity have been proposed to simulate the MRail
deflection measurements. These simulations facilitated the investigation and quantification of the
relationship between the vertical deflections and the track modulus. In our previous study, finite
element models (FEMs) with a stochastically varying track modulus were used for the simulation
of the deflection measurements, and the relationships between the statistical properties of the track
modulus and deflections were quantified over different track section lengths using curve-fitting
approaches. The shortcoming is that decreasing the track section length resulted in a lower accuracy
of estimations. In this study, the datasets from the same FEMs are used for the investigations, and the
relationship between the measured deflection and track modulus averages and standard deviations
are quantified using artificial neural networks (ANNs). Different approaches available for training the
ANNs using FEM datasets are discussed. It is shown that the estimation accuracy can be significantly
increased by using ANNs, especially when the estimations of track modulus and its variations are
required over short track section lengths, ANNs result in more accurate estimations compared to the
use of equations from curve-fitting approaches. Results also show that ANNs are effective for the
estimations of track modulus even when the noisy datasets are used for training the ANNs.

Keywords: railroad tracks; track modulus; computer simulation; artificial neural networks

1. Introduction

It is widely accepted that a track modulus, and its variations, are indicators of subgrade
conditions [1–5]. A track modulus is a measure of the vertical stiffness of the rail foundation and is
defined as the ratio of the vertical supporting force per unit length of rail to the vertical deflection [1].
A practical way to assess the track modulus is to measure the rail deflection under specified loads [6–8].
Measured deflections can be correlated to the track modulus using mathematical equations. Two
methods are available to measure rail deflections: trackside measurement techniques and on-train
approaches. Trackside measurement techniques are used to measure the rail deflection at specific
locations under specified static loads or moving loads [9]. Although these techniques provide accurate
estimations of track stiffness, they are laborious and time-consuming, especially when multi-point
measurements are required. On the other hand, on-train measurement systems allow the measurement
of rail deflections over long distances and thus provide a good overall evaluation of the entire railway
network [10–15]. Comprehensive analysis is typically needed to investigate the relationship between
deflection measurements from on-train systems and track modulus [16,17].
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The real-time vertical track deflection measurement system (known as MRail System) developed
at the University of Nebraska–Lincoln, under the sponsorship of the Federal Railroad Administration
(FRA), has become more popular in recent decades [10–12]. The system computes relative vertical
deflection (Yrel) between the rail/wheel contact plane, and the rail surface at a distance of 1.22 m from
the nearest wheel to the sensor system. The MRail system has been tested over different railway lines
in the USA and Canada for evaluating track conditions [18–21]. Results from the MRail field tests
show that the system not only has the potential to identify the local track problems, i.e., muddy ballast,
degraded joints, crushed rail head, broken ties, but also provides an opportunity to map the subgrade
condition and assess the track performance along the railway line [22–25].

In addition to the experimental studies, different numerical models have been used to investigate
the relationship between track modulus and Yrel data, and numerical approaches have been proposed
to estimate the track modulus from Yrel [21,26]. The current study aims to propose a new and advanced
approach for estimating track modulus statistical properties from Yrel data more accurately compared
to previous studies. First, the details of the MRail system are briefly presented, and the numerical
models developed by others and their shortcomings are discussed. Then, artificial neural networks
(ANNs) are explained as the main tool to investigate the relationship between track modulus and
Yrel data in this paper. Different methods for training the ANNs are used, and the effectiveness of
the trained ANNs are investigated using error measurement parameters such as the coefficient of
determination (R2), the root mean square error (RMSE), and mean absolute percentage error (MAPE).
Suitable signatures of Yrel data are identified by conducting both statistical and frequency analysis.
Feedforward neural networks are proposed as a function approximation technique to estimate the
track modulus average (UAve) and standard deviation (USD) from Yrel data. To further investigate
the effectiveness of the ANNs for estimating the track modulus, noisy finite element models (FEM)
datasets are employed for training the ANNs. The accuracy of the track modulus estimations using
these ANNs is also investigated using R2, RMSE and MAPE.

2. The Stiffness Measurement System and Numerical Simulations

2.1. MRail Measurement System

The MRail system was originally developed at the University of Nebraska–Lincoln under the
sponsorship of the Federal Railroad Administration (FRA) [10–12]. The system measures the relative
vertical deflection (Yrel) between the rail surface and the rail/wheel contact plane, at a distance of 1.22
m from the nearest wheel to the acquisition system (Figure 1a). The sensors consist of two laser lines
and a digital camera mounted on the side frame of the rail car (Figure 1b). The laser system projects
two curves on the rail surface, whose minimum distance (d) is captured by the camera (Figure 1c).
Subsequently, the distance between the camera and the rail surface (h) is computed by converting
d. Finally, the relative deflection Yrel is calculated by subtracting h from (Yrel + h), the fixed distance
between the rail/wheel contact plane and the camera.

The MRail system can measure the deflection at different sampling rates with the speed up to
96 km/h (60 mph). The Winkler model and the finite element models have been used to estimate the
track modulus from Yrel [24].
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Figure 1. Demonstration of the MRail system (real-time vertical track deflection measurement system)
for Yrel measurements: (a) the measurement system on a rigid frame; (b) the sensor system; and (c) the
projections of the laser lines on the railhead.

2.2. Winkler Model

Rail deformation and bending stress under specific loads are typically estimated using THE
Winkler model, which considers the track as an infinite beam on a continuous elastic foundation [27–29].
Using the Winkler model (Equation (1)), the vertical rail deflection (y) at a distance x from the applied
load (P) is computed as follows:

y(x) =
Pβe−βx(cos βx + sin βx)

2U
(1)

where β is the stiffness ratio, which is equal to (U/(4EI))0.25, U is the track modulus, E is the modulus of
the elasticity of the rail, and I is the second moment of area of the rail.

From the Winkler model, the vertical deflection profile of a rail is only dependent on the track
modulus value when the rail size and vertical loads are known. Once a value is assumed for track
modulus, the rail vertical deflection profile can be estimated using Equation (1), and from the rail
vertical deflection profile, Yrel can be calculated as the relative vertical deflection between the rail surface
and the rail/wheel contact plane at a distance of 1.22 m from the nearest wheel (Figure 1a) [11,30]. The
main shortcoming in this method is that the Winkler model assumes a track modulus is constant along
the track while the field data shows that a track modulus stochastically varies along the track [31,32].
Therefore, the estimation of the track modulus from the Yrel measurements needs more advanced
numerical models.

2.3. Finite Element Model

FEMs allow the simulation of a stochastically varying track modulus, and therefore, a more
accurate simulation of Yrel measurements. Fallah Nafari et al., developed 90 FEMs with a stochastically
varying track modulus to facilitate a more detailed investigation of the relationship between the
Yrel and the track modulus [21]. Datasets from the 90 FEMs were used for the study in this paper.
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Hence, the details of the models are discussed briefly. The models are developed using CSiBridge
software, where each model includes a 180.8 m track structure with two rails, crossties, and spring
supports [33]. To develop each model, a normal track modulus distribution is assumed and randomly
selected numbers from this distribution are assigned to the spring supports along the track. Statistical
properties of the assumed normal distributions are summarized in Table 1, and the applied loads are
depicted in Figure 2. RE136 rail size and 0.508 m tie spacings are used in the models.

Table 1. Statistical properties of the track modulus in the FEMs.

Track Modulus Average (MPa) Coefficient of Variation (COV) No. of Simulations

41.4 0.25; 0.5; 0.75 30 (10 simulations for each COV)
27.6 0.25; 0.5; 0.75 30 (10 simulations for each COV)
12.8 0.25; 0.5; 0.75 30 (10 simulations for each COV)

Figure 2. The loading condition in the finite element models (FEMs).

Individual Yrel values are calculated from the vertical deflection profile at every 0.3048 m (≈1 ft)
interval while the moving loads pass the track model. The dynamic effects of track–train interactions
are not considered during the simulations due to the software’s limitation. This is acceptable within
the scope of this study which mostly focuses on the Canadian freight lines where speeds are most
likely lower than 65 km/h.

Figure 3 shows an example of the inputted track modulus to the model and corresponding Yrel
output. Fallah Nafari et al., used basic statistical analysis and curve fitting approaches to study the
relationship between the statistical properties of track modulus (U) and Yrel [21]. The results showed
that the average and standard deviation of the track modulus over a track section length can be
estimated from the average and standard deviation of Yrel over the same track section length. However,
the estimation accuracy becomes lower by decreasing the track section length [21]. To overcome this
shortcoming and increase the estimation accuracy of the track modulus, ANNs are proposed for the
track modulus estimations in this study.

Figure 3. (a) Track modulus inputted to the FEM (Mean = 41.4 MPa, COV = 0.25); and (b) the extracted Yrel.
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2.4. Estimation of Track Modulus Average

2.4.1. Multilayer Perceptron Artificial Neural Networks

Multilayer perceptron neural networks (MLPNN) are typically useful for classification, and
function approximation problems [34–38]. The implementation of MLPNN is operated with two
stages of performance, i.e., training and testing procedures. Once the training process is successfully
performed in a self-adaptive manner with all defined parameters (such as learning algorithm and
network architecture including several layers, and neurons in each layer), the network can effectively
approximate the input–output mapping function.

MLPNN is a network containing two or more neurons distributed in different layers, such as
input layers, output layers, and hidden layers that connect the input and output layers (Figure 4a).
Each neuron has a nonlinear differentiable activation function that creates real values and is highly
connected to other neurons based on synaptic weights wij (n) (Figure 4b) as the level of connectivity.

Figure 4. (a) Example of a two-hidden layer perceptron; (b) typical operation at neuron j.

One of the most complicated tasks before executing an MLPNN is that all the required parameters
should be well defined to approximate the input–output relationship, which is called the learning
process that contains two phases. In the forward phase, the inputs are fed into the network from left to
right, and layer by layer with the fixed values of synaptic weights. In the backward phase, the error
vector is first computed by subtracting the output of the network from the expected target. The error is
then propagated backward from the output to the input layer. In this phase, the synaptic weights are
adjusted to minimize the network error by solving the credit-assignment problems in the operation of
each hidden unit. Each synaptic weight will be updated differently based upon the contribution of the
corresponding hidden unit to the overall error. More information about training the network using
backpropagation and gradient descent is in Haykin’s book [34].

2.4.2. Estimation Procedure and Results

The inputted track modulus and the corresponding Yrel data from the 180 m track models are
divided into equivalent groups based on a track section length (e.g., 5 m, 10 m, etc.). Once the
subgroups are defined, the average and standard deviation of Yrel in each subgroup are used as the
networks’ inputs whereas the track modulus averages in the corresponding track segments are defined
as the network’s outputs.

Yrel data extracted from eighty-one FEMs (out of ninety FEMs) are used to train the neural network.
The accuracy of the trained network is then tested using the remaining nine (unseen) FEMs. These
nine FEMs are called “unseen models” hereafter as they are not used in training the network. To
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test the trained network, track modulus average is estimated from Yrel average and the standard
deviation for the nine unseen models. The estimated track modulus average is then compared with
the track modulus inputted initially into the FEMs to generate Yrel data. The effectiveness of the
proposed network is measured based on three parameters: the coefficient of determination (R2), the
root mean square error (RMSE), and the mean absolute percentage error (MAPE) [39]. These measures
are described as follows:

R2 =

⎛⎜⎜⎜⎜⎜⎜⎝
1
N
∑N

i=1

[
(oi − oi) ·

(
yi − yi

)]
σo · σy

⎞⎟⎟⎟⎟⎟⎟⎠
2

(2)

RMSE =

√√√ N∑
i=1

(yi − oi)
2

N
(3)

MAPE =
1
N

N∑
i=1

100

∣∣∣yi − oi
∣∣∣

yi
(4)

where oi, yi, σo, and σy are the average and standard deviation of the estimated, and targeted values; N
is the number of testing samples.

When a network is trained, five-fold cross-validation is employed to minimize any potential
over-fitting problem and increase the network’s generalization. Regarding the network architecture, a
network with two hidden layers (each contains 15 hidden nodes) is used in this study. This network
ensures an acceptable error range, avoids over-fitting, and optimizes the computational efficiency.
From different tests, it is noted that increasing the number of hidden nodes and hidden layers, does
not necessarily mean the network’s performance is improved. In fact, the input configuration is the
most important factor that controls the network performance.

Five networks for five different track section lengths have been fully trained to perform this study.
The track modulus average over five section lengths is then estimated for the nine new models using
the trained networks. Table 2 presents the accuracy level of these estimations. From the table, the
network performs better when the track section length increases although the error is acceptably small
even with the case of a 10 m section length. R2 is 0.95 for the case of the 10 m section length, which
means that the estimated and inputted track modulus averages are well correlated. Moreover, the
RMSE and MAPE are quite small, i.e., 2.81 MPa, and 6.99% respectively, considering that range of
inputted track modulus average is 12.8 to 41.4 MPa. In addition to confirming the applicability of the
Yrel data in indicating the track modulus information, the current methodology provides more accurate
results than the other method in the literature [21]. As shown in Table 2, the R2 value computed in the
related study decreases as the length of the track segment reduces, whereas the R2 in the current study
is almost constant for cases with a 10 m track section and more.

Table 2. Estimation accuracy of the track modulus average (no noise added).

Section Length (m) MAPE * (%) RMSE ** (MPa) R2 R2 in [21]

5 12.42 4.58 0.86 0.79
10 6.99 2.81 0.95 0.93
15 5.90 2.56 0.95 N/A
20 4.32 1.60 0.98 0.96
25 3.87 1.63 0.98 N/A

* Mean Absolute Percentage Error; ** Root Mean Square Error.

The accuracy of the estimation method for the case of the 10 and 20 m section lengths are
demonstrated in Figure 5 for four models as an example. These four models had a different track
modulus average and variations. From the figure, the values estimated from the networks are very
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close to the actual track modulus average inputted to the FEMs. Better results can be observed in the
case of a 20 m section length (Figure 5b) although the performance of the estimation of track modulus
over the shorter section length (Figure 5a) is still satisfactory. Most importantly, the local fluctuation of
the track modulus is well captured.

Figure 5. Moving average of the actual track modulus inputted to the FEMs vs. estimated values over:
(a) the 10 m section length; and (b) the 20 m section length.

The effectiveness of the framework is further investigated by adding artificial noise to the Yrel data
extracted from the FEMs. This simulates the real-life condition in which the Yrel measurements are
affected by parameters such as the resolution of the MRail measurement system, track irregularities,
etc. The artificial noise was added based on Equation (5) [40]. An example of pure vs. noise-added Yrel
is shown in Figure 6:

Yrel−noisy = Yrel + α · 0.12 + β · 0.1 ·Yrel (5)

where α, and β are random numbers ranging from −1 to 1.

Figure 6. Demonstration of pure and noisy Yrel.
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The noisy Yrel is used to train new networks, and then the trained networks are used to estimate
the track modulus average. The estimated track modulus is then compared with the inputted track
modulus for each model and the error is reported in Table 3. From the table, the estimation of the track
modulus average (Uave) from the noisy Yrel is still successful even for the short track section length of
10 m as R2 is 0.95, and RMSE is 2.77 MPa. This demonstrates that the framework performs effectively
even when the Yrel data contain noise, and thus is expected to work with real-life data.

Table 3. Estimation accuracy of the track modulus average (with added noise).

Section Length (m) MAPE (%) R2 RMSE (MPa) R2 in [21]

5 14.09 0.83 5.07 0.79
10 7.01 0.95 2.77 0.93
15 5.93 0.96 2.36 - *
20 6.07 0.97 1.98 0.96
25 3.98 0.98 1.53 - *

* Not available for comparisons since those section lengths are not available in the previous study.

2.5. Estimation of Track Modulus Standard Deviation (USD)

The estimation of the track modulus standard deviation from the Yrel data using statistical methods
and curve-fitting approaches has not been successful for track section lengths shorter than 80 m [21].
Therefore, frequency characteristics of the deflection data are investigated in this study to increase the
estimation accuracy of track modulus standard deviation. The coefficients associated with the Yrel
frequency components are employed as one of the inputs to the ANNs, whose outputs are the track
modulus standard deviation over different track section lengths. As demonstrated in Figure 7, Yrel and
the track modulus data are divided into different subgroups based on various track section lengths
(similar to the procedure used for estimating the track modulus average). Then, statistical analysis, fast
Fourier transform, and a liftering technique are applied on the Yrel data in each subgroup to extract the
average and standard deviation of the Yrel and average and the standard deviation of liftering the fast
Fourier transform (FFT) coefficients. These parameters are used as the inputs of ANNs.

Figure 8a shows an example of the FFT coefficients of the Yrel data over a track section of 30 m for
81 models. As can be seen, the coefficients at higher orders are relatively small. This is undesirable
for training the ANN due to possible bias. Therefore, the coefficients are processed using a liftering
technique (Equation (6) to roughly normalize their variances) [41]:

X′(k) =
(
1 +

L
2

sin
(
π(k + 1)

L

))
·X(k), k = 0, . . . , N − 1 (6)

where L is the sin lifter parameter, which is 50 in the current study, and X(k) is the FFT coefficients.
Once the liftering technique is applied (Figure 8b), the average and standard deviations of the

lifted FFT are calculated using Equations (7) and (8) are used as two additional inputs for ANNs.

P1 =
2

N − 1

(N−1)/2∑
k=0

∣∣∣X′(k)∣∣∣ (7)

P2 =

√√√
2

N − 1

N/2∑
k=0

(∣∣∣X′(k)∣∣∣− P(1)
)2

(8)

The architecture used for developing the network in this section has two hidden layers and 15
hidden nodes in each layer, similar to the network’s architecture for estimating the track modulus
average. The trained networks are used for estimating the track modulus standard deviation over
different track section lengths and three accuracy measurements are reported in Table 4. In order
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to show that the current input–output pair is optimized, and two network architectures are trained
(ANN-1 with four inputs, i.e., the average and standard deviation of Yrel, and the average and standard
deviation of the lifted FFT; ANN-2 with two inputs, i.e., mean and standard deviation of Yrel). In each
case, the two networks are trained and tested multiple times and the mean and standard deviation of
the performance parameters are computed and reported in Table 4. For the case of 5 m section length,
for instance, the networks’ input, and output are first extracted based on the chosen section (5 m), then
ANN-1 and ANN-2 networks are trained using the training data and tested against the data extracted
from nine unseen FEMs.

Figure 7. Procedure for estimating the track modulus standard deviation (USD).

Figure 8. FFT of Yrel: (a) before liftering; and (b) after liftering.
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Table 4. Estimation accuracy of the USD (no noise added, the standard deviation in the parenthesis).

Section Length (m) Network Configuration RMSE (MPa) MAPE (%) R2 R2 in [21]

10
ANN-1 3.00 (0.16 *) 18.41 0.83 0.53
ANN-2 3.05 (0.22) 19.12 0.82 -

15
ANN-1 2.36 (0.08) 15.01 0.89 -
ANN-2 2.61 (0.39) 15.79 0.87 -

20
ANN-1 2.23 (0.11) 14.49 0.91 0.66
ANN-2 2.59 (0.89) 14.47 0.88 -

25
ANN-1 1.83 (0.13) 11.96 0.94 -
ANN-2 1.99 (0.30) 11.72 0.92 -

30
ANN-1 2.08 (0.17) 11.61 0.92 -
ANN-2 2.14 (0.44) 11.79 0.91 -

* Standard deviation of the estimation error.

From Table 4, the error values show that the standard deviation of track modulus (USD) can be
estimated satisfactorily by both network configurations (ANN-1 and ANN-2). Even for the 10-m
section length case, for instance, the coefficient of correlations between the actual USD and the one
estimated by the two networks are very high, e.g., 0.83 and 0.82 respectively. However, the networks
with four inputs (ANN-1) slightly outperform the one with two inputs (ANN-2) regardless of the
section lengths. Specifically, the RMSE and MAPE are always smaller than those arising from the
trained networks whose inputs are the statistical properties of Yrel only (ANN-2). Values estimated
using the networks with four inputs have relatively high R2 in all cases showing that the methodology
is successful. In particular, the R2 is as high as 0.94 for the case of the 25 m section length and the RMSE
is 1.83 MPa, which is a relatively small error considering that the maximum standard deviation of the
inputted track modulus in the FEMs is 31.05 MPa. Moreover, the first network (ANN-1) provides more
reliable results as the standard deviation of RMSE remains stable (varying from 0.11 to 0.17 MPa) and
lower than those of ANN-2. Therefore, combining FFT and statistical analysis to configure the input
for the networks noticeably improves the estimation accuracy, and increases the stability of the ANNs,
the mapping function between the Yrel characteristics and the track modulus standard deviation (USD).
Most importantly, there is a big step forward in this paper compared to the previous study, where
the R2 coefficient is 0.748 even though the 40 m section length is used [21]. The performance of this
estimation can be considered ineffective as the R2 coefficient reduced significantly in shorter track
segment cases (Table 4). Hence, considering the current results, it can be claimed that neural networks
are more powerful for mapping the relationship between Yrel and track modulus, especially over the
short track section lengths.

For more descriptive results, the strong correlation between the actual and estimated track
modulus’s standard deviation for the 25 m section length is demonstrated in Figure 9. As can be seen,
the estimated standard deviations follow the same patterns as those of the actual values, which vary
greatly from 3.2 to 31.05 MPa.

Figure 9. The actual track modulus standard deviation over the 25 m section length vs. the
estimated values.
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The effectiveness of the methodology is further validated by adding noise into the deflection data
(Yrel). Similar to the procedure mentioned in the previous section, noise is added to the Yrel data from
90 models using Equation ((5). The dataset from 81 models is then used to train the networks using
two approaches: networks with two inputs (average and standard deviation of Yrel) and networks
with four inputs (average and standard deviation of Yrel and average and standard deviation of the
lifted FFT). The developed networks are used to estimate the track modulus standard deviations over
the different section lengths from the unseen Yrel data. The estimated values are compared with the
standard deviation of track modulus inputted to FEMs and results are reported in Table 5. The results
show that the proposed approaches work very well even when Yrel datasets are affected by noises. The
R2 is again higher than 0.90 when the 25 m or higher section lengths are utilized.

Table 5. Estimation accuracy of the USD (with noise added).

Section Length (m) Network Configuration R2 RMSE (MPa) MAPE (%)

10
ANN-1 0.82 3.06 20.12
ANN-2 0.81 3.14 19.64

15
ANN-1 0.87 2.59 16.30
ANN-2 0.87 2.64 16.23

20
ANN-1 0.89 2.42 16.13
ANN-2 0.89 2.45 14.71

25
ANN-1 0.94 1.86 11.96
ANN-2 0.93 1.88 11.73

30
ANN-1 0.94 1.84 10.43
ANN-2 0.93 1.89 10.95

3. Conclusions

In this paper, two frameworks are proposed for estimating the track modulus average, and the
standard deviation over the different track section lengths. The frameworks employed Yrel data (a
relative rail vertical deflection measured using the MRail system) for the track modulus estimations. The
relationship between the statistical properties of the track modulus and the Yrel data were investigated
using artificial neural networks (ANNs). Datasets from FEMs are used to train the ANNs in which their
outputs are either the track modulus average or standard deviations. Both statistical and frequency
analyses were conducted to identify the optimized inputs for the ANNs from the Yrel data. From the
results, the track modulus average over a track section length of 10 m or longer is accurately estimated
from the average and standard deviation of the Yrel data within the corresponding section length.
Additionally, the standard deviation of the track modulus over a section length of 25 m or longer is
estimated with an acceptable level of accuracy. It is also shown that the trained ANNs work very well
for the track modulus estimations even when the Yrel values as the ANN inputs are affected by noise.
The proposed ANNs are only applicable to a specific rail type and loading condition. Hence, a similar
procedure should be followed to train the ANNs for different ranges of rail sections and loading types.

Author Contributions: Conceptualization, N.T.D., M.G. and S.F.N.; methodology, N.T.D.; software, N.T.D., S.F.N.;
validation, N.T.D., M.G. and S.F.N.; formal analysis, N.T.D., M.G.; writing—original draft preparation, N.T.D.;
writing—review and editing, N.T.D., M.G. and S.F.N.; supervision, M.G. All authors have read and agreed to the
published version of the manuscript.

Funding: The study is funded by IC-IMPACTS (the India-Canada Centre for Innovative Multidisciplinary
Partnerships to Accelerate Community Transformation and Sustainability), established through the Networks of
Centres of Excellence of Canada.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Selig, E.T.; Li, D. Track modulus: Its meaning and factors influencing it. Transp. Res. Rec. 1994, 1470, 47–54.

157



Vibration 2020, 3

2. Ebersohn, W.; Selig, E.T. Track modulus measurements on a heavy haul line. Transp. Res. Rec. 1994, 1470, 73.
3. Lopez Pita, A.; Teixeira, P.F.; Robuste, F. High Speed and Track Deterioration: The Role of Vertical Stiffness of

the Track. Proc. Inst. Mech. Eng. Pt. F J. Rail Rapid Transit. 2004, 218, 31–40. [CrossRef]
4. Dahlberg, T. Railway Track Stiffness Variations-Consequences and Countermeasures. Int. J. Civ. Eng. 2010, 8,

1–12.
5. Sussmann, T.R.; Ebersohn, W.; Selig, E.T. Fundamental nonlinear track load-deflection behavior for condition

evaluation. Transp. Res. Rec. 2001, 61–67. [CrossRef]
6. Burrow, M.P.N.; Chan, A.H.C.; Shein, A. Deflectometer-based analysis of ballasted railway tracks. Proc. Inst.

Civ. Eng. Geotech. Eng. 2007, 160, 169–177. [CrossRef]
7. Norman, C.; Farritor, S.; Arnold, R.; Elias, S.; Fateh, M.; El-Sibaie, M. Design of a System to Measure Track

Modulus from a Moving Railcar; US Department of Transportation, Federal Railroad Administration, Office of
Research and Development: Washington, DC, USA, 2006; paper ID 20590.

8. Eric, G.B.; Nissen, A.; Björn, S.P. Track deflection and stiffness measurements from a track recording car. Proc.
Inst. Mech. Eng. Pt. F J. Rail Rapid Transit. 2014, 228, 570–580. [CrossRef]

9. Wang, P.; Wang, L.; Chen, R.; Xu, J.; Xu, J.; Gao, M. Overview and outlook on railway track stiffness
measurement. J. Mod. Transp. 2016, 24, 89–102. [CrossRef]

10. Lu, S. Real-Time Vertical Track Deflection Measurement System. Ph.D. Thesis, University of Nebraska
Lincoln (UNL), Lincoln, Nebraska, 2008.

11. Norman, C.D. Measurement of Track Modulus from a Moving Railcar. Master’s Thesis, University of
Nebraska-Lincoln, Lincoln city, NE, USA, 2004.

12. Greisen, C.J. Measurement, Simulation, and Analysis of the Mechanical Response of Railroad Track. Master’s
Thesis, University of Nebraska-Lincoln, Lincoln city, NE, USA, 2010.

13. Thompson, R.; Li, D. Automated vertical track strength testing using TTCI’s track loading vehicle. Technol.
Digest. 2002, 1489, 17–25.

14. Li, D.; Thompson, R.; Marquez, P.; Kalay, S. Development and Implementation of a Continuous Vertical
Track-Support Testing Technique. Transp. Res. Rec. 2004, 1863, 68–73. [CrossRef]

15. Rasmussen, S.; Krarup, J.A.; Hildebrand, G. Non-Contact Deflection Measurement at High Speed. In
Proceedings of the 6th International Conference on the Bearing Capacity of Roads, Railways and Airfields,
Lisbon, Portugal, 24–26 June 2002.

16. Berggren, E.G.; Kaynia, A.M.; Dehlbom, B. Identification of substructure properties of railway tracks by
dynamic stiffness measurements and simulations. J. Sound Vib. 2010, 329, 3999–4016. [CrossRef]

17. With, C.; Metrikine, A.V.; Bodare, A. Identification of effective properties of the railway substructure in
the low-frequency range using a heavy oscillating unit on the track. Arch. Appl. Mech. 2010, 80, 959–968.
[CrossRef]

18. Roghani, A.; Hendry, M.; Ruel, M.; Edwards, T.; Sharpe, P.; Hyslip, J. A case study of the assessment of an
existing rail line for increased traffic and axle loads. In Proceedings of the IHHA 2015 Conference, Peth,
Australia, 21–24 June 2015.

19. Roghani, A.; Hendry, M.T. Assessing the potential of a technology to map the subgrade stiffness under
the rail tracks. In Proceedings of the Transportation research board 94th annual meeting; Transportation
Research Board, Washington, DC, USA, 11–15 January 2015.

20. Roghani, A.; Macciotta, R.; Hendry, M. Combining track quality and performance measures to assess track
maintenance requirements. In Proceedings of the ASME/ASCE/IEEE 2015 Joint Rail Conference, American
Society of Mechanical Engineers, San Jose, CA, USA, 23–26 March 2015.

21. Fallah Nafari, S.; Gül, M.; Roghani, A.; Hendry, M.T.; Cheng, J.R. Evaluating the potential of a rolling
deflection measurement system to estimate track modulus. Proc. Inst. Mech. Eng. Pt. F J Rail Rapid Transit.
2018, 232, 14–24. [CrossRef]

22. Mehrali, M.; Esmaeili, M.; Mohammadzadeh, S. Application of data mining techniques for the investigation
of track geometry and stiffness variation. Proc. Inst. Mech. Eng. Pt. F J Rail Rapid Transit. 2019, 234, 439–453.
[CrossRef]

23. Lu, S.; Hogan, C.; Minert, B.; Arnold, R.; Farritor, S.; GeMeiner, W.; Clark, D. Exception criteria in vertical
track deflection and modulus. In 2007 ASME/IEEE Joint Rail Conference and the ASME Internal Combustion
Engine Division, Spring Technical Conference (JRCICE 2007); American Society of Mechanical Engineers: Pueblo,
CO, USA, 2007; pp. 191–198.

158



Vibration 2020, 3

24. El-Sibaie, M.; GeMeiner, W.; Clark, D.; Al-Nazer, L.; Arnold, R.; Farritor, S.; Fateh, M.; Lu, S.; Carr, G.
Measurement of Vertical Track Modulus: Field Testing, Repeatability, and Effects of Track Geometry. In
Proceedings of the ASME/IEEE Joint Rail Conference, Wilmington, DE, USA, 22–24 April 2009; pp. 151–158.

25. Alireza, R.; Hendry, M.T. Continuous Vertical Track Deflection Measurements to Map Subgrade Condition
along a Railway Line: Methodology and Case Studies. J. Transp. Eng. 2016, 142, 04016059. [CrossRef]

26. Fallah Nafari, S.; Gül, M.; Hendry, M.T.; Cheng, J.R. Estimation of vertical bending stress in rails using
train-mounted vertical track deflection measurement systems. Proc. Inst. Mech. Eng. Pt. F J Rail Rapid Transit.
2018, 232, 1528–1538. [CrossRef]

27. Sadeghi, J.; Barati, P. Evaluation of conventional methods in Analysis and Design of Railway Track System.
IJCE 2010, 8, 44–56.

28. Esveld, C. Modern Railway Track; MRT Productions: Duisburg, Germany, 1989; p. 446.
29. Feng, H. 3D-Models of Railway Track for Dynamic Analysis; Royal Institute of Technology: Stockholm, Sweden,

2011.
30. Fallah Nafari, S.; Gül, M.; Cheng, J.J.R. Quantifying live bending moments in rail using train-mounted

vertical track deflection measurements and track modulus estimations. J. Civ. Struct. Health Monit. 2017, 7,
637–643. [CrossRef]

31. Zakeri, J.A.; Abbasi, R. Field investigation on variation of rail support modulus in ballasted railway tracks.
Lat. Am. J. Solids Struct. 2012, 9, 643–656. [CrossRef]

32. Sussmann, T.R.; Thompson, H.B.; Stark, T.D.; Wilk, S.T.; Ho, C.L. Use of seismic surface wave testing to
assess track substructure condition. Constr. Build. Mater. 2017, 155, 1250–1255. [CrossRef]

33. Bridge, C. Computers and Structures; CSI: Berkeley, CA, USA, 2015.
34. Haykin, S.S. Neural Networks and Learning Machines; Prentice Hall: New York, NY, USA, 2009; p. 906.
35. Cybenko, G. Approximation by superpositions of a sigmoidal function. Math. Control Signals Syst. 1989, 2,

303–314. [CrossRef]
36. Guler, H. Prediction of railway track geometry deterioration using artificial neural networks: A case study

for Turkish state railways. Struct. Infrastruct. Eng. 2014, 10, 614–626. [CrossRef]
37. Fink, O.; Weidmann, U. Scope and potential of applying artificial neural networks in reliability prediction

with a focus on railway rolling stock. In European Safety and Reliability Conference: Advances in Safety, Reliability
and Risk Management, ESREL 2011; Taylor and Francis Inc.: Troyes, France, 2012; pp. 508–514.

38. Sadeghi, J.; Askarinejad, H. Application of neural networks in evaluation of railway track quality condition.
J. Mech. Sci. Technol. 2012, 26, 113–122. [CrossRef]

39. Hyndman, R.J.; Koehler, A.B. Another look at measures of forecast accuracy. Int. J. Forecast 2006, 22, 679–688.
[CrossRef]

40. Fallah Nafari, S. Quantifying the Distribution of Rail Bending Stresses along the Track Using Train-Mounted
Deflection Measurements; University of Alberta: Edmonton, AB, Canada, 2017.

41. Young, S.; Evermann, G.; Gales, M.; Hain, T.; Kershaw, D.; Liu, X.; Moore, G.; Odell, J.; Ollason, D.; Povey, D.
The HTK Book; Cambridge University Engineering Department: Cambridge, UK, 2006.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

159





vibration

Article

Experimental and Numerical Investigations into
Dynamic Modal Parameters of Fiber-Reinforced
Foamed Urethane Composite Beams in Railway
Switches and Crossings

Pasakorn Sengsri, Chayut Ngamkhanong, Andre Luis Oliveira de Melo and

Sakdirat Kaewunruen *

Laboratory for Track Engineering and Operations for Future Uncertainties (TOFU Lab), School of Engineering,
The University of Birmingham, Edgbaston, Birmingham B15 2TT, UK; pxs905@student.bham.ac.uk (P.S.);
cxn649@student.bham.ac.uk (C.N.); alo888@student.bham.ac.uk (A.L.O.d.M.)
* Correspondence: s.kaewunruen@bham.ac.uk

Received: 20 June 2020; Accepted: 17 July 2020; Published: 20 July 2020

Abstract: Dynamic behaviors of composite railway sleepers and bearers in railway switches and
crossings are not well-known and have never been thoroughly investigated. In fact, the dynamic
properties of the full-scale composite sleepers and bearers are not available in practice. Importantly,
the deteriorated condition or even the failure of composite materials and components in the railway
system can affect the functional limitations or serviceability of the switches and crossings. Especially,
it is important to identify the dynamic modal parameters of Fiber-reinforced Foamed Urethane (FFU)
composite railway sleepers and bearers so that track engineers can adequately design and optimize
the structural components with their superior properties, for benchmarking with the conventional
sleepers and bearers. This paper is the world’s first to investigate the vibration characteristics of
full-scaled FFU composite beams in healthy and damaged conditions, using the impact hammer
excitation technique. This study also determines the dynamic elastic modulus of FFU composite
beams from experimental dynamic measurements. It is found that the first bending mode in a vertical
plane obviously is the first dominant mode of resonance under a free-free condition. The dynamic
modal parameters reduce when damages occur. In this study, finite-element modeling has been used
to establish a realistic dynamic model of the railway track incorporating FFU composite sleepers
and bearers. Then, numerical simulations and experimental campaigns have been performed to
enable new insights into the dynamic behaviors of composite sleepers and bearers. These insights
are fundamental to the performance benchmarking as well as the development of vibration-based
condition monitoring and inspection for predictive track maintenance.

Keywords: Fiber-reinforced Foamed Urethane (FFU); free vibration; impact hammer excitation
technique

1. Introduction

Railway sleepers and bearers are typically made of timber, concrete, steel, and other composite
materials. In traditional railway tracks, timber is normally used as railway sleepers and bearers. Due to
the diverse environmental concern of noble wood leading to the high deterioration rate of timber
sleepers, the need of using other materials has grown. Currently, the development and improvement
of railway structure, which is economically competitive for meeting the requirements of the industry,
is a key challenge for track engineers. One of the major concerns in the railway industry is the
replacement of deteriorated and damaged timber sleepers in existing railway tracks [1]. Recently,
polymer and composite sleepers with mostly fiber materials have been developed [2] and designed
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to mimic timber behavior [3,4]. This is conducted presently on a basis of a like-for-like replacement
in terms of equivalent static performances (i.e., similarities of static strength, modulus of elasticity,
stiffness, etc.). For example, a fiber composite system is composed of a lightweight polymer matrix
with strong fibers added into the matrix [2]. These fibers can well resist forces because of their extreme
strength and can be used only in the longitudinal and/or transverse direction. The static strength
and elastic modulus of composites are found to be equivalent to hard timber. Recently, practitioners
have strong concerns whether dynamic properties should rather be considered due to the fact that
railway tracks are generally exposed to dynamic loading conditions. It is also well-known that concrete
and steel are likely to have nearly no damping coefficient when compared to timber, which has an
outstanding damping coefficient [5–8]. In recent reviews [9,10], it has been found that steel bearers
behaved well in the short-term, but tended to have higher turnout settlements and severe ballast
breakage in the long-term. In contrast, concrete tends to be an extremely good counterpart to enhance
track and turnout stability in a longitudinal, vertical, and lateral direction [11,12]. However, concrete
is relatively much heavier than timber and it is impractical to use concrete bearers as timber barer
replacement. A major benefit of using polymer and composite sleepers and bearers is their flexibility,
which results in an extreme ability to withstand vibrations induced by dynamic forces in a railway
track system [13,14]. Moreover, polymer and composite sleepers and bearers are durable, simple to
make, are presently cost-attractive, and need low to nearly no maintenance. Therefore, their improved
lifecycle is useful for areas that are very difficult to maintain, for instance, turnouts (or referred to as
‘switches and crossings’), bridges, and tunnels. Another benefit is that the utilization of the polymer
and composite sleepers and bearers can handle the constant rise of concern throughout the existing
environment in the present industry, because of its durability and its nearly 100% recyclability [15].

Composite railway sleepers and bearers are one of the most attractive structural elements in a
railway infrastructure, acting as crosstie beams, which are placed under the rails to support track
loading [16]. Their key functions are not only to transfer and distribute dynamic train loads to
track substructure, but also to ensure safe rail gauge that permits the train to travel securely [17–19].
The vibration of Fiber-reinforced Foamed Urethane (FFU) composite sleepers and bearers in a railway
turnout system is a key factor causing failure of FFU composite sleepers and bearers and excessive
railway track maintenance costs. As such, the performance of Fiber-reinforced Foamed Urethane
(FFU) composite sleepers and bearers over the entire service life and their failure modes under
vibration cannot be fully identified to establish a design standard for these composite sleepers and
bearers. It is important to comprehend the dynamic modal parameters of the composite sleepers
and bearers to develop and design a realistic dynamic model of a railway track for predicting its
responses under vibration. The essential information of the dynamic parameters can be used for
dynamic performance benchmarking when a new material is manufactured for railway applications.
Furthermore, the information is critical in the development of a predictive vibration-based condition
assessment of the components. On this ground, it is necessary to monitor and inspect the vibration
behavior of FFU composite sleepers and bearers during operation in order to prioritize and plan effective
maintenance management. Note that the inspection of railway sleepers and bearers is currently carried
out by visual observation. Monitoring of dynamic properties can provide an alternative technique in
structural integrity assessment for track engineers.

It is noted that the use of common damage detection techniques (visual observation) is inefficient
to identify any component damage in real-time and they cannot perform to completely reduce track
possessions (i.e., track maintenance time). In many engineering applications, one of the reliable
inspection techniques widely used in modal analysis is based on an instrumented hammer impact
excitation. Modal analysis is a useful tool for comprehending the vibration characteristics of mechanical
structures. This tool converts the vibration waves of excitation and response identified on a complicated
structure into a range of predictive modal parameters [20]. One with the most perspectives of structural
dynamics is the modal domain, which provides modal parameters (such as natural frequencies,
dynamic stiffness, and dynamic damping). A structure deforms or vibrates in particular shapes,
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so-called ‘mode shapes’, when the structure is excited at its natural frequencies. It will move back
and forth in a complex combination, which includes all the mode shapes under common operation
conditions [20].

In a modal testing process, a Frequency Response Function (FRF) is a transfer function used for
impact hammer analysis in order to determine the resonant frequencies and mode shapes, as well
as damping of a vibrating structure [21]. During the design phase, the dynamic modal parameters
obtained from the FRF are an important factor to consider before manufacturing a real structure to
find and eliminate potential problems early [21]. In 2006, Kaewunruen and Remennikov carried out
an investigation into the modal analysis of pre-stressed concrete sleepers for evaluating dynamic
behaviors of the sleepers, using the impact hammer excitation technique at a particular frequency
series of 0–1600 Hz [21,22]. According to their study, the PROSIG modal analysis suite was used to
measure the frequency response functions (FRFs). They also used the STAR Modal analysis package to
determine the natural frequencies and corresponding modal shapes of each sleeper from the FRFs.
Obviously, the impact hammer excitation technique is one of the most attractive non-destructive force
excitation methods to identify dynamic modal parameters of a structure under vibration. These modal
parameters are helpful for the development of a realistic dynamic model of railway composite sleepers
and bearers capable of predicting its dynamic responses.

In terms of mechanical properties of a common material, two independent constants called
elastic modulus, E, and shear modulus, G, define the elastic properties for linearly elastic isotropic
solids. The design of engineered structures has been significantly concerned about these two elastic
properties. For the above reason, many experimental methods to identify E and G have been developed.
These methods consist of two sets, which are static and dynamic techniques. According to studies
in [23–25], the researchers were the first to determine the elastic properties of isotropic materials,
based on non-destructive vibration testing. They established the formulae to calculate dynamic E
and G from the natural frequencies in bending and twisting modes of cylinder and prisms, based on
the Timoshenko beam theory. In fact, the base of the ASTM criterion [26] test method to characterize
dynamic elastic properties was set by those researchers, using the impulse excitation technique [27].
To date, several researchers have investigated the estimation of the elastic properties of laminated
composites [28–33], timber materials [34,35], or concrete materials [36], which are non-isotropic and/or
inhomogeneous, using vibration-based approaches. It is important to note that the standard tests
for dynamic properties gain significant supports from scientific and engineering communities in
present days.

For railway applications, it is well-known that a common turnout induces high impact loads on
the structural members because of its blunt geometry and mechanical connections between closure
rails and switch rails. Therefore, the turnout system requires improved structural members, which use
an alternative material like the FFU material, having an identical timber-like behavior. For that reason,
the FFU material in switches and crossings offers its high-impact attenuation, high damping property,
high UV resistance, lightweight, and long-lifecycle. The static properties of FFU bearers are presented
in Table 1. However, neither of the dynamic properties of FFU bearers have been investigated before,
nor are available in open literature.

In this paper, the experimental and numerical dynamic parameters of FFU composite beams in
free-free conditions have been identified. The free-free condition is scientifically ideal for performance
benchmarking or comparison of test results. This condition excludes uncertainties that can affect the
test results, such as type of ballast, type of support, and type of fastening system. This condition is very
critical when the like-for-life performance of an individual component is being assessed. In this study,
two FFU composite beams have been tested using an impact hammer excitation technique over the
frequency range of interest: 0 to 2100 Hz. Frequency response functions (FRFs) have been measured
using the Modal Analysis Suite package to identify natural frequencies and the corresponding mode
shapes, as well as damping values for the full-scale beams. The experimental results provide the
correlations between modal parameters and structural damage. Then, the experimental natural
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frequencies are used to determine the dynamic elastic moduli of the beam in different bending
modes. Therefore, the vibration parameters of FFU composite beams are inevitably required for the
development of a realistic dynamic model of a railway track capable of predicting its responses to
impact loads stemmed from irregularities of the rail, wheel burns, and so on.

Table 1. Static properties of Fiber-reinforced Foamed Urethane (FFU) material.

Properties [37] Units

FFU Sleepers and Bearers [6]

New
After 10

Years Used
After 15

Years Used
After 30

Years Used

Elastic Modulus GPa 8.10 8.04 8.79 8.41
Bending Strength GPa 0.142 0.125 0.131 0.116

Shear Strength MPa 10 9.5 9.6 7
Vertical Compressive Strength MPa 58 66 63 55

Density kg/m3 740 740 740 740
Service Life Years 50 40 35 20
Hardness MPa 28 25 17 -

2. Materials and Methods

In this study, a non-destructive testing method is considered in order to obtain comprehensive
insights into the dynamic structural behaviors of the FFU composite sleepers and bearers and the
relationship between the damage and the dynamic responses obtained from the method. The method
used in this investigation is the ‘modal testing and analysis’ to extract the dynamic Young’s modulus
of FFU composite beams under free vibrations from the experimental dynamic measurements.

2.1. Modal Equipment

Modal testing has been performed in conjunction with the mechanical load tests of all specimens
to determine modal parameters of the specimen at various states, given in Figure 1. DATS software
has been designed by PROSIG for modal analysis. The FFU composite beams have been tested using
an impact hammer excitation technique over the frequency range of interest: 0 to 2100 Hz. The data is
acquired using the PROSIG P8004 acquisition device for impact hammer modal testing. The modal
signals have been measured and recorded using a 2-channel data acquisition for accelerometer and
modal hammer connection. The FRFs, which are varied in different ways for healthy and damaged
conditions, are then processed using Modal Analysis Suite package to identify natural frequencies and
the corresponding mode shapes of the beam specimens.

Figure 1. Modal testing and analysis.
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2.2. Experimental Overview

The two full-scale composite beam specimens have been prepared for load tests, as shown in
Figure 2a. The dimension of each beam is 160 mm deep × 260 mm wide × 3300 mm long, kindly
provided by an industry partner. The experimental investigations are conducted in accordance with EN
13230 (Test material, specifications, support conditions, loading procedures, and other requirements
needed for bending tests on railway track concrete sleepers). Note that EN 13230 has some limitations
in order to detect the failure mode of flexible composites. Especially, some experimental arrangements
are adapted to examine the structural damage and the failure mode of the full-scale FFU composite
beams [38–41]. In this study, modal tests have been conducted using an impact excitation technique in
a free-support condition (or ‘free-free condition’). The damage and failure are observed using three-point
bending tests following EN 13230, in order to investigate the damage and failure of the beams.
The modal parameters of FFU composite beams under different conditions are then investigated.

 

 

(a) (b) 

Figure 2. (a) FFU 17-06 specimens and (b) rubber cushions.

2.2.1. Modal Testing

The dynamic modal parameters have been identified for both healthy and damaged conditions.
It should be noted that bending tests are conducted to trigger different levels of damage. Firstly,
both specimens are tested under healthy condition. This test requires laying two soft rubber cushions
shown in Figure 2b. These very soft cushions have been placed underneath each sample, so that
the free-free boundary conditions can be incited for the modal parameters of the sole specimens.
This free-free condition is imperative if the dynamic parameters of an individual component are
required in any like-for-like performance comparison.

Secondly, the experimental modal analysis has been performed to identify dynamic parameters of
the specimens under different severity states of damaged conditions. The equipment used for this test
is a Prosig-P800 impact hammer as given in Figure 3a. The 34 uniform locations have been marked
on the surface of each sample as the excitation locations of the impact hammer. The accelerometer
is fixed at one corner to record the acceleration, as shown in Figure 3b. According to the EN 13230
criterion [41], the dynamic responses up to 2100 Hz are recorded. In addition, these attributes are clearly
defined using a curve fitting method. Data modal analysis is a package that can create optimisation
algorithms and provide relevant frequency-dependent shapes to explain the data sets. This data can be
transformed into curve images; and mode shapes can be determined by the ‘animation drawing suite’.
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(a) (b) 

Figure 3. (a) PROSIG-P800 impact hammer and (b) excitation locations and an accelerometer position.

2.2.2. Three-Point Bending Tests

According to EN 13230-2 [41], the standard requires positive and negative three-point bending
tests for sleepers at the rail seat support. Only positive bending tests have been carried out due to the
symmetrical shape of the samples. This means that the samples have the same positive and negative
capacity. Also, the criterion requires articulated support and must be 100 mm wide, made of steel
with Brinell: HBW > 240. A static load is applied at the mid-span to cause positive 3-point bending
cracks and failure. Figure 4 shows the layout of the bending load process, also illustrates the excitation
locations of the impact hammer, which have been strategically installed to perform two modal tests
under different bending loads. Figure 5 demonstrates two pattern tests of the samples under different
bending load conditions. The investigations are sufficiently performed in order to comply with BS EN
13230-1 standard [41].

 

 

  

Figure 4. Cont.
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Figure 4. Testing arrangement of a full-scale FFU composite beam under bending loads.

Figure 5. Testing procedure of ultimate load test and repeated load test.

2.3. Determination of Dynamic Elastic Modulus

Dynamic elastic properties of a material can thus be calculated if the mass, geometry,
and mechanical resonant frequencies of the test sample can be measured. This means that the
dynamic Young’s modulus can be identified utilizing the resonant frequency in either the bending or
longitudinal mode of vibration, as given in Equation (1) [25,42], whilst the dynamic shear modulus,
also known as modulus of rigidity, can be found by employing twisting resonant vibrations [23,43].
In this section, we only focus on the determination of dynamic elastic modulus in free-free boundary
conditions (for future benchmarking purpose). This is because, based on the experimental results in
the following part, it can be found that the first bending mode in a vertical plane obviously dominates
the first resonant mode of vibration in free-free boundary conditions. By employing bending vibration
modes, slender beams based on the Euler–Bernoulli theory of bending vibrations can be applicable to
the test sample. The influences of rotational inertia and shear can be negligible generally. The equations
derived on these assumptions are sufficient for relatively slender beams of lower modes. Nevertheless,
this theory is likely to slightly overestimate the natural frequencies. According to Euler–Bernoulli’s
basic equations of flexure, the dynamic elastic modulus in bending of a beam can be assessed under
forced free or bending free vibrations. The dynamic elastic modulus in bending of a beam can be
expressed as Equation (1): (Edy

ρ

)
n
=

(
2πLF f ,n

)2
K4

nβ
, (1)

where Edy is dynamic elastic modulus (Pa), n is mode number, L is free length (m), ρ is stabilized
density (kg·m−3), F f ,n is frequency of nth mode (Hz), and Kn is a coefficient related to the beam’s
support condition and mode number (e.g., K1 is equal to 4.73 for a free-free end condition and 1.785 for
a fixed-free condition [44], as given in Table 2). Finally, β is the square value of gyration radius divided
by free length as provided in Equation (2):

β =

⎛⎜⎜⎜⎜⎝1
L

√
I
A

⎞⎟⎟⎟⎟⎠
2

=
I

L2A
. (2)
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Herein, β denotes the square value of gyration radius divided by free length, L. I is the moment
of inertia about the axis and A is the cross-section area. If no axis is specified, the centroidal axis
is assumed.

Table 2. Dimensionless coefficients for computing the frequencies of a FFU composite beam in
free-free conditions.

Mode No. 1 2 3 4 5 6

Kn
0

(Translation) 4.730 7.853 10.996 14.137 ≈ (2n−1)π
2

It is important to note that Equation (1) is a conceptual equation of vibration, which ignores the
influence of rotational deformation and shear load in a simulation. Nevertheless, for an application of
using this equation, it could be dominated by L/h ratios (i.e., more than 58 in a fixed-free end condition
or more than 20 in a free-free end condition) [45]. In this paper, the modeling of FFU composite
beam does not take into account shear deformation and rotational bending effects (as defined by the
Timoshenko theory), due to the ratio of L/h ≥ 20 (thin beam). Additionally, both previous equations
are limited to isotropic materials. It is noted that the FFU composite beam model was considered as an
isotropic material. In fact, this material would be considered to be anisotropic, but we measure its
dynamic responses only in the vertical direction. Thus, the material can be considered conceptually to
be isotropic. The following section presents the numerical investigations of a FFU composite beam
modeling using the dynamic parameters obtained from the experiments in order to determine the
dynamic elastic modulus of the beam.

2.4. A Finite-Element (FE) Model

A three-dimensional FFU composite beam model under free-free boundary conditions has been
developed to study its dynamic response and compare with the experimental results. The Strand7
software [46] is used to model this 3D simulation, which employs 60 Euler–Bernoulli beam elements
with 61 nodes, due to the model acting as a shallow beam. Figure 6 demonstrates the three-dimensional
finite element model of a FFU composite beam. The modification for the geometric and material
characteristics of these components has been based on the experimental data. The engineering
properties are presented in Table 3 [47,48].

Figure 6. Finite element modeling of a FFU composite beam in free-free conditions.

Table 3. Geometric parameters employed in the dynamic simulation.

Parameter lists Values Units

Density 740 kg/m3

Length 3.3 m
Cross-section area 0.16 × 0.26 = 0.042 m2

3. Results

3.1. Experimental Results

The results of the vibration tests for FFU composite beams under an ultimate load test and
repeated load test for healthy and damaged conditions are presented in Tables 4 and 5 and Figures 7
and 8. The first five-mode shapes of vibration under ultimate and repeated load tests are shown in
Tables 4 and 5, respectively. For all beams, the first natural bending mode in a vertical plane obviously
controlled the first resonant mode of vibration both under an ultimate load test and repeated load test.
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In addition, the lowest frequency corresponds to the natural bending mode, the second frequency to
the lowest torsional mode, the third frequency to the second bending mode, the fourth frequency to the
second torsional mode, and the fifth mode to the third bending mode. Clearly, the internal dynamic
properties of FFU composite beams can be changed when damages occur.

Table 4 exhibits the results of natural frequencies and damping values of the FFU composite
beams under the ultimate load test. The differences between the natural frequencies of all mode
shapes in healthy and failed conditions are 16.5%, 11.4%, 15.1%, 22.46%, and 25.27%, respectively.
As shown in Figure 7, the frequencies of all five modes under failed conditions are lower than those
under healthy conditions. For damping values, the value of the first mode damping values under
failed conditions increased by 49%, compared with those under healthy conditions. There are several
transverse damages on the beam surface for the first time under failure conditions, and there are cracks
(30 mm in width). Nevertheless, the beam specimens remain the same and could completely recover
without any load. After measurement and unloading, the residual bending deformation level of the
material is only 2 mm.

Table 4. Frequencies, damping values, and mode shapes under ultimate load test for healthy and
failed conditions.

Healthy Condition Failed Condition Difference

Frequency (Hz) Damping (%) Frequency (Hz)
Damping

(%)
Frequency

(Hz)
Damping

(%)

Mode 1
(1st bending)

68.23 3.96 56.92 5.9 11.31 1.94

Mode 2
(1st twisting)

85.78 2.98 75.94 3.83 9.84 0.85

Mode 3
(2nd bending)

143.61 3.37 121.87 2.8 21.74 0.57

Mode 4
(2nd twisting)

180.14 3.85 139.68 3.99 40.46 0.14

Mode 5
(3rd bending)

247.96 4.96 185.28 2.53 62.68 2.43
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Figure 7. Frequencies against damping values over mode shapes under ultimate load test for healthy
and failed conditions.

The dynamic behavior of the FFU composite beams under the repeated load test is demonstrated
in Tables 5 and 6 and Figure 8. In Table 5, it is clear that all modes have no obvious deviation before
the load reached 100 kN. Beyond this load to the ultimate load, the frequencies of all five modes tend
to reduce with percent variations of different mode shapes. The maximum difference of frequency is
found in the first mode, approximately 27%, compared with the frequency under healthy conditions.
Surprisingly, the frequencies of the fourth mode are unchanged under the different loading conditions.
A comparison of natural frequencies and damping values between healthy and damaged conditions in
all the five modes is presented in Table 6, which shows that there were maximum differences in natural
frequencies and damping values between the healthy condition and the ultimate loading condition
(170 kN). We note that the minimum difference in frequencies and damping values between the healthy
condition and the damaged condition could be found under a load of 67 kN.

However, the different frequencies of the other modes reduce dramatically, as shown in Figure 8.
In regards to damping values in Table 5, all the modes except the first and fifth mode are scant.
Obviously, the difference of damping values between under 100 kN and 167 kN loading in the first
mode is significantly high and increased two-fold from 3.94 to 8.24. In addition, the difference of
damping values between healthy conditions and 67 kN loading in the fifth mode is considerable,
which decreased by 36% from 2.39 to 1.53. It is clear that the dynamic modal parameters of FFU beams
decrease when damages appear. These beams could reduce with the damage severity.

Figure 8. Frequencies against damping values over mode shapes under repeated load test for healthy
and damaged conditions.
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Table 5. Frequencies, damping values, and mode shapes under repeated load test for healthy and
damaged conditions.

Healthy 67 kN 100 kN 167 kN 170 kN (Failed)

Frequency (Hz)/Damping (%)

Mode 1 (1st bending)

69.2/4.23 68.03/5.04 65.84/3.94 55.99/8.24 50.44/7.12

Mode 2 (1st twisting)

85.63/1.55 84.8/3.84 85.24/3.78 85.54/4.22 77.31/3.97

Mode 3 (2nd bending)

140.09/1.55 139.88/1.6 139.04/1.35 132.98/1.58 124.08/1.9

Mode 4 (2nd twisting)

163.3/2.66 162.43/3.16 162.13/3.16 160.82/3.00 159.07/3.66

Mode 5 (3rd bending)

244.77/2.39 241.69/1.53 239.30/1.54 219.40/1.44 209.17/1.44

Table 6. Relative values of frequencies and damping to healthy condition.

Difference in Frequencies (Hz)/Damping (%)

No. Mode 67 kN 100 kN 167 kN 170 kN (Failed)

1 1.17/0.81 3.36/0.29 13.21/4.01 18.76/2.89
2 0.83/2.29 0.39/2.23 0.09/2.67 8.32/2.42
3 0.21/0.05 1.05/0.20 7.11/0.03 16.01/0.35
4 0.87/0.50 1.17/0.50 2.48/0.34 4.23/1.00
5 3.08/0.86 5.47/0.85 25.37/0.95 35.60/0.95

3.2. Numerical Results

Based on the frequencies experimentally obtained by the impact hammer excitation technique,
dynamic Young’s modulus, E, can be computed using Equation (1). As shown in Table 7, the big
difference of the Young’s modulus values is significant in the first bending mode and relatively small
when compared with the Young’s modulus for FFU composite sleepers, E = 8.1 GPa, according to the
reviews in [48,49].

In order to verify the model, the natural frequencies of a full-scale FFU beam in free-free conditions
are calibrated against the existing experiments. The values of a dynamic elastic modulus in different
bending modes obtained from Table 7 have been used in the finite element analysis. A comparison
between numerical and experimental investigations for frequencies and mode shapes are given in
Table 8, especially the experimental data based on the ultimate load test. The results are found to be in
a very good agreement in all the first five modes. The maximum difference of frequencies between the
numerical and experimental data is less than 4% in the second twisting mode, because of the effects of
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experimental disturbances in our laboratory. Additionally, there is a satisfied correlation between both
results for the shifts in natural frequencies under free vibration. It is important to note that the numerical
modal analysis of a FFU composite beam can only be achieved under free-free boundary conditions.
This free-free boundary condition is commonly used for performance benchmarking of an individual
component (i.e., like-for-like comparison), especially for railway sleepers and bearers, which are
safety-critical components [50]. In the near future, the situ investigation into modal parameters of
FFU composite beams can be further carried out in order to determine the effect of different boundary
conditions (e.g., type of ballast aggregate, or resultant effects of particle size distribution, tamping) on
vibration properties of the beams.

Table 7. Determination of dynamic Young’s modulus from dynamic measurements in free-free
end conditions.

Mode No. Experimental Frequency (Hz) Dynamic Young’s Modulus, E (GPa)

1 (bending) 68.23 15.34

2 (twisting) 85.78 -

3 (bending) 143.61 8.81

4 (twisting) 180.14 -

5 (bending) 247.96 6.83

Table 8. Natural frequencies of a conceptual FFU composite beam (Hz) in the free-free conditions.

Mode No. Mode Shape
Numerical

(Hz)
Experimental

(Hz)
Difference

(%)

1
(First Bending) 68.70 68.23 0.69

2
(First Twisting) 86.82 85.78 1.21

3
(Second Bending) 143.44 143.61 0.12

4
(Second Twisting) 173.58 180.14 3.64

5
(Third Bending) 247.44 247.96 0.21

4. Conclusions

Dynamic modal parameters of FFU composites are extremely significant for the development
of a realistic dynamic model of a railway track capable of predicting its dynamic responses for
predictive and preventative maintenance to ensure railway safety. The results of the experimental and
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numerical modal analysis for Fiber-reinforced Foamed Urethane composite beams in free-free boundary
conditions are indicated in this study. For the purpose of like-for-like performance benchmarking
for a particular component, the free-free boundary condition is considered to be more suitable since
the test results will not be affected by uncertainties stemmed from supports (e.g., dimension and
particle size distribution of ballast, tamping technique, ballast geological properties). Full-scaled
experiments have been performed to artificially create damage and failure in accordance with European
standards. Dynamic parameter tests have been conducted by using an impact hammer excitation
technique throughout the frequency range of interest: from 0 to 2100 Hz. According to experimental
results, it provides the correlations between modal parameters and structural damage. Furthermore,
the dynamic parameters obtained are later used to extract the dynamic elastic moduli. The results of
frequency parameters under free-free conditions are in a very good agreement between experimental
and numerical data with less than 4% discrepancy. Further research could be conducted to investigate
the vibration characteristics of Fiber-reinforced Foamed Urethane composite beams in situ conditions in
order to consider the influence of various ballast conditions on the natural frequencies, modal damping
values, and vibration mode shapes of FFU composite beams under the in-situ boundary conditions.
Some interesting novel findings from this research can be concluded as follows:

• The first bending mode in a vertical plane obviously dominates the first resonant mode of vibration
under a free-free condition;

• The dynamic modal parameters of full-scale FFU composite beams reduce when damages occur.
Thus, they decrease with damage severity;

• The highest dynamic Young’s modulus of FFU composite beams is found in the resonant frequency
of the first bending mode and also reduces when the second and third bending modes appear.
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Abstract: This paper investigates the effect of impeller diameter on the dynamic response of a cen-
trifugal pump using an inverse dynamic method. For this purpose, the equations of motion of the
shaft and the impeller are derived based on Timoshenko beam theory considering the impeller as
a concentrated mass disk. For practical modeling, the model of Jones and Harris is added to the
equation to include the effect of bearings. As a case study, the model is applied to a process pump
used in an oil refinery. Computing the eigenvalues of the model and comparing them with the natural
frequencies of the structure, the model updating of the problem is performed through an indirect
method. Three impellers with different diameters are applied to the updated model. The results
show that increasing the diameter of the pump impeller can increase the amplitude of vibration
up to 52% at critical speeds of the rotor. It is found that in addition to the hydraulic condition and
efficiency, the impeller diameter should be considered as an important factor in the selection of
centrifugal pumps.

Keywords: rotor dynamic; bearing; centrifugal pump; impeller diameter; Lagrangian equations

1. Introduction

Rotating machineries such as pumps, compressors, turbines, etc., play an important
role in many different industries. Accurate predictions of rotor system dynamic charac-
teristics are very important in the design of any type of machines. There have been many
studies relating to the field of rotor dynamic systems during the recent years. Engineers
have developed several new techniques about the dynamics of rotating machines.

The first recorded theory of rotor dynamics was in a classic paper of Jeffcott [1]. The
Jeffcott rotor model has been used to explain the whirling effect. It consists of a simply
supported flexible massless shaft with a rigid disc mounted at the mid-span. In the Jeffcott
model, the moments of inertia Ip and It are not considered. This is because there are no
gyroscopic moments exerted on the shaft. The disc is assumed to move in a plane that
is perpendicular to the shaft spin axis. By developments in the technology of rotating
machines, the rotational speed of rotors became higher, and so, the non-conservative
forces generated through the bearings of the rotor become considerable. To determine
the critical speeds in which resonance has occurred, it is necessary to know the natural
frequencies, mode shapes, and forced responses, which are caused by unbalancing in rotor
systems. Prohl studied the critical speed evaluation of a turbine shaft, and he suggested
the transfer matrix method [2]. The first application of the finite element method for a rotor
system was made by Ruhl and Booker [3]. In their study, the influences of the rotary
inertia, gyroscopic moment, bending, shear deformation, axial load, and internal damping
were neglected to simplify the model. The theory has been developed by considering the
rotary inertia, gyroscopic moment, and axial forces. Nelson and McVaugh extended this
to include gyroscopic effects. They derived the equations of motion for the shaft and the
effects of translational and rotary inertia and gyroscopic moments on it [4]. Erturka et al.
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presented an analytical method based on Timoshenko beam theory for calculating the
frequency response function (FRF) of a spindle–holder–tool combination. They proposed
a mathematical model and obtained the point FRF for a tool [5]. Subbiah et al. showed that
a rotor has certain speed ranges in which a large amplitude of vibration could occur. These
speed ranges are known as critical speed, which results in excessive rotor deflection [6].
Phadatare and Barun described a step forward in calculating the nonlinear frequencies
and resultant dynamic behavior of a high-speed rotor bearing system with unbalanced
mass. In this study, Fast Fourier Transform (FFT) analysis was established for finding
the fundamental frequencies of the rotor according to the variation of shaft diameter and
location of unbalanced mass [7]. Metsebo et al. have focused on the influence of the rotating
shaft on the dynamic of a rotor ball bearing system. They carried out a mathematical
modeling for the system considering the shaft as a Timoshenko beam [8].

Ball bearings are the essential elements of rotating machineries. So, the influence of
bearings on the performance of rotor-bearing systems is very important. El-Sayed derived
a set of equations for the stiffness of bearings using the Hertz theory and determined
the total deflections of inner and outer races caused by an applied load [9]. Tamura and
Tsuda performed a theoretical study about fluctuations of radial spring characteristics
of a ball bearing due to ball revolutions [10]. Many researchers also estimated bearing
stiffness by carrying out some experiments. Stone and Walford developed a rotor-bearing
test rig to estimate the bearing’s radial stiffness and damping by measuring the response
of the rotor [11]. Jairo et al. presented an experimental validation for a mathematical
modeling of ball bearing. In this model, the bearing was considered as a mass-spring-
damper system based on Hertz equations for contact deformation [12]. Xia sheng et al.
proposed a mathematical model for the stiffness of bearings, which is varying by speed.
They explained that the speed of a rolling bearing varies the stiffness of the bearing [13].
Zhang et al. investigated the effect of ring misalignment on the service characteristics of
ball bearing and rotor systems [14]. They improved a quasi-static model of ball bearing
considering the misalignment in its ring. Neisi et al. worked on the effect of off-sized
balls on contact stresses in a touchdown bearing [15]. Yi Qin et al. developed a dynamics
model for deep groove ball bearings with local faults based on coupled and segmented
displacement excitation [16]. Chandrasekaran et al. used computational fluid dynamic
(CFD) methods and mathematical modeling to investigate the impeller design parameters
on the effect of fluid follows in the centrifugal pumps [17].

The objective of this paper is investigation on the effect of impeller diameter on the
amplitude of vibration at critical speeds in an overhung centrifugal pump. Modeling of the
shaft and impeller is based on Timoshenko theory, and modeling of the bearing is based
on the work of Jones and Harris, which is added to the model of shaft simultaneously.
Then, numerical analysis for a real centrifugal pomp in the oil refinery has been done
based on the proposed model. It has shown that in addition of the effect of the geometrical
parameter of the shaft, the effect of the diameter of the impeller on the dynamical behavior
of the pump is very important.

The novelty of this research is the development of the mathematical model of the shaft,
impeller, and bearing simultaneously. Using this developed model, the effect of impeller
size diameter on the dynamic behavior of a centrifugal pump has been investigated, and it
has been shown that it is very considerable.

This paper includes four sections. In the first section, the literature has been reviewed
and the necessity of research has been recognized. In the second section, the model of
the system has been introduced and the equation of motion based on the energy method
has been derived by calculating the potential and kinetic energy of the system. In the
third section, the model of the bearing has been presented, and the governing equations of
motion for the ball bearing have been introduced. Finally, in the last section, the derived
equations have been used and solved.

For an actual centrifugal pump, the effect of impeller diameter on the amplitude of
vibration has been investigated.
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2. System Modeling

The rotor of a centrifugal pump is approximated by a simple model as shown in
Figure 1a. The model is composed of a shaft of length L and supported by two bearings
located at L1 and L2 along the shaft. u, v, and w reflect the displacement in the ex, ey, and ez
directions, respectively.

(a) 

 

(b) 

Figure 1. Model of centrifugal pump (a) definitions; (b) force of the bearing on the rotor system.

The shaft is modeled as a Timoshenko beam. In this model, first-order shear defor-
mation theory with rotary inertia and gyroscopic effect has been considered. The shaft
rotates at a constant speed around its longitudinal axis. In addition, it has a uniform,
circular cross-section.

The equations of motion of the system are obtained using the Lagrangian equations as:

d
dt

∂T
∂

.
qn

− ∂T
∂qn

+
∂U
∂qn

= (Qnc)
T (1)

where T is the total kinetic energy of the system, U is the total potential energy of the
system, qn is the generalized coordinate and Qnc represents non-conservative forces that
are not directly related to the potential energy of the system. So, to derive the governing
equations of motion using Equation (1), one must calculate the kinetic and potential energy
of the system.

The total kinetic energy of a rotor system is estimated by the dynamic motion of the
shaft and disk [14].

T = Tdisk + Tsha f t (2)
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The kinetic energy due to the rotation of the disk is difficult to calculate. Therefore,
we assume that the disk is symmetric and rigid and has been fixed at the end of the shaft.
The motion of the disk can be defined as two superimposed rotations θx, θy and two
translational deflections u, v in directions ex, ey. So, the kinetic energy of the disk can be
expressed as:

Tdisk =
1
2

M
( .

u2
+

.
v2
)
+

1
2

It

(
.
θ

2
x +

.
θ

2
y

)
− IpΩ

.
θxθy +

1
2

IpLΩ2 (3)

where M is the mass of the rigid disk, It is the diametral mass moment of inertia, and Ip is

the polar mass moment of inertia. The term IpΩ
.
θxθy represents the gyroscopic effect, and

finally, the last term defines the kinetic energy due to the rotation of the disk.
The kinetic energy of the shaft involves the kinetic energy due to bending of the shaft,

effect of rotatory inertia, and gyroscopic effect. The kinetic energy of the shaft can be
derived as:

Tsha f t =
∫ l

0

1
2

ρsha f t A(
.
u2

+
.
v2
)dz +

∫ l

0

1
2

Jt(
.
θ

2
x +

.
θ

2
y)dz +

1
2

JpLΩ2 −
∫ l

0
IpΩ

.
θxθy dz (4)

where A is the cross-sectional area, ρsha f t is the density of the shaft, and Jt and Jp are the
diametric and polar inertia of the shaft, respectively. So, substituting Equations (3) and (4)
in Equation (2), the total kinetic energy of system has been obtained.

The potential energy of the system includes the strain energy due to the deformation
of the shaft (U1) and the strain potential energy due to the deflection of the bearing installed
on the shaft (U2) [12]:

U = U1 + U2. (5)

The strain energy of the shaft can be expressed as:

U1 =
1
2

∫ l

0
EI((

∂2u
∂2z

)2 + (
∂2v
∂2z

)2)dz +
1
2

∫ l

0
kGA

(
Φ2

x + Φ2
y

)
dz (6)

where E represents the modulus of elasticity, G is the shear modulus, and k is the shear
coefficient. In addition, A and I are the cross-section area and moment of inertia of the
shaft receptivity. In the above equation, the first term is related to the shaft bending, and
the second term is due to shear deformation. In addition, the potential energy caused by
bearing forces can be expressed as:

U2 = (−F1xu − F1yv)l1
+ (−F2xu − F2yv)l2

. (7)

Different forces work on the impeller as a consequence of the fluid. These forces
are non-conservative forces and are unknown, and they have been ignored for simplicity.
However, mass unbalance generates an additional centrifugal force that makes it possible
to calculate this non-conservative force. If the impeller is out of balance, the resulting
centrifugal force will induce the rotor to vibrate. When the shaft rotates at a speed equal
to the natural frequency, this vibration becomes large. Unbalance is defined by a small
mass mu situated at a distance du from the geometric center of the impeller, as shown
in Figure 2 [13].

The out of balance force at the end of the rotor is:

Fu = mu du Ω2. (8)

This rotating force can be resolved into two components in the x and y direction as:

Fu−x = mu du Ω2cosΩt
Fu−x = mu du Ω2sinΩt.

(9)
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Figure 2. Mass unbalance.

It is assumed that the unbalance mass is in the x direction in the initial state. The
deflections in the x and y directions are expressed as:

u(z.t) = f (z)q1(t) = f (z)q1
v(z.t) = f (z)q2(t) = f (z)q2

(10)

where q1 and q2 are generalized independent coordinates and f (z) is the displacement
function that satisfies the boundary conditions of the system. As the rotor of the centrifugal
pump has simply supported at both ends, f (z) has been selected as [12]:

f (z) = sin
(

n.π
L2 − L1

z − L1

)
. (11)

The angular displacements θx and θy are assumed to be small. So, they are approx-
imated by the derivative of u and v with respect to the z-direction. Therefore, using
Equations (10) and (11), θx and θy have been expressed as:

θx(z.t) = − ∂u
∂z = − d f (z)

dz q1 = −g(z)q1

θy(z.t) = ∂v
∂z = d f (z)

dz q2 = g(z)q2.
(12)

To derive the equations of motion, the kinetic energy and the potential energy are
specified by generalized coordinates. So, using Equation (3), the kinetic energy of the disk
in generalized coordinates is expressed as:

Tdisk =
1
2

M f 2(L)
( .

q2
1 +

.
q2

2

)
+

1
2

Itg2(L)
( .

q2
1 +

.
q2

2

)
+

1
2

IpΩ2 + IpΩg2(L)
( .
q1q2

)
(13)

where

g(z) =
∂ f (z)

∂z
=

n π

(L2 − L1)
cos
(

n π

(L2 − L1)
z − L1

)
. (14)

In addition, Equation (4) in the generalized equation becomes:

Tsha f t =
1
2

ρA
∫ L

0
f 2(z)dz

( .
q2

1 +
.
q2

2

)
+

1
2

Jt

∫ L

0
g2(z)dz

( .
q2

1 +
.
q2

2

)
+

1
2

JpΩ2 + JpΩ
∫ L

0
g2(z)dz

( .
q1q2

)
. (15)

Likewise, using the generalized coordinates, the potential energy in the generalized
coordinate will be:

U = 1
2 EI
∫ L

0 h2(z)dz
( .

q2
1 +

.
q2

2

)
+ 1

2 KGA
∫ L

0

(
β2

x + β2
y

)
dz +

(
−F1x q1 − F1y q2

)
δ(z − L1)

+
(
−F2x q1 − F2y q2

)
δ(z − L2)

(16)
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where δ represnts the dirac delta function and

h(z) =
∂ f (z)

∂z
= −

(
n π

(L2 − L1)

)2
sin
(

n π

(L2 − L1)
z − L1

)
. (17)

In addition, substituting the displacement function into the kinetic energy of the mass
unbalance expression of Equation (11) gives:

Tu ∼= mudΩ f (L)
( .
q1 cosΩt − .

q2 sinΩt
)
. (18)

Ball Bearing Model

In this section, a mathematical model for calculating bearing stiffness is proposed
by analyzing the equations in the bearing dynamic model, which is based on Jones and
Harris’s efforts [14]. This mathematical model aims to give a comprehensive consideration
of the nonlinear stiffness of the ball bearing, and it can be seen that the bearing stiffness
is critically dependent on the preloading, g, of the rolling elements. In case of rolling
element bearings, the elastic deformation takes place at both the inner raceway and the
outer raceway with the rolling element. Based on the Hertzian contact theory, the relation
between load F and deflection is [15]:

F = kpδ3/2
p (19)

where δp is the contact deformation and kp is a load–deformation constant for a single
point contact (either at the inner or outer raceway). If the ball and raceway are made of
steel, then [16,17]:

kp = 2.15 × 105(∑ ρ
)− 1

2 (δ∗)−3/2 N
mm1.5 (20)

where δ∗ is the dimensionless contact deformation and ∑ ρ is the curvature sum [14]. So,
one can write the stiffness of the inner and outer ring contact as:

kpi = 2.15 × 105(∑ ρi)
− 1

2 (δ∗ i)
−3/2 N

mm1.5

kpo = 2.15 × 105(∑ ρo)
− 1

2 (δ∗o)
−3/2 N

mm1.5

(21)

where
∑ ρi =

1
Db

(
4 − 1

fi
+ 2γ

1−γ

)
∑ ρo =

1
Db

(
4 − 1

fo
+ 2γ

1−γ

)
and

fi =
ri
Db

fo =
ro

Db
γ =

D
Dm

Dm =
1
2
(di + do) ∼=

1
2
(D + d).

In the above equations, subscripts i and o represent inner and outer raceways and
Db is the ball diameter. In addition, Dm is the pitch diameter, di and do are the inner and
outer ring raceway contact diameter, and ri and ro are the inner and outer raceway groove
radius, respectively.

The total deformation, δ, at a single rolling element location is given by:

δ = δpi + δpo = (
1

kpi
+

1
kpo

)F
2
3 . (22)

Equation (19) can be rewritten as:

F = kpioδ
3
2 (23)
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where

kpio =
kpikpo

(k
2
3
pi + k

2
3
po)

3/2 .

kpio is the load–deformation constant for two point contacts of a ball with raceways.
To calculate the deformations, the conventions shown in Figure 3 are used. Consider-

ing the presence of radial clearance, the force produced by every spring in the horizontal
and vertical direction can be obtained [18]:

Fx = kpio(g + ucosψi + vsinψi)
3
2 cosψi

Fy = kpio(g + vcosψi + vsinψi)
3
2 cosψi

(24)

where g is the radial preload between the ball and races, u and v are the displacements of
the moving ring in the x and y directions, respectively, and ψi is the angular position of the
i th element.

Figure 3. Bearing model.

Finally, the bearing stiffness can be simplified to [15]:

k(u) = kpio
z
∑

i=1
{g + ucosψi}

1
2 {cosψi − B

1·5A sinψi}cosψi

A =
z
∑

i=1
(g + ucosψi)

1
2 sin2ψi

B =
z
∑

i=1
(g + ucosψi)

1/2 sinψi cosψi

ψi =
π
Z (2i − 1) i = 1, 2, 3, . . . .z

(25)

where Z is the number of rolling elements.
It can be seen that the bearing stiffness is critically dependent on value of the preload-

ing g of the rolling elements.

3. Numerical Solution

The model is applied for an installed pump (P-502B) in a Kermanshah oil refinery in
Iran. This centrifugal pump and its impeller are shown in Figure 4.
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Figure 4. Rotor pump P-502B in a Kermanshah oil refinery.

The schematic of the shaft and impeller of the above pump is shown in Figure 5. The
flowing fluid is light petroleum gases including propane and butane.

Figure 5. The schematic diagram of the pump rotor (P-502B).

The shaft of the mentioned pump is supported by two bearings SKF7308 and SKF6307,
which have been installed in distance L1 = 0.125 m and L2 = 0.521 m respectively, see
Figure 1a. In addition, three impellers with different diameters have been installed at the
end of the shaft.

The characteristics of shaft and impeller are shown in Tables 1 and 2, respectively.

Table 1. Characteristics of shaft P-502B.

Parameter Value

Material AISI4140

Length (m) 0.7

Equivalent diameter (m) 0.036

Young’s modulus (N/m2) 2.10 × 1011

Density (kg/m2) 7850

Mass (kg) 5.6

Polar inertia of mass (kg-m2) 0.000939

Diametric inertia of mass (kg-m2) 0.2373

Moment of inertia
(
m4) 8.24 × 108
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Table 2. Characteristics of impeller P-502B.

Parameter Value

Material GG25

Type closed

Equivalent thickness (m) 0.12

Diameters (m) 0.254–0.281–0.31

Density (kg/m2) 7150

Mass (kg) 4.3–5.2–6

Polar inertia of mass (kg-m2) 0.03467–0.05231–0.06153

Diametric inertia of mass (kg-m2) 0.017338–0.02422–0.03283

Bearing Stiffness of P-502B

To obtain the stiffness of the bearing, knowledge of the properties is necessary. The
general properties of these ball bearings are shown in Table 3.

Table 3. Dimensional specifications and extracted parameters in bearings.

SKF6307 SKF7308

Parameter Value value

Dm (mm) 57.5 65

Db (mm) 13.5 15

Z 8 8

g (mm) 0.051 0.053

ri ro (mm) 41.2 46.35

γ 0.23 0.23

fi 3.05 3.08

fo 3.05 3.08

∑ ρi (mm−1) 0.31 0.28

∑ ρo (mm−1) 0.24 0.22

F(ρ)i 0.216 0.215

F(ρ)o 0.212 0.211

δ∗i 0.9865 0.9866

δ∗o 0.9869 0.9871

kpi (N/mm1.5) 3.940 × 105 4.146 × 105

kpo (N/mm1.5) 4.472 × 105 4.673 × 105

kpio
(
N/mm1.5) 1.301 × 105 1.342 × 105

Limited Speed (RPM) 12,000 10,000

It can be seen that the bearing stiffness is critically dependent on the value of preload-
ing force g for the rolling elements.

Substituting the above values in Equation (25), the values of stiffness in the x and y
directions have been obtained as:

Bearing stiffness for SKF6307:

k(x) = k(y) =
(

1.101 − 94.6x2
)
× 105 N

m
. (26)
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Bearing stiffness for SKF7308:

k(x) = k(y) =
(

1.13 − 97.8x2
)
× 105 N

m
. (27)

Finally, using the Equations (3), (4), (6), (7) and Lagrangian Equation (1), the mathe-
matical equation for the case study can be expressed as:[

10.86 0
0 10.86

][ ..
q1..
q2

]
+

[
0 0.902Ω

−0.902Ω 0

][ .
q1.
q2

]
+

[
2.44 × 107 + 125 × 105q1

2 0
0 2.44 × 107 + 125 × 105q2

2

][
q1
q2

]
=

[
28.5 × 10−5sinΩt 0

0 28.5 × 10−5cosΩt

]
.

(28)

The above equation is a lumped parameter model that can be described as:

M̃
..
q − ΩD̃

.
q + K̃q = Q̃nc. (29)

Looking at Equation (28), one can see that the damping matrix is dependent on the
angular velocity of the shaft. The stiffness matrix is implicitly dependent on the amount
of amplitude of vibration and so, the equations of motion are nonlinear equations. This
will lead to a complicated model. So, for simplicity, normal clearance has been considered
to make the value of the stiffness coefficient independent from the deflection, and so,
the equations of motion will become linear ordinary differential equations. According to
the SKF General catalog, hence g = 0.051 and g = 0.053 used for SKF6307 and SKF7308
respectively, the equivalent stiffness for bearings in a normal clearance case have been
derived as follows:

k(r) = 1.040 × 105 N
m for SKF6307

k(r) = 1.066 × 105 N
m for SKF7308

To obtain the critical speed of the rotor, the eigenvalues and thus the natural frequen-
cies of the system must be determined. To do this, a slightly different but equivalent
approach can be used to combine the pair in Equation (29). By letting α = q2 − jq1 and
subtracting j× in the second Equation (29) from the first Equation (29), we have [19]:

M̃
..
α − jΩD̃

.
α + K̃α = 0. (30)

Now, we can solve this equation by letting α = α0ejΩt and taking the positive root to
obtain backward critical speed. If we let α = α0e−jΩt in which Ω is the forward critical speed,
one must add the out of balance moments to the system to determine the response. Thus:

M̃
..
α − jΩD̃

.
α + K̃α = Fu. (31)

Likewise, by α = q2 − jq1 and subtracting j× in the second equation from the first, the
rotor amplitude is calculated [19]. In addition, to determine the effect of impeller diameter,
the various values of this parameter have been considered. To do this procedure, a code in
MATLAB software has been written, and the following outputs shown in Figures 6–8 have
been derived.

The amplitudes of the rotor response plots for all pump impellers that are recom-
mended by pump manufacture are shown in Figures 6–8. The summary of the results is
shown in Table 4.
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Figure 6. Calculated response at impeller diameter = 0.254 m for API unbalance, normal bearing clearance.

Figure 7. Calculated response at impeller diameter = 0.281 m for API unbalance, normal bearing clearance.

Figure 8. Calculated response at impeller diameter = 0.31 m for API unbalance, normal bearing clearance.
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Table 4. Effect of impeller diameter on the amplitude of vibration and critical speed of the rotor.

Diameter of Impeller (mm) Amplitude of Vibration (m)
Critical Speed (Backward)

(Rpm)
Critical Speed (Forward)

(Rpm)

254 0.198 13,480 14,646

281 0.380 12,909 14,437

310 0.401 12,493 14,184

So, one can see that by increasing the impeller diameter, the amplitude of vibration at
critical speed will be increased up to 52%, while the value of critical speed will decrease. The
value of amplitude of vibration shown in this table has been obtained without considering
the structural damping of the shaft, bearings, and impeller and also the effects of fluid
flow in the pump. So, in reality, these values are much smaller than the tabulated values
in Table 4.

4. Conclusions

In this paper, the equations of motion for the shaft of a centrifugal pump have been
derived using Lagrangian equations and based on Timoshenko beam theory and Jones and
Harris [20,21] modeling for bearings based on Hertzian theory for rolling element [22,23].
By these equations, it is possible to define a lumped parameter model for the system and
determine the amplitude of rotor in critical speeds [12,24]. The solutions of these equations
for an applied case study show that as the impeller diameter increases, the amplitude
of vibration at critical speeds increases, too. In this case study, by replacing the impeller
diameter in the equations with a larger size (impeller diameter 0.256 m replaced with
0.32 m), it is shown that the amplitude is approximately increased by 52% in the critical
speed. So, as the impeller trimming or impeller exchange is a general method for the
maintenance in plants, it must be considered that the bigger diameter will yield more
amplitude of vibration at critical speed.

It must be considered that modeling of the shaft, bearings, and impellers with details
and assembling them and then conducting finite element analysis is very complex, and
as the case study is a process pump in an oil refinery that works 24 h a day, stopping
the production line and then measuring, modeling, and conducting FEM analysis is very
expensive. On the other hand, the purpose of this manuscript is to introduce an analytical
model for all the essential rotary parts of a centrifugal pump in detail and then conduct
a sensitive analysis for the effect of impeller diameter on the critical speed of it inversely.
For this purpose, the dynamic inverse solution is very suitable when there are practical
limitations for FEM analysis, such as it being very complex and expensive.
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Abstract: Regenerative suspension systems, unlike traditional passive, semi-active or active setups,
are able to convert the traditionally wasted kinetic energy into electricity. This paper discusses flexible
multi-objective control design strategies based on LMI formulations to suitably trade-off between
the usual road handling and ride comfort performance and the amount of energy to be harvested.
An electromechanical regenerative vehicle suspension system is considered where the shock absorber of
each wheel is replaced by a linear electrical motor which is actively governed. It is shown by simulations
that multivariable centralized control laws designed on the basis of a full-car model of the suspension
system are able to achieve larger amount of harvested energy under identical ride comfort prescriptions
with respect to scalar decentralized control strategies, designed on the basis of a single quarter-car model
and implemented independently on each wheel in a decentralized way. Improvements up to 40% and
20% of harvested energy are respectively achievable by the centralized multivariable H2 and H∞ optimal
controllers under the same test conditions.

Keywords: regenerative shock absorbers; energy harvesting; active control of automobile suspension
systems

1. Introduction

Research on regenerative suspension systems has gained increasing interest in recent years for
the potential energy savings achievable in implementing active control strategies that ensure enhanced
dynamic performance and the ability to convert wasted kinetic energy in electrical power for both energy
harvesting and self-powered implementation. The state-of-the-art in the field has been recently reviewed
in [1,2].

In a typical regenerative setup the viscous shock absorber is usually replaced by an electrical actuator
that can be regulated to mimic a standard shock absorber (virtual shock absorber) or to provide a more
general dynamical behavior in order to better trade-off between the conflicting requirements of harvesting
large amounts of energy and ensuring good road handling and ride comfort performance.

In [3] a multiobjective H∞ control design methodology has been recently proposed for actively
regulating regenerative suspension systems and it was shown to be much more flexible in trading-off

Vibration 2020, 3, 99–115; doi:10.3390/vibration4010009 www.mdpi.com/journal/vibration
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among conflicting requirements and capable to dramatically improve the amount of harvested energy
with respect to PI controllers implementing virtual shock absorbers where the only design knob is the
dumping parameter.

The specificity of the control strategy proposed in [3], there referred to as Maximum Induced Power
Control (MIPC) strategy, is that it may directly consider the amount of energy to be harvested amongst
its objectives. This is done by imposing a model-reference prescription in closed-loop to the kinetic
energy coming from the road that makes it arbitrarily large and sign-defined. The rationale is that,
in the average, the amount of harvested electrical energy cannot be greater than the energy drained into
the system from the road unevenness. Thus, maximizing the energy induced by the road and making it
sign-defined may be a more effective control design objective in order to increase the amount of harvestable
energy. Simulations and comparisons undertaken in [3] have confirmed the flexibility and the potentiality
of the MIPC approach. A gain-scheduling version based on a LPV system formulation can be found
in [4]. Similar conclusions on the superiority of the MIPC approach in terms of energy requirements for
implementing the control strategy in comparison with standard passive control strategies were also drawn
out in [5], where experimental comparisons of several control laws were undertaken on a lab regenerative
shock absorber prototype.

One of the limitations of the MIPC approach described in [3] is that it is based on a quarter-car
model and is limited to regulate the behavior of the regenerative suspension system of a single wheel.
This approach obviously produces sub-optimal results because the four MIPC control laws are individually
applied to the four wheels of the vehicles in a decentralized way, and the pitch and roll motions have not
directly been taken into account in the design phase. As a consequence, each regulated suspension has the
same dynamic behavior and provides the same amount of energy. Then, the total amount is simply given
by four times the energy harvested by a single wheel. This approach, although suboptimal, is anyway of
interest here because it will be used as a baseline solution for comparison purposes.

The main contribution of this paper is to present complete multivariable centralized MIPC approach
is presented for the four wheels of a vehicle based on a full-car model of the regenerative suspension
system. Both multi-objective H∞ and H2 state-feedback control strategies are presented based on standard
LMI control design formulations. Dynamical output feedback control syntheses are also possible but the
details are not presented here for space limitation.

A final example is provided where comparisons among the decentralized state-feedback H∞ solution
of [3], and the centralized state-feedback H∞ and H2 solutions presented here are reported. From these
simulations, as expected, it clearly results that the multivariable centralized H∞ and H2 MIPC approaches
proposed here overcome the decentralized implementation because of the better system description,
the coordinated implementation of the four controllers and the extra degrees of freedom available for the
optimization. Moreover, it is also found that the centralized H2 approach allows one to harvest larger
amount of energy for the same ride comfort requirement than the H∞ MIPC approaches.

2. The Model and the Overall Control Architecture

2.1. The Full-Car Regenerative Suspension Model

The full-car regenerative suspension schematic under consideration is depicted in Figure 1. In such
a system, the passive viscous dampers, usually present in any passive suspension systems for all four
wheels, are here replaced by electromechanical actuators that generate forces fi(t), i = 1, . . . , 4 so as to
suitably dampen the vertical, pitch and roll motions of the car body.

The 7DOF mathematical model proposed in [6] is used here to describe the pitch θs and roll ϕs

rotational motions (with Ip and Is the corresponding moments of inertia) and the vertical motion of the
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sprung mass ms along its center of mass zs. They consist of the following coupled linear differential
equations (the dependance on the time is omitted for simplicity)

Ir ϕ̈s = − k f t f (zs1 − zu1) + k f t f (zs2 − zu2)− krtr(zs3 − zu3) + krtr(zs4 − zu4)

+ t f f1 − t f f2 + tr f3 − tr f4
(1)

Ip θ̈s = − k f a(zs1 − zu1)− k f a(zs2 − zu2) + krb(zs3 − zu3) + krb(zs4 − zu4)

+ a f1 + a f2 − b f3 − b f4
(2)

msz̈s = − k f (zs1 − zu1)− k f (zs2 − zu2)− kr(zs3 − zu3)− kr(zs4 − zu4) + f1 + f2 + f3 + f4 (3)

where zui, i = 1, . . . , 4 denote the vertical motions of the four unsprung masses described by

mu1z̈u1 = k f (zs1 − zu1)− kt f (zu1 − zr1)− f1 (4)

mu2z̈u2 = k f (zs2 − zu2)− kt f (zu2 − zr2)− f2 (5)

mu3z̈u3 = kr(zs3 − zu3)− ktr(zu3 − zr3)− f3 (6)

mu4z̈u4 = kr(zs4 − zu4)− ktr(zu4 − zr4)− f4 (7)

Figure 1. Full-car schematic for a regenerative setup.

In the above equations mu1 and mu2 represent the front wheels whereas mu3 and mu4 the rear ones,
whose coupling with the road is simply modeled by the elastic stiffnesses kt f and ktr (for the front and rear
couples of tires respectively). Moreover, k f and kr are the front and rear suspension stiffnesses respectively.
Notice in particular that zsi, i = 1, . . . , 4 represent the vertical motions of the car body corners that, under a
usual small pitch and roll angles assumption, are related to ϕs, θs and zs via the following linear expressions

zs1 = t f ϕs + aθs + zs żs1 = t f ϕ̇s + aθ̇s + żs (8)

zs2 = −t f ϕs + aθs + zs żs2 = −t f ϕ̇s + aθ̇s + żs (9)
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zs3 = tr ϕs − bθs + zs żs3 = tr ϕ̇s − bθ̇s + żs (10)

zs4 = −tr ϕs − bθs + zs żs4 = −tr ϕ̇s − bθ̇s + żs (11)

Finally, the parameters a, b, t f and tr characterize geometrically the car body, zri, i = 1, . . . , 4 denote
the road profiles, zsi − zui, i = 1, . . . , 4 the suspension strokes and zui − zir, i = 1, . . . , 4 the tire deflections.

2.2. Power Flow Analysis

In order to arrive to consistent guidelines on how to maximize the harvested electrical power, a power
flows analysis of the regenerative suspension system is accomplished in this subsection. To this end,
with reference to Figure 1, one notes that the only exogenous signals that provide power to the regenerative
suspension system are the four road profiles zri and no dissipative units, like viscous shock absorbers
are present.

Then, by writing down the total energy E = K + V of the system, as the sum of the kinetic energy K
of the masses and the potential energy V of the springs, one has

K =
1
2

Ir ϕ̇2
s +

1
2

Ip θ̇2
s +

1
2

msż2
s +

1
2

mu f (ż2
u1 + ż2

u2) +
1
2

mur(ż2
u3 + ż2

u4) (12)

V =
1
2

k f [(zs1 − zu1)
2 + (zs2 − zu2)

2] +
1
2

kr[(zs3 − zu3)
2 + (zs4 − zu4)

2]

+
1
2

kt f [(zu1 − zr1)
2 + (zu2 − zr2)

2] +
1
2

ktr[(zu3 − zr3)
2 + (zu4 − zr4)

2]

(13)

Because power cannot be dissipated within the suspension system of Figure 1, it can only be exchanged
with the road via its irregularities zri and with the electromagnetic devices via the exchanged forces fi.
In particular, such an exchanged power can be positive or negative. In fact, the road can introduce kinetic
energy via the irregularities and absorbs part of the potential energy of the suspension during their
discharging. On the other hand, the electromagnetic devices can act either as motors or generators by
introducing or absorbing energy from the system.

Then, it makes sense to consider the power exchanged with the road Ps and the mechanical power
exchanged with the actuators Pm and express the total instantaneous power Ė in terms of the above
two terms

Ė(t) = Ps(t) + Pm(t) (14)

By exploiting (1)–(7) and after direct mathematical manipulations one arrives to

Ė = − kt f [(zu1 − zr1)żr1 + (zu2 − zr2)żr2]− ktr[(zu3 − zr3)żr3 + (zu4 − zr4)żr4]

+ f1(żs1 − żu1) + f2(żs2 − żu2) + f3(żs3 − żu3) + f4(żs4 − żu4)
(15)

and, on the basis of the above considerations, one can recognize that the power contribution from the road
profiles and the actuators are clearly indetifiable

Ps(t) = −kt f

2

∑
j=1

(zuj − zrj)żrj − ktr

4

∑
j=3

(zuj − zrj)żrj (16)

Pm(t) =
4

∑
i=1

fi(żsi − żui) (17)
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As a result, as far as the exchanged power flows are concerned, the system can be considered as a
series of two-port subsystems, as depicted in Figure 2, where the power Ps exchanged with the road acts at
one terminal of the first subsystem, the mechanical power Pm is then exchanged with the electromechanical
actuators that provide/request the electrical power Pe. In all terminals of the two-port systems we adopt
the convention that the power is entering into the system when positive.

Full-Car
System Actuators

Figure 2. Power flows with the corresponding dual variables.

The above expressions for Pm and Ps generalized the ones achieved in [3] for a single regenerative
suspension system derived from a quarter-car model and the same considerations can be drawn out here,
briefly recalled hereafter for the reader convenience:

1. Ideally one would like to dispose of a control action capable to make both quantities large and sign
defined for all time:

Pm(t) << 0, Ps(t) >> 0 and Pm(t) = −Ps(t), (18)

If this were possible it would imply Ė(t) = 0, which would ensure that the system has a perfect
transfer of energy from the road to the electrical batteries.

2. Because fi(t) are directly manipulable variables, it is quite easy to make Pm(t) < 0 sign-defined.
However, ∫ T

0
|Pm(t)|dt ≤

∫ T

0
|Ps(t)|dt (19)

expresses an obvious constraint on the energy that can be harvested in any interval [0, T] of interest,
which cannot be larger than the energy provided by the road. Thus, it might make nonsense to try to
maximize Pm by suitably design the control actions if Ps were small without disposing of any control
degree of freedom to increase its amount any further.

3. Observe first that Ps is zero when the road profiles are all completely flat (żri = 0, i = 1, . . . , 4) or
when the tire deflections are all zero, (zui(t)− zri(t) = 0), i = 1, . . . , 4. Thus, high levels of energy
harvesting on flat roads are incompatible with good road handling performance. From a control
perspective, observe also that Ps depends on the regulated variables zui. Thus, if Ps were made
sign-defined and as large as possible, viz. Ps >> 0 via a suitable control law this would increase the
harvested energy regardless of the behavior (the sign) of Pm. Roughly speaking, making Ps > 0 it
would provide a barrier for the internal energy of the system from flowing back towards the road.

The above considerations were at the basis of the Maximum Induced Power Control (MIPC)
decentralized design approach of [3] that will be extended here to the multivariable centralized case.
It is expected that the more degrees of freedom arising in driving all four electromagnetic actuators by a
single multivariable centralized controllers make easier the achievement of the above control requirements
with respect to the use of four decentralized and no coordinated control actions.
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2.3. Electromechanical Actuator Model

In this paper we consider four identical linear permanent-magnets electromechanical devices depicted
in Figure 3 as a force actuators (LPMA) for the four wheels. Simple linear models of the generic LPMA
actuator are given by

vai(t) = Raiii(t) + Lai
dii(t)

dt
+ Kiżi(t) (20)

żi(t) = żsi(t)− żui(t) (21)

fi(t) = Kiii(t) (22)

for i = 1, . . . , 4 where fi are the damping forces, ii the armature currents, vai the armature voltages and
żi the speed of the suspension stroke. The parameters Rai and Lai represent respectively the armature
resistances and inductances while Ki are the force constants. The terms Kiżi(t) represent the back EMF
voltages whereas the forces are proportional to the corresponding armature currents. The electrical power
Pei(t) = ii(t)vai(t) results to be given by

Pei(t) = Rai2i (t) + La
dii(t)

dt
ii(t) + Kiżi(t)ii(t), (23)

where: Pdi = Raii2i (t) represents the power dissipated by the Joule effect, Pci(t) = Lai
dii(t)

dt
ii(t) the

electrical power stored in the inductance Lai and Pmi(t) = Kiżi(t)ii(t) the mechanical power acting on the
i-th actuators. For a more accurate analysis of the dynamics of electromechanical devices well suited for
energy harvesting purposes and their models see e.g., [7], where a discussion of the validity of assuming
constant the coupling coefficients between the electrical and mechanical parts of the device is reported.

Figure 3. Permanent magnets linear electrical actuator.

Thus, Equation (23) suggests to work with electrical machines characterized by high voltages and low
currents, in order to have small Joule losses and, in turn, a good efficiency. This requires actuators with
large values of force constants Ki and small values for Rai. Other losses are relevant only for high currents
and are here neglected for simplicity.

2.4. The Overall Control Architecture

Figure 4 depicts the overall control architecture where two nested control loops are present. The inner
one is governed by the Current Controller (CC) while the outer controller is termed Regenerative Vibration
Controller (RVC) and it is in charge to provide the currents set-points to the inner CC controller.
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The CC controller aims at regulating the armature current loops in the bank of four bidirectional
DC-DC converters which establish the bidirectional electrical power flows between the battery and the
four actuators. Its design is not considered here while we focus on the design of the RVC controller which
is expected to provide the usual control performance of standard active suspension systems plus the ability
to harvest as much energy as possibile. Among many, for brevity, only optimal H∞ and H2 centralized and
decentralized static state-feedback control actions will be considered for the design of the RVC controller.
Dynamic output feedback approaches will be considered in a future work.

Regenerative
Vibration

Controller (MIPC)

Permanent
Magnet DC
Machines

Full-Car
System

Sensors

DC/DC
converters

Currents
Controllers 

(CC)

Batteries

Road profiles

signals for switches

currents feedbacks

measuramentscurrents commands
u y

Figure 4. Overall control architecture.

3. RVC Control Design Specifications and LMI Based Designs

3.1. Ride Comfort and Road Handling Control Specifications

Traditional control specifications in classical passive and active suspension systems mainly consists
of finding a suitable trade-off between the ride comfort and road handling requirements, see e.g., [8,9].

Ride comfort is related to the passengers perception of vibrations at various frequency (0.5–80 Hz)
that greatly depends on the capability of the suspension systems to attenuate the perceived acceleration
levels as much as possibile, especially at those frequencies more dangerous for the human body (0.5–5 Hz).
Studies have shown that ride comfort may be directly related to sprung mass vertical accelerations z̈s

and/or z̈si.
In order to avoid subjectivity, the ISO-2631 standard (see [10]) defines an index, referred to as the Ride

Index (RI), that quantifies the human exposure to vibration by weighting the perceived acceleration by a
human sensitivity curve defined by a band-pass filter:

Ride Index =
√

a2
wx + a2

wy + a2
wz (24)

ai,RMS =

√
1
T

∫ T

0
a2

wi(t)dt i = x, y, z (25)

where awi is the acceleration along the i-th axis weighed by the following filter:

Wk(s) =
81.89s3 + 796.6s22 + 1937s + 0.14

s4 + 80s3 + 2264s2 + 7172s + 21196
(26)

Lower values of the ride index imply better vibrations attenuation.
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Road handling is another important objective, related to vehicle and passengers’ safety. It becomes
extremely important in sportive/racing cars. It can usually be represented by the tire deflection zu − zr

that has to be minimized in some norm.

3.2. Energy Harvesting Control Specification

A further requirement of a regenerative suspension system is that to harvest energy from the road
unevenness. Based on the above considerations, this requirements is here optimized by making Ps

sign-defined and as larger as possible.
This condition could be achieved by trying to enforce the following conditions on the tire deflections

in closed-loop

zui(t)− zri(t) = −αżri(t), i = 1, 2, 3, 4 (27)

where α > 0 is a free constant design parameter. If all such conditions were satisfied for all time instants,
the power Ps would result

Ps(t) = −
[

kt f

2

∑
j=1

(zuj − zrj)żrj + ktr

4

∑
j=3

(zuj − zrj)żrj

]

= αkt f (ż2
r1(t) + ż2

r2(t)) + αktr(ż2
r3(t) + ż2

r4(t))

(28)

In this way, in principle, Ps(t) would be always positive (the power would always flow from the road
to the suspension system) and large as desired by choosing a suitable large α. However, it is worth pointing
out that making the tire deflections large is in contrast with good road handling performance. Moreover,
high levels of harvested energy require high armature currents that increase the electrical losses in the
actuators. Then, depending on the application at hands, a suitable trade-off among the above conflicting
control specifications has to be addressed in the design the RVC controller that can naturally formulated
as a multi-objective optimal control design problem.

In fact, conditions (27) can be reformulated as the following model reference errors zpi(t to
be minimized

zpi(t) = zui(t)− zri(t) + αżri(t), i = 1, 2, 3, 4 (29)

3.3. State-Space Realization for the RVC Control Synthesis

Because the need of having a system description which uses the derivatives żri instead of zri as
exogenous signals for causally realizing zpi in (29) we extend to the full-car case the alternative state-space
representations used in [11,12] for the quarter-car model. The following state-space representation results

ẋ(t) = Ax(t) + Bu(t) + Eżr(t) (30)
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corresponding to the following system vectors

x =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

zs1 − zu1

zs2 − zu2

zs3 − zu3

zs4 − zu4

ϕ̇s

θ̇s

żs

zu1 − zr1

zu2 − zr2

zu3 − zr3

zu4 − zr4

żu1

żu2

żu3

żu4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

u =

⎡⎢⎢⎢⎣
i1
i2
i3
i4

⎤⎥⎥⎥⎦ żr =

⎡⎢⎢⎢⎣
żr1

żr2

żr3

żr4

⎤⎥⎥⎥⎦ (31)

for certain matrices A, B and C detailed in [13].
It is worth pointing out that the above state-space realization is not minimal in that the state has

dimension 15 while the 7DOF full-car model (1)–(7) could be realized by a state of dimension 14. This choice
is dictated by the greater easiness in specifying the various control objectives for the design of the controller
that this realization offers.

The extra dimension has as a consequence that rank{A} = 14. In fact, it can be observed that A
has one dominant real eigenvalue in zero and seven couple of pure imaginary coniugate eigenvalues.
The eigenvalue in zero expresses the fact a linear combinations of state components remains constant during
the free evolutions of the systems. In particular, it is found that the following linear dependence arises

tr(zs1(t)− zs2(t))− t f (zs3(t)− zs4(t)) = 0, ∀t (32)

along all the free evolutions of the system (zri(t) ≡ 0, i = 1, . . . , 4). This condition trivially results by
considering (8)–(11) and expresses the fact that in a rigid body the positions of three points are sufficient to
characterize the positions of all other points of the body.

The state-space realization (30) is fully controllable. Thus, if the state is fully measurable (y(t) = x(t))
linear state-feedback control laws can be freely designed. On the contrary, if only an output is available

y(t) = Cyx(t) + Dyuu(t) + Dywzr(t) (33)

it is also full observable for many choices of sensors. For example, in [13] it is shown that the pair (A, Cy)

corresponding to the following output

y = [ zs1 − zu1 zs2 − zu2 zs3 − zu3 zs4 − zu4 z̈s1 z̈s2 z̈s3 z̈s4 ]
T (34)

is full observable. In this second case, one has full freedom in designing any form of dynamic output
feedback control laws.
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Finally, for control design purposes it is convenient to introduce the following performance vector

z(t) = Cx(t) + Du(t) + Fżr(t) (35)

z =
[

z̈s1 z̈s2 z̈s3 z̈s4 i1 i2 i3 i4 zp1 zp2 zp3 zp4
]T (36)

where all conflicting objective variables of interest are considered. In particular, z(t) collects the four
vertical accelerations z̈si accounting for the drive comfort requirements, the four control actions ii used to
moderate the control energy so as to mitigate the electrical losses and the four variables zpi defined in (29)
related to the energy harvesting specifications. Again, details on the C, D and F matrices can be found
in [13].

3.4. Frequency Shaping of the State-Space Realization

A common practice in the design of optimal control laws is that of shaping the control objectives in
frequency in order to penalize/enhance the performance in certain frequency bands of interest. This can
be done by filtering the signals of the control systems.

By denoting with Wai(s) the scalar, stable and proper filter shaping the vertical acceleration of the
body corner z̈si(t) and with Wui(s) the one related to the current ii(t), the objective vector z(t) results
filtered by the diagonal multivariable filter Wz(s) defined as:

Wz(s) = diag {Wa(s), Wu(s), I4} (37)

In particular, the aggregate filters Wa(s) e Wu(s) have the following structure

Wa(s) = diag {Wa1(s), Wa2(s), Wa3(s), Wa4(s)}
Wu(s) = diag {Wu1(s), Wu2(s), Wu3(s), Wu4(s)}

(38)

and for simplicity are assumed identical

Wa1(s) = Wa2(s) = Wa3(s) = Wa4(s)

Wu1(s) = Wu2(s) = Wu3(s) = Wu4(s)
(39)

It is convenient to select the Wai(s) filters according to the ISO-2641 recommendations and using (26)
to shape the accelerations in order to have the objectives directly related to the Ride Index. On the contrary,
Wui(s) are usually selected as high-pass filters in order to penalize the control actions at high frequency.

The energy of the road profiles are optionally shaped by a suitable bank of filters as well

Wd(s) = diag {Wd1(s), Wd2(s), Wd3(s), Wd4(s)} (40)

Wd1(s) = Wd2(s) = Wd3(s) = Wd4(s) (41)

Thus, by denoting with (Az, Bz, Cz, Dz) e (Ad, Bd, Cd, Dd) the state-space representations of the filters
Wz(s) and Wd(s), with xz and xd the corresponding states, on the basis of the following extended state

xg =
[

xT xT
z xT

d

]T
(42)
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one gets the extended state-space representation{
ẋg(t) = Agxg(t) + Bguu(t) + Bgwżr(t)

z̃(t) = Cgzxg(t) + Dgzuu(t) + Dgzwżr(t)
(43)

with

Ag =

⎡⎢⎣ A ∅15×20 ECd
BzC Az BzFCd

∅4×15 ∅4×20 Ad

⎤⎥⎦ Bgu =

⎡⎢⎣ B
BzD
∅4×4

⎤⎥⎦

Bgw =

⎡⎢⎣ EDd
BzFDd

Bd

⎤⎥⎦ Cgz =
[

DzC Cz DzFCd

]

Dgzu = DzD Dgzw = DzFDd

(44)

3.5. H2 and H∞ Optimal State Feedback Designs

We assume hereafter that the state is measurable and that the system (43) is fully controllable.
This happens to be true when no loss of controllability arises from the introduction of the shaping filters
(poles/zeros cancellations). Thus, state-feedback control laws of the form

u(t) = Kxg(t) (45)

can be arbitrarily designed. In particular, the following closed-loop system results{
ẋg(t) = (Ag + BguK)xg(t) + Bgwżr(t)

z̃(t) = (Cgz + DgzuK)xg(t) + Dgzwżr(t)
(46)

with
T(s) = (Cgz + DgzuK)(sI − (Ag + BguK))−1Bgw + Dgzw (47)

being the closed-loop transfer matrix between ż(t) and z̃(t).

3.5.1. Optimal H∞ Control Synthesis

The H∞ optimal state-feedback control law

u(t) = K∞xg(t) (48)

that minimizes the H∞ norm of (47), that is

K∞ := arg min
K

‖T(s)‖H∞
(49)
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can be achieved by solving the following LMI optimization problem [14]⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
X,Y,γ

γ

s.t.⎡⎢⎢⎢⎣
Acl + AT

cl Bgw (CgzX + DgzuY)T

∗ −γI DT
gzw

∗ ∗ −γI

⎤⎥⎥⎥⎦ < 0

X = XT > 0

(50)

where Acl := AgX + BguY. If the problem is feasible, the optimal H∞ state-feedback gain is given by

K∞ = YX−1 (51)

3.5.2. Optimal H2 Control Synthesis

The H2 optimal state-feedback control law

u(t) = K2xg(t) (52)

that minimizes the H2 norm of (47), that is

K2 := arg min
K

‖T(s)‖2
H2

(53)

can be achieved by solving the following LMI optimization problem [14]⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
X,Y,Q,ν

ν

s.t.⎡⎣Acl + AT
cl Bgw

∗ −I

⎤⎦ < 0⎡⎣X (CgzX + DgzuY)T

∗ Q

⎤⎦ > 0

X = XT > 0

Q = QT > 0

Tr(Q) ≤ ν,

(54)

where Acl := AgX + BguY. If the problem is feasible, the optimal H2 state-feedback gain is given by

K2 = YX−1 (55)

4. Simulation Results

Several Matlab/Simulink simulations have been undertaken for assessing the full-car H2 and H∞

MIPC approaches presented here and compare them with the quarter-car H∞ state-feedback solution
described in [3]. The latter control law, designed for the suspension systems of a single wheel, will be then
applied to all four suspension systems in a decentralized way.
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The three control approaches, namely H∞ decentralized, H∞ centralized and H2 centralized, will be
compared on the same car, actuators and driving scenario with the available design knobs tuned to achieve
the same Ride Index for the three control strategies.

In particular, three values of the Ride Index will be considered: RI = 0.25, RI = 0.47 and RI = 0.70 that,
according to the ISO 2631 RI classification, correspond respectively to not uncomfortable, a little uncomfortable
and fairly uncomfortable likely passengers reactions

Road’s profiles complying with the ISO-8608 standard [15] have been used in the simulations.
In particular, all simulations have been undertaken by assuming to drive on a C straight road at 70 Km/h.
Figure 5 depicts the corresponding profiles

0 5 10 15 20 25 30 35 40 45 50
-0.1

0

0.1

0 5 10 15 20 25 30 35 40 45 50
-0.1

0

0.1

0 5 10 15 20 25 30 35 40 45 50
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0.1

0 5 10 15 20 25 30 35 40 45 50
-0.1

0
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Figure 5. Road profiles zr1(t), zr2(t), zr3(t) and zr4(t) used in the simulations.

The same standard class-C vehicle and actuator considered in [3] (where all relevant parameters are
listed) is used here.

The following dynamical weights have been used in the three control strategies

Wai(s) = ρ Wk(s) (defined in (26)) (56)

Wui(s) = β
s + 1

s + 10
(57)

Wdi(s) = γ
10

s + 1000
(58)

with ρ, β, γ and α in (29) as free design knobs. The fact that the regulation of the Ride Index can be simply
achieved by tuning the few control design knobs testifies favorably on the flexibility of the proposed
MIPC approach.

4.1. Simulations for Ride Index = 0.25

The values of design knobs values used in the RI = 0.25 simulations are reported in Table 1 whereas
the plots of the acceleration z̈s1, actuation current i1(t) and the harvested electrical power Pe1(t) under the
three control laws are reported in Figure 6
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Table 1. Knobs tuning—RI = 0.25.

RI = 0.25 (Excellent Comfort/Smallest Harvesting)

Control ρ β γ α

H∞,dec 0.2067 100 10 30
H∞,cen 0.42 3.45 1 27
H2,cen 0.5 2 1 29
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-600
-400
-200
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Figure 6. (top) Accelerations z̈s1(t), (middle) Actuation current i1(t), (down) Instantaneous harvested
electrical power Pe1(t).

4.2. Simulations for Ride Index = 0.47

In Table 2 the design knobs values used in the RI = 0.47 simulations are reported while the plots of
the corresponding acceleration z̈s1, actuation current i1(t)and the electrical power Pe1(t) under the three
control laws are reported in Figure 7.

Table 2. Knobs tuning—RI = 0.47.

RI = 0.47 (Trade-off between Comfort/Harvesting)

Control ρ β γ α

H∞,dec 0.323 100 10 42
H∞,cen 1.67 2.25 1 30
H2,cen 0.82578 3.764 1 31
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Figure 7. (top) Accelerations z̈s1(t), (middle) Actuation current i1(t), (down) Instantaneous harvested
electrical power Pe1(t).

4.3. Simulations for Ride Index = 0.70

Finally, in Table 3 the values of the design knobs used for the case RI = 0.70 are reported while the
plots of the acceleration z̈s1, actuation current i1(t) and the harvested electrical power Pe1(t) under the
three control laws are reported in Figure 8.

Table 3. Knobs tuning—RI = 0.70.

RI = 0.25 (Perceivable Discomfort/Largest Harvesting)

Control ρ β γ α

H∞,dec 0.42 100 10 47
H∞,cen 2.82 3 1 33
H2,cen 2.167 4–69 1 33
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Figure 8. (top) Accelerations z̈s1(t), (middle) Actuation current i1(t), (down) Instantaneous harvested
electrical power Pe1(t).
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4.4. Average Harvested Electrical Power

Finally, next Table 4 summarize the average harvest electrical power during the simulations.
From the simulation it results that the H∞,cen and H2,cen regulators, designated on the basis of the

full-car suspension model, guarantee good rider performance and higher levels of harvested energy with
respect to the H∞,dec controller in all the situations tested. Moreover, the ride comfort performance of
the H∞,dec regulator, designated on the basis of the quarter-car suspension model and implemented in a
decentralized way, degrades remarkably at the increase of the energy harvesting requirements. This can be
seen from the accelerations z̈s1(t) plots but similar conclusions can be drawn out by observing the sprung
mass accelerations z̈s(t) and the pitch and roll angles evolutions (non reported here for space limitations
but available in [13]).

As far as the amount of harvested energy during the simulations, Table 4 allows one to observe that
the centralized H∞,cen and H2,cen regulators always are able to recover more energy than the decentralized
H∞,dec controller, the more at lower values of the RI index. Moreover, it can be seen that the H2,cen regulator
recovers the largest amount of electric power, while the H∞,cen regulator is more robust in rejecting the
exogenous signals acting to the system.

Table 4. Average harvest electrical power. The percentages express the improvements with respect to the
H∞,dec control achievements for the same RI.

Average Harvest Electrical Power

Control RI = 0.25 RI = 0.47 RI = 0.70

H∞,dec 4 × 100 W 4 × 124 W 4 × 153 W
H∞,cen 4 × 120 W (+20%) 4 × 141 W (+13%) 4 × 160 W (+4.5%)
H2,cen 4 × 141 W (+40%) 4 × 154 W (+24%) 4 × 168 W (+10%)

5. Conclusions

The usage of regenerative suspension systems in modern electrical/hybrid cars could contribute to the
vehicle’s autonomy with a modest degradation to the usual ride comfort and road handling performance.
The integration of such systems with other existing energy harvesting devices, such as regenerative brakes,
may help the diffusion of this kind of cars, providing together a total amount of many tens/hundreds watts.

This paper has complemented the results achieved in [3] on the design of active control laws for the
regulation of regenerative suspension systems by extending the scalar MIPC approach there presented
for a quarter-car system to the general multivariable solution achieved on the basis of a full-car model.
Moreover, both the H∞ and H2 state-feedback solutions have been considered based on a novel and ad-hoc
state-space realization and have been shown to be enough flexible and powerful to easily trade-off amongst
conflicting energetic and dynamic requirements.

From the simulations it results that the centralized solutions have to be preferred with respect to
the decentralized one. In fact, from Table 4 it results that the improvements on the harvested energy
are increasingly higher (up to 40% for the centralized H2 and up to 20% for the centralized H∞ optimal
controllers) as the ride index RI decreases. This is especially important in the large part of cars usage,
where maintaining low values of the ride index is of paramount importance for ensuring a good ride
comfort. It is also found that the centralized H2 control is able to gain the double of the energy harvested
by the centralized H∞ control for the same value of the ride index.

An important contribution of this work is the demonstration that the coordination of the
control actions achievable by a multivariable design has to be preferred than a simpler decentralized
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implementation. The usage of modern H2 and H∞ multi-objective control design methodologies make the
extra numerical complexity for the multivariable design negligible.
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