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Preface to ”Physical Processes in Lakes”

There are nine million lakes larger than two ha in the world, and many more small ponds.

Humans use the lakes for many purposes such as water supply and as receiving waters, for fishing,

and for recreation. Lakes are beautiful parts of the landscape, but may be most important to constitute

the environment for many habitats.

The numerous climatological studies of today are related to large-scale processes. In

environmental studies, the physical processes of lakes are seldom considered in detail, treating the

lake only as a point. However, biological and chemical processes in lakes relate to physical processes.

They are keys for the status of a lake. Physical processes in lakes include mixing and circulation

within the lake, thermal processes, light penetration, sedimentation, ice processes, oxygen and gas

dynamics, exchange processes between water-atmosphere and sediment. The physical processes are

different in tropical, temperate and arctic climate and during different parts of the year.

When lakes are used for water supply or as receiving waters, these technical systems must be

adapted to lake physics considering how the water is mixed and the thermal structure within the

lake.

Oxygen is important for the life in lakes. Several contributions of this Special Issue relate to

dissolved gases. Dissolved gases may form bubbles leading to exchange of climate-relevant gases

between water and the atmosphere. A highly theoretical approach is compared with observations.

During ice covered conditions, the dissolved oxygen is consumed mainly close to the sediments,

which is discussed in one paper. Usually processes within a lake are discussed on a daily or longer

time scale. However, wind and solar radiation varies through the day. The importance of using

shorter time step, when simulating dissolved oxygen and temperature in the vertical is shown

in another contribution. One paper shows how nutrients and phytoplankton dynamics relate to

dissolved oxygen and temperature. Again, in a study of oxygen conditions, it is shown how bubble

plumes aerate the water and how the water temperature profile may change slightly in a warmer

climate. Depending on the purpose of modelling, the used models may be more or less advanced. In

a contribution, a comparison between 1D and 3D models is performed for a shallow lake.

Energy from the wind produces currents, waves and turbulent mixing. There are three

contributions relating to this, all based on field measurements. In the first paper, the momentum flux

from atmosphere to water is measured. Energy contributions to waves dominate. Energy dissipation

is shown to vary over the day. Additionally, in a study in an ice-covered lake, the dissipation rate was

measured and the Reynold stresses determined. In the third contribution relating to energy, thermal

microstructure profiling was analyzed in a novel way showing how turbulent diffusivity could be

determined.

I hope that this issue to some extent may contribute to increased understanding of physical

processes and encourage studies on lake physics.

Lars Bengtsson

Editor
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Abstract: Mechanical energy in lakes is present in various types of water motion, including turbulent

flows, surface and internal waves. The major source of kinetic energy is wind forcing at the water

surface. Although a small portion of the vertical wind energy flux in the atmosphere is transferred

to water, it is crucial for physical, biogeochemical and ecological processes in lentic ecosystems.

To examine energy fluxes and energy content in surface and internal waves, we analyze extensive

datasets of air- and water-side measurements collected at two small water bodies (<10 km2). For the

first time we use directly measured atmospheric momentum fluxes. The estimated energy fluxes and

content agree well with results reported for larger lakes, suggesting that the energetics governing

water motions in enclosed basins is similar, independent of basin size. The largest fraction of wind

energy flux is transferred to surface waves and increases strongly nonlinearly for wind speeds

exceeding 3 m s−1. The energy content is largest in basin-scale and high-frequency internal waves

but shows seasonal variability and varies among aquatic systems. At one of the study sites, energy

dissipation rates varied diurnally, suggesting biogenic turbulence, which appears to be a widespread

phenomenon in lakes and reservoirs.

Keywords: energy fluxes; energy content; lakes; reservoirs; internal waves; surface waves;

biogenic turbulence

1. Introduction

The spatial distribution and temporal dynamics of mechanical energy play vital roles
in the physical, biogeochemical and ecological functioning of lentic ecosystems. At the
water surface, wind-generated turbulence regulates the vertical distribution of heat that is
exchanged with the atmosphere, affects thermal stratification [1] and controls gas exchange
with the atmosphere [2], which can be enhanced by surface waves [3]. Vertical turbulent
mixing in the surface layer controls the exposure of planktonic organisms to light, therewith
regulating primary production and community composition of phytoplankton [4–6]. Wind-
induced upwelling [7,8], as well as internal waves [9], affect phytoplankton and water
quality by transporting nutrients from the stratified hypolimnion to the surface layer. The
state of mixing of water bodies can result in the persistence of harmful cyanobacteria in the
thermocline throughout summer stratification [10]. At the bottom of lakes and reservoirs,
boundary layer turbulence controls the oxygen flux into the sediments [11] and therewith
the rate of carbon burial and methane production [12], as well as the internal loading of the
lake with nutrients [13].

The major source of mechanical energy in lentic systems is wind, which exerts a shear
force at the water surface. However, only a small fraction of the vertical wind energy
flux in the atmospheric boundary layer is transferred to water motions (~1.9% according
to [14] and ~22% including surface waves in [15]). Water motions are distributed over
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a wide range of temporal and spatial scales ranging from low to high frequencies of the
energy spectrum [15]. Recently, energy transfer from wind to water has been found to
be more efficient when the lake is thermally stratified, resulting in an enhancement of
mean kinetic energy throughout the water column during seasonal stratification [16,17].
The majority of the wind energy flux is dissipated in the atmospheric and water surface
boundary layers. A considerable part of the non-dissipated wind energy (~20%) is fed to
the surface wave field [15]. In [18], however, this percentage is lower—1.5–3.5%, although
both estimates were derived from the same set of observations conducted in a Swiss lake.
Approximately 1% of the energy input is stored in large-scale currents such as basin-scale
internal waves [15]. Shear instabilities lead to the degeneration of large-scale internal
waves into propagating high-frequency internal waves. They appear at frequencies being
some fraction of the maximum buoyancy frequency, which is related to the strength of
vertical density stratification [19–21]. It has been estimated that about 90% of the energy in
the internal waves is dissipated within the bottom boundary layer [14,15].

Current knowledge about the partitioning and distribution of energy fluxes in lakes
and reservoirs described above is mainly based on observations from the same lake [16,17],
or information compiled from asynchronously conducted measurements in different sys-
tems [15]. The generality of current figures, their transferability to water bodies of different
size and depth, and their temporal dynamics remain largely unexplored. Moreover, all ex-
isting estimates are based on bulk parameterization of wind energy fluxes, as observations
lack direct measurements of atmospheric fluxes [14–18]. The role of surface waves in the
energy budget appears to be constraint by observations, which are restricted to a single
study in a large lake [15,18].

To address these gaps in research, we analyze the most relevant components of energy
fluxes and energy content in various types of water motions in response to wind energy
fluxes in two small (<10 km2) water bodies. The study sites, a lake and a reservoir, differ
in surface area by one order of magnitude, but have comparable water depth (~10 m).
Given the difference in surface area and the fact that the reservoir experiences water
level variations, we expect the hydrodynamic processes in these two water bodies to be
different. The selected lake is considered representative of a large number of small lakes,
belonging to the most abundant size class which contributes 54% of the global lake surface
area [22,23]. To overcome shortcomings of previous studies, we used direct measurements
of momentum fluxes in the atmosphere above the water surface for the estimation of the
wind energy flux into the lakes. We investigate the wind speed and fetch dependence on
the surface wave characteristics based on measurements covering nearly a complete annual
cycle. The predominant modes of basin-scale internal waves and the presence of high-
frequency internal waves are identified and examined. The data are used to complement
and to re-examine mean energy budgets of small lentic systems, their temporal dynamics,
and their variation with water body size.

2. Materials and Methods

2.1. Study Sites and Measurements

Measurements were conducted at a small reservoir (Bautzen Reservoir, surface area:
5.33 km2, volume: 39.2 × 106 m3, maximum depth: 12.2 m) and a small lake (Lake Dagow,
surface area: 0.3 km2, volume: 1.2 × 106 m3, maximum depth: 9.5 m)—both situated in
Germany. Bautzen Reservoir is a part of the dammed river Spree in southeastern Germany,
with a mean water residence time of 164 days [24]. It can be classified as a small storage-type
reservoir [25,26] with additional purposes of flood control and leisure activities. Besides,
the reservoir is used to regulate the water supply for wetlands and power stations located
downstream of the river. The outlet tower located near the dam regulates water discharge
through the bottom of the reservoir. Major water withdrawal in summer is associated with
a gradual decrease of water level [27]. The reservoir is often not persistently stratified
throughout the summer due to a lack of shelter against strong winds and experiences
several full mixing events [24,28]. Lake Dagow is a glacial lake in the Lake Stechlin area in
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northern Germany. It is a small eutrophic lake with a water residence time of 5 years [29].
The lake develops persistent density stratification every year leading to anoxic conditions
in its hypolimnion [29]. Lake Dagow was impacted by wastewater, duck and carp farming
in the 1960–1970s, with restoration activities in the 1980s.

At both water bodies, a similar set of instruments was installed for a period resolving
the seasonal dynamics of stratification and mixing in Bautzen Reservoir (3 April until
3 December in 2018) and the transition from stratified to mixed conditions during the
autumn overturn in Lake Dagow (11 September until 25 November in 2017). Meteorological
measurements, including radiation fluxes and eddy covariance (EC) measurements of
vertical momentum fluxes, were conducted from floating platforms (Points A and E,
Figure 1). The platform was 3 × 3 m in size in Bautzen Reservoir and about 2.5 × 5 m in
size in (Lake Dagow). Both platforms were attached with steel chains (Bautzen Reservoir)
or guy wires (Lake Dagow) to four concrete anchors at the bottom. Vertical profiles of flow
velocity in the water column, including turbulent velocity fluctuations, were measured by
acoustic Doppler current profilers (ADCP), which were mounted downward-facing at the
platforms (see Table 1). In Bautzen reservoir, the profiling range of the platform-mounted
ADCP did not cover the entire water column and an additional ADCP was deployed
at the bottom at ~10 m distance from the platform. The bottom-mounted instrument
did not resolve turbulent velocity fluctuations and provided mean flow velocity profiles
only. In Lake Dagow, there were three sequential ADCP deployments with time gaps in
between. The ADCP was installed at the bottom during the second and third deployments.
Thermistor chains were deployed at the platform in Bautzen Reservoir and in the middle of
Lake Dagow to observe vertical temperature stratification in water. Wave recorders (high-
frequency pressure loggers) were placed near the shore at both locations and an additional
wave recorder was installed at the platform in Bautzen Reservoir. The measurement
campaign lasted from 3 April until 3 December in 2018 in Bautzen Reservoir and from
11 September until 25 November in 2017 in Lake Dagow.

  

(a) (b) 

Figure 1. Bathymetric maps of the study sites: (a) Bautzen Reservoir; (b) Lake Dagow. The plots were created based on
the published maps in [24,29]. Black lines show isolines with equal elevation in meters above sea level (m a.s.l.). Small
panels on the right show wind roses with wind directions and windspeed. The locations of the instruments are indicated
by triangles and circles labeled with capital letters. Points A and E (triangles) mark the locations of the platforms for
micrometeorological measurements and the acoustic Doppler current profiler (ADCP). The ADCPs were deployed at the
bottom, at a distance of approximately 10 m from the platforms. Points A and F mark the locations of the thermistor chains.
A, B and G mark the location of the surface wave observations (pressure sensors).
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Table 1. Instrumentation and resolution for the water-side and atmospheric measurements conducted in Bautzen Reservoir
and Lake Dagow.

Type of
Measurements

Water Body Instrument Resolution Location on the Map (Figure 1)

Flow velocity

Bautzen Reservoir
(a) ADCP RDI Workhorse 600 kHz
(range: 1.4–10 m); (b) Workhorse

1200 kHz (range: 0.8–4.7 m)

(a) 10 min with 200 pings
with 0.25 m bin size;

(b) 1 s with 0.1 m bin size

(a) Bottom deployment (facing
upward) ~10 m from southern

corner of the platform;
(b) platform deployment (facing

down, southwest corner)

Lake Dagow
ADCP RDI Workhorse 600 kHz

(3 deployments, range:
(1) 0.5–6.8 m; (2–3) 0.8–7.1 m)

5 s with 12 pings with
0.1 m bin size

3 deployments: (1) platform
(facing down, west corner),
point E; (2–3) ~6–7 m from

northern corner of the platform
(facing upward)

Water temperature Bautzen Reservoir
(a) Thermocouples (type T,

Copper/Constantan)

10 min averages from
measurements in

30 s intervals
Platform, point A

Lake Dagow RBR solo 10 s Point F

Wave measurements
Bautzen Reservoir

RBR duet
10 min with 512 measure-

ments of 16 Hz
Platform, point A; shore, point B

Lake Dagow Shore, point G

Wind speed Bautzen Reservoir Campbell Scientific, CSAT3 (1.8 m)
20 Hz, as well as 10 min

and 30 min averages
Platform, point A

Lake Dagow Gill Instruments HS-50 (1.97 m) 20 Hz Platform, point E

Radiation
Bautzen Reservoir Kipp and Zonen, CNR1

10 and 30 min averages
from measurements

in 30 s intervals
Platform, point A

Lake Dagow Kipp and Zonen, CNR4
measured at 1 Hz, logged

at 1 min averages
Platform, point E

Detailed information about instrumentation and resolution is provided in Table 1.
As described in the following sections, the collected data were analyzed to characterize
energy fluxes from wind to water and the energy content in different types of water motion.
Meteorological data were screened based on plausibility limits, logged information about
maintenance work at the measurement station, and by detection of errors and outliers.
ADCP velocity data were filtered using a threshold for signal correlation (>70 (-)) and were
despiked following [30,31]. All final parameters were estimated with a temporal resolution
of 30 min.

2.2. Energy Content

2.2.1. Internal Waves

Standing, basin-scale internal waves (internal seiches) are characterized by oscillations
of the vertical density structure that appears due to wind forcing acting on the stratified
lake. Waves are typically present in the form of one or several energetic modes depending
on the density layer structure [32]. In our study, we identified the major modes of internal
waves using the “Internal Wave Analyzer” software (IWA) [33] and selected wave “events”
when visual evidence of their presence was observed. Visual evidence appeared in vertical
displacements of isotherms and as a pronounced peak in the power spectral density
estimated for variations in isothermal depths and for the selected velocity components.
Similarly, events were identified for propagating (high frequency) internal waves, which
were mainly present in the spectra of the vertical velocity component and displacement
of isotherms during the stratified season. The high-frequency limit of the wave band in
spectra is limited by the maximum buoyancy frequency Nmax (Hz) [19,34]:
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Nmax = max

[(
− g

ρw0

∂ρw

∂z

) 1
2
]

(1)

where g (m s−2) is gravitational acceleration, ρw (kg m−3) is water density, ρw0 (kg m−3)
is the mean water density, z (m) is the height above the bottom with positive direction
upwards. The conversion from temperature to density was done based on the freshwater
equation of state following [35].

The energy content in a linear internal wave field is equally partitioned into potential
energy and kinetic energy [36]. An appropriate approach for estimation of the energy is
calculation of the locally available potential energy (APE (J m−3)) from temporal variations
of water density observed at a single mooring location [37,38]:

APE =

z∫

z−ζ

g[ρw(z)−]ρw0(z′)]dz′ (2)

where ζ (m) is the vertical displacement of a fluid particle and z′ is the integration variable.
We estimated potential energy at 30 min resolution (or 1 min for high-frequency internal
waves) by using different time intervals for estimating the mean (background) density
stratification. As a rule of thumb, we considered 10 periods of the observed wave, either
the basin-scale or high-frequency internal wave, for calculating mean density profiles. In
addition, for basin-scale internal waves we estimated kinetic energy from the spectra of
the three velocity components within the frequency band corresponding to the range of
the wave periods provided by IWA. For high-frequency internal waves a fixed frequency
range from 1 × 10−3 to 6.1 × 10−3 Hz was selected.

For comparison with surface energy fluxes, we integrated the volumetric energy
content over depth. Both integrated potential and kinetic energies (as well as dissipation
rate described in Section 2.4), were normalized by depth-dependent surface area, i.e., for a
given quantity X, integration over the water column was computed as:

1
Asurf

H∫

0

X(z) A(z) dz (3)

where Asurf is the surface area of the water body, H is the water depth, A is the depth-
dependent cross-sectional area.

Following [14], we used the depth of the thermocline as the upper limit of integration
for APE (APE in J m−2), which was estimated using the “Lake Analyzer” software [39].

2.2.2. Surface Waves

Significant wave height Hsig (m) and energy content in surface waves Ewave (J m−2)
were calculated from pressure fluctuations measured by the wave recorders. The calculation
was carried out following standard procedures based on linear wave theory [40] by using
the “Ruskin” software provided by the manufacturer [41]. The calculations take into
account the attenuation of wave-induced pressure fluctuations at the sampling depth of
the sensor. Significant wave height is defined as the average height of the highest one third
of the waves during each sampling interval. Mean wave energy was calculated from the
variance of water surface elevation. Note that for Bautzen Reservoir we used only those
wave measurements that corresponded to the acceptable wind directions (195–355◦) to
avoid the possible sheltering effect of the measurement platform (the sensor was deployed
at the south-western corner).
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2.2.3. Schmidt Stability

The Schmidt stability Sc (J m−2) describes the integrated potential energy in vertical
density stratification of the entire basin. It is equivalent to the work required for vertical
mixing, i.e., the energy required to move the vertical coordinate of the center of mass of all
water in the basin to the corresponding center of volume zv:

Sc =
g

Asurf

H∫

0

(z − zV)ρw(z)A(z)dz (4)

zV =
1
V

∫ H

0
A(z)zdz, V =

∫ H

0
A(z)dz (5)

where V is the volume of the basin.

2.3. Energy Fluxes

2.3.1. Wind Energy Flux and Rate of Working

The vertical energy flux at a standard height of 10 m above the water surface P10 (W m−2)
is equivalent to the vertical shear stress multiplied by the horizontal wind velocity [42]:

P10 = τsU10 = ρau2
∗aU10 (6)

where τs = ρau2
∗a (kg m−1 s−1) is the shear stress, u∗a (m s−1) is the atmospheric friction

velocity and ρa (kg m−3) is air density. In our analysis, we estimated u∗a from measure-
ments of turbulent velocity fluctuations in the atmospheric boundary layer using the
eddy-covariance (EC) method [43]. The mean wind speed measured at a height of 1.8 m
(Bautzen Reservoir) and 1.97 m (Lake Dagow) above the water surface was corrected to
a standard height of 10 m (U10 (m s−1)) by considering atmospheric stability [44,45]. We
calculated the fraction of the wind energy that is transferred to the water as the total rate of
working RW (W m−2) following [16]:

(
τx, τy

)
= CDN10ρaU10(U, V) (7)

RW = τxu + τyv (8)

where the wind (U, V) and flow velocity (u,v) components were rotated along the wind di-
rection averaged over 12 h since the shape of two water bodies does not have any preferred
elongated direction. The drag coefficient CDN10 was first determined as CD10 = u2

∗/U2
10

(-) and then corrected to its neutral counterpart CDN10 = CD10

(
1 + C1/2

D10κ−1ψ(10/L)
)−2

,

where κ = 0.4 (-) is the von Kármán constant, L is the Monin-Obukhov length scale and ψ
are the stability functions described in [44]. Note that, we used the first acceptable mea-
surement of flow velocity below the surface: for Bautzen Reservoir, it corresponds to ~1 m
depth, for Lake Dagow ~0.6 m (first deployment), ~1.3 m (second and third deployment).

2.3.2. Surface Wave Energy Flux

The horizontal wave energy flux per unit length of the wave crest of surface waves
(Pwave (W m−1)) was calculated as the product of the wave energy and the wave group
velocity. The group velocity is a function of wave period, which we assign to the period
corresponding to the maximum in the wave spectrum. The estimation of the wave energy
flux proceeds in the same way as in [46]. To compare Pwave with the wind energy flux P10,
we considered the ratio Pwave/(P10 × F) 100 (%), where F (m) is the wind fetch at the wave
measurement location. The wind fetch is interpolated from distances obtained from the
map corresponding to the standard grid of wind direction. Note that, as in Section 2.2.2,
we disregarded data with unacceptable wind directions for Bautzen Reservoir.
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2.3.3. Surface Heat Flux and Buoyancy Flux

The net surface energy flux in form of heat and radiation Hnet (W m−2) is expressed as
the sum of net shortwave radiation QSW, longwave radiation QLW, and latent and sensible
heat fluxes HL, HS (W m−2). Latent and sensible heat fluxes were calculated following
the standard EC methodology using the “Eddy Pro Version 6.2.1” software (LI-COR, Inc.,
Lincoln, NE, USA).

The surface buoyancy flux JBO (W m−2) was calculated as:

JBO = zV
gα

cp
Hnet (9)

where α (K−1) is the temperature-dependent thermal expansion coefficient of water and cp

(J kg-1 K−1) is the specific heat capacity of water.

2.3.4. Energy Flux to Basin-Scale Internal Waves

For the estimation of the fraction of the wind energy input attributed to basin-scale
internal waves, we manually selected isolated episodes with solitary wind event and
corresponding enhancement of the available potential energy in internal waves. This
fraction (%) was calculated as a ratio of APE averaged over one cycle of the wave right
after the wind event to the wind energy flux integrated over the time for the respective
wind event.

2.4. Dissipation Rates

Dissipation rates of turbulent kinetic energy ε (W kg−1) were estimated following two
methods: inertial subrange fitting (ISF) [47] and second-order structure function (SF) [48].
Both methods have been widely applied and validated for obtaining dissipation rates
from velocity data measured by ADCP [49–52]. Under the assumption of isotropic turbu-
lence, the theoretical power spectrum of turbulent velocity fluctuations S (m3 s−2 rad−1) is
expressed as:

S(k) = C1αK ε2/3k−5/3 (10)

where αK = 1.5 (-) is the universal Kolmogorov constant, k (rad m−1) is the spatial wavenum-
ber and C1 (-) is the isotropy constant, which depends on the direction of the velocity
component 18/55 ≤ C1 ≤ 4/3 × 18/55. We used a constant value of C1 = 18/55 as we
used beam-averaged velocity spectra from the ADCP, which measures along-beam velocity
fluctuations without directional information [53]. Power spectra estimated from measure-
ments were fitted to Eq. 10 to estimate the dissipation rates. The upper wavenumber limit
for the fit was found as a breakpoint where the power spectral density became smaller
than the level of noise. The noise level was determined as the logarithmically averaged
high-frequency end of the spectra at frequencies higher than 0.2 Hz. To find the lower
frequency limit for inertial subrange fitting, we used the optimization procedure described
in [54]. We used three criteria for quality assurance for calculated dissipation rates: va-
lidity of Taylor’s frozen turbulence hypothesis, coefficient of determination of the fit (for
both—see [47]) and the length of observed inertial subrange (set to a minimum of 10/8 of
decade). The application of these quality criteria led to significant reduction in dissipation
rate estimated using ISF (~70% of the data were removed).

Due to the presence of surface waves in velocity spectra, we could not apply ISF for the
entire period of measurements. We manually selected velocity spectra where no sur-face
wave peak was observed. For periods when no inertial subrange could be observed in the
spectra, we applied the SF method, which can be corrected for the case when surface waves
are present [55]:

D(z, r) = C2ε2/3r2/3 + C3

(
r2/3

)3
+ Nm (11)
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where D(z,r) (m2 s−2) is the mean squared velocity difference at two locations separated by
the distance r (m), C2 = 2.1 (-) is a constant, C3 (-) is a coefficient describing wave orbital
motion and Nm (m2 s−2) is the measurement noise. C3, C2 ε2/3 and Nm were determined
using least square fits of measured along-beam velocity fluctuations to Equation (11). We
used fixed numbers of ADCP bins for the fitting. First, we applied the procedure with
5 bins (for the purpose of the calculations the number of bins should be odd). We noticed
that noise could be negative in cases when the theoretical structure function was not long
enough to reach its “plateau”. Therefore, we used the procedure with seven bins and
replaced the values of dissipation rates from the previous step for cases when the noise
was negative. We disregarded fits, if either Nm, C2 ε2/3, the difference between the first
point of the structure function and the noise, or the difference between the second and
first point of the structure function were negative. The application of these criteria led to
~51% and ~30% reduction of the dissipation rate estimates for Bautzen Reservoir and Lake
Dagow, respectively.

The dissipation rates obtained from both ISF and SF methods agreed reasonably well
(see Figure S1, Supplementary Material). However, the scatter at low dissipation rates
increases towards the bottom and the structure function estimates were a factor of 2 to
3 lower than the ISF estimates for dissipation rates exceeding 1 × 10−8 W kg−1. The final
dissipation rates combined both estimates using ISF and SF techniques considering the ISF
calculations as default value and gap-filling with estimates from SF.

The ISF method could be applied for the full depth range of the velocity measurements.
Application of the SF method results in dissipation profiles that lack several bins at the
beginning and at the end of the profiling range due to the calculation procedure but could
be applied in the presence of surface waves. Thus, we combined the advantages of both
methods. However, this procedure was applied and validated for Bautzen Reservoir data,
while for Lake Dagow only the SF method was used. That was because there were only few
periods during which the velocity spectra were not affected by surface waves during the
first deployment and application of the ISF method was not possible for most of the time.

Logarithmic velocity profiles in the bottom boundary layer (BBL) were not resolved
by our ADCP measurements at both locations due to the limited profiling range. Visual
observation of the flow velocity profiles revealed that the BBL extended up to ~2 m distance
above the bottom. Dissipation rates in the BBL were calculated using the flow velocity
um (m s−1) at the measurement depth (ADCP bin) closest to the bottom using the law of
the wall [56]:

ε =
u3
∗w

κz
(12)

where u∗w =
(
CDbu2

m
) 1

2 (m s−1) is the bottom friction velocity. Following [56], the bottom
drag coefficient CDb was corrected for the distance from the bottom at which the flow speed
was measured, using a standard value of 1.5 × 10−3 at 1 m height. Resulting dissipation
rate profiles were integrated over depth as in Equation (3) and multiplied by density of the
water ρw to obtain areal estimates of depth-integrated dissipation rates (in W m−2).

3. Results

3.1. Overview of the Measurements

The measurements include both stratified and mixed conditions throughout 243 days
in Bautzen Reservoir and the transition from seasonal summer stratification to mixed
conditions during the autumn overturn (76 days) in Lake Dagow (Figure 2). In Bautzen
Reservoir, the temperature stratification during summer was occasionally disrupted by
winds exceeding 7 m s−1. These mixing events are consistent with observations at this
reservoir reported in previous studies [24,28,57]. The maximum temperature at the water
surface was 29.2 ◦C (4 August) in Bautzen Reservoir and 18 ◦C (11 September) in Lake
Dagow. The maximum temperature difference between surface and bottom was 15.2 ◦C
(10 June) and 8 ◦C (12 September) in Bautzen Reservoir and Lake Dagow, respectively.
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In Lake Dagow, the thermocline was located close to the bottom and the thickness of the
hypolimnion was only ~0.7 m. Average Schmidt stability was 4.3 and 41.8 J m−2 and
maximum values were 21 J m−2 (17 September) and 178 J m−2 (01 June) in Lake Dagow
and Bautzen Reservoir, respectively. The heat and buoyancy fluxes varied between −155
and 1113 W m−2 (−5.1 × 10−4 and 4.2 × 10−3 W m−2) in Bautzen Reservoir and between
−130 and 763 W m−2 (−2.6 × 10−4 and 3.1 × 10−3 W m−2) in Lake Dagow (buoyancy flux
in parenthesis, Table S1, Figure S8, Supplementary Material).

  

(a) (b) 

−

−

− − − −

−

− ) −

−

Figure 2. Overview of wind forcing and hydrodynamic conditions in (a) Bautzen Reservoir and (b) Lake Dagow. From the
top to the bottom: (1) wind speed corrected to a height of 10 m; (2) significant wave height; (3) temperature profile (color
denotes temperature, lines show isothermal depths); (4) flow velocity profiles (velocity magnitude). The black lines mark
the location of the water surface. All data are shown at 30 min resolution.

Wind forcing in both systems was of the same order of magnitude: the wind speed
at 10 m height was 3.0 ± 1.9 and 2.7 ± 1.7 m s−1 (here and further, ± denotes standard
deviation) with maximum values of 13.7 and 10.1 m s−1 in Bautzen Reservoir and Lake
Dagow, respectively. West-northwestern (280–300◦) and south-western (220–240◦) wind
directions were predominant for Bautzen Reservoir and Lake Dagow, respectively. The
water level continuously declined throughout the study period from 11.2 m to 6.8 m at
the platform location in Bautzen Reservoir, while in Lake Dagow it remained constant
(~8.3 m at the ADCP location). Water discharge at the inflow and at the outlet tower varied
between 0.6 and 3.9 m3 s−1, with mean values of 1.2 and 1.9 m3 s−1, respectively (Figure S2,
Supplementary Material). In both water bodies, flow velocities were relatively small for
most of the time (~0.01–0.02 m s−1). The maximum flow speed was 0.1 m s−1 in Bautzen
Reservoir and 0.07 m s−1 in Lake Dagow. The mean significant wave height Hsig was
(3.9 ± 9.6) × 10−3 m and (1.9 ± 2.7) × 10−2 m at shore sampling locations (Point B in
Bautzen Reservoir, Point G in Lake Dagow, see Figure 1) and (7.4 ± 9.9) × 10−2 m at the
platform in Bautzen Reservoir. The maximum value of significant wave height was 0.1 and
0.2 m for the shore sampling locations in Lake Dagow and Bautzen Reservoir, respectively,
and 0.5 m at the platform in Bautzen Reservoir.

3.2. Wind Energy Flux and Rate of Working

The ratio of the wind energy flux at 10 m height (P10) to the rate of working associated
with shear stress in the surface layer of the water column (RW) provides an estimate of the
efficiency of the energy transfer from wind to water. We analyzed the ratio separately for
mixed and for stratified conditions, but we did not find significant differences between both
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conditions (Figure 3). We used a fixed, although arbitrary, threshold for Schmidt stability
(Sc = 5 J m−2) to distinguish between mixed and stratified conditions. Distributions of the
ratio of RW to P10 for periods when the Schmidt stability was smaller or larger than 5 J m−2

were in close agreement (Figure S3, Supplementary Material). The median values of the
ratio were 1.8 × 10−3 and 1.6 × 10−3 in Bautzen Reservoir, and 1.7 × 10−3 and 0.7 × 10−3

in Lake Dagow for non-stratified and stratified conditions, respectively. We applied linear
regressions of RW as a function of P10 considering P10 less than 2 W m−2, as most of the
data belonged to this interval. Different values of the threshold in Schmidt stability to
distinguish stratified and mixed conditions did not result in significant changes in slopes.
However, we noticed that the slope of the regression was sensitive to the inclusion of few
high-magnitude values. The slope coefficient for all data, which describes the efficiency
of energy transfer is equal to (1.3 ± 0.1) × 10−3 and (2.61 ± 0.05) × 10−3 (± here denotes
standard error for the slope) for Bautzen Reservoir and Lake Dagow, respectively. Data
from Bautzen Reservoir were additionally filtered based on the same wind directions as for
surface waves (Section 2.2.2) to avoid potential sheltering by the measurement platform.
These values were comparable to the mean efficiency of 1.3 × 10−3 estimated under mixed
conditions in a lake by [16].
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Figure 3. Potential energy in stratification and efficiency of energy transfer from wind to water in (a) Bautzen Reservoir and
(b) in Lake Dagow. From top to bottom: (1) the black line shows the time series of Schmidt stability (Sc). The horizontal
red lines mark the threshold value (5 J m−2) to separate mixed and stratified conditions. (2) Relationship between rate
of working RW and wind energy input P10. Gray dots show all data. Red and blue lines represent bin-averages for two
selected cases: Sc ≥ 5 and Sc < 5 J m−2—indicating stratified and mixed conditions, respectively. A minimum of 5 data
points was considered for the bin-averaging. The black line shows a linear regression for all data with P10 < 2 W m−2. Inset
graphs in the lower panels show a detailed view of the data at small energy fluxes. The slope coefficient, i.e., the efficiency
of energy transfer from wind to water is equal to (1.3 ± 0.1) × 10−3 and (2.61 ± 0.05) × 10−3 for Bautzen Reservoir and
Lake Dagow, respectively.
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3.3. Surface Waves

We examined the relationship between significant wave height and wind speed at 10 m
height (Figure 4a) and compared our wave measurements with the only—to the best of our
knowledge—other existing dataset of significant wave height in relation to wind speed in a
lake. These data were measured in a large lake in Switzerland over a two-week period [18].
Although the significant wave height reached higher values in [18] (~0.5 m) than in our
measurements (~0.3 m, at the platform location in Bautzen Reservoir), the wind-speed
dependence is remarkably consistent in both datasets. Wave heights were relatively small
(<1 × 10−2 m) with weak dependence on wind speed for winds below ~3 m s−1, while
wave heights strongly increased for wind speeds exceeding 3–4 m s−1. Significant wave
heights measured at the shore locations were generally smaller in amplitude and showed a
weaker increase with increasing wind compared to open-water measurements (Figure 4a).
This could be related to the interference with waves reflected from the shore and shallow
water depth at the sampling locations.

− −

−

− −

− − −

− − −

−

−

  

(a) (b) 𝑈Figure 4. (a) Significant wave Hsig as a function of wind speed U10. Lines with markers represent measurements: black color
shows data from [18]. Blue, green and red colors represent the bin-averaged data from the present study: Bautzen Reservoir
A (platform), B (shore) and Dagow Lake G (shore). Solid lines show a commonly applied empirical parameterization of the
significant wave height based on the wind speed and fetch length (JONSWAP). The parameterization was applied to the
observed wind speed and direction with a resolution of 30 min. (b) Boxplots showing the percentages of the ratio of wave
energy flux per unit length of wave crest (Pwave) to the fetch-integrated wind energy flux (approximated as P10 multiplied
by the fetch length) for three measurement locations. The central horizontal line in boxes indicates the median; the bottom
and top edges of the boxes denote the 25th and 75th percentiles; the whiskers extend to the largest data points which are not
considered outliers.

We applied an empirical approach for the prediction of significant wave height based
on the wave frequency, wind speed and fetch length, which was originally derived from
measurements in the North Sea but is also commonly used in lake models (the Joint Sea
Wave Project or JONSWAP, [58]). The parameterization overestimated the significant wave
height up to wind speeds of approximately 4 m s−1 and underestimated wave heights
for higher wind speeds (see blue lines, Figure 4a). This supported the earlier finding
of [18]; however, their “breakpoint” was at around 6 m s−1 and the JONSWAP predictions
agreed well with the measurements at higher wind speed. The authors of [18] note that
the possible reasons for underestimation at low wind speeds could either be insufficient
sensor accuracy to resolve the small amplitude of waves, or a failure to compute the wind
fetch correctly as the variability in wind direction at low wind speeds is very high. The
wind fetch indeed varied considerably due to the variations in wind direction; however,
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smoothing of the calculated fetch prior to applying the wave model did not significantly
reduce the predicted values at low wind speeds. The JONSWAP model overestimated the
significant wave height for both measurements at shore locations.

Energy content in surface waves varied between 1.3 × 10−4 and 9.1 × 102 J m−2 with a
log-averaged value of 0.3 J m−2 for the measurements at the platform in Bautzen Reservoir.
In Lake Dagow, it varied between 1.6 × 10−4 and 1.1 × 101 J m−2 with a log-averaged
value of 1.5 × 10−3 J m−2. Wave energy measured at the shore in Bautzen Reservoir
(1.3 × 10−4–2.1 × 101 J m−2 with log-averaged value 2 × 10−2 J m−2) was comparable
in magnitude to the shore measurements in Lake Dagow. Wave energy showed strong
dependence on the wind speed exceeding 3 m s−1 with a power-law exponent of ~8–9
(Figure S4, Supplementary Material).

The median values of the fraction of the wind energy input attributed to the surface
waves (see Section 2.3.2) varied between 0.05% and 0.4% between sampling locations
(Figure 4b). Mean values varied between 0.5% and 4%. The fraction strongly increased for
wind speeds exceeding 3 m s−1.

3.4. Internal Waves

Basin-scale and high-frequency internal waves were observed in both water bodies.
The prevailing mode of basin-scale waves was the second vertical mode/first horizontal
mode (V2H1), with a period of approximately 8–9 and 12 h and maximum amplitude of
1–2 m and 0.5–1 m in Bautzen Reservoir and Dagow Lake, respectively (Figure 5). Note, that
we also observed waves with a period of approximately 21 h in both water bodies; however,
they occurred only once during a short period of time. Although a clear periodic structure
of the waves was present below the thermocline (Figure 5a), close to the surface it was
often masked by wind-driven flow and mixed layer dynamics. Unlike basin-scale internal
waves, high-frequency internal waves occurred not only during summer stratification
but also during autumn and spring mixing. The period of the major wave peak in the
power spectra of velocity and isothermal depths varied throughout the measurements from
5–6 min during the stratified season up to 15–20 min during mixing in spring and autumn.
High-frequency internal waves appeared in the frequency range 0.02–0.2 N, which was
lower than values reported for larger lakes (0.1–0.7 N) [59–62].

Energy content in basin-scale and high-frequency internal waves is comprised of
available potential energy (APE) and kinetic energy (see Section 2.2.1). We analyzed its
seasonal dynamics, using the long-term measurement from Bautzen Reservoir (Figure 6a).
During the deepening of the upper mixed layer in spring, the average APE during internal
wave events (for the definition of “event” see Section 2.2.1) had a maximum of 6.7 J m−2,
while it remained nearly constant below 1 J m−2 during most of the time. Its average value
for 13 analyzed internal wave events was 1.2 ± 1.0 J m−2. Note that the periods of the
internal waves in the two last events (October and November, see Figure 6a) were not
supported by the predictions of the Internal Wave Analyzer; however, we visually observed
internal waves as a peak in the velocity spectrum. The average APE in high-frequency
internal waves evaluated for 210 events reached its maximum value of 0.45 J m-2 in summer
during the strongest stratification (end of June–beginning of September). The average
value over the entire measurement period was 0.06 ± 0.05 J m−2.
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Figure 5. (a) Sample data from Bautzen Reservoir illustrating high-frequency internal waves with a period of 6 min (upper
panel) and basin-scale internal waves with the period of 9 h (lower panel). The upper and lower panels show vertical (w)
and horizontal (u) velocity components, respectively. Black lines show temperature isotherms; blue lines show the distance
above the bed for which the velocity power spectra are shown in panel (b). (b) Power spectral density estimates for flow
velocity components (m2 s−1) and isotherms (m2 s). Blue, light blue and red solid lines show velocity spectra; gray, black
and light red show isotherm spectra for Bautzen Reservoir and Lake Dagow, respectively. Internal waves are associated
with distinct spectral peaks and vertical dashed lines denote major internal wave periods.
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Figure 6. (a) Average available potential energy (APE) in basin-scale internal waves (upper panel) and in high-frequency
internal waves (lower panel) throughout the measurement period in Bautzen Reservoir. The red-shaded areas correspond to
the presence of the basin-scale waves with 8–9 h period, the green-shaded area shows the presence of a wave with 21 h period.
The width of the bars is not to scale but is proportional to the event duration (i.e., narrow bars indicate shorter events where
waves are present, and wider bars indicate longer events). The black line in the lower panel (a) shows a moving average of the
APE. (b) Sample data demonstrating the transfer of wind energy to basin-scale internal waves. The upper panel shows the
time series of P10 and APE averaged over one wave cycle. After the wind event stopped, APE grows first and then decays
after three wave cycles. The lower panel shows isothermal depths with the event duration marked by red vertical lines.
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The mean kinetic energy during the selected basin-scale internal wave events was
on average a factor of four smaller than the APE. This inconsistency with linear wave
theory can be explained by the location of measurements relative to the lake center. In
standing waves, the kinetic energy is higher near the center, whereas the potential energy
is higher along the edges. However, for high-frequency internal waves, the average kinetic
energy for all selected events was 0.05 J m−2, which was comparable to the APE (note
that the difference between them is greater during April to August, probably because
velocity measurements cover only the upper part of the water column). In Lake Dagow,
we identified only one event with basin-scale internal wave activity and the corresponding
APE of 0.05 J m−2 was two orders of magnitude smaller than in Bautzen Reservoir because
the thermocline was close to the bottom. Following [14], we used the double value of APE
as a measure of the total energy in internal waves.

The fraction of the wind energy flux, which is transferred to basin-scale internal waves
was estimated based on nine selected episodes with solitary wind events in Bautzen Reser-
voir and three in Lake Dagow (see Section 2.3.4). One example is presented in Figure 6b,
which demonstrates how waves are energized by a wind event. The average percentage of
wave energy and integrated wind energy flux amounted up to 0.1% with an average value
of 0.04 ± 0.03%. In Lake Dagow, the energy flux to internal waves was 0.002%, which is
one order of magnitude lower than the average value in Bautzen.

3.5. Dissipation Rate in Surface and Bottom Boundary Layers

The log-averaged dissipation rates of turbulent kinetic energy were of the same order
of magnitude (~10−8 W kg−1) in Bautzen Reservoir and Lake Dagow (Figure 7). They
tended to increase towards the water surface, while remaining nearly constant in the
middle of the water column. Estimates of dissipation rate in the bottom boundary layer
(Equation (12)) were on average one (Bautzen Reservoir) and two (Lake Dagow) orders of
magnitude smaller than dissipation rates in the interior and the surface layer.

  

(a) (b) 

εFigure 7. Vertical profiles of log-averaged energy dissipation rates (ε) for all available data (gray and
red shaded areas show the 5th to 95th range of data): (a) combined data with dissipation rates calcu-
lated using the structure function and inertial subrange fitting methods (black circles, the platform-
mounted ADCP facing downward) and using bottom boundary layer approach (see Section 2.4, red
circles, the ADCP deployed at the bottom) in Bautzen Reservoir. The vertical axis is split into
two subaxes with identical scaling: The lower axis corresponds to the distance from the bottom,
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the upper—to the distance from the surface. Thus, we avoid averaging over the entire water column
because the water level change was significant throughout the measurements. Data are based on
measurements in Bautzen Reservoir. (b) Dissipation rate calculated using the structure function
method and the BBL approach based on measurements in Lake Dagow (separately for the first and
for the following two ADCP deployment periods).

In Lake Dagow, the BBL approach may not be appropriate as there was a possible
influence of biogenic activity, which may contribute additional turbulence or interfere
with the analysis method. We observed a strong diurnal variation in the dissipation rate
(primarily during the first deployment; see Figures S5 and S8, Supplementary Material).
However, in contrast to similar observations [17,63], we observed high acoustic backscatter
during the night (see Figure S5b, Supplementary Material) and an increase in dissipation
rates and vertical velocity occurred during the day (Figure S5b, Supplementary Material).
It is important to note that high dissipation rates were present in the entire water column
and not just close to the bottom where elevated acoustic backscatter was observed. We
also observed a “trace” of high dissipation rates starting from midnight when migrating
zooplankton species begin to swim towards the bottom. We suggest that strong acoustic
backscatter during the night and high dissipation rate and vertical flow velocity patterns
during the day (see average profiles for days and nights in Figure S5, Supplementary
Material) are related to diurnal migrations of different types of organisms. The pronounced
diurnal pattern of dissipation rates and backscatter strength became less obvious in the
second and third ADCP deployments suggesting the reduction of the number of species
in autumn.

Depth-integrated dissipation rates were typically three orders of magnitude smaller
than the wind energy flux (Figures S6–S8, Supplementary Material). The dissipation
rates integrated over the BBL were on average two orders of magnitude lower than
the dissipation rates integrated over the interior and surface boundary layer (Figure S7,
Supplementary Material). The share of the wind energy input that was dissipated in turbu-
lence increased with wind speed. In Bautzen Reservoir, highest values of depth-integrated
dissipation rates were comparable in magnitude to the corresponding wind energy flux
(Figure S6a, Supplementary Material). We observed a strong relationship between the
integrated dissipation rate and wind energy flux with a power-law exponent of ~2.6 for
wind speeds exceeding ~3 m s−1 in Bautzen Reservoir (Figure S7). We did not find this
relationship in the data from Lake Dagow, where the wind energy flux reached comparable
magnitude, but integrated dissipation rates remained below the high values observed in
Bautzen Reservoir. However, rare events with high integrated energy dissipation rates did
not contribute to mean conditions. The average ratio of total integrated dissipation rate and
wind energy flux was 0.23% and 0.5% for Bautzen Reservoir and Lake Dagow, respectively.
Similarly, the mean values of depth-integrated dissipation rates were a factor of two lower
in Bautzen (1.7 × 10−5 W m−2) compared to Lake Dagow (3.4 × 10−5 W m−2).

4. Discussion

4.1. Overall Energy Budget

Based on simultaneous measurements of energy fluxes in the atmospheric boundary
layer and along the water column in two small water bodies, we compiled energy budgets
in terms of energy fluxes and energy content in different types of water motions (Figure 8,
Table S1, Supplementary Material). Despite having different origin and differing in size by
one order of magnitude, the reservoir and the lake feature similar hydrodynamic processes
and energy flux paths. Most of the vertical energy flux at 10 m above the water surface is
dissipated in the atmospheric boundary layer (~95% of the wind energy flux) and is not
transferred to the water body. The remaining fraction is distributed into various types of
water motions.
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− −
Figure 8. Scheme showing mean energy fluxes in (W m−2) and mean energy content (J m−2) for
the two studied water bodies. Numbers written before/after a slash correspond to the values
obtained from Bautzen Reservoir and Lake Dagow measurements, respectively. Solid and dashed
lines illustrate the motion and equilibrium positions of vertical layers of water with the same density.

The largest fraction of wind energy flux (0.5–4%) is transferred to surface waves.
Energy dissipation in turbulent flows accounted for 0.2–0.5% of the wind energy flux,
while one order of magnitude less energy is transferred to basin-scale internal waves
(0.002–0.04%). The energy content is largest in basin-scale internal waves in Bautzen
Reservoir, where it is about one order of magnitude higher than the energy content in
surface waves, as well as in high-frequency internal waves. Lake Dagow, the energy
content is of comparable magnitude in all type of waves. Generally, the energy content in
water motions is small compared to the potential energy in thermal stratification (Schmidt
stability), which differed on average by one order of magnitude between both water bodies.
The average wind energy flux in the atmosphere exceeded the average buoyancy flux by
two orders of magnitude in both water bodies (Figure 8).

Some important components of the energy budget are lacking, including turbulent
kinetic energy and kinetic energy in large-scale water motions such as water currents
(except for waves). As discussed in the following sections, our results revealed a number
of important findings related to specific energy flux paths, as well as to the potential
generalization of the derived energy budget to other lakes and reservoirs.

4.2. Energy Transfer Efficiency

The estimated efficiency of energy transfer from wind to water derived from wind
energy flux and rate of working in the surface layer was in close agreement for both water
bodies, despite their difference in surface area. The estimated rate of wind working can
be considered as an independent estimate of the energy transfer from wind to water. It
can be obtained by summing up the relevant components of the energy budget (Table S1).
Taking the mean shear and flow velocity at the water surface into account, the RW should
be equal to the sum of all energy fluxes, except for surface waves, which are not resolved in
the estimation of the RW. The sum of the components was dominated by depth-integrated
energy dissipation rates (0.23–0.5% of P10), which were slightly higher but of the same
order of magnitude as RW (0.14–0.27% of P10). Generally, this agreement supports the
magnitudes of the energy fluxes compiled in Figure 8.
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In contrast to earlier studies on Lake Windermere [16,17], there was no evidence
of intensification of the energy transfer from the wind to the water during the stratified
season compared to the period of lake mixing. The efficiency of wind energy input for both
water bodies was found to be within the values reported for non-stratified conditions [14].
However, we did find a strong, non-linear increase of the efficiency with increasing wind
speed in Bautzen reservoir. This fact was in line with our finding that estimates of a mean
transfer efficiency are sensitive to including the few largest observations. We observed a
close agreement between the mean transfer efficiencies estimated in the present study for
two water bodies differing by an order of magnitude in surface area and those reported
in [14] for Lake Windermere South Basin, which is slightly larger in size than Bautzen
Reservoir but considerably deeper. This agreement suggests that the values represent a
robust order-of-magnitude estimate for aquatic systems of small to medium size.

4.3. Surface and Internal Waves

The fraction of the wind energy flux attributed to surface waves was up to 4% on
average and within the range reported by [13,16] based on measurements in a large
(214 km2) lake in Switzerland. However, this fraction strongly increased with the wind
speed exceeding 3 m s−1 and depended on the sampling location. We demonstrated
that the JONSWAP model for the estimation of the significant wave height may not be
an appropriate approach for estimating significant wave heights in smaller lakes and
reservoirs as it significantly overestimated wave height at low wind speed. At high wind
speed, we found an extremely strong increase of wave energy with a power-law coefficient
of ~8–9 with wave height exceeding the JONSWAP predictions. More wave observations in
different lakes and reservoirs and further detailed investigation of the relationship between
the wave characteristics and wind speed are needed to improve predictions of wave height
and wave energy fluxes in lakes and reservoirs.

The energy content in basin-scale internal waves was on average lower than values
reported for a larger and deeper alpine lake in [14] (0.1–2.4 J m−2 versus 22 ± 3 J m−2)
and slightly higher than the values in [15] (10−2–1 J m−2). We assume that this difference
can be related to the strength of stratification and lake depth. The alpine lakes studied
in [14] and [15] showed persistent and large-amplitude internal seiching, which occurred
rather sporadically and with smaller amplitudes in Bautzen and Dagow. In addition,
the energy content in basin-scale internal waves varied with season and was on average
five-fold higher in spring than for the remaining sampling period in Bautzen Reservoir.
This can be explained by the deepening of the thermocline and the way of calculation of the
energy content with the thermocline depth being the upper limit for vertical integration.
Also, lake bathymetry can affect the seasonal variation of the internal waves [64]. The
energy flux to the basin-scale internal waves can be up to 0.1% of the wind energy flux
but is on average two orders of magnitude smaller than that reported for the alpine lake
(0.04% versus 1% in [13]). Energy content in high-frequency internal waves was on average
one order of magnitude smaller than in basin-scale internal waves (Bautzen Reservoir)
and comparable with basin-scale internal waves in Lake Dagow. During the stratified
season, high-frequency waves can contain on average twice as much energy than during
the remaining period.

4.4. Energy Dissipation Rates

Average energy dissipation rates were of the same order of magnitude in both water
bodies (~5 × 10−9 W kg−1). More energy was dissipated with increasing wind energy flux.
Although in Bautzen Reservoir at high wind speeds almost all of the wind energy flux
was dissipated, this was not observed at Lake Dagow, which may be related to the smaller
size of the lake and the sheltering effect of the surrounding forest. On average, a similar
percentage of the wind energy flux was dissipated in both water bodies. However, the
dissipation rates estimated for the bottom boundary layer were on average one (Bautzen
Reservoir) and two (Lake Dagow) orders of magnitude smaller than those calculated for the
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remaining water column. This can potentially be explained by the fact that flow velocities
were generally very low, and the boundary layer may not be observed within the ADCP
profiling range, making an underestimation of the dissipation rates possible.

The other possible explanation for such a difference in the dissipation rates in Lake
Dagow is biogenic activity. We observed high acoustic backscatter in the upper part
of the water column during the night and at larger depth during daytime, suggesting
diurnal vertical migration of zooplankton [65]. Recent studies found higher dissipation
rates at depths of high acoustic backscatter [17,63], suggesting a contribution of migrating
organisms to energy dissipation. In contrast to these observations, we observed enhanced
dissipation rates at depths and at times of low acoustic backscatter. The difference in
dissipation rates between day and night can be up to two orders of magnitude. As pointed
out in [65], the acoustic backscatter strength is affected by both the abundance and the
acoustic properties of the scatterers and can be dominated by organisms containing gas
bubbles. Other organisms, such as small fish, may follow opposing migration patterns,
which remain hidden in the volume backscatter strengths [66]. Aggregations of small
swimming fish with densities of 5–8 m−3 have been shown to enhance dissipation rates by
one order of magnitude [67]. The role of biogenic turbulence in marine in inland waters
has been widely discussed and analyzed in the past decade (see reviews in [68,69]). The
main conclusion was that although small swimmers may generate additional flow and
energy dissipation, they are unlikely to contribute to vertical mixing. Small swimmers
generate flow disturbances at the scale of some multiple body length [70]. The dissipation
rate estimates from ADCP are limited by the relatively large size of the sampling volume
(bin size) and are theoretically based on turbulent energy transfer from large to small
scales. These limitations may challenge the measurement of energy dissipation rates with
ADCP in the presence of small swimmers. The increasing reporting of diurnal patterns in
energy dissipation rates in relation to acoustic backscatter in recent studies calls for careful
validation of these estimates using alternative methods for estimating dissipation rates,
such as microstructure profiling and particle image velocimetry.

4.5. Study Limitations

In addition to the methodological limitations and uncertainties mentioned above, a
number of limitations of our analysis should be noted. We made single-point measurements,
and internal waves were not spatially resolved. Additional measurements along the
direction of the internal wave may allow to estimate the potential and kinetic energy
in wave motions more precisely. To assess the possible effect of lake bathymetry and
morphology on internal wave structure and seasonal variability, spatially resolved flow
measurements can be combined with numerical models in future studies.

In addition, we did not analyze the potential impact of the water level variation in
Bautzen Reservoir on the energy fluxes. Reduction of the water level in a medium-sized
reservoir shortens the stratification period [71,72]. This would affect the energy content in
the basin-scale internal waves, at least in the way we calculated it. Possible interference of
the internal waves with the lakebed may cause more turbulence in the bottom boundary
layer. However, it is difficult to distinguish between the effect of water level variation and
the seasonal change in the lake thermal structure without additional modeling.

Furthermore, we assumed that the wind speed is horizontally homogeneous over the
lake for all sampling locations. This may not be applicable and additional, spatially resolv-
ing meteorological measurements should be included in future studies. The uncertainties
in the estimation of dissipation rates could be related to the selection of the constants (in
inertial subrange fitting and structure function methods). For example, [52,73] showed that
these constants depend on the distance from the boundary and the use of the “canonical”
constants may lead to significant errors. In addition, it remains unclear how flow and
energy dissipation generated by small swimming organisms affect measurements and bulk
parameterizations of energy dissipation rates.

18



Water 2021, 13, 3270

5. Conclusions

For the first time, we related observations of energy content and fluxes in different
types of water motion to simultaneously measured energy fluxes in the atmospheric
boundary layer. Although the two studied water bodies were expected to be governed
by contrasting hydrodynamic processes and conditions, we did not find any significant
differences in energy fluxes. The observed and estimated energy fluxes and energy content
agree well with results reported for larger water bodies, suggesting that the energetics
governing water motions in enclosed basins is similar, independent of basin size.

Only a small fraction (<5%) of the vertical wind energy flux in the atmosphere is
transferred to water motions. By disregarding surface waves, the efficiency of energy
transfer does not differ strongly between various water bodies of different sizes. The
transfer efficiency increases with increasing wind energy flux, but we could not observe
significant differences of the energy efficiency under stratified and mixed conditions, as it
has been reported for a deeper lake.

Our measurements highlight the importance of surface waves, which receive the
largest share of the wind energy flux into the water and have mostly been neglected in
previous studies. The wave energy flux increases strongly nonlinearly with increasing
wind speed for wind speed exceeding 3 m s−1. Existing parametrizations of wave height
as a function of wind speed and fetch length fail to reproduce observed wave amplitudes
in small water bodies.

The largest energy content was observed in basin-scale internal waves, which was
found to be within the range reported for larger lakes. However, the energy fluxes and
energy content in internal waves seem to vary strongly among lakes having different size
and depth. Internal waves appear to be more important in mean energy budgets in larger
and deeper lakes.

Dissipation rates of turbulent kinetic energy show similar structure and dynamics
and are of comparable magnitude in water bodies of different size. Similar to surface
waves, depth-integrated dissipation rates increase strongly nonlinearly if the wind energy
flux exceeds a threshold value, which corresponds to a wind speed of 3 m s−1. We
observed a pronounced diurnal pattern in dissipation rates at one of our study sites,
which is most likely related to vertically migrating organisms. The reliability of commonly
applied measurement and analysis procedures for estimating energy dissipation rates in
the presence of swimming organisms needs to be confirmed in future studies.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/w13223270/s1, Figure S1: Dissipation rate estimated using structure function method (SF)
versus dissipation rate calculated using inertial subrange fitting method (ISF) at ~1.5 m depth for
measurements in Bautzen Reservoir (gray dots). Figure S2: Discharge of the inflow (red line) and
outflow (at the outlet tower) of Bautzen reservoir. The data was provided by the the Landestalsperren-
Verwaltung Sachsen (LTV). Figure S3: Probability distribution of the ratio of rate of working (RW) to
wind energy flux (P10) selected for two cases: Schmidt stability (Sc) < 5 J m−2 (area shown in gray,
corresponding to non-stratified conditions) and Sc ≥ 5 J m−2 (area shown in red, corresponding to
stratified conditions) for (a) Bautzen Reservoir. The median values are 1.8 × 10−3 and 1.6 × 10−3,
the average values (±standard deviation) are (2 ± 4)·10−3 and (0.6 ± 21.6)·10−2, for non-stratified
and stratified conditions, respectively. (b) Lake Dagow. Figure S4: Surface wave energy versus wind
speed at 10 m height at the platform location in Bautzen Reservoir (gray dots). Wave energy shows
strong dependence on wind speed exceeding 2–3 m s−1. The black line shows bin-average data,
the red line represents a power-law relationship with an exponent of nine. The latter was obtained
from a linear regression of log-transformed data. Figure S5: (a) Dissipation rates of turbulent kinetic
energy averaged over night and over daytime during the first ADCP deployment in Lake Dagow. (b)
Acoustic backscatter strength recorded by the ADCP (upper panel), vertical flow velocity (middle
panel), dissipation rate (lower panel). Figure S6: Depth-integrated dissipation rate (including surface
and bottom boundary layers and interior of the water bodies) versus the vertical wind energy flux
above the water surface in (a) Bautzen Reservoir; (b) Lake Dagow. Figure S7: Dissipation rate
integrated over the bottom boundary layer (the thickness of 2 m, light gray dots) and over the rest of

19



Water 2021, 13, 3270

the water column where the ADCP measurements are available (dark gray dots) using data from
(a) Bautzen Reservoir; (b) Lake Dagow. The gray solid line represents a 1:1 relationship. Figure
S8: Temporal dynamics of wind energy flux (black line, upper panel), dissipation rates integrated
over the water depth (red dots, upper panel) and buoyancy flux (lower panel) for data measured in
(a) Bautzen Reservoir; (b) Lake Dagow. Note the pronounced diurnal pattern in integrated energy
dissipation rates in Lake Dagow during the first ADCP deployment (cf. Figure S4). Table S1: Energy
content and energy fluxes.
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Abstract: Thermal microstructure profiling is an established technique for investigating turbulent

mixing and stratification in lakes and oceans. However, it provides only quasi-instantaneous, 1-D

snapshots. Other approaches to measuring these phenomena exist, but each has logistic and/or

quality weaknesses. Hence, turbulent mixing and stratification processes remain greatly under-

sampled. This paper contributes to addressing this problem by presenting a novel analysis of

thermal microstructure profiles, focusing on their multi-scale stratification structure. Profiles taken

in two small lakes using a Self-Contained Automated Micro-Profiler (SCAMP) were analysed. For

each profile, buoyancy frequency (N), Thorpe scales (LT), and the coefficient of vertical turbulent

diffusivity (KZ) were determined. To characterize the multi-scale stratification, profiles of d2T/dz2 at

a spectrum of scales were calculated and the number of turning points in them counted. Plotting

these counts against the scale gave pseudo-spectra, which were characterized by the index D of

their power law regression lines. Scale-dependent correlations of D with N, LT and KZ were found,

and suggest that this approach may be useful for providing alternative estimates of the efficiency of

turbulent mixing and measures of longer-term averages of KZ than current methods provide. Testing

these potential uses will require comparison of field measurements of D with time-integrated KZ

values and numerical simulations.

Keywords: fractal; lakes; mixing; multi-scale; stratification; turbulence

1. Introduction

Stratification and mixing of lakes and oceans govern vertical fluxes of dissolved and
particulate matter—including nutrients, pollutants and planktonic biota—and therefore
are of great importance for understanding chemical and biological aspects of surface
waterbodies [1]. They are also fundamentally important processes for the global heat
energy budget [2]. Their actions lead to lakes and oceans having vertical density profiles
that can be divided into distinct layers. At the simplest, macroscale level, these include,
in oceans (lakes), a surface mixed layer (epilimnion), thermocline (metalimnion) and deeper,
generally more quiescent layers (hypolimnion). This macroscale, three-layer structure is the
classic example of a relatively strongly-stratified layer being found between two relatively
well-mixed layers. The development of high spatial-resolution microstructure profilers in
the last decades of the 20th century led to the discovery that increasingly subtle forms of
this layering structure occurred at ever finer scales (Figure 1). Notwithstanding its subtlety,
this finer-scale layering is significant because even small changes in density can have
significant effects on vertical fluxes of plankton and dissolved and particulate materials [3].
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Figure 1. Example of the multi-scale layering structure in thermal microstructure profiles (profile
recorded in Blelham Tarn at 11:00 on 11 August 2008): (a) full-depth profile; (b) zoomed into top
4 m; (c) zoomed into 3–3.5 m below surface. See Figure 2 and associated text for explanation of the
“chunkiness” in the fine structure shown here.
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A wide variety of microstructure profilers have been developed which have revealed
fluctuations in temperature, velocity shear, conductivity, chlorophyll, turbidity and chemi-
cal concentrations at the scale of the smallest turbulent eddies: centimeter- or millimeter-
scale [4,5]. Specifically, thermal microstructure profiling has been an established technique
for investigating mixing and stratification in lakes and oceans for many years [2,6], and
continues to be widely used [7–9]. In freshwater lakes—the object of the study reported
here—the use of thermal profilers is particularly useful, because in the absence of salinity
variations, density (and therefore buoyancy and the transport and mixing it induces) is
primarily determined by temperature alone. Data from these thermal microstructure profil-
ers reveal not only the layered stratification structure of the water column in great detail,
they also capture snapshots of the turbulent stirring of the profile, which disturb it from a
monotonic state. Length scales of the turbulent overturns causing this stirring are most
commonly quantified as Thorpe scales LT. These are calculated from Thorpe displacements
δT (differences in height of temperature records between raw, unsorted and monotonically-
sorted profiles) as LT = <δT

2>1/2 i.e., the root mean square value [10]. The presence of
these overturns is used to identify actively mixing layers, while the stratification structure
of the profile can be used to identify already mixed layers (see [11] for discussion of the
importance of this distinction). The edges of active turbulent layers are often defined as the
point where δT falls to zero [12,13]; hereinafter this is referred to as the “δT = 0” method
of mixing layer identification. The statistics of stratification and mixing in these layers,
especially the surface mixed layer, are important parameters for a wide variety of ocean
and lake phenomena, including biological productivity, air-water exchange processes, and
long-term climate change [14,15].

Thermal microstructure is also widely used to derive values of the coefficient of ver-
tical turbulent diffusivity, KZ. These may then be used to quantify the rate of vertical
turbulent fluxes [16], which are essential parameters in models of lake heat budgets, nutri-
ent cycling, plankton population dynamics and many other aspects of surface waterbodies.
When deriving KZ from thermal microscale profiles, it is most commonly calculated using
a method commonly known as the “Batchelor method”, after its creator [17]. This entails
transforming the temperature profile into a temperature gradient spectrum and then obtain-
ing the value of the rate of turbulent kinetic energy dissipation (ε) by fitting the theoretical
Batchelor spectrum [17] to that temperature gradient spectrum at high wavenumbers [18].
KZ is then calculated as

KZ = Γε/N2 (1)

Here, N is the buoyancy frequency, N = (g(∂ρ/∂z)/ρ0)1/2, and the parameter Γ is
defined as

Γ = Rf/(1 + Rf) (2)

where Rf is the flux Richardson number, which measures the efficiency of the mixing
process. In physical terms, this can be thought of as the proportion of turbulent kinetic
energy that is converted into irreversible changes in the potential energy of the profile,
rather than being dissipated down the turbulent energy cascade. In this sense, it can be
written as Rf = b/(b + ε) where b represents buoyancy flux (i.e., changes in potential energy)
and ε is turbulent dissipation. Values of vertical diffusivity calculated using the Batchelor
method have also been compared with those calculated assuming a direct relationship
between KZ and the Thorpe scale LT. Using the parameterization KZ = 2ν(ε/νN2)1/2 for
the energetic turbulent regime ε/νN2 > 100, this relationship can be written as [19,20]:

KZ = 1.6ν1/2LTN1/2 (3)

This method is referred to hereinafter as the “Thorpe scale method”.

25



Water 2021, 13, 3042

A significant problem with microstructure measurements, and therefore the mix-
ing and stratification parameters derived from them, remains that they reflect quasi-
instantaneous, 1-D snapshots of the turbulence field at specific locations. Other approaches
to measuring KZ, such as eddy correlation or tracer diffusion techniques [21,22] provide
temporal averages of the vertical flux effects of the turbulence, but are much more time-
consuming and logistically difficult to set up, and still only provide data on a very small
spatial and temporal scale compared to that required to understand the global ocean-scale,
or even whole-lake scale, effects of turbulent mixing. This is because of the great inter-
mittency in time and space of turbulent activity, which means that sampling of turbulent
activity and thus its effective parameterisation for use in predictive models is highly prob-
lematic. To date, the rate and density of sampling of these turbulent events is far too low
to give us a clear picture of their distribution and global characteristics [23]. This is also
true for lakes, where most information of vertical mixing in lake thermoclines is based on
laboratory measurements and simulations [22], as it is for oceans.

As a result, the distribution (in space and time) of turbulent mixing and stratification
processes, and their characterization in terms of parameters such as LT and KZ continue to
be widely-studied [24–27]. A novel approach to this problem has been proposed by [28],
who adopted a statistical physics perspective and characterised the efficiency (increase
in potential energy to total energy input ratio) as a distinction between changes in the
coarse-grained buoyancy profile, which represents the irreversible increase in potential
energy, to the remaining energy, which is lost to fine scale fluctuations of velocity and
buoyancy. They found that the variation of mixing efficiency with the Richardson number
strongly depended on the background buoyancy profile, and that the mixing efficient has
a maximum value of 0.25, which agreed well with predictions based on the more usual
kinematics-based approach. This is consistent with measurements from the field [29] and
laboratory [30].

This perspective suggests that considering the scale spectrum of layers in the mi-
croscale temperature profile might provide a way of understanding how both the currently
active turbulence, and that which created the multi-scale layering of the temperature pro-
file prior to its recording, might provide insights regarding the parameterisation of the
turbulent mixing process that is required for it to be robustly incorporated into lake and
ocean models. Therefore, given that this aspect of microstructure profiles does not appear
to have been considered in the literature previously, this paper aims to:

• investigate the layered structure of microscale temperature profiles;
• identify its essential properties and determine whether any of them are universal;
• determine whether they vary consistently in relation to other parameters; assess

whether (and how) they can be interpreted as a diagnostic tool for understanding
turbulence mixing processes and their consequences better.

2. Materials and Methods

2.1. Site Description and Data Collection

To explore the multi-scale layering structure concept described above, thermal mi-
crostructure profiles taken in two lakes, Esthwaite Water and Blelham Tarn, during the
summer stratified period of 2008 using a Self-Contained Automated Micro-Profiler (SCAMP,
Precision Measurement Engineering Inc., San Diego, CA, USA) were used. This data does
not have any characteristics that distinguish it from microstructure profile data taken in any
other waterbodies, it was chosen only because it was readily available. Both lakes are small,
glacially-scoured and lie within the catchment of Windermere in the Lake District of North-
west England. The larger of the two, Esthwaite Water (54.36◦ N, 2.99◦ W), has a surface
area of 0.96 km2, a total volume of 6.7 × 106 m3 and a mean depth of 6.9 m [31]. Blelham
Tarn (54.40◦ N, 2.98◦ W) has a surface area of 0.1 km2 and a mean depth of 6.8 m [32]. Thus,
they are of similar depth, but Esthwaite Water has a surface area approximately ten times
that of Blelham Tarn.
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SCAMP was operated in upward-looking mode (see, for example, [33]). It was de-
ployed from a boat with weights and a baffle attached, which caused it to drop through
the water column at an angle of approximately 45◦ to the vertical. When it reached a
user-defined depth, a pressure sensor caused a screw to turn, which released the weights.
This made the instrument positively buoyant, so that it rose vertically through water thus
undisturbed by its descent, at a speed of approximately 0.1 ms−1, recording temperature
and depth (pressure) at 100 Hz (thus generating data points with approximately 1 mm
spatial resolution). Once it reached the surface, the weights were recovered and re-attached,
the pressure sensor re-set and the next profile initiated.

The analysed profiles were recorded on eight days in Esthwaite Water (22 May, 16 June,
21 July, 31 July, 4 August, 1 September, 2 October and 3 October) and four days in Blelham
Tarn (9 June, 23 June, 28 July and 11 August). All of these days fell within the summer
stratified period for the lakes, which runs from onset in March or April to turnover in
October. The profiles were all recorded during the daytime, between approximately
9:30 a.m. and 5:00 p.m., the time for each day being dependent on logistical arrangements.
On each day, a group of six profiles were recorded, separated by between five and ten min,
thus covering a total of 30 to 60 min in total. All measurements were taken at the deepest
point in each lake, the profiles having maximum depths of approximately 14 m.

2.2. Data Processing

Each profile was converted from its raw form into ASCII format files using processing
software provided by the manufacturer. The profiles were then truncated at the bottom,
where data recording had begun before the SCAMP’s upward travel had started, and at
the top, where recording had continued after it had breached the surface. The truncated
profiles thus began at the deepest point recorded in the raw profiles, and ended where the
(pre-calibrated) pressure measurements indicated zero depth.

As the mm-resolution of the raw profiles was only approximate, the truncated pro-
files were then interpolated to exactly 1 mm-depth resolution using an inverse distance-
weighted mean of all recorded temperature data within 5 mm of each point on the 1 mm-
resolution scale. To remove noise from the data, and thus prevent false identification
of turbulent overturns, the de-noising method of [34] was then applied to each profile,
following [19]. In the original version of this method, the noise threshold is defined in
terms of the density. Since the data used here was temperature data, the density threshold
needed to be converted to a temperature threshold. However, in standard practice, density
is calculated from temperature using a fifth order polynomial [35] and inversion of fifth
order polynomials is intractable. To convert the previously-used density noise threshold to
a temperature noise threshold, therefore, a linear fit of the density-temperature relationship
in the range 8–22 ◦C (where all of our temperature data lay) was performed, and the
gradient of this was used to convert the density threshold of [34] (5 × 10−4 kgm−3) to the
temperature threshold of 3.5 × 10−3 ◦C, which was used in this cleaning process. The
results of both the interpolation and noise removal processes are illustrated in Figure 2.
At the relatively fine scale indicated in this figure, the “cleaned” (noise removed) profile
may appear chunky, and possibly artificial, at first sight. However, this is simply the result
of cleaning the profile to appropriate spatial and temperature resolutions of 1 mm and
3.5 × 10−3 ◦C, respectively, following [19,34]. The profiles thus cleaned are those which
are analysed as described below.
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Figure 2. Examples of profile segments illustrating the effects of interpolation to 1 mm vertical spatial resolution and
temperature resolution of 3.5 × 10−3 ◦C: (a) raw profile; (b) spatially interpolated profile; (c) spatially and temperature
interpolated profile; (d) Thorpe-ordered version of (c). Profile recorded in Blelham Tarn at 11:00 on 11 August 2008).

2.3. Identification of Mixing Layers and Thorpe Scales

The Thorpe scale at each depth in each mm-resolution profile was calculated from a
0.5-m depth window centered on that depth (truncated by the start or end of the profile for
points within 0.25 m of the top or bottom of the profile). These were converted to centered
Thorpe displacements for the purpose of illustration using the method of [36].

To identify and delineate actively mixing patches within the profiles, a slightly dif-
ferent approach to the δT = 0 method was adopted. Each temperature-depth profile was
sorted by temperature (as one would to calculate Thorpe displacements), then cumulatively
summed via the (re-sorted) depths of this profile, and at each depth this sum was compared
with the cumulative sum of the unsorted (i.e., monotonically-ordered) depth profile. The
point where these two sums are first equal (working from the top downwards) is the point
above which the mixing is entirely ‘self-contained’: all of the points in this region in the
sorted profile are also within it in the unsorted profile, and no points from outside it have
been moved into it by the sorting process. This is defined as the uppermost mixing patch.
Since the sums at this point are equal, the process re-sets and the next point down at which
the sums again become equal marks the bottom of the next mixing patch down. In theory,
this is a more robust method of patch identification than the δT = 0 method, since it avoids
the possibility of a point within the sorted profile being (coincidentally) at the same point
in the unsorted profile (which would give δT = 0 at that depth) but being surrounded
by points that have been mixed upwards and downwards across it (i.e., being within a
mixing patch, not at its edge). In practice, however, this method segmented the profiles in a
manner that was indistinguishable by visual inspection from the segmentation done using
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the δT = 0 method. Nevertheless, it was used hereinafter and is presented as a very simple,
and potentially more robust, method of profile segmentation into distinct mixing patches.

2.4. Calculation of KZ

The Batchelor method of calculating KZ was applied to each of the six profiles from
each date, using software incorporating this method provided by SCAMP’s manufacturer,
PME Inc. Although there has been much discussion of the variability of Rf and Γ in
the literature [13,37], the standard approach of assigning a value of Γ = 0.2 was taken.
Mean and standard deviation values of KZ were calculated for each 0.5-m depth bin
from the surface downwards and plotted against the center point of each bin (0.25 m,
0.75 m etc.). The Thorpe scale method was then used to calculate KZ at every depth (i.e.,
at millimeter resolution) in the profile using 0.5-m centered windows as described above for
LT, calculating the dynamic viscosity, ν, as a function of temperature. Mean and standard
deviation values of these Thorpe-scale derived KZ values were then calculated at the same
depths used for the Batchelor method (i.e., 0.25 m, 0.75 m etc.).

2.5. Layer Structure Analysis

Analysis of the multi-scale layering of the Thorpe-ordered profiles was carried out
using best-fit straight lines (“rulers”) of lengths from 3 mm to the full profile length
(Figure 3). For the 3 mm case, a straight line was first fitted to the first, second and third
points in the profile, and its gradient (dT/dz) assigned to the center point of this set (i.e.,
the depth of the second point). This was repeated for the second, third and fourth points,
assigning the gradient to the depth of the third point, and so on down to the bottom of the
profile, the last gradient value being assigned to the penultimate depth point in the profile.
The second derivative (d2T/dz2) profile was then calculated from this set of dT/dz values,
using the same 3-mm spatial scale. This process was then repeated using a 5-mm spatial
scale, and so on, up to the largest odd number less than the full length of the profile (only
odd numbers were used so that the center point of each fit line corresponded to a specific
depth in the profile). Thus, a full set of d2T/dz2 profiles at a spectrum of different spatial
scales was obtained.

At depths where d2T/dz2 peaks, the temperature profile is changing most rapidly
from a low-gradient (well-mixed) section to a high-gradient (highly-stratified) section;
where there are troughs in d2T/dz2, the temperature profile is changing most rapidly
the other way. Thus, these points identify “shoulders” in the temperature profile that
distinguish relatively-mixed layers from relatively-stratified ones (Figure 4). The total
number of these shoulders was calculated for each ruler-length, and a pseudo-spectrum
(ruler-length, or scale S vs. number of shoulders or layers NL) ws then plotted for each
two-meter depth bin from the surface down to 14 m. These pseudo-spectra were generally
closely fitted by power law regression lines, implying a fractal structure. Therefore, the
fractal dimension, D, was calculated for each profile such that NL = aS−D. As well as the
fractal dimension of the full spectrum, separate values of D for the fine, intermediate and
coarse-scale sections of the spectrum were calculated. Correlations of all of these forms
of D with N, LT and KZ were investigated using Pearson’s product-moment correlation
coefficients and their associated statistical significance (p-values).
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Figure 3. Illustration of the process of calculating the number of layers identified at different spatial scales, by counting
turning points (peaks and troughs) in the d2T/dz2 profile: (a) location of layer edges (“shoulders”) at 5 mm scale;
(b) d2T/dz2 at 5 mm scale (c) location of layer edges at 101 mm scale; (d) d2T/dz2 at 101 mm scale; (e) location of shoulders
at 501 mm scale; (f) d2T/dz2 at 501 mm scale.
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Figure 4. Sketch showing how troughs and peaks in the d2T/dz2 profile identify boundaries between
alternately (relatively) strongly- and weakly-stratified layers in the temperature profile.

3. Results

3.1. Mixing and Stratification Structure

SCAMP temperature profiles from each of the twelve data collection days are pre-
sented in the left-hand panels of Figure 5 (Esthwaite Water) and Figure 6 (Blelham Tarn).
These are cleaned, individual, unsorted profiles (rather than averages of each set of six).
The segmentation of the profiles into separate mixing layers also provide a clear visual
illustration of the proportion of the profile that is actively mixing at the time of each profile,
and the locations of the mixing and non-mixing regions. This is also indicated by the
centered Thorpe displacements, showing the coincidence of the mixing layers identified by
the method used here and the δT = 0 method. The seasonal timescale transition through a
maximally-stratified state (e.g., 4 August) to a deepening surface mixed layer as overturn
approaches (e.g., 3 October) can be seen clearly, especially in Esthwaite Water (Figure 5).
Diurnal timescale changes can also be seen clearly by comparing the 2 and 3 October
profiles in Figure 5. On 2 October, the profiles were taken in the afternoon, and the sur-
face layers shows some stratification and a relatively quiescent state in terms of Thorpe
displacements. On 3 October, the profiles were taken in the morning, the surface layers is
much more completely mixed (presumably due to overnight convection) and much more
actively stirring, as indicated by the much larger Thorpe displacements.

3.2. Comparison of KZ Values

Plots of KZ values for 0.5-m depth bins calculated using both the Batchelor and
Thorpe scale methods are shown in the right-hand panels of Figure 5 (Esthwaite Water) and
Figure 6 (Blelham Tarn). In general, the plots have the expected structure for a stratified
lake, with relatively high KZ values in the surface mixing layer and at the bottom of the
profile in the near-bed layer, and lower values in the “quiet interior” at mid-depths [6]. In
many places, the KZ-values from the two methods agree very well. This agreement appears
stronger in the surface layer, particularly later in the year in Esthwaite Water, and stronger
in general in Blelham Tarn than in Esthwaite Water. In many other places, however, the
agreement is poor. This is particularly the case at depth (and particularly in Esthwaite
Water), where the Batchelor method values are generally larger than the Thorpe-scale
method values, by at least an order of magnitude (and in some places several orders of
magnitude) and are also as large or larger than the surface layer values.
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Figure 5. Cont.
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Figure 5. Plots showing (in left hand panels) temperature profile (thick black line), mixing layer segmentation (horizontal
gray lines) and centered Thorpe displacements (black line at left hand side); and (in right hand panels) values of the
coefficient of turbulent diffusivity (KZ) using the two methods described in the text, for all sampling dates for Esthwaite
Water. Profiles are individual examples from the set of six profiles taken on each date, recorded at (a) 16:21 on 22 May;
(b) 12:33 on 16 June; (c) 12:15 on 21 July; (d) 11:25 on 31 July. (e) 12:07 on 4 August; (f) 12:38 on 1 September; (g) 16:05 on 2
October; (h) 09:56 on 3 October.
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Figure 6. As for Figure 5, for Blelham Tarn. Profiles recorded at (a) 13:33 on 9 June; (b) 12:41 on 23 June; (c) 11:07 on 28 July;
(d) 11:00 on 11 August.

3.3. Layer Structure Pseudo-Spectra

Figure 7a,b show two contrasting examples of layer structure pseudo-spectra, with
power law lines fitted, taken from individual depth bins of the same profile (the one taken
at 12:28 on 16 June). The equations of the best-fit power law lines are shown on these
plots: the power index, which, as explained above, is denoted D (c.f. fractal dimension)
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is used to quantify the gradient of the dataset. Figure 7c shows the pseudo-spectra from
all depth bins of this example profile together. Figure 7a illustrates a fractal structure
across all scales (i.e., the gradient is much the same across the whole range of data values),
whereas in Figure 7b the fitted power law line digresses strongly from the data, especially
at smaller scales. The shapes of these pseudo-spectra are interpreted as follows: where
they are steeper, the number of extras layers identified as the scale is reduced is higher, i.e.,
there is a lot of layering-structure at that particular scale; where they are flatter, there is
little layering structure. Thus, in Figure 7b, the flatness of the data at smaller scales (say,
<20 mm) implies that there are very few layers smaller than 20 mm in size, i.e., there is very
little fine-scale structure in the profile.
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Figure 7. Examples of pseudo-spectra of the layering structure, all for the profile recorded at 12:28 on
16 June 2008 in Esthwaite Water. (a) depth bin from 4 to 6 m; (b) depth bin from 12 to 14 m; (c) all
2 m-depth bins together.
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Following this interpretative approach, the gradient of the best fit power law line to
the whole data set in each plot can be said to give a quantitative indication of the overall
level of layering structure in the temperature profile. To gain insights into the amount of
layering structure at different spatial scales, each spectrum is divided into three spatial
scales, which are referred to hereinafter as “fine”, “intermediate” and “coarse”, and best-fit
power law lines are calculated for each one. This division is based on a subjective judgment
of where the breaks in the gradient of the spectra tend to fall, derived from visual inspection
of spectra from all depth bins of all profiles. Thus, the fine-scale is defined as <20 mm,
the intermediate scale as >20 mm but <200 mm, and the coarse scale as >200 mm. These
divisions are shown in Figure 7c. The gradients for each of these scales are denoted DF, DI
and DC, respectively.

3.4. Variation of D with Depth, between Lakes and over Time

To explore the variation of the fractal dimension of the profiles, their variations with
depth, between lakes and over seasonal and diel timescales are first considered. Differences
in the mean values of D in each 2-m depth bin between the two lakes are shown in Figure 8.
The mean values and standard deviations in this plot have been calculated from data
from all profiles, thus seasonal variations are both hidden in, and serve to smear out, the
standard deviation bars. The value of D peaks deeper in Esthwaite Water than in Blelham
Tarn, and is smaller at the bottom of Blelham Tarn than in Esthwaite Water. But overall,
both lakes show a similar pattern of lower values at the surface and bottom, and higher
values at mid-depths. This suggests an association between less layering structure (lower
values of D) and more weakly-stratified and mixed (or mixing) parts of the profiles.
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Figure 8. Mean (± one standard deviation) values of D in each 2 m-depth bin, averaged over all
profiles from all dates in each lake.

The variation in profiles of D over seasonal and diel timescales is illustrated in Figure 9.
Again, the very weakly-stratified, strongly mixing upper part of the 3 October profile is
characterised by smaller values of D, indicating less layering structure, while the values of
D for 2 October are higher, and those for 4 August are higher still.

36



Water 2021, 13, 3042

 

 

 

 
(a) 

-14

-12

-10

-8

-6

-4

-2

0

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

De
pt

h 
(m

et
er

s)

Global Mean Fractal Dimension (D)

Esthwaite Water
Blelham Tarn

-14

-12

-10

-8

-6

-4

-2

0

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

De
pt

h 
(m

et
er

s)

Global Mean Fractal Dimension (D)

2nd Oct 15:52-16:14

3rd Oct 09:35-10:00

-14

-12

-10

-8

-6

-4

-2

0

0 0.01 0.02 0.03 0.04 0.05 0.06

De
pt

h 
[m

]

Buoyancy Frequency (N) [s-1]

2nd Oct 15:52-16:14

3rd Oct 09:35-10:00

-14

-12

-10

-8

-6

-4

-2

0

0 0.5 1 1.5 2 2.5

De
pt

h 
[m

]

Thorpe Scale (LTrms) [m]

2nd Oct 15:52-16:14

3rd Oct 09:35-10:00

-14

-12

-10

-8

-6

-4

-2

0

-7 -6.5 -6 -5.5 -5 -4.5 -4 -3.5

De
pt

h 
[m

]

log10(KZ [m2s-1])

2nd Oct 15:52-16:14

3rd Oct 09:35-10:00

 

 

 

 
(b) 

− −

−

−

− −

-14

-12

-10

-8

-6

-4

-2

0

0 0.01 0.02 0.03 0.04 0.05 0.06

De
pt

h 
[m

]

Buoyancy Frequency (N) [s-1]

4th Aug 11:55-12:16

3rd Oct 09:35-10:00

-14

-12

-10

-8

-6

-4

-2

0

0 0.5 1 1.5 2 2.5

De
pt

h 
[m

]

Thorpe Scale (LTrms) [m]

4th Aug 11:55-12:16

3rd Oct 09:35-10:00

-14

-12

-10

-8

-6

-4

-2

0

-7 -6.5 -6 -5.5 -5 -4.5 -4 -3.5

De
pt

h 
[m

]

log10(KZ [m2s-1])

4th Aug 11:55-12:16

3rd Oct 09:35-10:00

Figure 9. Comparisons of mean (± one standard deviation) values of D in each 2 m-depth bin (left hand panels) for profiles
separated by (a) daily variations and (b) seasonal variations. Right hand panels show buoyancy frequency (top), root mean
square Thorpe scale (middle) and log10(KZ) (bottom) for each date, for comparison.

3.5. Variation of D with N, LT and KZ

To explore further the way in which D varies, it and its scale-specific forms DF, DI
and DC were plotted against the three standard parameters which quantify stratification
and mixing—the buoyancy frequency N, the Thorpe scale LT and the coefficient of vertical
turbulent diffusivity KZ (using the Thorpe-scale derived version of the last parameter).
The relationship between D and N (Figure 10) is not well-fitted by any standard form of
regression line but does have very clear limits. There are no cases where D < 1.15 and
N > 0.02 s−1, and no cases where N > 0.01 s−1 and D < 1. For D > 1.15, there appears
to be no relationship between D and N. The maximum D is approximately 1.55 for all
N > 0.01 s−1, whereas for N < 0.01 s−1 it declines sharply with N. Similarly, the minimum
D is approximately 1.17 for all N > 0.02 s−1, whereas it declines sharply with N for
N < 0.02 s−1. Data from both lakes follow all these patterns in essentially the same way.
Amongst the scale-specific versions of D, the relationship with N is strongest for DF, where
a very clear relationship is observed, which is best fitted by an exponential regression
line (r = 0.902; n = 290; p << 0.001 for Esthwaite Water; r = 0.964; n = 104; p << 0.001 for
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Blelham Tarn). This association is weaker, but still evident for DI, although the shape of
this plot has more in common with that of D than that of DF (i.e., no relationship between
DI and N above small values of each parameter, rather than an exponential relationship).
The relationship between DC and N appears essentially non-existent. This implies that
the layering structure at fine scales (<20 mm) is strongly associated with the buoyancy
frequency (which is calculated as an average value for each two-meter depth bin, so can
be thought of as a background or ambient value), but that this association weakens as
the scale of the layering increases, so that layering structure at scales of >200 mm has no
significant association with the background buoyancy frequency.
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Figure 10. Plots of buoyancy frequency against (a) D; (b) DF; (c) DI; and (d) DC. Data from all depths bins, all profiles and
all dates combined.

The relationships between D (and its scale-specific variants) and the parameters which
quantify turbulent stirring and mixing, LT and (Thorpe scale-derived) KZ show a consistent
pattern (Figures 11 and 12). For both lakes, there is a strongly significant negative linear
correlation between D and log(LT) (r = −0.533; n = 290; p << 0.001 for Esthwaite Water;
r = −0.442; n = 104; p << 0.001 for Blelham Tarn), and D and log(KZ) (r = −0.304; n = 290;
p << 0.001 for Esthwaite Water; r = −0.298; n = 104; p = 0.002 for Blelham Tarn), with larger
D values (more layering structure) corresponding to smaller LT values and vice versa,
but there is also a great deal of scatter around this general trend. Similarly, there is a
strongly significant negative linear correlation between D and log(KZ) (r = −0.304; n = 290;
p << 0.001 for Esthwaite Water; r = −0.298; n = 104; p = 0.002 for Blelham Tarn), implying
that larger values of D are found where there is less turbulent diffusion. For both LT and
KZ, the correlation is stronger with DF (particularly for KZ) and DI (particularly for LT)
(i.e., at scales < 200 mm). As is the case with N, there is no significant association of LT or
KZ with DC. This implies that the active stirring and mixing processes represented in the
turbulent overturns in the temperature profiles are most strongly associated with layering
structure in the profile at fine and intermediate scales.
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Figure 11. Plots of log10(LT) against (a) D; (b) DF; (c) DI; and (d) DC. Data from all depths bins, all profiles and all dates combined.
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Figure 12. Plots of log10(KZ), calculated using the Batchelor method, against (a) D; (b) DF; (c) DI; and (d) DC. Data from all
depths bins, all profiles and all dates combined.
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4. Discussion

The profiles of temperature and centered Thorpe displacement, together with the mix-
ing layers indicated by the segmentation lines (i.e., the left-hand panels in Figures 5 and 6)
show clearly the limited extent of active mixing during the stratified season, its tendency
to be most common near the water surface and lake bed, and its increasing prevalence as
the stratification breaks down as autumn sets in. This is all very much in agreement with
normal expectations for turbulent mixing in lakes [6]. The mixing layer segmentation lines
provide a clear visual idea of the proportion of the water column that is actively mixing and
the extent to which the mixing layers are separated by non-mixing regions. The changes
in the patterns of these aspects of the profiles are conflations of variations on timescales
varying from sub-hourly to seasonal, so no attempts have been made to find any consistent
trends in them. This is a good example of the way in which collection of microstructure
profiles strongly under-samples the temporal variations in turbulence mixing activity.

With regard to the KZ estimates, the Batchelor method is long-established, and its
veracity has been demonstrated in a very wide range of field, laboratory and numerical
studies. The Thorpe-scale method, on the other hand, has only been quite recently proposed,
and deployed in the analysis of oceanographic, rather than limnological, data [19]. It seems
appropriate, therefore, to assume that the Batchelor method values of KZ are the “correct”
ones, and to ask why the Thorpe-scale method values do not equate to them. From the
plots in Figures 5 and 6, the two sets of values appear to agree better with each other in the
top half of the water column (down to 6 m depth), i.e., above and within the upper part
of the metalimnion, than they do below this. Regression of the two sets of values bears
this out: for data from <6 m depth (from both lakes, all dates combined), r = 0.662 (n = 144;
p = 1.55 × 10−19), whereas for data from below that depth, r = 0.250 (n = 177; p = 8 × 10−4).
Moreover, the Thorpe scale method appears incapable of producing values at the larger end
of the of values provided by the Batchelor method: for the Thorpe scale method, the range
of log10(KZ) values across both lakes, and all depths and dates is −6.6 to −4.3, whereas
for the Batchelor method, it is −6.6 to −1.5. In the upper 6 m of the water column, the
values in the range −4.3 to −1.5 provided by the Batchelor method all occur in the two
earliest profiles in the year (22 May and 16 June). These are unusually high values of KZ
for lakes (c.f. typical values quoted by, for example, [6]), but they are not outliers in the
profiles from those dates, so there appears no reason to treat them as any less reliable than
the other Batchelor method values. Moreover, they occur in regions where stratification is
very weak, and are consistent with the intuitive concept that mixing will be rapid in these
regions, because it is not very constrained by buoyancy forces.

The Thorpe scale method parameterization of KZ assumes that conditions are in
the energetic regime (ε/νN2 > 100) defined by [20]. This may explain why the values it
provides in the deeper part of the water column, below the thermocline, match the Batchelor
method values less well than in the upper part of the water column. There is relatively
little turbulent mixing in these deeper waters, and the buoyancy frequency is also generally
higher than in the upper waters. It is concluded that, in the circumstances studied here,
the Thorpe scale method provides a reasonably accurate and relatively straightforward
method of estimating KZ, which provides values that compare closely to those provided by
the Batchelor method above the thermocline, except at times when the Batchelor method
indicates high values of KZ. From the data in this study, “high” in this context means
log10(KZ) > −4.3.

With regard to the pseudo-spectra of layering structure, and specifically the values of
the parameter D presented as a convenient quantification of them, the data in Figures 8–10
show that there is a strong relationship between D and the buoyancy frequency N, which
persists when the data are averaged across dates and lakes (Figure 8), and when seasonal
and daily timescale variations are considered (Figure 9). The plot of DF vs. N in Figure 10
shows that this relationship is particularly strong when considering the fine-scale layering
structure. Conversely, the plot of DC vs. N shows that buoyancy frequency has no
consistent correlation with D at coarse scales. As noted above, the parameters that quantify
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turbulent stirring and mixing, LT and KZ, correlate best with D at intermediate scales, and
indicate that there is more layering structure when there is less stirring or mixing.

The fine scale layering structure identified by the analysis presented here and quan-
tified by DF can be taken as equivalent to the fine-scale structure identified by [28] and
to be associated with the dissipation of turbulent kinetic energy (ε), while the coarse
scale structure quantified by DC can be associated with the irreversible changes to the
potential energy caused by turbulent mixing (b). The intermediate scale, quantified by
DI, is representative of variations that are actively stirring and mixing, and which could
go either way—they could break down into finer scale structure and dissipate away, or
merge and smooth out into coarser-scale structure and become irreversible changes in
potential energy. If DF, DI and DC are thought of in this way, Figures 10 and 12 can be
interpreted to make a number of suggestions. Firstly, the coarse-scale layering structure
(i.e., the vertical distribution of potential energy) recorded in a microstructure profile is
essentially unrelated to the turbulent stirring (LT) and mixing (KZ) occurring at the time
that the profile was taken (which implies that it is due to previous turbulent activity) and is
independent of the average buoyancy frequency (i.e., the amount of coarse-scale layering
structure in any given layer is independent of whether that layer as a whole is strongly or
weakly stratified). Secondly, the fine-scale layering structure is very strongly correlated
with buoyancy frequency (there is more fine-scale structure in more stratified layers) such
that there is more fine-scale structure in more stratified layers. It is also correlated with
the Thorpe scale and diffusivity coefficient, but less strongly and in a negative sense. This
seems counter-intuitive initially—one would expect a fine-scale structure indicative of
more turbulent dissipation to be less prevalent in regions of stronger stratification and less
turbulent stirring and mixing. Our interpretation of this finding is that it is pre-dominantly
a consequence of the fine-scale layering structure being smoothed out quickly in regions of
lower stratification, because of the smaller density differences between layers involved,
but to be more persistent in more strongly-stratified regions because of the greater density
differences between layers. The relationships between the fractal dimension at interme-
diate scales DI and N, LT and KZ suggest a situation intermediate to those of DF and DC,
indicating that a mix of the drivers determining these relationships at coarse and fine scales
are operating at this scale.

The layering structure analysis has the potential to be useful because it analyses
an aspect of the data that is indicative of the history of turbulent mixing, not just the
mixing that is occurring at the time of the profiling. Ways in which it might be useful are
(1) to provide measures of longer term averages of KZ than current methods of analysing
microstructure profilers provide; or (2) to provide alternative estimates of the efficiency of
turbulent mixing (i.e., the value of Rf, and thus of Γ) that can be used to triangulate values
provided by other methods. To test the first of these, an additional method of measuring the
long-term average KZ is required—for example the temperature diffusion method of [21]
or the very similar dye diffusion method used by, for example [38], against which values of
D and its scale-specific versions can be assessed. Neither of these were available in this
study, so this suggestion remains as a proposal for further study. However, for the sake of
providing an indication of what KZ values this method might provide, the relationships
between D and KZ in Figure 12 are noted. To test (2), and further investigate the extent to
which the fractal dimension parameters introduced here can be used to indicate mixing
efficiency, requires comparison with results from numerical modelling [13,23].

5. Conclusions

The thermal microstructure profiles analysed in this study show the behaviour ex-
pected in terms of stratification structure, turbulent mixing activity and vertical variation
in the thermal diffusivity coefficient, KZ. While the values of KZ calculated using two
different methods—Batchelor curve fitting to the temperature gradient spectrum; and
calculation directly from measurements of N and LT using the equation of [19] based
on the parameterization of KZ of [20]—show good agreement in many cases, they also
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differ strongly in other cases. Given that the Batchelor curve fitting method is very well
established and its accuracy has been demonstrated in many previous studies of small
lakes, it is recommended that the Thorpe-scale method, whilst attractive for its simplicity
and directness, is only used to calculate KZ values above the thermocline and during the
strongly stratified period in mid to late summer in lakes such as those studied here.

The novel analysis of the layering structure and its pseudo-spectra presented here
shows that they have some properties that are consistent across the datasets used here, and
other properties that vary consistently with other parameters. Values of the parameter D—
the slope of the pseudo-spectrum—vary most consistently with the buoyancy frequency,
especially DF, the fine-scale specific version of D.

The main limitation of the findings presented here is that, at present, the novel
parameter derived, D, has no clear practical use. To address this, it is suggested that D, and
its scale-specific variants DF, DI and DC, as defined here, may be useful in two ways: firstly,
to provide measures of longer term averages of KZ than current methods of analysing
microstructure profilers provide; and secondly, to provide alternative estimates of the
efficiency of turbulent mixing that can be used to triangulate values provided by other
methods. Testing of the ability of these parameters to be of use in these ways requires
further work involving field measurements of time-integrated values of KZ (using, for
example dye or thermal diffusion methods) and numerical modelling of turbulent mixing
using, for example, DNS methods [13,23].
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Abstract: During summer, reservoir stratification can negatively impact source water quality. Mixing

via bubble plumes (i.e., destratification) aims to minimise this. Within Blagdon Lake, a UK drinking

water reservoir, a bubble plume system was found to be insufficient for maintaining homogeneity

during a 2017 heatwave based on two in situ temperature chains. Air temperature will increase under

future climate change which will affect stratification; this raises questions over the future applicability

of these plumes. To evaluate bubble-plume performance now and in the future, AEM3D was used to

simulate reservoir mixing. Calibration and validation were done on in situ measurements. The model

performed well with a root mean squared error of 0.53 ◦C. Twelve future meteorological scenarios

from the UK Climate Projection 2018 were taken and down-scaled to sub-daily values to simulate

lake response to future summer periods. The down-scaling methods, based on diurnal patterns,

showed mixed results. Future model runs covered five-year intervals from 2030 to 2080. Mixing

events, mean water temperatures, and Schmidt stability were evaluated. Eight scenarios showed a

significant increase in water temperature, with two of these scenarios showing significant decrease

in mixing events. None showed a significant increase in energy requirements. Results suggest that

future climate scenarios may not alter the stratification regime; however, the warmer water may

favour growth conditions for certain species of cyanobacteria and accelerate sedimentary oxygen

consumption. There is some evidence of the lake changing from polymictic to a more monomictic

nature. The results demonstrate bubble plumes are unlikely to maintain water column homogeneity

under future climates. Modelling artificial mixing systems under future climates is a powerful tool to

inform system design and reservoir management including requirements to prevent future source

water quality degradation.

Keywords: 3D modelling; stratification; bubble plumes

1. Introduction

During the summer months, increased atmospheric heating leads to many reservoirs
stratifying as increased surface heating creates temperature differences in the water col-
umn [1,2]. Reservoir stratification is defined as when there is a temperature gradient
within the water column [3]. Thermally stratified water bodies are stable and mixing is
suppressed [4]; these physical effects can have considerable influence on the biological,
chemical, and general ecosystem processes of the water body [5]. Correspondingly, summer
stratification directly affects the water quality within reservoirs [6] via processes including
benthic sediment oxygen demand and decomposition of organic matter which consume
oxygen from the hypolimnion. When stratification persists for long enough, the inhibition
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of oxygen supply to the hypolimnion results in oxygen depletion and may result in hypoxic
conditions (i.e., the near absence of oxygen at <2 mgL−1 dissolved oxygen). Whether a
water body is hypoxic or not drives many critical biogeochemical processes including trace
metal transport, phytoplankton dynamics, and the carbon cycle [3,7–9].

Artificial destratification (i.e., mixing) is often used in lakes and reservoirs to over-
come negative effects of summer stratification [10]. A popular method used is bubble
plumes [11]. The reported success of bubble plumes in reservoir management has been
varied, suggesting that there is a lack of guidance regarding best operational practice [12].
Bubble plumes are usually installed at the deepest point of the water column and force
compressed air into the bottom water, which rises and forms a plume [13]. Bubble plumes
work to destratify the water column as the rising bubbles entrain the surrounding denser
hypolimnion water. The denser water is then raised into the lighter epilimnion, promoting
mixing [14]. This allows aeration via both atmospheric gas exchange and directly from
the produced bubbles [15]. Many water utilities use bubble plume destratification systems
to ultimately improve source water quality prior to draw-off [16]. A minimum airflow of
9.2 m3 min−1 km−2 has been given as a threshold to ensure total destratification of a reser-
voir via these plumes [17,18]. The aim of destratification systems such as bubble plumes
is to reduce cyanobacteria biomass and minimise concentrations of trace metals, such as
soluble manganese, entering the water treatment works to improve the sustainability of
treatment and reduce costs to the consumers [16,18]. Oxygenation of the hypolimnion
has been shown to decrease concentrations of soluble reduced forms [19] of iron and
manganese [20] which are released from sediments under low-oxygen conditions [21].
Additional mixing can affect phytoplankton by increasing the mixed depth to below the
photic zone, thereby reducing irradiance which has been shown to reduce cyanobacteria
blooms [22].

Currently, increased greenhouse gases (GHG), such as methane (CH4) and carbon
dioxide (CO2) [23], are leading to a rapid rise in global temperatures. It has been shown that
inland waters (e.g., reservoirs) may account for ∼18% of CH4 emissions globally [24,25].
With existing trends, future GHG release will further contribute to global temperature
rise and its consequences. Climate change influences inland water bodies via alterations
to air temperature and precipitation [26]. This introduces new elements that threaten to
exacerbate water-quality issues related to reservoir stratification [27]. For many reservoirs,
there will be alterations to the timing of stratification, potentially forming earlier and
destratifying later, leading to enhanced periods of hypolimnetic anoxia and subsequent re-
lease of deleterious chemical species from the sediment [27–29]. This directly affects carbon
fluxes and long-term dissolved organic matter trends by extending anoxic periods in the
hypolimnion [27]. Rising global temperatures and increased anthropogenic eutrophication
of freshwater systems are likely to promote favourable growth conditions for cyanobacteria.
Increased water column stability can favour bloom-forming or positively buoyant species
of cyanobacteria, some of which may produce taste and odour compounds or cyanotoxins
and result in a deterioration in source water quality [30].

Prolonged stratification seasons predicted with climate change will require destrat-
ification systems to be efficient in both current and future climates. In addition, more
stable water columns (i.e., stronger stratification) will be increasingly likely, which will
require greater energy input from destratification systems to successfully mix lakes and
reservoirs [28]. However, the relationship between increased temperature and stratification
stability is not a linear effect and stratification can be strongly influenced by water-body
morphometry and volume [5]. To date, research has largely focused on the effects of artifi-
cial mixing on source water quality in current climates. In this novel study, modelled future
climate scenarios were used to estimate how effective current destratification systems are
likely to be in the future.

During June 2017, much of western Europe was struck by a heatwave. Record-
breaking temperatures were recorded across many countries, including the UK. On 21
June, temperatures in the UK reached 34.5 ◦C; at the time, this was the hottest June since
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1976 [31]. Such heatwaves have been shown to cause strong stratification events in shallow
polymictic lakes; several of which are similar in depth to the study site, Blagdon Lake,
located in the southwestern UK [32].

This study presents in situ observations of temperature in the shallow, aerated Blag-
don Lake during the 2017 heatwave. These observations are used as the basis for the
development of a 3D hydrodynamic model, via the widely used AEM3D [33–37] which is
available publicly with a yearly licence, to capture effects of extreme events on stratification
such as the 2017 summer heatwave. With this calibrated model and down-scaled hourly
future forcing data, this study examines how effective bubble plumes will be under future
climate scenarios. Results show that existing issues with reservoir mixing interventions will
likely continue into the future and managers will need to consider future proofing options.

2. Materials and Methods

2.1. Study Site

Blagdon Lake is a shallow drinking water reservoir, located in Somerset, England, and
operated by Bristol Water Plc. The reservoir has a surface area of 1.78 km2 with a mean
depth of 4.75 m and a maximum depth of approximately 12 m (Figure 1). The lake was
created when the River Yeo was dammed in 1905. Several small streams feed into Blagdon
and these inflows have a combined catchment area of 21.8 km2.

Figure 1. Global position and bathymetry of Blagdon Lake. The locations of the seven bubble plumes
used to mix the reservoir and the two temperature chains deployed for this study are marked (white
circles and red triangles, respectively; top). A time series of 2017 air temperature data is shown,
including the June 2017 heatwave which is highlighted in yellow (bottom).

Artificial destratification was first implemented in Blagdon in the 1970s and since
2007 there have been seven bubble plumes installed (Figure 1). The bubble plumes are
typically operated from April to September each year with the aim of destratifying the
reservoir during the summer. Specifically, the bubble plumes were installed at Blagdon to
address problems with soluble manganese concentrations and phytoplankton cell counts
at the draw-off. Initially, five of the bubble plumes were positioned at 200 m, 250 m, 400 m,
600 m, and 850 m away from the draw-off tower at the dam. An additional two bubble
plumes were placed nearer the draw-off tower to reduce soluble manganese concentrations
entering the treatment plant. The bubble plumes contain no moving parts and have a
2-meter pipe containing a helical structure where compressed air bubbles can mix with the
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bottom water and generate a vertical plume that rises to the surface. These bubble plumes
have a reported airflow of 0.011 m3s−1 (Bristol Water pers. Comms).

Per data collected by Bristol Water, the bubble plumes appear to have reduced con-
centrations of soluble manganese at the Blagdon draw-off tower, with a 91.6% reduction
from 2007 to 2008 of maximum observed soluble manganese. However, the effects of bub-
ble plumes on phytoplankton cell counts at Blagdon, in particular cyanobacteria, appear
less successful. Bloom-forming cyanobacteria are positively buoyant and have specific
adaptations, such as gas vacuoles, that provide a competitive advantage under stratified
conditions. Generally, the frequency of high counts of bloom-forming cyanobacteria at
the Blagdon draw-off have increased since 2006. In 2014, for example, cyanobacteria cell
counts at the draw-off exceeded 20,000 cells mL−1 on twelve occasions and peaked at
125,038 cells mL−1, which related to a Microcystis bloom. On 26 June 2017, counts of Micro-
cystis were elevated at the Blagdon draw-off, following the heatwave. Data provided by
Bristol Water indicate that bubble plumes are not fully effective at reducing the buoyancy
advantage of bloom-forming cyanobacteria during warm periods [38].

2.2. Observation Methodology

From 20th May to 5th October 2017, two temperature chains were deployed in Blagdon
Lake to better understand the thermal regime in the reservoir over this time period. Each
of the two chains were set at one-metre resolution and recorded data every ten minutes.
One chain was placed in the deeper part of the reservoir (at depth of approximately 9 m),
located within the zone immediately influenced by the bubble plumes located at latitude
51.33858 and longitude −2.70858; this chain is hereby referred to as temperature chain 1
(TC1). Per instructions from the water utility, this chain was placed as close as allowed to
this intake zone. In order to evaluate the spatial extent of bubble plume mixing, the other
temperature chain was placed further away in the shallower (at depth of approximately
5 m), non-aerated section of the reservoir located at latitude 51.33116 and at longitude
−2.688. This shallower chain is referred to as temperature chain 2 (TC2). Over the 2017
observation period, a series of Secchi depths were also taken within Blagdon Lake at
various points along the bubble plume transect; see Figure 1.

2.3. Data

2.3.1. Boundary Condition Data

To cover the forcing requirements of AEM3D, eight meteorological inputs were used.
These include solar radiation (Wm−2), cloud cover (decimal), air temperature (◦C), atmo-
spheric pressure (Pascals), precipitation (mday−1), wind speed (ms−1), wind direction (◦)
and relative humidity (decimal). Information about wind, air temperature, cloud cover and
atmospheric pressure was taken from the weather station at Bristol Airport, which is proxi-
mal (around 5 km) to Blagdon Lake. Precipitation, solar radiation and relative humidity
were sourced from the Filton weather station; this station is further from the lake (20 km)
but offers a more comprehensive suite of measured variables than available for Bristol
Airport. Weather station positions relative to Blagdon Lake are shown in Figure 2. The Met
Office MIDAS Open UK Land Surface Stations Data was used to gather relative humidity,
solar radiation and precipitation [39]. Remaining weather variables were sourced from the
sub-daily Met Office Hadley Centre’s Integrated Surface Database [40–43]. Whilst the most
proximal sources were considered, the lack of direct meteorological data is a limitation that
was taken into account in the evaluation of results but not considered a critical detriment.
Mass balance information for the calibration and validation periods were sourced from
outflow and reservoir capacity provided by Bristol Water. This calculated inflow was
then separated between the six stream inflows into the lake, namely the Yeo, Butcombe,
Rickford, Ubley, Copse and Holt Farm; the weighting applied to each inflow was based
on the percentage of the lake’s catchment each tributary contributed. Forcing data related
to the seven bubble plumes installed in the reservoir was based on their 0.011 m3s−1 flow
rate. Modelling was focused on characterising the summer season to cover time periods
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when stratification was most likely to occur; as such, the bubble plumes were assumed to
be on throughout the simulations.

Figure 2. Global position of weather stations (Bristol Airport and Filton) used for the observational
weather forcing file. The study site relative to the city and the weather stations is also shown.

2.3.2. Future Meteorological Data

Future forcing data were sourced from the UK Climate Projection 2018 (UKCP18)
project which was designed to help inform adaptions as a result of climactic change [44].
The UKCP18 made use of models from the Coupled Model Intercomparison Project Phase
5 (CMIP5). These data sets were taken from regional climate model projections for the
future climate of the UK extending from a 100-year period from 1981 to 2080 [45]. The
climate projections were considered for the highest GHG emission scenario used by the
IPCC, the representative pathway 8.5 (RCP 8.5). This representative pathway, named
for the projected radiative forcing of 8.5 Wm−2 by 2100, predicts a future where high
energy demand and high GHG emissions occur with little to no climate change policies
to counteract this, thereby worsening climate change; due to this RCP 8.5 is considered
the “worst case” scenario [46,47]. These projections were done using the UK Met Office’s
Hadley Centre Global Environmental model (HadGEM3), a coupled atmosphere-ocean
climate model [48].

Twelve UKCP18 climate scenarios were down-scaled from twelve different HadGEM3-
GC3.05 simulations from a grid size of 60 km to a higher resolution of 12 km via the
HadREM3-GA705 model covering much of the British Isles on the Ordnance Survey’s
British National Grid [45]. The dataset has several separate projections of future climates
that were used to force the future model runs; the scenarios used were 1, 4–13 and 15
since these had the required variables. These twelve scenarios offer distinct projections
of climate variability due to climate change over the British Isles until 2080. From these
projections, the following data were sourced at daily values with the following units:
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downwards shortwave radiation (Wm−2), northerly wind speed (ms−1), easterly wind
speed (ms−1), relative humidity (%), cloud cover (%), atmospheric pressure (Pascals),
precipitation (mmday−1), maximum temperature (◦C), and minimum temperature (◦C) [44].
The future years consist of 360-day years, with twelve 30-day months. As this date format
was incompatible with the model set-up, some days were repeated for an additional day
after their occurrence or needed to be treated differently to get the climate scenarios into
a standard date format. Depending on whether there was a leap year or not, one or two
days were moved from February to later months. The final days of July, August, October
and December were repeated; additionally, during a leap year May also had a repeated
final day. This was done to space out repeated days throughout the year. Future model
runs of Blagdon lake did not consider inflows or outflows. The HadGEM3 projects used
were notably warmer than other CMIP5 model runs, though all were within the IPCC’s
stated range for future warming. This may contribute to higher water temperature being
predicted by model runs [45].

2.4. Future Weather Down-Scaling

Predicted future data were obtained as daily values; in order to get sub-daily values,
these data sets needed to be down-scaled temporally. The down-scaled methodology was
evaluated using observed weather data, where daily averages of the observed data were
produced before applying the various methods used in the down-scaling; this was also
used to calibrate several of the required parameters. Down-scaling results were compared
with the original observations. Numerous approaches were used for down-scaling, which
will be detailed in the following sections. The data sets are openly available [49].

2.4.1. Temperature

The temporal down-scaling of air temperature data was done by using maximum and
minimum temperature for any single given day in the future. These are all measured in ◦C.
As air temperature follows a diurnal pattern related to the day-night cycle, air temperature
can be described numerically with a sine function and an exponential function based on
the time of day. The daytime air temperature function is described by the equation:

Ta(t) = Tn(min) + ((Tn(max) − Tn(min)) ∗ S(t)) (1)

where Ta(t) describes the air temperature at time t. Tn(max) and Tn(min) denote the daily
maximum and minimum temperatures for any given day. The S(t) refers to the following
sine pattern at time t:

S(t) = sin(π
t − SM + DL

2
DL + 2P

) (2)

DL is the day length at the field site in hours; this required the times of sunrise and sunset
to be known. SM defines the time of solar maximum and P is the delay between the time
of SM and the Tn(max). These are all measured in hours.

For periods after sunset, the temperature is instead measured as an exponential decline
curve based on the sunset temperature from the current day down to lowest temperature
of the next day. This curve is based on lowest temperatures occurring just before dawn.
The night temperature function can be written as:

Ta(t) =
Tn+1(min) − (Tss ∗ e(−

24−DL
τ

)) + ((Tss − Tn+1(min)) ∗ e(−
t−ss
τ

))

1 − e(−
24−DL

τ
)

(3)

Tt and t maintain the same definitions as previous; these are measured as ◦C and hours.
Tss and ss refer to the temperature and time of the day’s sunset, respectively; these are
measured as ◦C and hours. Tn+1(min) is the minimum temperature the following day.
τ is a time coefficient, in hours, that is calibrated for the field site using observational
weather data and selecting the τ value that produced the smallest error and bias towards
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underestimation or overestimation. Prior to using this method with modelled future data,
it was calibrated for the field site with observed data [50].

2.4.2. Relative Humidity

Relative Humidity (RH) was calculated as a decimal, from the ratios of actual vapour
pressure in air (VPA) and the saturated vapour pressure (es). These are measured in
kPa [50]. Equations used treat RH as a percentage; these can be calculated with the
following equations:

es = 6.107 ∗ e
(17.4∗Ta)
(239+Ta) (4)

VPA = 6.107 ∗ e
(17.4∗Td)

(239+Td) (5)

RH = 100 ∗ VPA

es
(6)

Ta and Td are the air temperature and dew-point temperature measured in ◦C. As these
are a function of temperature, RH also follows a diurnal pattern. In order to down-scale
this RH, the initial daily value of Ta and the initial daily value of RH were used to produce
a daily Td. This was done numerically with the following rearranged equation based on
Equations (4)–(6). This produced two separate estimations for VPA, one made by subbing
in various values for Td within a sensible temperature range for the UK (−10 ◦C to 30 ◦C),
then subtracting the two estimations. The chosen Td value was based on the result closest
to zero.

0 = (6.107 ∗ e
(17.4∗Td)

(239+Td) )− es ∗ RH

100
(7)

Once this daily Td was estimated, a final VPA was calculated with the dew-point value.
es was calculated with the sub-daily modeled Ta and from these, an estimated sub-daily RH
on the same time step was calculated using Equation (6). At times, this equation produced
results of greater than 100%; these values were ignored and set to 100% as beyond this limit
the model will not accept the forcing data [50].

2.4.3. Downwards Shortwave Radiation

The diurnal solar radiation pattern was based on the total global radiation, denoted
as Rsum; this value was calculated by multiplying the daily modelled incoming radiation
(in units of watts) by the number of seconds in a day to joules. From this total insolation,
sub-daily values were estimated with a sine function [50]. Hourly incoming solar radiation
(Rt) was estimated as a function of solar declination (◦), solar elevation (◦), latitude (◦),
and day length (hours), as defined by the following set of Equations (9)–(12) [50]. Solar
declination, denoted by δ, was calculated via the following equation [51]:

δ = 23.45 ∗ sin((284 + n) ∗ 360
365

) (8)

where n is the day number. Seasonal offset and amplitude of the sine wave, SD and CD,
respectively, were calculated with the following equations:

SD = sin(L) ∗ sin(δ) (9)

CD = cos(L) ∗ cos(δ) (10)

L is the latitude of the site in question. These can then be used to obtain the sine of the solar
elevation, sin β, as calculated by:

sin(β) = SD + (CD ∗ cos(π
t − SM

12
)) (11)
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The solar maximum, SM, and the time of day, t, are in hours. For this method of
estimation of solar radiation, a linear increase of the atmospheric transmissivity with the
sine of solar height was assumed. Rt can then be calculated with the following equation:

Rt = Rsum ∗ sin(β) ∗ (1 + (C ∗ sin(β)))

DSBE ∗ 3600
(12)

C is a meteorological variable characterising dependence of transmissivity on solar height
equal to about 0.4 [52] and DBSE is the integral of solar radiation from sunrise to sunset.
This then produces an Rt in a sine pattern; periods at night when the insolation was below
zero were adjusted to zero values [50].

2.4.4. Longwave Radiation

Downwards long-wave radiation (Ld) was chosen to be down-scaled, as opposed
to down-scaling cloud cover, as Ld is more diurnal due to being a function of Ta. The
Stefan-Boltzmann equation presented below is traditionally used to determine long-wave
radiation [53]:

Ld = Ee f f σT4
e f f (13)

Eeff is effective emissivity (dimensionless), Teff is the temperature from the atmosphere
(measured in K within the equation) above and σ is the Stefan-Boltzmann constant
(5.670367 × 10−8 kg s−3 k−4). The parameterisation of Ld normally uses surface Ta and
humidity measurements. Initially, the effective emissivity of a clear sky was needed. The
Angstrom equation from 1918 was used to calculate clear sky emissivity as it has been
shown to estimate Ld on a clear day [53]:

eclr = 0.83 − (0.18 ∗ 10−0.067ea) (14)

where eclr is the clear sky emissivity (dimensionless) and ea is vapour pressure. After the
clear sky emissivity was calculated, an additional equation was used to calculate emissivity
based on cloud cover. This was based on the Unsworth and Monteith equation from
1975 [54] as this is established as performing well for estimating cloud cover influence.
These values of cloud cover, taken as a decimal, were obtained from daily predicated values
from the twelve future climate scenarios considered [53].

Ee f f = (1 − 0.84C f )eclr + 0.84C f (15)

Cf is the value of cloud cover. This was kept constant throughout the day using the
daily value from future modelled weather data predictions. This was then placed into
Equation (13) along with the daily down-scaled Ta to produce a time series of sub-daily Ld.

2.4.5. Wind Speed and Direction

Wind speed varies both cyclically and randomly in time. This often forms as ran-
dom variance around a more regular diurnal cycle relating to atmospheric pressure and
geostrophic wind. The deterministic approach is to use a wave function that varies from a
minimum to a maximum wind speed over the course of the day [55].

Wind direction (◦) and wind speed (ms−1) were considered together, with wind speed
down-scaled first and the wind direction calculated from that. With one wind value
available for each day, an applicable method was used [56]. Firstly, wind speed was
considered in its eastward and northward elements. These were then both down-scaled
assuming a cosine function for wind speed, where maximum wind speed occurs later in the
day and lower wind speed occurs earlier on in the day. These are based on the following
equation [56]:

Wt = Wa + (
1
2
∗ Wa ∗ cos(

π ∗ (t − Hmax)

12
)) (16)
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Wt references to wind speed at time t. Wa is the average wind speed. Hmax is a time of
maximum wind, as estimated from the observed wind speed. This was found to occur at
midday. These sub-daily northward and eastward wind speeds were then used to calculate
geostrophic wind speed and wind direction [56].

2.4.6. Air Pressure

When comparing observed values with their daily averaged values, it was found that
daily variations of air pressure were minor when compared to timescales longer than a day.
Due to this, a daily average of observed values was considered sufficient for down-scaling.
Air pressure is measured in Pascals.

2.4.7. Precipitation

Rain in the study region is prone to periodic spikes in rainfall at shifting times. Due
to this, a static rate across the entire day was used to capture general periods of high and
low rainfall. As such, a daily average of observed values was considered sufficient for
down-scaling. Precipitation rate is measured in mday−1.

2.5. Down-Scaling Performance

The performance of these methods based on modern weather can be seen in Figure 3
and Table 1. The down-scaled temperature produced deviations more regularly from mode
temperature towards the minimum and maximum. The root mean squared error (RMSE)
produced an error of 1.6 ◦C. Errors were introduced in winter months when the sinusoidal
temperature pattern was less dominating, when the down-scaled temperature always
assumes a sinusoidal pattern. Error was also introduced during the night as warmer nights
can have colder temperature allocated to them if a colder temperature occurred within
the day. However, there is a high coefficient of correlation at 0.96, showing the method
appropriately captured sub-daily patterns.

Figure 3. Frequency plots of the eight meteorological elements (temperature, relative humidity, long wave and solar
radiation, wind speed and direction, atmospheric pressure and precipitation) used in the model comparing the observed
meteorological factors with the corresponding down-scaled values.

53



Water 2021, 13, 2467

Table 1. Root mean squared error (RMSE) and the Correlation Coefficients for comparison between
the weather monitoring data and the down-scaled hourly data.

Meteorological Factor RMSE Correlation Coefficient

Air Temperature 1.6 (◦C) 0.96
Relative Humidity 0.09 (decimal) 0.78

Long-Wave Radiation 26.87 (Wm−2) 0.8
Solar Radiation 53.54 (Wm−2) 0.95

Wind Speed 2.06 (ms−1) 0.66
Wind Direction 55.23 (◦) 0.79

Atmospheric Pressure 253.52 (Pa) 0.97
Daily Total Precipitation 0 (m) 1

Down-scaled RH overestimations occurred at higher humidity. When the cut-off filter
of over 1 was applied, this overestimation was downplayed but is still evident in Figure 3.
At lower RH, the down-scaled method performed much better. The RMSE from a time
series comparison is 0.09; this is improved by placing a cap on humidity values. The
correlation coefficient of 0.78 shows sufficient capturing of the general temporal trends.

Downwards Ld was the only meteorological factor where proximal observed data was
not available so was not included in the down-scaling method. Due to this, Ta, Cf and
RH were used instead as a proxy. The calculated values based on observations will be
referred to as the “observed Ld” for simplicity. Both observed and modelled Ld centred
around the same modal value, but the modelled had a narrower range of values with a
lower maximum value and a higher minimum value. Modelled Ld under-predicted the
frequency of lower values. The RMSE of 26.87 Wm−2 and a coefficient of correlation of 0.8
show that they capture the overall pattern sufficiently.

Solar radiation is among the best performing down-scaled methods within the study.
The modelled solar radiation under-predicted times of no short-wave radiation, likely due
to the hourly time step obfuscating exact times of sunrise and sunset. The method has
a comparatively low RMSE of 53.54 Wm−2 and a high coefficient of correlation of 0.95.
Differences may primarily be effects of Cf on solar radiation which is not considered within
the down-scaling.

Wind speed methodology produced a similar range of results, but the centre of the
down-scaled wind speed frequency was lower. However, there is a general agreement of
the frequency for the other speeds. The RMSE is large compared to other meteorological
elements at 2 ms−1. The correlation coefficient was also the weakest, at 0.66. These results
suggest that, despite a similar range and frequency of values on a similar time scale, the
method does not perform as well at capturing hourly wind speeds compared to other
meteorological parameters.

Down-scaled wind direction matches the mode wind direction at 270◦ within the
observations and captures another small frequency peak around 90◦. The down-scaled
method does not represent northerly winds well (around 0◦). There is a large RMSE of 55.2◦

and the coefficient of correlation is 0.79. The down-scaled values captured the frequency
spread of wind direction well but did not perform as well on hourly comparisons.

Surface pressure has a comparatively low RMSE of 253.52 Pa; this down-scaled
parameter had the highest correlation coefficient of 0.97. Due to using an average of the air
pressure, as it does not vary massively over a daily time period, agreement was very close.

When considering the performance of down-scaled precipitation, daily total precipita-
tion was used. The down-scaling worked remarkably well with a RMSE within a rounding
error of 0 and coefficient of correlation of 1.

Across all the down-scaled meteorological factors, there was found to be suitable
agreement between observed and down-scaled weather parameters. All shared a similar
range of values capturing the variability experienced, and many had low RMSE and high
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correlation. Thus, the down-scaled parameters were considered to sufficiently represent
the required modelling needs.

2.6. AEM3D

2.6.1. Model Description

AEM3D, a coupled 3D model of hydrodynamics and ecology, was used for this study.
This model is established for considering various hydro-environments and capturing
many related physical and biogeochemical processes [33,35,37,57], though this study only
focused on physical process modelling. It has often been employed in reservoir studies [33],
including the evaluation of dammed rivers [36] and reservoirs of various sizes [35]. The
model allows for the prediction of mixing requirements [36], temperature arrangements [36]
and management methods [35]. The volume of research done shows that the model has a
wide range of applicability [33–37]. This model works by coupling ELCOM and CAEDYM
routines [33] which enables AEM3D to be a hydrodynamic model and/or fully coupled
with a biogeochemistry module [33,35]. The model uses a z-grid system [57]. The solver
for the hydrodynamics, ELCOM, solves in 3D with hydrostatic, Boussinesq, Reynolds-
averaged, unsteady, viscous Naiver-Stokes equations [33]. For the vertical turbulence
closure of Reynolds stresses, and corresponding turbulent fluxes, a 1D mixed layer model
is utilized [34]. The biogeochemical element, CAEDYM, includes an array of algorithms
to incorporate various production and cycling processes [33]; specifically, this module
contains descriptions for primary production, secondary production, oxygen dynamics
and nutrient cycling [34]. When new wet cells, i.e., cells within the model where water is
present, are filled, as a default the surrounding cells are averaged to inform these new cells.
Options exist such that non-temperature factors can be set to zero instead as the new wet
cell fills. When water level drop is sufficient, wet cells will empty of water and convert to
dry cells [57]. AEM3D also includes a module that simulates bubble plumes, allowing for
characterisation of aeration-induced mixing in Blagdon Lake for the current study [57].

2.6.2. Model Set-Up

For running model calibration and validation, the full length of observations from
20th May to 6th October 2017 was used. For the future runs, focus was placed on the
summer stratification period and 20th May through the end of August was considered,
performed at five-year intervals from 2030 to 2080. This was done to capture a sufficient
period during which the lake exhibited ephemeral stratification, whilst also optimising
computational time. Measured 2017 temperature chain data on 20th May were used as
initial conditions for each model run, though future results were processed using data from
June onwards. The domain chosen for the model used grid cells with 25-m sides and with
1-m height in the vertical for the more stable epilimnion and hypolimnion; 0.5 m was used
in the vertical to capture the more dynamic metalimnion zone. These regions within the
model domain were estimated based on observed temperatures.

Secchi depth (ZSD in m) casts obtained during the 2017 observation period were used
to establish a range of possible light attenuation (K) estimates based on the Poole and
Arkins (1929) formulation [58].

K =
1.7

ZSD
(17)

To best match the dynamics of the measured data, inflows were included in the model
for calibration. Some editing of the inflow boundary conditions was required. Stream
inflows ultimately needed to be routed from the edge of the reservoir into its deeper region
since, with varying water levels, inflows set directly to the reservoir shoreline become
invalid; as the water level dropped, these wet cells become dry. Due to the shape of
Blagdon, some of the inflow streams cannot be directly routed to the deeper sections of the
reservoir so were ultimately moved to new locations, proximal to the actual position but
with a more direct path to the lake’s interior in order to facilitate long-term simulations
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that capture the varying water levels. Though used for model calibration, once the model
was validated inflows were not included in future-prediction model runs for the sake of
minimising error related to uncertainty in estimating changes in demand for water and
stream inflows.

Bubble plumes were assigned to grid cells within the model domain closest to their
actual locations in the reservoir (Figure 1). Due to the long-term operation of bubble plumes
in Blagdon Lake, reaching back over four decades, there is no available data for the natural
mixing regime during the summer stratification period. This means that quantifying the
actual influence of the bubble plumes on the mixing regimes compared to the natural
regime is difficult. To quantify the bubble plumes’ effect on the reservoir, a series of model
runs were done with the bubble plume module within the model turned on and off.

Figure 4 shows model run results and highlights that the bubble plumes had minimal
influence on the physical mixing regime within the model. A localized mixing effect and
increased heat transference are shown around the bubble plume at 350 m from the dam,
suggesting the model underestimated the bubble plumes’ influence and/or they have a
limited effect. The airflow of the mixers in Blagdon lake is estimated to at 2.57 m3 min−1

km−2, below the given threshold of 9.2 m3 min−1 km−2, suggesting they might not be as
effective as recommended by design standards.

Figure 4. Differences in mean water temperature over the period of in situ observations between a
run where the AEM3D bubble plume module is turned on and then off. Black dotted lines show the
positions of bubble plumes and temperature chains. These were run for June in 2017.

2.7. Calibration and Validation

2.7.1. Performance Criteria

For calibration and validation of the model developed and used for this study, the
RMSE between the observed values and the modelled outputs were calculated. For this op-
eration, temperature was chosen as the evaluated parameter as it is the most representative
of the overall physical environment of the reservoir.

RMSE =

√
n

∑
i=1

(x̂ − x)2

n
(18)

n represents the number of considered points, x̂ is the modelled data and x is the
observed data.
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Mean bias error (MBE) will be considered when analysing the performance of stability
calculations to understand how well the model captures the mixing. This is shown in the
equation below which uses the same definitions as Equation (18).

MBE =
1
n

n

∑
i=1

(x̂ − x) (19)

2.7.2. Approach

For calibration and validation of the model, the 2017 observed temperatures were
used; TC1 and TC2 modelled locations were based on their real-world locations, shown in
Figure 1. The calibration period used was from the start of temperature measurements, May
20th, to the end of June. The first recorded temperatures were used as initial conditions.
The remaining observation period was used for validation. Based on sensitivity analysis
runs, wind stress coefficient, heat transfer coefficient and albedo (defined by the fraction of
incident solar radiation reflected back [59]) were chosen as model calibration parameters.
Light attenuation was also used as a calibration parameter. A series of automated model
runs varying these values was undertaken where MATLAB was used to alter the values
and re-run the model. Albedo and the heat transfer coefficient have been used for model
calibration in similar work [35]. The base values for heat transfer and wind stress coeffi-
cients within the model are both 0.0013; these coefficients were varied along a similar range
from 0.001 to 0.0016. Albedo was varied from 8%, the model’s base value, to 6%, based
on northern altitude lakes [60]. Light attenuation was calculated from the Poole equation
based on a range of Secchi depths taken from the site, 2 m to 5 m, and the established
ratios between the various light attenuation factors contained within the base setup of the
model were adjusted accordingly. The runs with the lowest RMSE were chosen to use for
validation and used for model runs considering future climates.

2.8. Schmidt Stability

Schmidt stability is a widely used indicator of a water body’s resistance to mixing,
commonly used with both observed and simulated temperatures [61–66]. Schmidt stability
describes the amount of mechanical work needed per unit surface area to mix a stratified
water column into a homogeneous state [67]. According to Schmidt stability theory, larger
values denote strong stratification and near-zero values indicate an isothermal, fully mixed
structure [62]. Schmidt stability (S), measured in Jm−2, is described in Equation (20) [68].

S =
g

A0

∫ zm

z0

(z − z∗)(ρz − ρ∗)Azdx (20)

Area (m2) is represented by A0 for surface area and Az for surface area at depthz (m).
ρ z stands for the density (kgm−3) at any given depth, where ρ* is the volume-weighted
mean density within the water column. The depth at which this mean density occurred is
denoted by z* (m). Gravity-induced acceleration is indicated by g (ms−2).

Acknowledged downsides to S analysis include that, primarily, it is limited by a 1D
assumption which simplifies both the stratification and the final homogeneous state of the
full water column. This 1D calculation, which commonly uses measurements taken from
the deepest point within a reservoir [66,69], can be problematic in larger water bodies or
reservoirs where there are large mass-balance changes for which horizontal heterogeneity
cannot be assumed.

S was used to diagnose when stratification was present and was not present. A
threshold was based on 10% of the maximum daily S of the observed summer, 28.26 Jm−2.
This placed the threshold at 2.83 Jm−2; this will be used when considering the results.

2.9. Mann-Kendall Trend Test

The Mann–Kendall trend test [70,71] allows for distinguishing statistically significant
trends, both increasing and decreasing, over a temporal data set. This statistical test has
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often been used to examine trends within hydrology and meteorological time series and
has been used within studies looking at climate change effects [72,73]. In this study, a
significance level of α = 0.05 was considered, with the analysis being done in MATLAB.

3. Results

3.1. Lake Observational Data

The observational datasets from the in situ temperatures chains are shown in Figure 5.
Due to operational issues with the thermistor at 8 m on TC1, it was omitted when consider-
ing results.

Figure 5. Contour plots of the observed data from temperature chain 1 (TC1) (panel A) and temperature chain 2 (TC2)
(panel B); locations of these temperature chains shown in Figure 1. Temperature data were collected from the 20th of May to
the 5th of October 2017.

Temperature chain observations show that surface water temperatures increased to
between 24 ◦C and 26 ◦C from 18–21 June 2017. Consequently, stratification of the water
column, characterised by S, was observed with a temperature difference of 8 ◦C. The
stratification during the June 2017 heatwave was thus found to increase the amount of
energy required to mix the reservoir, reaching near 40 Jm−2, as shown in Figure 6.

The water column stratified despite the operation of the bubble plumes in the reservoir
and data indicate that stratification occurred at other times during the 2017 summer, not just
during the heatwave. Blagdon appears to be polymictic, with seven mixing events (water
column S above the threshold seen in Figure 6) observed in the 2017 summer; for these
calculations, daily averaged water temperatures were considered. At TC1, there were three
notable stratification events: 24–29 May, the heatwave (14–24 June), and 6–11 July, as seen in
Figure 5. The stratification events in May and July 2017 both had a maximum temperature
difference of around 4 ◦C at TC1. At TC2, the water column was much shallower and
subsequently stratified more intensely than TC1 from 22 August–3 September 2017, where
the water temperature difference peaked at 6 ◦C. Temperature difference at TC2 also peaked
at 4.7 ◦C, 7 ◦C and 5.5 ◦C for the previously described stratification in May, June, and July
2017, respectively. There were additional smaller events in early June and two later in July.
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3.2. Model Performance

The validation of the model produced a RMSE of 0.53 ◦C over all the comparable
depths of observation. Heating and wind transfer coefficient were estimated at 0.0011 with
albedo at 6%. Light attenuation factors within the model were based on Secchi depth of
2 m. The model did very well at simulating a shallower lake and did much to capture the
thermal structure within the lake, as highlighted in Figure 6. The model also performed
well at simulating the evolution of lake temperature over summer, capturing episodes of
ephemeral stratification throughout this period.

Figure 6. Assessment of model performance. Contour plots show comparisons between modelled results and observations
for temperature (top panels). Also shown is a plot of Schmidt stability (S) over time between the observed and modelled
runs (bottom panel). RMSE between these observations and model data is also shown. Calibration and validation periods
are separated by a vertical black line.
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The estimated S is based on the bathymetry input to the model and TC1 observations,
the deeper of the temperature chains. Within the model, the corresponding cell to the
location of TC1 was used to make results more directly comparable with the observations.
The comparable S values are shown in Figure 6, with a corresponding RMSE of 2.335 Jm−2

during the calibration period and RMSE 1.223 Jm−2 for the validation period. MBE
estimations support the visual indication that the model was successful at predicting
mixing, as both periods have small near-zero values. MBE values were 0.118 Jm −2

and 0.005 Jm −2, respectively, for the calibration and validation periods. Additionally,
correlation coefficients were calculated from the two S time series to consider changes in
S over time. Both periods showed high correlation at 0.96 for the calibration period and
0.9 for the validation period, highlighting that the model is capturing the peaks in S and,
therefore, reflecting when the reservoir is forming layers. Ultimately, these results indicate
that the model is appropriately capturing the trends within the lake.

The model predicted a deeper thermocline than the observed values, which was more
noticeable at TC2 (shallower site; Figure 6). The model also underestimated the magnitude
of short-term heating events within the surface layer of the lake, which was shown in the
validation and calibration period. During the June heatwave, the model under-predicts
the surface water temperature by a maximum of 1.99 ◦C and a mean under-prediction of
0.69 ◦C. Comparing the simulated and observed TC2, the model under-predicted surface
water temperatures and over-predicted bottom water temperatures. Simulations showed
diurnal heating penetrated to the sediment, which was not present in the observations
and was the largest source of error at a RMSE of 1.2 ◦C. Between mid-September and
early October, when the reservoir became mixed again, simulations underestimated the
temperature at every depth, often around 1 ◦C. This is present in both simulated TC1 and
TC2 locations.

Figure 7 depicts how utilizing the down-scaled meteorological factors for forcing the
model yielded comparatively accurate results with a RMSE of 1 ◦C. This method produced
larger deviations from observations than the observed forced model shown in Figure 6.
However, as supported by the S calculations, model results did capture many of the periods
of increased S, though seemingly missing a small event in late August. During the heatwave
in June, the down-scaled forcing model under-predicts S to a greater extent than the model
using the observed forcing (as evidenced by the lower temperatures and increased mixing
shown in Figure 7, compared with Figure 6). This deviation likely explains the larger RMSE
in S of 3 Jm−2 and a bias of −1.06 Jm−2. However, during the heatwave there is a noticeably
large error with a mean difference of 9.72 Jm−2 between observations and modelled results.
There is a high correlation coefficient between the model and the observations at 0.82,
suggesting shared periods of raised and lowered energy requirements. In mid-August,
there is another notable deviation where the model over-predicts temperature increases
and corresponding mixing. This might be due to the use of estimated long-wave radiation,
since no direct or near observations were available. Another consideration is that the down-
scaled runs tend to have peak temperatures at approximately 19:00; while this behaviour
can be observed in the in situ data, it is infrequent.
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Figure 7. Assessment of model performance when forcing data was averaged daily then placed through the down-scaling
procedure. Contour plots show comparisons between modelled with down-scaled forcing data and observations for
temperature (top panels). Also shown is a plot of S over time between the observed and modelled runs (bottom panel).
RMSE between these observations and down-scaled model data is also shown.

3.3. Future Lake Regimes under Climate Change

Figure 8 shows mean water temperature, S (based on the deepest part of the reservoir
and the model bathymetry) and number of mixing events for every iteration of the model,
covering twelve different future climate projection scenarios in five-year intervals from
2030 to 2080. Every climate scenario shows that, with the warming atmosphere from the
increasing GHG, there is increased mean water temperature with time. When a linear trend
is fitted, all scenarios display a positive trend with an increase in mean water temperature
of around 0.05◦C each year; trend lines are shown in Figure 8 with corresponding slopes in
Table 2. Most of these scenario runs were found to exhibit statistically significant trends,
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excluding scenarios 1, 5, 9 and 15. Results suggest that these four scenarios’ trends of
increased temperature with time could be due to chance as opposed to linked relationship.

Figure 8. Compiled results from the twelve used UK Climate Projection 2018 (UKCP18) modelled scenarios across the range
of years 2030 to 2080 with increasing greenhouse house gases with time, including the mean reservoir temperature, S and
number of mixing events each year. Dashed black lines are trend lines.
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Table 2. p-values (calculated with the Mann-Kendall test) and slope of fitted linear trend for mean water temperature, S

and mixing events from the 12 different climate scenarios across the range of years the model was run for. Bold text shows
statistically significant p-values of below 0.05, indicating a relationship between the modelled parameters and time not
likely attributed to chance.

Scenario Mean Water Temperature (p-Values) Schmidt Stability (p-Values) Mixing Events (p-Values)

1 0.062 0.350 0.186
4 0.002 0.119 0.876
5 0.087 0.276 1.000
6 0.020 0.062 0.876
7 0.003 0.119 0.043
8 0.043 0.876 0.755
9 0.087 0.119 0.392
10 0.008 0.755 0.436
11 0.003 0.350 0.043
12 0.008 0.755 0.276
13 0.013 0.276 1.000
15 0.062 0.755 0.697

Scenario Mean Water Temperature (Slope) Schmidt Stability (Slope) Mixing Events (Slope)

1 0.044 0.182 −0.067
4 0.069 0.170 −0.035
5 0.056 0.183 0.002
6 0.055 0.177 −0.007
7 0.070 0.197 −0.109
8 0.045 0.043 −0.015
9 0.032 0.232 −0.040
10 0.055 0.028 −0.038
11 0.090 0.147 −0.071
12 0.054 −0.016 −0.027
13 0.057 0.066 0.004
15 0.024 −0.006 0.013

S values show a mix of positive and negative trends, with scenarios 12 and 15 dis-
playing a trend of decreased S and, subsequently, decreased levels of mixing required to
maintain destratification. The other scenarios show a positive trend, meaning that more
energy input would be needed to mix the reservoir. None of the scenarios exhibits a
statistically significant trend of increasing S and corresponding stratification. Scenario 9
has the largest trend line slope of 0.23 Jm−2 per year.

There were two significant trends in reducing mixing events for scenarios 7 and 11.
Scenarios 1, 4 and 6–12 showed slight negative trends on the order of magnitude of 0.01
events per year; Scenario 7 was higher, on the order of 0.1 events per year. The other
scenarios showed positive trends of similar values. The trend lines are centred on about six
mixing events occurring per year, similar to the 2017 observations which showed seven
such events. Across nearly all the modelled years and scenarios, ephemeral mixing remains
a constant feature with multiple mixing events throughout the summer.

3.4. Future Stratification Extent

As seen in Figure 9, across nearly all model runs as time progresses, barring scenario
15, the linear trends show an increasing number of days where stratification is present
during the simulated summers. Most scenarios show an increase of between 0.2 and
0.7 days per year, though scenario 8 has a notably flat trend. Scenario 15, the only one with
a negative trend, is also similarly flat. The number of days of stratification varies between
20 days and 90 days, highlighting that there are approximately three weeks or more of
stratification within every modelled year for each scenario. As shown by Table 3, the vast
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majority of scenarios showed no significant trend in increasing period of stratification.
Scenarios 1, 6 and 11 showed a statistically significant trend where the number of stratified
days increased with time over the modelled years.

Figure 9. Compiled results from the twelve UKCP18 modelled scenarios used across the range of years, including the
number of days of stratification (left column) and the mean surface area, as a percentage of the reservoir, that was stratified
(right column).
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Table 3. p-values (calculated with the Mann-Kendall test) and slope of fitted linear trends for mean water temperature, S

and mixing events from the 12 different climate scenarios across the range of years for which the model was run. Bold text
shows statistically significant p-values of below 0.05, indicating a relationship between the modelled parameters and time
not likely attributed to chance.

Scenario Period of Stratification (p-Values) Extent of Stratification (p-Values)

1 0.043 0.087
4 0.062 0.213
5 0.755 0.533
6 0.043 0.020
7 0.087 0.119
8 0.640 0.755
9 0.119 0.276

10 0.436 0.640
11 0.043 0.043
12 0.640 0.755
13 0.119 0.087
15 1.000 0.640

Scenario Period of Stratification (Slope) Extent of Stratification (Slope)

1 0.480 0.199
4 0.602 0.194
5 0.253 0.139
6 0.672 0.286
7 0.495 0.179
8 0.071 0.053
9 0.470 0.228

10 0.288 0.087
11 0.429 0.228
12 0.184 0.012
13 0.352 0.173
15 −0.058 −0.017

The mean extent of stratification refers to the mean surface area, as a percentage of the
reservoir, that is stratified. Similar to the duration of stratification, only scenario 15 exhibits
a slightly negative trend for mean extent of stratification with time; these negative changes
were on the order of 0.02% each year, as seen in Figure 9. For scenarios with positive trends,
the largest increase shown is 0.3% per year for scenario 6. The mean extent of stratification
throughout the simulated summer varies between 6% and 40%. As shown in Table 3,
scenarios 6 and 11 displayed a statistically significant trend of increased mean stratification
extent over the simulated years.

While there is not a wealth of statistically significant increases in the mean percentage
of the reservoir stratification or in the total period the reservoir is stratified (Figure 9),
it should be noted that no model run remained well mixed throughout the entirety of
the simulation period; some degree of stratification always remained. Though there was
large variation in maximum daily S, none of the scenarios assessed had a value below
the threshold 2.83 Jm−2. Some runs with more extreme results did also show evidence of
monomictic lake behaviour. This is evident in Figure 10, where several model runs show
a low number of mixing events and may remain strongly stratified (as indicated by the
warmer colour hues).
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Figure 10. Comparison of mixing events and number of simulated days where stratification was
present, where S is above the threshold. The scatter plot colour scheme depicts the maximum daily S

from the model runs varying from minimum (cooler, blue tones; minimum of 15 Jm−2) to maximum
(warmer, yellow tones; maximum of 105 Jm−2).

4. Discussion

In situ observations, displayed in Figure 5, show that Blagdon Lake will stratify
during a heatwave such as that observed in June 2017. Furthermore, other stratification
events were also observed in May, July and August 2017 when considering the entire
reservoir. This shows that the bubble plumes were not able to prevent stratification within
the reservoir over the duration of the summer. It should be noted, however, that the
bubble plumes have been considered largely successful at reducing soluble manganese
concentrations in the Blagdon in-take water to the treatment plant.

As shown from the results in Figure 6, this study provides a robust example of the
effectiveness of the AEM3D model for simulating hydrodynamic environments. Even with
indirect forcing, the model was able to represent ephemeral stratification within a shallow
reservoir. The model does remarkably well at resolving the energy requirements to mix the
reservoir. Results also showed that the developed model appropriately characterised the
thermal structure and much of the mixing/stratification within the reservoir.

There were mixed results based on the methodology for down-scaling daily meteoro-
logical factors into hourly datasets. Some factors with stronger diurnal patterns such as
Ta, RH and solar radiation produced much closer agreement (Figure 3). There were less
accurate fits for wind where this diurnal pattern is much less prevalent. Nevertheless, all
the down-scaled parameters had strong correlation coefficients shown in Table 1. Methods
were selected that made use of the available future modelled weather; this is one area that
could be improved upon, e.g., if a more diverse future data set was to be used. When
the down-scaled forcing data were used for forcing, the model produced results in line
with in situ lake temperature measurements (Figure 7). The shift in time of the warmest
daily temperature might delay the estimate for lake temperature maximum. This may limit
the model applicability to resolve issues on smaller time steps. However, the reasonable
temperature error and correlation in energy requirements over the length of the simulation,
seen in Figure 7, show it is applicable when discussing trends over the course of the year.
Additionally, the model was found to underestimate the stability (S in Figure 7), capturing
47% of the mean energy requirement during the June heatwave. The down-scaled run
underestimated the surface water temperature during this heatwave but performed better
during other stratified periods. This should be considered when interpreting the results.

Despite the increased heat content within the reservoir (Figure 9), the lake maintained
polymixis and mixed numerous times over the modelled summers, though scenarios 7
and 11 showed a statistically significant decreasing trend of mixing events. As these
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scenarios were modelled over summer periods, the model is possibly missing shorter
stratification events before and/or after the summer and a true monomictic regime cannot
be confirmed. Additionally, there are a few runs that stand out as outliers, where a more
monomictic nature with higher S and a lower number of mixing events, is displayed
during the simulation period (Figure 10). The model did highlight some evidence of
increased extent and length of stratification (Table 3 and Figure 9) as scenarios 6 and 11
showed evidence of a statistically significant trends in these factors. Other studies have
provided some evidence of polymictic lakes stratifying for longer periods [74–76]. There
was no statistically significant trend for increasing energy requirements to mix the reservoir,
though most of the scenarios showed a positive trend. It should be noted that the actual
energy requirement is likely underestimated, as seen in Figure 7.

Across all runs, none remained well mixed throughout the simulation period, with
some stratified periods always remaining present. This is highlighted in Figure 10 where
all the model runs had S above the chosen threshold of 2.83 Jm−2 during the simulation,
supporting the view that, in the future, the reservoir will continue to be at risk of stratifi-
cation and the associated water quality impacts. It is thought that the current ephemeral
stratification persists as the increased atmospheric heating is not sufficient to stabilise the
water column enough to prevent mixing. Thus, when mixing occurs the increased heat
content is mixed down into the hypolimnion; as such, when the next stratification event
occurs, the relative temperature difference between the epilimnion and hypolimnion is not
meaningful different to conditions experienced in the present and hence the stability does
not meaningfully increase with time.

Model runs for this study were performed based on the RCP 8.5 climate projection,
which projects an increase in GHG production from the present and is often considered the
“worst case” scenario for climate change, with the temperature increase reaching 4.3 ◦C
by 2100. With a continuation of the current stratification regime under this “worst case”
scenario, this would imply any results based on modelling using less-extreme temperature
increases will also show little to no modification to the current stratification regime.

The use of discontinuous runs means that the model results will not take the retention
of heat from previous years into account. This was primarily done to optimise the available
computational times. The amount of heat retained year to year cannot be quantified as
observations are not sufficiently long enough. However, the reservoir has a dynamic
outflow and the residence time is around 315 to 430 days. As the reservoir can completely
flush in less than a year, this yearly heat retention may not be a significant issue.

The results of the study indicate that the bubble plume mixer arrangement, as currently
operated within the Blagdon Lake, will continue to be unable to prevent stratification
moving forwards, as shown by summer 2017 heatwave data in Figure 5 and future model
results in Figure 10. Results suggest than an artificial mixing system that can effectively
prevent stratification from developing during current conditions will likely also be effective
at preventing stratification for several decades. Additionally, with scenarios 6 and 11
showing an increase in the areal extent of stratification, it is possible that some alterations
to the areal extent of mixing via bubble plumes might need to be considered.

Ultimately, the results here demonstrate that modelling is an effective tool for pre-
dicting whether existing reservoir aeration systems are currently effective and if they are
likely to remain so in the future. While stratification does not meaningfully change under
the modeled future scenarios, the over-heating of the reservoir may pose other concerns.
Conditions may start to favour algal growth at higher temperatures; this may require
additional management focus and adapted strategies in order to counteract this potential
future water quality threat. Furthermore, increased water temperature may cause shifts in
microbial communities, corresponding oxygen consumption and biogeochemical cycling
(e.g., trace metal release from sediments) [77].
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5. Conclusions

A shallow drinking water reservoir, artificially mixed by bubble plumes, was observed
for summer 2017 and, using the 3D hydrodynamic model AEM3D, modeled with down-
scaled hourly future climate data. The calibrated model did well at representing the shallow
lake based on a summer of observations with a RMSE of 0.53 ◦C. In situ measurements
from 2017 and supporting model results highlight that, despite the operation of bubble
plumes, the reservoir still stratified during the summer. Supporting source water quality
data suggest that the plumes have been successful at addressing issues related to soluble
manganese but not cyanobacteria blooms.

Twelve climate scenarios from RCP 8.5, often thought to be the worst-case scenario
prediction, were considered using 5-year intervals from 2030 to 2080. These were down-
scaled using various sub-daily methods which exhibited mixed results. Using the bubble
plume arrangement at Blagdon, eight of these scenarios showed statistically significant
trends of increasing mean water temperature increasing with the warming climate. On
average, across all the scenarios this increase is around 2.7 ◦C between 2030 and 2080. Only
two scenarios showed a statistically significant trend of decreasing mixing events and no
scenarios showed a meaningful trend of changing energy requirements to mix the reser-
voir. The majority of the evidence suggests that, while the reservoir warmed, the present
stratification regime will likely continue with no significant climate-induced changes to the
current stratification regimes. Though some scenarios showed some evidence of gradual
shift to monomitic conditions, scenarios 6 and 11 showed a significant increase in the extent
(between 0.2 and 0.3 % of the reservoir per year) and length of stratification (between 0.4
and 0.7 days per year).

The results show that under the current bubble plume arrangement and operation,
issues with stratification will remain; every model run showed the presence of stratification,
with maximum S of 15 Jm−2 or greater. To prevent further stratification-related issues with
source water quality, reservoir managers need to consider what mitigation options might
be required to be more effective in the future. Here, in situ observations demonstrated
that bubble plumes are currently not fully effective and, under modelled scenarios, their
ineffectiveness will likely continue. The bubble plumes are currently being operated
below the given threshold of airflow of 9.2 m3 min−1 km−2 for total mixing; targeting this
threshold could be a better approach for future proofing. Modelling can be an effective
tool for reservoir managers to proactively assess the effectiveness of current reservoir
management schemes as well as necessary mitigation in the future. This approach will
support evidence-based decisions on whether further mitigation and/or enhancement of
current management strategies are required.

Future work could examine similar aeration systems in future climates to see how
these will perform in comparison to results obtained for Blagdon Lake. Consideration
should be placed on how to improve best practice for such artificial destratification sys-
tems to safeguard against future water quality risk. A wider range of climate scenarios
could also be considered to establish a broader scope of possible responses to future
climatic change.
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Abstract: Oxygen conditions in ice-covered lakes depend on many factors, which, in turn, are

influenced by a changing climate, so detection of the oxygen trend becomes difficult. Our research

was based on data of long-term measurements of dissolved oxygen (2007–2020), water temperature,

under-ice solar radiation, and snow-ice thickness (1995–2020) in Lake Vendyurskoe (Northwestern

Russia). Changes of air temperature and precipitation in the study region during 1994–2020 and

ice phenology of Lake Vendyurskoe for the same period based on field data and FLake model

calculations were analyzed. The interannual variability of ice-on and ice-off dates covered wide time

intervals (5 and 3 weeks, respectively), but no significant trends were revealed. In years with early

ice-on, oxygen content decreased by more than 50% by the end of winter. In years with late ice-on

and intermediate ice-off, the oxygen decrease was less than 40%. A significant negative trend was

revealed for snow-ice cover thickness in spring. A climatic decrease of snow-ice cover thickness

contributes to the rise of under-ice irradiance and earlier onset of under-ice convection. In years with

early and long convection, an increase in oxygen content by 10–15% was observed at the end of the

ice-covered period, presumably due to photosynthesis of phytoplankton.

Keywords: shallow lake; ice-covered period; ice phenology; snow-ice cover thickness; dissolved

oxygen; water temperature; under-ice irradiance; radiatively driven convection; climate change

1. Introduction

Dissolved oxygen (DO) involved in chemical and biological processes is one of the
most important parameters of aquatic ecosystems [1]. A decrease in the oxygen content
worsens the quality of water and the habitat of aquatic organisms. The development
of hypoxia and anoxia [2] can lead to fatal consequences, such as mass death of fish [3].
Moreover, under anaerobic conditions, the release and accumulation of greenhouse gases
can occur [4]. These factors determine the ecological significance of studying the oxygen
regime of lakes.

During the open water period, oxygen conditions in lakes are largely formed through
the gas exchange with the atmosphere and gas redistribution over the water column due to
wind-wave mixing and convective movements. In the presence of photosynthesis, oxygen
is released and organic matter is formed, which then settles to the bottom and creates the
prerequisites for oxygen deficiency in the following winter season [5,6].

Continuous ice cover almost completely suppresses the exchange of heat, gas, and
momentum between the water mass and the atmosphere. Snow on ice sharply reduces the
penetration of photosynthetic radiation into the water column. Inhibited by low illumi-
nation, photosynthesis cannot be a significant source of oxygen as long as the snow layer
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on the ice exceeds 10–20 cm [7–10]. After the snow has melted and under-ice illumination
has increased, a significant increase of oxygen due to photosynthesis of phytoplankton can
be expected [11,12]. River runoff, underground springs, and melt water can be additional
sources of oxygen in ice-covered lakes, but they can play a significant role in the oxygen
budget only in small shallow lakes [13,14]. Thus, in the absence of significant sources of
oxygen, its content decreases during the winter, mainly due to bacterial decomposition of
organic matter, respiration of organisms, and chemical reactions near the surface of bottom
sediments [5,6,13–19].

Analysis of the data of long-term oxygen measurements shows that the degree
of winter oxygen depletion differs in the same lake in different years (see, for exam-
ple, [11,13,14,16,20–22]). What factors influence the rate of oxygen consumption and pro-
duction in an ice-covered lake in different years? And how does modern climate variability
affect these factors?

First of all, the duration of the ice-covered period determines the duration of winter
hypoxia and anoxia; hence, the dates of ice-on and ice-off should be taken into account.
These dates on a particular lake being largely determined by meteorological conditions, so,
air temperature, precipitation, wind speed, and solar radiation can be considered among
the main factors influencing ice phenology [23–25].

The rate of bacterial decomposition of organic matter, and, consequently, the rate
of oxygen consumption, depends on the water temperature [15], which can therefore
be considered as a predictor of DO conditions. The temperature of water in lakes in
winter, in turn, depends on the date of ice-on and heat transfer from bottom sediments. A
prolonged pre-ice period contributes to the loss of heat accumulated by the water mass
and bottom sediments in summer, and the winter water temperature in this case is lower.
On the contrary, early formation of ice ensures the preservation of the heat accumulated in
summer, and the water temperature during the winter season is higher [26].

The thickness and structure of the snow-ice cover can be considered as a factor that
can have a limiting effect on the photosynthesis of phytoplankton and, hence, on the release
of oxygen. Snow not only effectively absorbs solar radiation, but can also turn into white
ice or slush over black ice surface [7,8,27]. White ice and slush also effectively absorb solar
radiation [7,8]. Therefore, climatic changes thickness of snow, white ice and slush can cause
long-term changes in phytoplankton environmental conditions and oxygen production.

Light, temperature, and hydrodynamic conditions favorable for the growth of phy-
toplankton and release of oxygen are usually observed in boreal lakes in late winter,
during radiatively driven convection [28]. Convective currents keep non-mobile phyto-
plankton within the photic zone and transport nutrients from the bottom layers to the
surface [9,10,21,29,30]. Therefore, the duration of radiatively driven convection can be
considered as a factor influencing oxygen increase at the end of the ice-covered period.

Thus, oxygen conditions in ice-covered lakes are determined by many factors, which,
in turn, may be influenced by climate change: weather conditions, dates of ice-on and
ice-off, duration of the ice season and under-ice convection, under-ice solar radiation, water
temperature, thickness and structure of the snow-ice cover.

In this study, we analyzed the variability of DO content in a small boreal Lake
Vendyurskoe (northwest Russia, southern Karelia) in winters 2007–2020. We investigated
the effect of long-term changes of climatic parameters (air temperature and precipitation)
in 1994–2020 on the lake’s thermal, light, and ice regimes. The purpose of this work is
to investigate the influence of various factors on the rate of oxygen consumption and
production in an ice-covered lake under modern climatic conditions.

2. Materials and Methods

2.1. Study Site

Lake Vendyurskoe is located in the northwest of Russia, southern Karelia (62◦10′ N,
33◦10′ E) (Figure 1a). The limnological description of Lake Vendyurskoe and characteristics
of the climate in the study region are given in [31,32]. This is a typical lake of glacial
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origin; such lakes are widespread in Fennoscandia. The lake surface area is 10.4 km2,
length—7.0 km, width—1.5–2.0 km, water volume—5.5 × 107 m3, mean and maximum
depths are 5.3 m and 13.4 m. Despite its relatively large average and maximum depths,
Lake Vendyurskoe is a typical polymictic lake. During the open water period, it can be
fully mixed up to 5–6 times [33]. There are several small inlet streams and one outlet, but
their discharge is low. Precipitation and evaporation have a decisive influence on changes
in the volume of the lake water mass during a year. Thermal stratification in summer
and in winter leads to oxygen deficiency in the bottom layers of the central basin of the
lake [5,6,33]. Ice-on occurs from early November to mid-December, and ice-off occurs from
late April to the third week of May [34].

′
′

 

Figure 1. (a) Geographic location (black arrow) and bathymetry map of Lake Vendyurskoe, and
locations of measurement Scheme 1995. (b) Setup of the observation site, sketch of the thermal and
DO structures during spring under-ice convection and of radiative transfer through the ice. Blue
and red lines indicate vertical DO and temperature profiles in winter and during radiatively driven
convection, respectively. CML—convectively mixed layer. Ed(0) and Ed(z)—downwelling planar
irradiances at the ice surface and under the ice, Eu(0)—upwelling irradiances at the ice surface.

2.2. Climate Data

To analyze the climate variability in the study region in 1994–2020, we used data
from the Petrozavodsk weather station (WMO station ID: 22820, coordinates 61◦49′ N and
34◦16′ E), which is located 75 km to the south-east from Lake Vendyurskoe. Data on air
temperature and precipitations were obtained from the “Reliable Forecast” website [35]
and the website of the All-Russian Scientific Research Institute of Hydrometeorological
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Information—World Data Center (VNIIGMI-WDC) [36]. Average monthly air temperature
at the Petrozavodsk station for the baseline period of 1961–1990 was obtained from the
website of the North Eurasian Climate Center [37].

To characterize the variability of the regional climate of southern Karelia in 1994–2020,
we used two parameters—air temperature and precipitation. Since the ice-covered period
on Lake Vendyurskoe lasted from November to May, we analyzed the variability of the
selected climatic parameters for the months from November of the previous year to May of
the next year. We calculated the deviation of the air temperature of November, December,
January, February, March, April, and May relative to the corresponding months of the
baseline period 1961–1990 (Table S1) and also analyzed the air temperature trends for each
of these months in order to identify the climatic reasons for changes in the dates of ice-on
and ice-off (Table S2).

To describe how severe or mild each winter season was, we calculated the average
temperature for the period from November of the previous year to April of the next year,
and then compared it to the baseline values (the rightmost column in Table S1). In this case,
we did not take into account the temperature in May, since freezing temperatures in this
month are extremely rare and cannot have a significant effect on the severity or mildness
of the winter.

To track how the conditions of ice formation and ice melting changed in the winter
seasons of 1994–2020 and to identify the climatic triggers for changes in the thickness and
structure of the snow-ice cover, we calculated the number of days with an average positive
daily air temperature (Days_TAIR > 0) and the number of days with precipitation (Days_P)
in November–April for each winter season. If precipitation happened on a day with a
positive average daily air temperature, then we assumed the precipitation was liquid or
mixed; then the number of such days (Days_PLM) was calculated.

2.3. Under Ice Radiation

Measurements of solar radiation were carried out on different dates in spring months
in 1995–2000, 2002–2018, and 2020; the duration of radiation measurements differed
markedly from year to year—from one to 14 days, with measurement interval from one to
five minutes. Dates of the first and last days of measurements in different years are shown
in Table S3. The downwelling Ed(0) and upwelling Eu(0) planar irradiances at the ice
surface and downwelling irradiances Ed(z) under the ice were measured with Star-shaped
pyranometers (Theodor Friderich & Co, Meteorologische Gerate und Systeme, Germany,
resolution 0.2 W/m2); two pyranometers were mounted on a tripod at one meter above
ice surface, and the third one was fixed on a foam plate under the ice surface (Figure 1b).
In this study, we used only data from the third pyranometer. Data from the first and
second pyranometers were analyzed in [32]. For each day of radiation measurements, the
maximum and average values of Ed(z) were calculated for the period from 8 a.m. to 8 p.m.
Table S3 shows the values of Ed(z) for the first and last days of radiation measurements for
each year.

2.4. Ice Regime of Lake Vendyurskoe. Measurements and Modelling

Measurements of snow-ice cover thickness were carried out on the first and last days of
radiation measurements in spring months of 1995–2000, 2002–2018 and 2020 at 22 stations
(Figure 1a), then the average and standard deviation of snow, total ice, white and black
ice, and slush were calculated over all stations (Table S3). We then calculated the snow-ice
cover thickness for mid-April (HAPRIL_MEAS) for each year of measurements using linear
interpolation.

Dates of ice-on and ice-off were determined using TR-chain data (Table 1; see proce-
dure in Section 2.5).
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Table 1. Estimates of the statistical significance of trends (1994–2020) by Mann–Kendall test (minus means the trend is not
significant, plus means the trend is significant at the level less than 5%).

Parameters/Characteristics Z (h) b1 b0 Confidence Interval b1 95%

Days_P 1.0409(−)
Days_TAIR > 0 2.0504(+) 1.1053 −2160.2 [0.091 1.996]

Days_PLM 2.0115(+) 0.6667 −1307.8 [0.0 1.3586]
Ice on (field) 1.243(−)

Ice on (model) 0.7249(−)
Ice off (field) −1.5152(−)

Ice off (model) −1.1696(−)
HIS_APRIL_MEAS −3.4599(+) −0.9161 1894.2 [−1.333–0.4562]

HICE_MODEL −1.7516(−)

Since field data have gaps for the dates of ice-on and ice-off in some years (Table 1),
we also investigate the ice regime of Lake Vendyurskoe using the one-dimensional ther-
mohydrodynamic model FLake [38,39]. This model was developed jointly by the German
Meteorological Service, the Institute of Limnology of the Russian Academy of Sciences,
the Leibnitz-Institute of Water Ecology and Inland Fisheries (Germany), and the Northern
Water Problems Institute of the Russian Academy of Sciences (Russia). The FLake model is
used to solve a wide range of limnological problems, serves as a basic tool for developing
models of the functioning of aquatic ecosystems and the formation of water quality. The
standard meteorological parameters, namely short-wave solar radiation, air temperature,
wind speed, absolute humidity, cloudiness, atmospheric pressure and precipitation, are
used to reproduce the thermal regime and mixing conditions in a lake. In our case, meteo-
rological data from the ERA 5 reanalysis [40] were used to study the ice regime of Lake
Vendyurskoe for the period from 1994 to 2019.

According to FLake model calculations, the dates of ice-on and ice-off on Lake
Vendyurskoe in 1994–2019 were determined, and the ice thickness was calculated for
each day of each ice season. Then, we calculated the average ice thickness (HICE_MODEL)
for each winter season of 1995–2019.

2.5. Water Temperature and Dissolved Oxygen Measurements

Measurements of water temperature (1995–2020) and DO content (2007–2020) were
carried out in the central deep-water basin of Lake Vendyurskoe, where the temperature
chain was installed (Figure 1b). The TR-1 temperature sensors (Aanderaa Instruments,
Norway, accuracy 0.15 ◦C) were used in 1995–2006, and RBR temperature and DO loggers
(RBR, Canada, temperature sensor accuracy 0.002 ◦C, oxygen range 0–150%, accuracy 1%)
were used in 2007–2020. Sensors were fixed on a cable every 0.02–1.5 m, with a smaller
spacing towards the bottom (Figure 1b). The measurement interval was 1–3 h in 1995–2006
and one minute in 2007–2020.

During most of the research years, the chain was installed on the lake bottom before
ice-on (October–early November) and was removed from the lake after ice-off (May–June).
However, in some years the chain was installed after the ice formation and was removed
from the lake before the ice degradation. For these years, we could not determine the dates
of ice-on (1997, 2000–2002, 2006) and ice-off (1998, 2001–2003, 2007).

According to TR-chain data, the dates of ice-on and ice-off and the start of the spring
radiatively driven convection were determined (Table 1). The dates of ice-on were de-
termined by the moment when the water temperature near the bottom starts to increase
and DO concentration starts to decrease. The dates of ice-off were determined by the
moment of a sharp drop in the bottom temperatures and sharp increase of DO concentra-
tions (Figure S1). The start of the radiatively driven convection was determined by the
appearance of daily temperature variability in the upper chain temperature sensor and
formation of the convectively mixed layer (CML).
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We used the column-average water temperature on the day of ice-on (TW_ICE-ON) and
the near bottom water temperature at the end of the winter season (TWB_MAX) (Table 1) as
factors that reflect the interannual variability of the lake’s thermal regime and can affect
the oxygen consumption rate in winter.

The oxygen content over the water column was calculated for the first day of the ice
period C0 and then for each day of the ice period Ct; then the ratio Ct/C0 was calculated for
each day of the ice period (Table 1). This indicator declined during the winter, reflecting the
total oxygen consumption in the lake. For each winter season the extent of oxygen depletion
during winter (Ct/C0_MIN) was calculated. In some years, a pronounced increase in oxygen
was observed by the end of the ice-covered period, Ct/C0_END − Ct/C0_MIN = Ct/C0_PLUS,
which reflected an increase in the oxygen content in the lake. We suppose that the most
likely reason for this increase was the release of oxygen as a result of photosynthesis
of phytoplankton, since this increase was observed before the ice-off and could not be
associated with gas exchange with the atmosphere.

2.6. Statistical Data Analysis

Trend analysis was applied to: (1) air temperature in November, December, January,
February, March, April, and May in 1994–2020, (2) number of days with positive air
temperature (Days_TAIR > 0), with precipitation (Days_P), and with liquid or mixed
precipitation (Days_PLM) in November–April in 1994–2020, (3) dates of ice-on and ice-off
on Lake Vendyurskoe in 1995–2020, both measured and simulated, and (4) measured
snow-ice thickness in mid-April (HIS_APRIL_MEAS) and simulated ice thickness averaged
over the winter season (HICE_MODEL) in 1995–2019.

The level of statistical significance of the trends was assessed by Student’s t-statistics
and the nonparametric Mann–Kendall test [41]. Sen’s method was used to determine the
slope of the trend and its confidence intervals [41].

We investigated the regression between the days with positive air temperature
(Days_TAIR > 0) and liquid or mixed precipitation (Days_PLM) in November–April and
maximal thickness of the snow-ice cover of Lake Vendyurskoe in mid-April.

We analyzed the influence of the thickness of the snow-ice cover, as well as the
thickness of snow, white ice, and slush on under-ice radiation in spring.

Then, we analyzed the relationship between the extent of oxygen depletion during
winter (Ct/C0_MIN) and such factors as ice-on date, average water column temperature
on the day of ice-on (TW_ICE-ON), water temperature in the bottom layer at the end of the
winter season (TWB_MAX), and the number of days with positive air temperature during
November–April as an indicator of the severity of the winter.

To understand which factors determine the oxygen increase in late winter, we looked
for links between the increase in DO content (Ct/C0_PLUS) and factors such as the date of
onset of radiatively driven convection and its duration, the number of days with positive
air temperatures (Days_TAIR > 0) and days with liquid or mixed precipitation (Days_PLM)
in March and April. The last two parameters could reflect the effect of weather conditions
on snow-ice thickness and under-ice irradiance, assuming that the more days with thaws
or days with liquid or mixed precipitation, the thinner the ice and the greater the under-ice
irradiance. Statistical analysis of field and model data was carried out using the software
packages STATISTICA and MatLab.

3. Results

3.1. Climatic Variability of Air Temperature and Precipitation at the Petrozavodsk Weather Station
in 1994–2020

Average air temperatures of January, February, March, April, May, November, and
December in the 1961–1990 baseline period were −11.4 ◦C, −9.8 ◦C, −4.4 ◦C, +1.5 ◦C,
+8.4 ◦C, −2.5 ◦C, and −7.6 ◦C, respectively. Table S1 shows the deviations of average
monthly air temperatures of these months in 1994–2020 from the corresponding values
of the baseline period. The months most often warmer than the baseline was January
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(22 years), April (20 years), December (19 years), May (18 years), and February (16 years).
Positive deviation of 5 ◦C or more from the baseline (bold in Table S1) most often occurred
in December (8 years), January (7 years), and February (8 years). March was warmer than
the baseline by 5 ◦C or more only in two years. In November, April, and May, the deviation
from the baseline did not exceed 5 ◦C, with maximum values of 4.9 ◦C, 4.2 ◦C, and 4.3 ◦C,
respectively. The greatest positive deviation from the baseline was recorded in January
2020 (9.4 ◦C). Positive trends were found for all months, but only November and May air
temperature trends were statistically significant (Table S2).

The average temperature for the period including January, February, March, April,
November, and December in 1961–1990 was −5.7 ◦C. Seven winter seasons in 1994–2020
were colder than this value (numbers with asterisks in the rightmost column in Table S1);
other winter seasons in the considered period were warmer than the baseline. The pe-
riod from November to April was the warmest in 2007–2008, 2013–2014, 2014–2015, and
2019–2020, with average temperatures of −2.2 ◦C, −1.6 ◦C, −2.1 ◦C, and −1.0 ◦C.

The number of days with precipitation in November–April in 1994–2020 did not
demonstrate any significant trend (Table 1). The number of days with a positive average
daily air temperature (Table 1, Figure 2a) and the number of days with liquid or mixed
precipitation (Table 1, Figure 2b) in November–April in 1994–2020 increased significantly
during the considered period.

 

Figure 2. Number of days with positive air temperature (a), and with liquid or mixed pre-
cipitation (b) in November–April in 1994–2020. Solid lines—linear trends, dashed lines—95%
confidence interval.

3.2. Ice Phenology and Thickness of the Snow and Ice Cover of Lake Vendyurskoe: Field Data and
Model Calculations

The dates of ice-on and ice-off on Lake Vendyurskoe in 1994–2020 varied widely.
Unstable ice formed on the lake, starting from the end of October, and stable ice formed
from 7 November to 12 December. Ice-off took place between 29 April and 19 May (Table 2).
Thus, the dates of stable ice formation varied in different years within 5 weeks, and the
dates of ice-off—within 3 weeks. Simulations yielded ice-on dates 5–20 days earlier than
the observed dates in some years; simulated ice-off dates in some years were also 5–20 days
ahead of the field data, but in some years simulated ice-off lagged 3–12 days behind. Both
field data and model calculations show a positive trend for ice-on dates and a negative
trend for ice-off dates, but these trends are not significant (Table 1, Figure S2).
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Table 2. Dates of ice-on, ice-off and start of spring under-ice convection, water temperature on ice-on date (TW_ICE-ON),
maximal bottom water temperature at the end of winter (TWB_MAX), duration of convection, minimal Ct/C0 during winter
(Ct/C0_MIN), values of Ct/C0 on the last day of the ice season (Ct/C0_END), and increase in Ct/C0 during convection
(Ct/C0_PLUS) according to field measurements.

Winter
Season

Ice-On TW_ICE-ON TWB_MAX Ice-Off
Convection

Start
Convection,

Days
Ct/C0_MIN Ct/C0_END Ct/C0_PLUS

1994–1995 7 November 1.2 5.16 19 May 15 April 34 n/d n/d n/d
1995–1996 7 November 0.5 5.3 14 May 15 April 29 n/d n/d n/d
1996–1997 12 December 0.6 4.3 14 May 16 April 28 n/d n/d n/d
1997–1998 n/d n/d 4.8 11 May 21 April 20 n/d n/d n/d
1998–1999 10 November 2.1 5.0 30 April 1 April 30 n/d n/d n/d
1999–2000 15 November 0.6 4.8 29 April 1 April 29 n/d n/d n/d
2000–2001 n/d n/d n/d n/d n/d n/d n/d n/d n/d
2001–2002 n/d n/d 5.5 3 May 28 March 37 n/d n/d n/d
2002–2003 n/d n/d 4.3 13 May 11 April 33 n/d n/d n/d
2003–2004 18 November 1.5 n/d n/d n/d n/d n/d n/d n/d
2004–2005 17 November 1.8 n/d n/d 7 April 32 n/d n/d n/d

2005–2006
20 November
4 December

2.1
0.2

n/d
23 November

n/d
8 April n/d n/d n/d n/d

2006–2007 n/d n/d n/d n/d n/d n/d n/d n/d n/d
2007–2008 15 November 0.63 5.18 10 May 30 March 41 0.58 0.74 0.16
2008–2009 10 December 0.47 4.26 8 May 16 April 22 0.59 0.61 0.02

2009–2010
12 November
5 December

0.52
0.17

4.20
30 November

1 May
31 March 31 0.61 0.79 0.18

2010–2011 21 November 0.5 4.65 2 May 7 April 25 0.61 0.72 0.11

2011–2012
17 November
12 December

1.7
0.15

4.74
1 Dec
5 May

16 April 19 0.59 0.70 0.11

2012–2013 1 December 0.13 4.50 3 May 14 April 19 0.55 0.60 0.05
2013–2014 1 December n/d n/d n/d n/d n/d n/d n/d n/d

2014–2015
23 October

13 November
21 November

2.3
1.4
0.05

4.80
3 November

18 November
30 April

11–22 March
6–30 April

37 0.51 0.70 0.19

2015–2016
16 November
12 December

1.85
0.63

4.65
4 December

4 May
27 March 38 0.61 0.81 0.20

2016–2017 6 November 1.6 5.85 18 May 6 April 42 0.47 0.63 0.16
2017–2018 23 November 0.7 5.16 7 May 10 April 26 0.49 0.63 0.14
2018–2019 26 November 0.29 4.87 2 May 31 March 25 0.50 0.60 0.10

2019–2020

7 November
12 November
16 November
23 November

1.0
0.7
1.1
1.0

4.76

11 November
14 November
18 November

6 May

10–31 March
4–14 April
22 April–5

May

46 0.54 0.61 0.07

Model calculations of ice thickness in 1994–2020 for the entire ice period and field
measurements of ice thickness at different points in the winter seasons are shown in
Figure S3. For early winter, the model reproduces the ice thickness well, but for the spring
period of some years the discrepancies can reach 10–15 cm (e.g., spring 1995 and 2008).

Statistical analysis of time series of the ice thickness of Lake Vendyurskoe in mid-April
in 1995–2020 showed the presence of a significant negative linear trend (HIS_APRIL_MEAS,
Table 1, Figure 3); the average rate of decrease of ice thickness for this period was 1.1 cm
per year. A model calculation of the average ice thickness of Lake Vendyurskoe for the
winter period (HICE_MODEL) also shows a negative trend, but the trend is not significant.

For all years of measurements, snow thickness on the ice of Lake Vendyurskoe in
April rarely exceeded 10 cm (Table S3), and in some years there was no snow during
the measurements. In spring, the thickness of snow on ice sometimes changed quickly,
decreasing as a result of intense melting, or increasing as a result of a fresh snowfall. In
April, ice on Lake Vendyurskoe consisted of two layers, i.e., white ice and black ice. Black
ice was usually thicker than white ice. In some years; however, white ice thickness was
greater (2005, 2012 and 2017). In some years in April (2000, 2004, 2009–2012 and 2015), a
3–11 cm slush layer formed on the surface of white ice.
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Figure 3. Maximal snow-ice cover thickness on Lake Vendyurskoe in spring in 1994–2000, 2002–2018,
and 2020 (field data). Solid line—linear trend, dashed lines—95% confidence interval.

A significant negative relationship was found between the snow-ice cover thick-
ness in April and the number of days with positive air temperatures in November–April
(p = 0.0015), as well as with the number of days with liquid or mixed precipitation in the
same period (p = 0.0103): the more such days there were, the thinner the snow-ice cover
was in April (Figure 4).

Figure 4. The thickness of the snow-ice cover of Lake Vendyurskoe in spring in 1995–2000, 2002–2018,
and 2020 as a function of the number of days with positive air temperature in November–April
(Days_TAIR > 0, black diamonds), and the number of days with liquid or mixed precipitation
(Days_PLM, grey circles) in the same period. Bold lines are the regression lines.

3.3. Under-Ice Solar Radiation in Spring in 1994–2020

During the period of spring measurements, the daytime maxima of the incident
radiation on the snow-ice cover surface Ed(0) reached 600–800 W/m2 on sunny days [32].
Depending on the thickness of snow and ice, as well as on meteorological conditions, the
fluxes of under-ice radiation Ed(z) varied over a wide range from values close to zero to
350 W/m2 and more (Table S3). After the fall of fresh snow, the daytime maximum of
under-ice radiation fluxes sharply declined to almost zero. Then, as the snow melted, it
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increased again. Since the weather conditions in spring are very unstable, a pronounced
variability in the optical characteristics of the snow-ice cover of the lake and the fluxes of
under-ice radiation was noted. A generalized analysis of the data from the spring period
for all years of measurements showed a significant negative relationship between under-ice
radiation and the snow-ice cover thickness during melting stage (Figure 5).

Figure 5. Solar radiation at the ice–water interface (daily maximum, Ed(z)max) as a function of snow-ice cover thickness
(dark grey circles), and thickness of snow, slush, and white ice (light grey circles) in spring in 1995–2000, 2002–2018, and
2020. Bold lines are the regression lines.

3.4. Water Temperature in Winter in 1994–2020

According to the thermistor chain data, the mean water column temperature in the
central part of the lake at ice-on varied from 0.13 to 2.3 ◦C (Table 2). In some years, warm
windy weather caused ice to fall apart after ice-on, for example, in 2009, 2011, 2014, 2015,
and 2019 (see Figure S1 for 2009). In most cases, ice formation after a transient ice-off
occurred at a lower water temperature. For example, in autumn 2009 the first ice-on
was on November 12, when the average temperature over the water column was 0.52 ◦C;
the second ice formation was on December 5, at water temperature of 0.17 ◦C (Table 2,
Figure S1a). By the end of the winter season, water temperature in the bottom layers
of the central basin of the lake reached 4.20–5.85 ◦C. Spring under-ice convection began
in the interval from March 10 to April 21 and lasted for 19 to 46 days. In some years,
convection started very early, and then halted after cooling and snowfall, as happened, e.g.,
in April 2015 and 2020, and then, as the snow melted, convection continued to develop.
For example, in the spring of 2020, under-ice convection began on March 10. The lower
boundary of CML on March 20 was well identified at a depth of 3 m, and the temperature
in this layer was 1.55 ◦C. During the 3rd–4th weeks of March, there was practically no
snow on the ice surface and sunny weather activated convection. The temperature of the
CML and the depth of its lower boundary increased rapidly and reached 2.26 ◦C and 6 m
by March 31. On April 1 and 2, after snow fell, the solar radiation flux at the lower ice
boundary dropped sharply to 5–10 W/m2, and the convection slowed down. During the
first week of April, the snow melted, but the weather being cloudy, the flux of under-ice
radiation did not exceed 50–60 W/m2. The depth of the CML lower boundary decreased
to 3–4 m on April 6. During the second half of April, convection continued, sometimes
increasing, sometimes weakening, depending on weather conditions and the presence of
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snow on ice, and by May 3 the temperature of CML rose to 4 ◦C, and the depth of its lower
boundary was about 7.5 m.

The depth of the convective layer in different years reached 5.5–10.5 m, and its tem-
perature was 2.5–4.0 ◦C. In some years (1994, 1996, 1997, 1999, 2016, 2020), an increase in
water temperature above 4 ◦C was observed in the surface layers of the lake during the last
days of the ice-covered period (before ice-off).

3.5. Dissolved Oxygen Content Change in the Winter Seasons of 2007–2020

In the pre-ice period (October, November), the water mass was quasi-homogeneous
due to intensive wind mixing and was quite well saturated with oxygen (>90%). The DO
content in the water column gradually grew as its solubility increased with decreasing
water temperature. Maximal DO concentrations of >12.0 mg/L (saturation over 90%) were
observed in the surface layer of the lake every autumn.

During the first 2–3 days after ice-on, DO concentration usually decreased by
0.5–1.0 mg/L (see, for example, Figure S1b for early winter in 2009). During the win-
ter, the oxygen concentration in the surface layers of the water column gradually decreased,
and by the end of the winter it was 9.0–9.5 mg/L at a saturation of 75–80%. In the bottom
layers of the central deep-water basin, a rapid decrease of DO was observed during the
first weeks of the ice season, and by the end of the second month of the ice period DO
concentration in the 0.5 m bottom layer decreased to 2 mg/L. The thickness of the bottom
anaerobic zone (DO concentration less than 2 mg/L) can reach two meters at the end of the
ice-covered period in some years. The anaerobic zone in the deep-water part of the lake
usually persists until ice-off because the bottom layer of the central basin is rarely involved
in convective mixing. After ice-off in spring, complete mixing of the water column of Lake
Vendyurskoe usually occurs, and the bottom anaerobic zone is destroyed.

In the first few days after ice-on, the rate of oxygen decline is maximal in the bottom
layers of central deep-water basin and can reach 0.5–0.7 (mg/L)/day (Figure S1b).

Then, in the winter stagnation stage, the rate of DO decline in the surface layer did
not exceed 0.01 (mg/L)/day. With depth, the rate of DO consumption gradually increased
and reached 0.03–0.05 (mg/L)/day at 2–4 m above the bottom. The highest rates of DO
decline are observed in the 0.2–0.3 m bottom layer, where they reached 0.1–0.4 (mg/L)/day
during the first winter weeks.

In spring, as convection develops, the oxygen concentration gets equalized over CML.
When convection develops, the underlying oxygen-depleted water is drawn into CML. As
a consequence, the oxygen concentration in CML decreases.

Daily DO fluctuations with a distinct daytime maximum and a nighttime minimum
were observed in spring in the surface layer of the lake during all winter seasons. For
example, in the spring of 2020, such fluctuations were observed since the last ten days of
March and continued until ice-off. The amplitude of these fluctuations can in some years
reach 0.9 mg/L. After snowfall, under-ice radiation decreases, and the amplitude of daily
oxygen fluctuations decreases too; as under-ice radiation increases, the amplitude of daily
oxygen fluctuations also grows noticeably.

The decrease in the oxygen content of the water column during winter ranged from
53 to 39% in different years; the corresponding Ct/C0_MIN value varied from 0.47 to 0.61
(Table 2, Figure 6). With the onset of under-ice convection, the decrease in the oxygen
content ended, remained at approximately the same level for several days, and then began
to increase (by 10–15% in some years).

To understand which factors influence the rate of oxygen decrease in Lake Vendyurskoe
in winter, we analyzed the relationship between the minimum values of Ct/C0_MIN during
winter and the following factors: ice-on date, water temperature on the ice-on day, maximal
bottom water temperature at the end of the winter, and the number of days with a positive
average daily temperature in November–April.
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Figure 6. Change of Ct/C0 in Lake Vendyurskoe during the ice-covered period in different years.

The values of Ct/C0_MIN correlated the most significantly with the date of ice-on
(p = 0.0256, Figure 7a), and with the temperature of the bottom water at the end of the
winter (p = 0.0113, Figure 7b): the earlier the ice formed and the higher the bottom water
temperature at the end of the winter, the lower the Ct/C0_MIN ratio. The highest values of
Ct/C0_MIN were observed in years with intermittent ice-off at the beginning of the winter
(Table 2). A less pronounced relationship (R2 = 0.17) was found between Ct/C0_MIN and
the water temperature on the day of ice-on: the higher this temperature was, the lower
the value of Ct/C0_MIN was. No correlation was found between the degree of oxygen
depletion in the lake in winter and the number of days with positive air temperatures in
November–April.

Figure 7. The value of Ct/C0_MIN at the end of the winter as a function of ice-on dates (a), and bottom water temperature at
the end of the winter (b).

To find out which factors contribute to the increase in the DO content at the end of
the winter season, we analyzed the relationship between Ct/C0_PLUS and the onset date
of convection (Figure 8a) and its duration (Figure 8b), the number of days with a positive
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air temperature in March–April (Figure 8c), and the number of days with liquid or mixed
precipitation in the same period (Figure 8d).

Figure 8. Ct/C0_PLUS at the end of the winter as a function of the date of under-ice convection onset (a), the duration of
convection (b), the number of days with a positive air temperature in March–April (c), and the number of days with liquid
or mixed precipitation in March–April (d).

There are good correlations between Ct/C0_PLUS and dates of start convection
(p = 0.0139) and duration of convection (p = 0.0042). The greatest increase in the oxy-
gen content in the lake occurred in years with an early onset and long duration of under-ice
convection. The lowest values of Ct/C0_PLUS were observed in years with a short convec-
tion period.

There is also a good correlation between Ct/C0_PLUS and the number of days with
a positive average daily temperature in March and April (0.0029) and several days with
liquid or mixed precipitation (p = 0.0019).

4. Discussion

We analyzed the climate variability in southern Karelia (northwestern Russia) in
1994–2020 and revealed that the air temperature and precipitation in the colder half of
the year (November–May) varied markedly during this period. The largest and most
frequent positive deviation from the 1961–1990 baseline was recorded for the winter
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months (December, January, and February) (Table S1). Positive trends were detected for
all of these months, but the trend was significant only in November and May (Table S2).
During 19 of the 26 winter seasons in the series, the average air temperature in November–
April period was higher than the baseline. The number of days with a positive average
daily air temperature in November–April as well as the number of days with liquid or
mixed precipitation increased significantly during 1994–2020 (Table 1).

The revealed trends in air temperature and precipitation in the winter seasons of
1994–2020 in southern Karelia are consistent with the climate tendency in other regions of
the temperate zone and high latitudes of the Northern Hemisphere over the past decades.
Positive trends in precipitation in winter (November–March) during 1921–2015 have been
shown for Northern Eurasia (statistically significant) and North America (statistically
insignificant) [42]. A rapid increase in air temperature (over 2 ◦C in 1847–2013 for annual
air temperature, which amounts to 0.14 ◦C/decade) with the most pronounced increase in
November, December, and January has been shown for Finnish territory [43]. A statistically
significant increase in air temperature and precipitation in winter in 1948–2016, as well as a
decrease in the proportion of precipitation falling as snow (i.e., the ratio of snowfall to total
precipitation) associated with warming has been recorded for the territory of Canada [44];
the authors of said study emphasize that annual and winter precipitation may continue to
increase everywhere in Canada over the course of the 21st century.

Climatic changes in air temperature and precipitation affect the ice and thermal
regimes of lakes. Shortening of the ice period is observed and modelled on many temperate
lakes [23–25,45–51]. An important consequence of shorter ice periods is a decrease in the
duration of winter hypoxia and anoxia and, hence, improvement of oxygen conditions in
the colder half of the year [39,52,53].

The changes revealed in air temperature and precipitation in southern Karelia in
1994–2020 were reflected in a pronounced variability of the dates of ice-on and ice-off on
Lake Vendyurskoe. Both field data and FLake model calculations show a positive trend for
ice-on dates and a negative trend for ice-off dates, although these trends are not statistically
significant. Large gaps in the field series of ice-on and ice-off dates do not allow us to
analyze the trend of the of ice-covered period duration for Lake Vendyurskoe. We can
only state that the duration of the ice-covered period on this lake in 1994–2020 varied
widely from 145 days (winter season 2011–2012) to 193 days (winter seasons 1994–1995
and 2016–2017).

One important feature of the change of the ice regime of Lake Vendyurskoe in early
winter was revealed that could enhance its oxygen conditions in the subsequent winter.
The increase in air temperature in November and December causes ice to become less stable
in the initial period of winter. To wit, since 2005, intermediate ice-offs have become more
frequent in the early winter (Table 2). In some years, there were two or three intermediate
ice-off events. After an intermediate ice-off, the water temperature most often continued to
decline until the ice set in again that lead to a lower water temperature and smaller bacterial
oxygen consumption in the subsequent winter. In addition, aeration and oxygenation of the
bottom layers of the lake occurred after an intermediate ice-off (Figure S1b). Presumably, the
organic matter accumulated in the bottom layers of the lake were partially oxidized during
the temporary existence of ice, and the rate of oxygen consumption in the subsequent
ice-covered period decreased.

The climate variability has also affected the thickness of the lake’s snow-ice cover, and,
consequently, the under-ice illumination, which is an important factor for phytoplankton
growth and oxygen release. A climatic decrease in snow-ice cover thickness is observed on
different lakes in the temperate zone and high latitudes [46,51].

A statistically significant decrease in the thickness of the snow-ice cover of Lake
Vendyurskoe during the spring periods of 1994–2020 (by 1.1 cm per year) was revealed
(Table 1, Figure 3). We assume that this decrease is associated both with an increase in air
temperature, namely, an increase in the number of days with positive air temperatures and
liquid or mixed precipitation in winter and spring months (Figure 4). It should be kept
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in mind that ice and snow thickness measurements on Lake Vendyurskoe in spring were
carried out in different stages of snow and ice melting in different years. This complicates
the joint analysis of spring ice and snow thickness with climatic parameters. Measurements
in spring during the period of intensive thawing do not allow estimating the average ice
thickness over the winter season and investigating its climatic variability. FLake model
calculations indicate that the average ice thickness over the winter season has most likely
also decreased in 1994–2019 (Figure S3), but the trend of this parameter is not significant
(Table 1).

The climatic decrease in the thickness of the snow-ice cover should lead to a long-term
increase in the under-ice illumination. A decrease in the thickness of snow on the ice surface
is often considered to be a major factor in increase in under-ice irradiation [7,9]. The critical
role of the snow cover for the limitation of under-ice irradiation, primary production and
oxygen release was shown for a lake of the Mongolian Plateau [12]. A significant inverse
relationship between under-ice irradiation and snow depth in winter has been revealed for
four lakes in Canada [9].

The ongoing climate changes of Northwestern Russia in the winter months, namely,
an increase in the number of thaw days and an increase in days with liquid and mixed
precipitation in November–April (Table 1), should contribute to a decrease in snow thick-
ness. Indeed, there was often no snow at all when measurements were taken on Lake
Vendyurskoe in spring (Table 2).

Another important component of the snow-ice cover of lakes in the temperate zone
is white ice, which forms in winter as a result of snowfall on the surface of black ice [8].
Frequent thaws, alternating freeze–thaw cycles, and liquid or mixed precipitation also
contribute to the formation of white ice and slush on the surface of black ice. White ice and
slush are noticeably less transparent than black ice [7,8]. Therefore, formation of white ice
and slush on the surface of black ice must have a limiting effect on under-ice irradiation.
Some studies indicate that increased precipitation in winter, namely increased snowfall,
inhibits the growth of black ice and contributes to the growth of white ice [8,27,51].

For each year of measurements in 1994–2020, the ice cover of Lake Vendyurskoe
included both white and black ice. In some spring periods white ice was thicker than black
ice; from time to time, slush was observed on the surface of white ice. Thus, despite the
noticeable climatic decrease in the thickness of the snow-ice cover of Lake Vendyurskoe in
spring in 1994–2020, the increase of under-ice radiation may be smoothed out by changes
in the ice structure (namely, an increase in the thickness of white ice and slush), which can
occur due to an increase in air temperature and change of precipitation.

During the period of intense spring thawing, a rapid decrease in the thickness of snow
and ice occurs. Measurements of under-ice radiation and the thickness of snow and ice,
carried out over several days during intense melting, make it possible to trace how the
under-ice radiation increases depending on the decrease in the thickness of snow and ice
(Figure 5). A joint analysis of the observational data on the thickness of snow, white and
black ice, and under-ice radiation during the intensive spring thawing period showed that
not only the complete disappearance of snow, but also a decrease in the thickness of white
ice plays an important role in increasing under-ice radiation (see, for example, 1999, 2000,
and 2004 in Table S3).

Long-term measurements of oxygen at autonomous stations create unique oppor-
tunities for studying high-frequency DO variability, providing new knowledge of the
processes occurring in ice-covered lakes, which can affect the rate of DO consumption or
production [9,11–13,16,20,22,23,39,54–58].

We used data from long-term high-frequency DO measurements in 2007–2020, and
measurements of under-ice irradiation and water temperature in 1994–2020, which allowed
us to study the change in oxygen content over the winter and reveal the interannual
variability of oxygen conditions in the lake in relation to changes in light, water temperature
and ice.
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We found that the strongest oxygen depletion during the winter season in Lake
Vendyurskoe occurred in years with early ice-on and high bottom water temperature at
the end of the winter season. This is due to earlier ice-on, longer ice period, and, hence,
longer period of oxygen absorption. In addition, high water temperature promotes oxygen
consumption near bottom sediments [5,6,15]. Therefore, bottom-layer water temperature
in a lake in winter can be an important predictor of the rate of oxygen consumption.

We saw an increase in oxygen content at the end of the winter season in all years
of measurements (Table 2). Since this increase occurred before the destruction of ice, it
could not be associated with the resumption of gas exchange with the atmosphere. We
assume that the most likely reason for this increase may be the release of oxygen as a result
of photosynthesis of phytoplankton. Aquatic ecosystems can have high productivity in
winter [21,30,59,60]; consequently, some increase in DO content due to photosynthesis of
phytoplankton can be expected [11,12,14].

Daily oscillations of oxygen in the surface layer of Lake Vendyurskoe in spring can be
considered an indicator of the circadian rhythms of phytoplankton. Some studies argue
that the circadian rhythms of oxygen presumably reflect the metabolism of the lake—a
combination of production and destruction processes [12,22,57]. On the other hand, oxygen
fluctuations over a 24-h period, which were observed in the surface layers of the ice-covered
Lake Valkea-Kotinen (Finland) during the development of spring under-ice convection,
were attributed by the authors to diurnal changes in water temperature due to radiative
heating [56].

The greatest increase in the oxygen content in the lake occurred in years with an
early onset and long duration of under-ice convection. The lowest values of Ct/C0_PLUS
were observed in years with a short convection period. The positive relationships we
found for the duration of convection and the date of its onset with the increase in oxygen
at the end of winter have a logical basis, since during the spring under-ice convection
favorable light, temperature and hydrodynamic conditions are formed for the development
of phytoplankton [9–11,29] and, hence, for the release of oxygen.

The correlation revealed between the increase of oxygen and the number of days with
thawing and with liquid or mixed precipitation reflects the relationship between snow-ice
thickness and under-ice solar radiation, since the more days with a thaw, the smaller the
snow-ice thickness. With thinner ice, more solar radiation penetrates under the ice, creating
favorable conditions for the development of phytoplankton and the production of oxygen
as a result of photosynthesis.

5. Conclusions

A warming of the regional climate of southern Karelia (Northwest Russia) in 1994–
2020 expressed itself in an increase in air temperature and the number of days with a thaw,
and days with liquid or mixed precipitation in winter months. These changes have had an
impact on the ice regime of the small shallow Lake Vendyurskoe, as well as on thermal,
light, and oxygen conditions in this lake in the ice-covered period.

The main features of the ice regime of the lake in the modern climatic conditions are
a substantial variability of ice-on (5 weeks) and ice-off dates (3 weeks), intermittent ice
cover at the beginning of winter, as well as a noticeable thinning of the snow-ice cover in
spring (a significant trend) in 1994–2020 and a change of its structure (low snow thickness,
increase in the proportion of white ice and slush formation in some years). The positive
trends detected in the dates of ice-on and negative trends in the dates of ice-off according
to field data and FLake model calculations are statistically insignificant.

A significant negative trend of snow-ice cover thickness in the 1994–2020 springs
is shown. This gives us grounds to assume that the long-term trend of snow-ice cover
thinning potentially prolongs the period with favorable conditions for the development
of radiatively driven convection, which, in turn, creates favorable light, temperature
and mixing settings for the growth of phytoplankton and the associated oxygen release.
It should be noted that the changes in the structure of the snow-ice cover observed in
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some years (an increase in the proportion of white ice and slush), which can reduce its
transparency, may neutralize the effect of its thinning on the growth of under-ice radiation
and DO production.

The seasonal DO decrease in the lake in winter is determined by two factors influenc-
ing by regional climate changes: ice-on date, and bottom-layer water temperature. Peak
DO consumption can exceed 50% during winters with early ice-on and higher bottom-layer
water temperature. In contrast, late ice-on, intermittent ice cover in early winter, and
low water temperature result in a wintertime DO decrease by to less than 40%. It can be
predicted that the future climatic shift to later ice-on dates will entail a reduction in oxygen
consumption in lakes in winter.

The increase in oxygen content in the lake at the end of the ice-covered period, which
in Lake Vendyurskoe is most likely associated with photosynthesis of phytoplankton, is
the most significant in years with early onset and prolonged convection. The duration of
convection can be expected to increase in the future, creating favorable conditions for the
development of under-ice plankton and improving oxygen conditions in lakes in winter.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/w13172435/s1, Figure S1: Water temperature (a) and DO concentration (b) at different depths
in the central deep-water part of Lake Vendyurskoe from 1 November to 19 December 2009. Numbers
in the legend indicate the distance of sensor above the bottom (m). Depth of station is 11.3 m.
Solid thick blue lines indicate the ice-covered periods, blue dots indicate the period of unstable ice;
Figure S2: Dates of ice-on (a) and ice-off (b) on Lake Vendyurskoe in 1994–2020. Solid lines—linear
trends (not significant). Black circles—observational data, grey diamonds—model FLake calculation;
Figure S3: Ice thickness on Lake Vendyurskoe in 1994–2020. Grey line – model calculation, black
circles—observational data, white diamonds—modelled average ice thickness for all winter seasons;
Table S1: Deviations of average monthly air temperature from the baseline (∆T, ◦C) in different winter
seasons (Petrozavodsk meteorological station data). Bold means excess over the baseline by 5 ◦C or
more. Rightmost column: average temperature from November to May. Asterisks mean the average
air temperature from November to April was colder than in 1961–1990; Table S2: Estimates of the
statistical significance for the trends (1994–2020) in air temperature by least squares method. p < 0.05
means the trend is significant (bold); Table S3: The dates of measurements, thickness of snow, slush,
total ice, white ice, and black ice, averaged over 22 stations and r.m.s., and under ice irradiance Ed(z),
maximal and average from 8 a.m. to 8 p.m. in spring in different years. Dash—no data.
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Abstract: Acoustic Doppler current profilers (ADCP) are widely used in geophysical studies for

mean velocity profiling and calculation of energy dissipation rate. On the other hand, the estimation

of turbulent stresses from ADCP data still remains challenging. With the four-beam version of

the device, only two shear stresses are derivable; and even for the five-beam version (Janus+),

the calculation of the full Reynolds stress tensor is problematic currently. The known attempts to

overcome the problem are based on the “coupled ADCP” experimental setup and include some hard

restrictions, not to mention the essential complexity of performing experiments. In this paper, a

new method is presented which allows to derive the stresses from single-ADCP data. Its essence is

that interbeam correlations are taken into account as producing the missing equations for stresses.

This method is applicable only for the depth range, for which the distance between the beams is

comparable to the scales, where the turbulence is locally isotropic and homogeneous. The validation

of this method was carried out for convectively-mixed layer in a boreal ice-covered lake. The results

of computations turned out to be physically sustainable in the sense that realizability conditions were

basically fulfilled. The additional verification was carried out by comparing the results, obtained by

the new method and “coupled ADCPs” one.

Keywords: full set of turbulent stresses; Acoustic Doppler current profilers; interbeam velocity

correlations; ice-covered lakes; convectively-mixed layer; anisotropic turbulence

1. Introduction

Acoustic Doppler current profilers (ADCP) are currently viewed as one of the most
powerful tools for geophysical flows studies. The product family of these devices includes
a lot of versions, which differ from each other by the number of beams, transducer head
design, carrier acoustic frequency, cell sizes and time measurements settings. This variety
of the device parameters provides flexibility in deployment and makes it possible to
adjust the measurements to the broad range of research needs in meteorological (e.g., [1]),
oceanological (e.g., [2–4]) and limnological (e.g., [5,6]) studies.

In particular, under the requirement of flow horizontal homogeneity, ADCPs are
widely used for mean velocity profiling, as was originally designed. The later instrumen-
tal development (e.g., “burst” time settings, velocity measurements extending to ‘pulse
coherent mode’) makes it possible to achieve higher resolution and better accuracy of
the measurements, thus triggering the use of ADCP for enhanced studies of turbulence
parameters. Within this new domain of ADCP applications, meaningful results have been
obtained in fine-scale studies, including the estimations of dissipation rates ε [7–9].

At the same time some special methods have been developed for deriving the parameters

of large-scale turbulence, with the special attention to the components
〈

u′
iu

′
j

〉
of Reynolds

stress tensor (u′
i pulsation velocity components in orthogonal frame) (e.g., [3,4,10–12]). The

equations for these components are derived from the directly available intensities
〈
b′2i
〉
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of the “beam” velocities pulsations b′i . However, on the whole the problem remains
challenging. Firstly, the number of ADCP beams usually varies from three to four (Janus
configuration) and five (Janus+), and the system of equations is not complete. Secondly,
in general case by calculating

〈
b′2i
〉

one can obtain only the relationships between the

different required components
〈

u′
iu

′
j

〉
, but not the explicit relations for each of them. For

example, with three-beam ADCP, no explicit relations are available. As for the four-beam
Janus configuration, after aligning the device axis with the mean velocity, by applying the
so-called “variance method” one can derive two explicit relations for off-diagonal stresses
(shear stresses), but that is all.

One of the ways to overcome the problem was presented in [13,14]. In both papers
the main idea was based on ADCP coupling, when the experimental setup includes two
rigidly connected ADCPs. In such a special setup, the design and implementation of the
experiment become more complicated. Besides, in both cases the stresses derivation was
conjugated with additional restrictions. The method suggested in [13] gave acceptable
results only for the case when the axis of the second device was sufficiently (>20◦) tilted to
the vertical. However, this requirement is not recommended by the device manufacturers;
besides, the tilting makes the horizontal homogeneity requirement tougher. In the method,
presented in [14], the axes of both devices are vertical, and one pair of beams have the
intersection point at some depth. However, in turn, this method also possesses restrictions:
it is applicable only to a small range of depths, close to the depth of the intersection point.

In this paper, an alternative method for derivation of full Reynolds stresses from
single-ADCP data is presented. As compared to the coupled-ADCP method, presented
in [14], this new method is not restricted to stress computations for the special depth, and
so gives the opportunity for stress profiling for a range of depths. The missing information
is derived not from the additional beam data, but by taking into account the interbeam
correlations of the velocity. It is worthy of note that usually these correlations are neglected,
by suggesting the statistical independence of velocities at different beams. Meanwhile,
in geophysical flows the integral scales of turbulence often are so large that the size of
energy-containing eddies at some depths occurs commensurable with the distance between
the beams. This is just the case, when beam velocities are correlated, and their covariance

includes some “hidden” information, necessary for closing the equation system for
〈

u′
iu

′
j

〉
.

The new method of turbulent stress derivation was applied to the case of the convec-
tively mixed layer (CML) which develops in lakes during under-ice inhomogeneous solar
heating of the water column.

2. Method Description

General Framework

In what follows below the simplest ADCP version with three azimuthally symmetric
beams is considered (Figure 1). For the standard configuration the angle α0 between the
beam and vertical is 25◦. As for the angle 2α between any pair of beams, its value may be
determined by the following expression, derived from pure geometrical analysis:

sinα =

√
3

2
sinα0
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Figure 1. The coordinate system and main notations for three-beam ADCP configuration. Point O
corresponds to the device head. Axis X lies in the plane AOO’.

In the orthogonal coordinate system XYZ, which is rigidly connected to the device,
axis X is chosen in such a way that it lies on the same plane as beam 1 (Figure 1). In

this frame of reference, the unit vectors
→
n 1, which identify the beams directions, have the

following direction cosines:





→
n 1 = (sinα0, ◦0, ◦cosα0),
→
n 2 =

(
− 1

2 sinα0, ◦ −
√

3
2 sinα0, ◦cosα0

)
,

→
n 3 =

(
− 1

2 sinα0, ◦
√

3
2 sinα0, ◦cosα0

)
.

The trigonometric coefficients in the above expressions depend only on the basic angle
α0. Later on the correspondent matrix is denoted by N.

Each of the beam velocities {bi}, measured directly at points A, B, C, is connected to the

orthogonal projections u1, u2, u3 of the velocity
→
u at the same points by the linear relations,

e.g., b1(A) =
(→

n 1
⇀

u (A)
)

, or, equivalently (note the summation over the repeated indexes):

b1(A) = N1juj(A) (1)

For the flows, which are homogeneous in the horizontal plane, 〈ui(A)〉 = 〈ui(B)〉 =
〈ui(C)〉 ≡ 〈ui〉 so the mean values three equations of the type (1) take the form:
〈bi〉 = Nij

〈
uj

〉
. As the result, the mean velocity components at the given depth are

obtained directly as the convolution of the so-called transformation matrix T̂ = Â−1 with
the “vector” (〈b1(A)〉, 〈b2(B)〉 , 〈b3(C)〉) of mean beam velocities.
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The same homogeneity assumption makes it possible to express the beam velocity
pulsations intensities

〈
b′2i
〉

through the turbulent stresses, e.g.,:

〈
b′21
〉
=
〈

u′2
i

〉
sin2α0 +

〈
u′2

3

〉
cos2α0 + 2

〈
u′

1u′
3
〉
sinα0cosα0 (2)

Expression (2) and two similar ones (for beams 2 and 3) represent three linear equations

for six target components
〈

u′
iu

′
j

〉
, so the system is incomplete. Moreover, the explicit

relation for any stress through beam pulsation intensities is not available, as was mentioned
in the introduction.

In the general case, the problem of yielding the turbulent stresses from three-beam
ADCP data is highly problematic. For some flows, not only the external length scales, but
also integral scales of turbulence are large enough as compared to the distance between
beams. For such cases the correlations between beam velocities are not vanishing, and
taking the values of

〈
bibj

〉
into account gives the opportunity to overcome the problem of

missing equations.
To implement this opportunity, the structural function (SF) of the general type D̃12

should be introduced into consideration. For beams 1 and 2, for example, this SF is defined
as:

D̃12 = 〈(b1(A)− b1(B))(b2(A)− b2(B))〉 (3)

Under the assumption of local isotropy and homogeneity, the function D̃12 is presented

through the longitudinal SF DLL (see Appendix A): D̃12 =
(

4
3 cos2α− sin2α

)
DLL. So, after

opening the brackets, and taking 〈b1(A)b2(A)〉 = 〈b1(B)b2(B)〉 into account (horizontal
homogeneity) Expression (3) takes the form:

(
4
3

cos2α− sin2α

)
DLL = 2〈b1b2〉− < b1(A)b2(B) > − < b1(B)b2(A) > (4)

Here 〈b1b2〉 =< b1(A)b2(A) >.
Longitudinal SF DLL is derived directly by calculating along-beam velocity corre-

lations. The second term in the r.h.s. of Equation (4) is also available directly from
experimental data. As for the last term in the r.h.s., after taking into account both the
horizontal homogeneity and refection invariance, the following expression is obtained
in [15]: < b1(A)b2(B) >=< b1(B)b2(A) >. So, all except 〈b1b2〉 terms in the Equation (4)
are available from the experiment, and one may regard Equation (4) as the explicit expres-
sion for 〈b1b2〉. With regard to the presentation 〈b1b2〉 =

〈
b′1b′2

〉
+ 〈b1〉〈b2〉 this expression

may be also written as:

〈
b′1b′2

〉
=

(
2
3

cos2α− 1
2

sin2α

)
DLL + 〈b1(A)b2(B)〉 − 〈b1〉〈b2〉 (5)

The similar presentations are valid for two remaining pairs of beams (13 and 23).

On the other hand, with presentation (1) in mind, three “beam stresses”
〈

b′ib
′
j

〉
(i 6= j)

may be presented as the linear combination Nil Njm

〈
u′

lu
′
m

〉
of the Reynolds tensor compo-

nents
〈
u′

lu
′
m

〉
in the same way as Expression (2) for

〈
b′2i
〉

were derived. For example:

〈
b′1b′2

〉
= sin2α0(−

〈
u′2

1

〉
/2 −

√
3
〈
u′

1u′
2

〉
/2 +

〈
u′

1u′
3

〉
(cotα0)/2−√

3
〈
u′

2u′
3

〉
(cotα0)/2 +

〈
u′2

3

〉
cot2α0)

(6)

Expression (6) and two similar ones (for
〈
b′1b′3

〉
and

〈
b′2b′3

〉
) one may regard as three

missing equations for
〈

u′
iu

′
j

〉
. Together with Equation (2) (and two similar expressions

—for
〈
b′22
〉

and
〈
b′23
〉
) they form the closed system of linear inhomogeneous equations.
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To represent this system in the compact form, it is reasonable to introduce into consid-
eration the following “vectors”:

Bi =
(〈

b′21
〉

,
〈

b′22
〉

,
〈

b′23
〉

,
〈
b′1b′2

〉
,
〈
b′1b′3

〉
,
〈
b′2b′3

〉)
,

Ri =
(〈

u′2
1

〉
,
〈
u′

1u′
2
〉
,
〈
u′

1u′
3
〉
,
〈

u′2
2

〉
,
〈
u′

2u′
3
〉
,
〈

u′2
3

〉)
.

With these notations the system of equations becomes:

Bi = MijRj, i, j = 1 . . . 6 (7)

The coefficient matrix M is derived directly from Equations (2) and (6) and similar
ones:

M = sin2α0




1 0 2cotα0 0 0 cot2α0

1/4
√

3/2 −cotα0 3/4 −
√

3cotα0 cot2α0

1/4 −
√

3/2 −cotα0 3/4
√

3cotα0 cot2α0

−1/2 −
√

3/2 cotα0/2 0 −
√

3cotα0/2 cot2α0

−1/2
√

3/2 cotα0/2 0
√

3cotα0/2 cot2α0
1/4 0 −cotα0 −3/4 0 cot2α0




.

Summing up, it seems reasonable to stress some key points and the step by step
procedure. The corresponding algorithm looks as follows:

1. After proper choice of time averaging interval, the mean beam velocities 〈bi〉, pulsa-

tion intensities
〈
b′2i
〉

(Equation (2)) and correlations
〈

b′ib
′
j

〉
(Equation (5), i 6= j) are

calculated directly from experimental data.
2. For each beam the function DLL is calculated. After revealing the inertial interval, its

extent is estimated, with the special attention to its upper scale limit l.
3. The range of depths is chosen in such a way that the distance between beams does

not exceed the scale l. The maximum depth h is derived from inequality AB < l (see

Figure 1): h < l/
(√

3tanα0

)
.

4. For chosen depths, the turbulent stresses are calculated directly by solving the
system (7):

Ri = M−1
ij ijBj, i, j = 1 . . . 6 (8)

Here the inverse matrix M−1 looks like (here tan(α0) is shortly denoted as t):

M−1 = sin−2α0




4/9 1/9 1/9 −4/9 −4/9 2/9

0 1/
(

3
√

3
)

−1/
(

3
√

3
)

−2/
(

3
√

3
)

2/
(

3
√

3
)

0

2t/9 −t/9 −t/9 t/9 t/9 −2t/9
0 1/3 1/3 0 0 −2/3

0 −t/
(

3
√

3
)

t/
(

3
√

3
)

−t/
(

3
√

3
)

t/
(

3
√

3
)

0

t2/9 t2/9 t2/9 2t2/9 2t2/9 2t2/9




.

3. Experimental Setup and Results

Method validation was carried out with the velocity data, obtained from the spe-
cial experiment on the shallow ice-covered lake Vendyurskoe (Karelia, Russia) between
27 March and 6 April 2020. The under-ice convection (most intense during 28–31 March and
4–6 April, when solar radiation was maximal) was clearly observed, with the convectively-
mixed layer’s (CML) thickness varying from 3 to 6 m. The details of experimental setup
are presented in [14].

97



Water 2021, 13, 2389

The measurements were carried out near the northern shore of the lake, the location
of the experimental complex is marked by a triangle on Figure 2a; the depth at this location
was ~7 m. The instrumental complex included a thermistor chain with 13 temperature sen-
sors (RBR Ltd., accuracy ± 0.002 ◦C, measurement interval 10 s). The vertical temperature
profile is schematically presented in Figure 2b; it clearly demonstrates the splitting of the
water body into three sublayers (thin underice gradient sublayer, CML, and the underlying
stratified zone), which is typical for developed convection. The CML’s lower boundary
was determined by thermistor chain data as a depth of the isotherm with a value exceeding
the average temperature of the CML by 0.05 ◦C.

Figure 2. (a) Bathymetry of the Lake Vendyurskoe with indication of the measuring complex (yellow triangle). (b) Two
ADCPs anchored on the ice of Lake Vendyurskoe in Spring 2020. (c) Schematic vertical distribution of temperature during
springtime underice convection and scheme of the measuring complex. Indexes 1, 2, 3—the beams of the first ADCP, and 4,
5, 6—the second. Red dashed lines serve as the markers of beams’ intersection points.
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The most essential feature is connected with installing two rigidly connected down-
looking ADCPs (2 MHz HR Aquadopp current velocity profiler, Nortek AS, Norway). Both
devices were installed on the ice (Figure 2b) with emitters located 3 cm below the lower ice
boundary (Figure 2c). The X-axes of both devices were aligned with the separation vector
between two emitters, but were oppositely directed (Figures 1 and 2c). Due to the choice
of this specific configuration one (X-axes are oriented towards each other) or two (X-axes
are oriented away from each other) pairs of beams have intersection points. Figure 2c
illustrates the second variant, with the beams in question being 3, 5 and 2, 6. The first
variant of the devices’ settings was realized from 17:00 on 27 March to 9:30 on 30 March,
and the second between 10:00, 30 March and 10:00, 6 April 2020. In both cases the depth of
the intersection points was the same (~1.6 m). By fitting the distance between the emitters.
The presence of intersection points, as was shown in [14], is a key feature for deriving full
stress tensor from coupled-ADCP data.

For both variants of coupled-ADCP setup, the signal discreteness was one minute
(32 pulses with a frequency of 2 Hz) and the depth scanning range was 2.875 m (115 cells
with a size of 25 mm). To exclude the mutual influence of the two ADCPs, the emitters were
set in an asynchronous mode with a 30 s delay (Figure 2c). Then the radial velocities were
averaged over 16 s active series; further processing was carried out using these averages,
for which the same designations bi were used. The root-mean-square error of bi values
varied in the range (0.1–0.5) mm/s.

Data processing was carried out in accordance to algorithm presented above. The
details of the averaging procedure and the choice of averaging interval (100 min.) are
presented in [14]. For specificity, only the results, which correspond to the active solar
radiation period of 4–6 April and a depth of 1.6 m (corresponding to the position of beams
intersection point) are presented below. For the rest of the data (another dates and depths)
the results are similar.

The calculated dynamics of beam velocity intensities
〈
b′2i
〉

and interbeam correlations〈
b′ib

′
j

〉
are presented by Figure 3. The daytime maximums of the intensities reached the

values (1–2) mm2/s2, whereas interbeam correlations, remaining statistically significant,
varied roughly from one third to one half of their limits.

Figure 3. The calculated dynamics of beam velocity intensities and interbeam velocity correlations for both devices. Time
readings from 4 April, 00:00.

The next step included the calculations of structure functions DLL. During daylight
time the structure function curves clearly demonstrate the presence of the inertial interval
for all six beams. For illustration, the daytime sequence of the calculated SF for 4 April
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is presented by Figure 4 (the curves were averaged by all six beams). The upper bound
of the inertial interval reached values up to 1 m, which is not much less as compared to
the distance between beams at the depth under consideration. This fact gives grounds
(see point 3 of the algorithm above) for involving Equation (6) as a missing equation. So
Equation (8) may be used for stress estimations.

Figure 4. The set of longitudinal SF (averaged over six beams) calculated with a two-hour step for the time interval
(09:00–18:00) 4 April 2020. Time averaging over 100 min. Solid lines represent the series of Kolmogorov curves
DLL = C ε2/3 r2/3 with ε increasing from 0.2·10−9 to 0.5·10−9. The labels correspond to the measurement time (a.m.).

The calculations of the stresses were carried out by Equation (8) for both devices sepa-
rately. The results of these independent computations demonstrate qualitative agreement,
as Figure 5 illustrates.

Daily maximums of pulsation intensities along axes X, Y, Z achieved the values 7, 4
and 1 mm2/s2 correspondently. The value of the anisotropy coefficient

〈
u′2

3

〉
/
〈
u′2〉 was

subjected to irregular oscillations within the range (0.05–0.30).
The estimations of standard deviation for stresses were carried out at the same way

as presented in [14]. The errors varied from 15% for
〈
u′2

1

〉
to 25–30% for off-diagonal

stresses. It is also worthy to note another criterion of physical sustainability of the results.
This criterion—the so-called realizability condition—includes the positive definiteness of

pulsations intensities and the Cauchy–Schwarz inequalities
〈

u′
iu

′
j

〉2
≤
〈
u′2

i

〉〈
u′2

j

〉
(here

no summation over repeated indices). The fulfillment of both restrictions is the crucial
point for low-energetic flow computations. In our case, the violations of this criterion were
fixed during time intervals (presented by vertical red lines on the middle image of the top
panel, Figure 5), which cover less than 5% of the whole observational period. Most of these
intervals belong to nighttime, when the turbulence was sufficiently suppressed.
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Figure 5. The dynamics of turbulent stresses calculated independently for each device. Top panel—pulsation intensities
along axes X, Y, Z. Bottom panel—off-diagonal stresses. The time intervals, when realizability conditions were violated, are
marked by the vertical red lines on the middle image of top panel.

As was mentioned in the introduction, the same experimental data were used in [14],
but the yielding of stresses was carried out by the coupled-ADCPs method. The comparison
of these alternative computations may serve as additional verification of the new method
presented in this paper. The results of this comparison are presented in Table 1 and Figure 6.
The computations by the new method are presented as the average values of the results,
obtained for each device separately.

Table 1. Comparison of stress computations by two independent methods.

Stress
Component

Correlation
Coefficient, r

Coefficient of
Determination, R2

Linear Regression
Coefficient

〈
u′2

1

〉
0.96 0.92 1.31〈

u′2
2

〉
0.98 0.96 1.03〈

u′2
3

〉
0.92 0.85 0.61〈

u′2
i

〉
0.99 0.98 1.14

For all three pulsation intensities (diagonal components of the stresses matrix) the
correlation coefficient r is higher than 0.9. At the same time, the new single-ADCP method
gives the values 1.31 for

〈
u′2

1

〉
and 0.61 for

〈
u′2

3

〉
, as compared to the coupled-ADCPs

method. The values of the component
〈
u′2

2

〉
, calculated by both methods, are practically

identical (with deviations within 3%). The best fitting (Figure 7) was observed for turbulent
kinetic energy

〈
u′2

i

〉
(TKE) for which coefficient of determination R2 achieved the value 0.98

(Table 1).
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Figure 6. Correlations between the pulsation intensities, derived by two independent methods. Projection of each point on
the X and Y axes represent the values, obtained by the coupled-ADCPs and single-ADCP methods correspondently. The
linear regression curves are presented by black dashed lines.

Figure 7. Correlations between the TKE values, derived by two independent methods. Projection of each point on the
X and Y axes represent the values, obtained by the coupled-ADCPs and single-ADCP methods respectively.

4. Discussion

The method for yielding turbulent stresses presented in this paper is not restricted
to the case of three-beam ADCP. Moreover, with other conditions being equal, four- or
five-beam devices, presumably, give some preferences for method implementation. First of
all, with such devices, more equations of type (2) and (6) become available. The resulting
system turns out to be overdetermined, but can be solved in a least-square sense, as
was done in [13] for the case of coupled ADCPs. Though such a solution is only an
approximation, one may expect that the procedure does not reduce the accuracy of stress
estimation, due to the increase of information involved.

The additional advantage of Janus and Janus+ versions is that the angle 2α between
beams is smaller, as compared to the three-beam device. As a result, the distance between
beams for given depth becomes smaller too, so the depth range, where the correlations of
the beams velocity increments satisfy the local isotropy and homogeneity requirements
and Equation (6) are valid, becomes wider.
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Appendix A. Derivation of the Relationships between Structure Functions

Consider the plane formed by beams 1 and 2 and introduce the rectangular coordinate
system as indicated in Figure A1. In this frame of reference, the beams velocities are
presented by: {

b1 = −uxsinα+ uzcosα
b2 = uxsinα+ uzcosα

Figure A1. The reference frame for the plane including beams 1 and 2.

Substituting these expressions in (3), one obtains:

D̃12 = 〈((uz(A)− uz(B))cosα− (ux(A)− ux(B))sinα)((uz(A)− uz(B))cosα+ (ux(A)− ux(B))sinα)〉,

or, equivalently:

D̃12 = −
〈
(ux(A)− ux(B)2

〉
sin2α+

〈
(uz(A)− uz(B)2

〉
cos2α− < (ux(A)− ux(B))

(uz(A)− uz(B))sin α cosα+ (uz(A)− uz(B))(ux(A)− ux(B))sin α cosα
(A1)

The first term in (A1) includes the so-called longitudinal SF DLL =< (ux(A) −
ux(B)2

>, which is associated with the increments of the velocity components aligned with

separation vector
→
r ≡

→
AB between points A and B. The second term, in turn, may be

presented through the transverse SF DNN =
〈
(uz(A)− uz(B)2

〉
, which is defined through

the increments of orthogonal velocity components.
The SF of general type is defined as Dij =

〈
(ui(A)− ui(B))

(
uj(A)− uj(B)

)〉
. Here

velocity components ux , uy, uz are numbered from 1 to 3. For locally isotropic and
homogeneous turbulence, Dij is presented through DLL and DNN by the expression [16]:

Dij

(→
r
)
= (DLL(r)− DNN(r))

rirj

r2 + DNN(r) δij (A2)

103



Water 2021, 13, 2389

The last two terms in (A1) include the cross-correlations of the aligned and orthogonal
velocity components, and so are proportional to D13. Due to (A2) both these terms turns

to 0, if one takes into account the presentation (r, 0, 0) for vector
→
r .

Finally the relation (A1) is transformed to:

D̃12 = DNNcos2α− DLLsin2α

For locally isotropic and homogeneous turbulence DNN =4 DLL /3, so one obtains the

following presentation of D̃12 through the longitudinal SF: D̃12 =
(

4
3 cos2α− sin2α

)
DLL.
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Abstract: Due to eutrophication, many lakes require periodic management and restoration, which

becomes unpredictable due to internal nutrient loading. To provide better lake management and

restoration strategies, a deterministic, one-dimensional water quality model MINLAKE2020 was

modified from daily MINLAKE2012 by incorporating chlorophyll-a, nutrients, and biochemical

oxygen demand models into the regional year-around temperature and dissolved oxygen (DO)

model. MINLAKE2020 was applied to six lakes (varying depth and trophic status) in Minnesota

focusing on studying the internal nutrient dynamics. The average root-mean-square errors (RMSEs)

of simulated water temperature and DO in six lakes are 1.51 ◦C and 2.33 mg/L, respectively, when

compared with profile data over 2–4 years. The average RMSE of DO simulation decreased by

24.2% when compared to the MINLAKE2012 model. The internal nutrient dynamics was studied

by analyzing time series of phosphorus, chlorophyll-a, and DO over several years and by perform-

ing a sensitivity analysis of model parameters. A long-term simulation (20 years) of Lake Elmo

shows that the simulated phosphorus release from sediment under the anoxic condition results in

surface phosphorus increase, which matches with the observed trends. An average internal phos-

phorus loading increase of 92.3 kg/year increased the average daily phosphorus concentration by

0.0087 mg/L.

Keywords: water quality; chlorophyll-a; phosphorus; phosphorus release; dissolved oxygen

1. Introduction

Eutrophication has been a threat to waterbodies since the beginning of the twentieth
century in industrialized countries [1–4]. A large proportion of the anthropogenic increase
in nitrogen and phosphorus flux due to industrialization is delivered to ground or surface
waters through direct runoff, human and animal wastes, and atmospheric deposition. Over
time, excess nutrients are transported to waterbodies [5,6]. When a waterbody under-
goes any human-influenced ecosystem changes such as nutrient loading, extreme weather
events, or invasive organisms; algal species (cyanobacteria) can form dense overgrowths
known as algal blooms. Since these blooms can produce toxins that are harmful to people
and wildlife they are often referred to as harmful algal blooms (HAB). HABs cause undesir-
able changes in aquatic resources such as reduced water clarity, hypoxia, fish kills, loss of
biodiversity, and an increase in nuisance species [7,8]. Oxygen is consumed by both living
and dead algae which results in low oxygen concentration in lakes typically known as
hypoxia (below 2–4 mg/L of dissolved oxygen (DO)). Eutrophication also has a detrimental
effect on human health through increased exposure to cyanobacteria toxins [9,10], nitrites,
and nitrates [7,8] in drinking water. Since most cities use surface water as the drinking
water source, HABs can cause serious problems of off-flavor odor and taste (sometimes
described as earthy or musty). In some cases, drinking water no longer remains safe to
drink and complete remediation is needed. For example, the state of Ohio committed to
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spending USD 172 million to clean up Lake Erie as HABs were causing severe drinking
water problems [11]. Furthermore, the economic costs of eutrophication, for restoring
the ecosystem services (e.g., housing amenity value, recreation opportunities, freshwater
provisioning, and food and fiber production) are high [12–14]. Eutrophication can have
serious effects on the social health of a community causing decreases in the activity that
are dependent on aquatic or seafood harvests or tourism, resulting in disruption of social,
and cultural practices.

In North America, more than 41% of lakes are eutrophic; the proportions for the Asia
Pacific, Europe, Africa, and South America are 53%, 28%, 48%, and 41%, respectively [15].
Management and restoration solutions to control eutrophication require predicting the
lake’s nutrient concentration, understanding interactions between nutrients and water
quality variables, and quantifying algal growth and decay. Since the 1970s, numerical
modeling has shown to be an effective tool to quantify nutrient concentrations [16,17].
Several promising lake models (MINLAKE, PCLake, LAKE2K, CE-QUAL-W2, EFDC, and
ELCOM-CAEDYM) have been developed over the past decades. The key state variables of
these models are nutrients, principally phosphorus (P), nitrogen (N), and sometimes silica
(Si) [18,19] since these nutrients link to primary production.

The Minnesota Lake Water Quality Management Model (MINLAKE) is a one-dimensional
(along depth direction), deterministic water quality model with a time step of one day.
MINLAKE was developed in 1988 to support lake eutrophication studies and was capable
of simulating water temperature, chlorophyll a (Chla), phosphorus, nitrogen, biochemical
oxygen demand (BOD), dissolved oxygen (DO) for lakes during the open water season [20].
MINLAKE1988 was further developed to include ice-cover period simulation [21], sim-
plified regional DO model [22], modified year-round nutrient model [23], and hourly
water temperature and DO model [24]. MINLAKE nutrient model (MINLAKE98) was
applied to three lakes but did not perform well for multiple-year simulation [23]; hence, the
model was not used further. The most recent version of MINLAKE with daily simulation,
MINLAKE2012 was capable of simulating water temperature and DO in different types of
lakes with good agreement with observations [25] but lacks a nutrient model. LAKE2K
is also a one-dimensional lake water quality model which simulates carbon, nitrogen,
oxygen, phosphorus, silica concentrations, and phytoplankton and zooplankton biomass
using water balance, heat balance, and mass balance for the epilimnion, metalimnion, and
hypolimnion (three layers) of a lake [26]. A two-dimensional hydrodynamic and water
quality model, CE-QUAL-W2 (originally developed in 1990s) can be used in rivers, lakes,
reservoirs, estuaries, and even a combination of river segments and multiple reservoirs
but is more suitable for relatively long and narrow water bodies [27]. PCLake (1990) is
a process-based model to simulate water quality in shallow, non-stratifying lakes in tem-
perate climate zones with a uniform daily time-step for processes. The recent version
of PCLake, PCLake+ simulates basic stratification in temperature using mixing depth
and two layers: the epilimnion and hypolimnion only [28]. EFDC is a state-of-the-art,
versatile model that can simulate one-, two- or three-dimensional flow, transport, and bio-
geochemical processes in surface water systems such as rivers, lakes, estuaries, and reser-
voirs. ELCOM is a three-dimensional hydrodynamic model which is often integrated with
a water quality model CAEDYM [29] and this coupled model has been used to simulate
water quality and algal bloom scenarios [30,31]. Though EFDC and ELCOM-CAEDYM are
very flexible and support a variety of conditions, the complexity of these models makes
them difficult to apply when data are scarce. Each of these models has some limitations
such as modeling for a certain type of waterbody (PCLake), only modeling certain water
quality constituents (MINLAKE2012), neglecting some physical processes (CE-QUAL-W2
and Lake2K), or problems due to model complexity (EFDC and ELCOM-CAEDYM). Apart
from these models, during the last two decades, new manifestations of eutrophication have
emerged [1,32,33]. In order to improve operational control of algal blooms and manage-
ment applications, models are often integrated into warning systems to predict short-term
phytoplankton blooms [34]. For example, the EcoTaihu model has been integrated into
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a Windows software platform to predict algal blooms in Lake Taihu [35]. Elliott [36] used
PROTECH model to study the effect of an increase in water temperature and phosphorus
loading on phytoplankton in Lake Windermere.

High phosphorus release from lake sediments is frequently reported as an impor-
tant mechanism delaying lake recovery after external loading of phosphorus has been
reduced [37–39]. A study of 78 stormwater ponds revealed that more than one-third of the
sampled ponds may experience internal loading of phosphorus although these ponds are
shallow and had short periods of anoxic condition [40]. A long-term survey of 35 lakes
in Europe and North America concluded that internal release of phosphorus typically
continues for 10–15 years after the external loading reduction [41] but in some lakes, the
internal release may last longer than 20 years [38]. In shallow lakes, it is common to observe
the negligible change in phosphorus concentrations in lake water even after external load
diversion [42]. For example, Lake Trummen in Sweden remained hypereutrophic even
after 11 years of sewage (primary source of external loading) diversion. Eventually, inter-
nal phosphorus loading was reduced dramatically by removing 1 m of high phosphorus
sediment [42].

Since internal loading adds uncertainty to lake restoration processes, a reliable lake
water quality tool which (a) focuses on the internal nutrient dynamics, (b) considers all
physical processes (ice cover, sediment heat transfer, etc.), (c) can be applied to different
types of lakes, and (d) is capable of multiple year simulation, is necessary and very useful.
A simple, one-dimensional lake water quality model, which can predict chlorophyll-a,
phosphorus, DO in various types of lakes (shallow to deep, small to large surface area, and
oligotrophic to eutrophic) for short-term and long-term simulations, is needed for lake
management and restoration purpose. Since MINLAKE2012 was capable of simulating
water temperature and DO in all lake types with good performance [25], it was selected for
further enhancement. The more general daily lake water quality model MINLAKE2020 was
developed by including phytoplankton, zooplankton, nutrients, and BOD sub-models into
the existing temperature and DO model of MINLAKE2012. To verify the performance of
the model, it was applied to six Minnesota lakes having varying depths and trophic status
and having 15–70 days of profile data for model calibration/validation over different time
spans (2–20 years). The objective of this study was to use MINLAKE2020 to understand
the internal nutrient dynamics and explore the interaction/connection among nutrients,
phytoplankton dynamics, and stratification/mixing dynamics in lakes. Thus, the inflow
sub model developed for MINLAKE2020 was disabled to provide a better understanding
of the nutrient dynamics within the lakes.

2. Materials and Methods

Sections 2.1–2.6 provide descriptions and governing equations for MINLAKE2020
to simulate unsteady phytoplankton (quantified using chlorophyll-a concentration), zoo-
plankton, and nutrients for both the open water season and the ice cover periods. Since
this study focuses on the nutrients/phytoplankton internal dynamics/cycles, Figures 1–7
for water quality variables modelled by MINLAKE2020 do not include inflow and outflow
as a part of mass balance processes.
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Figure 1. Schematic diagram of phytoplankton (Chlorophyll-a) cycle modeled by MINLAKE2020.
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Figure 2. Schematic diagram of zooplankton cycle modeled by MINLAKE2020.

 𝜕𝑃𝜕𝑡 − 1𝐴 𝜕𝜕𝑧 𝐴𝐾 𝜕𝑃𝜕𝑧
+𝑌 𝐺 𝑓(𝑇) 𝑓(𝐿): 𝑃𝐾 + 𝑃 : 𝑁𝐾 + 𝑁 𝐶ℎ𝑙𝑎

− 𝑌 𝐾 𝜃 𝐵𝑂𝐷 − 𝑌 ∑ 𝐾 𝜃 𝐶ℎ𝑙𝑎  −  = 0
θ −

y

Figure 3. Schematic diagram of phosphorus cycle modeled by MINLAKE2020.
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Figure 4. Schematic diagram of ammonia cycle modeled by MINLAKE2020.
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Figure 5. Schematic diagram of nitrate-nitrite cycle modeled by MINLAKE2020.
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Figure 6. Schematic diagram of BOD cycle modeled by MINLAKE2020.
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Figure 7. Schematic diagram of DO cycle modeled by MINLAKE2020.

2.1. MINLAKE Overview

MINLAKE models use the basic one-dimensional advection-diffusion equation to
simulate the dynamic variations of state variables in horizontal layers of a lake.

A
∂C

∂t
+ v

∂(A × C)

∂z
=

∂

∂z

(
Kz A

∂C

∂z

)
± sources/sinks (1)

where C is the concentration of a state variable, v is the vertical settling velocity of the
particulate form of some of the state variables (v = 0 for dissolved); z is the vertical
coordinate measured positively downward; Kz is the vertical turbulent diffusion coefficient;
and A horizontal area of the control volume. The one-dimensional vertical advection-
diffusion equation is solved using a series of layers characterized by depth from the water
surface, thickness, layer volume, and horizontal areas. The MINLAKE model developed
by Riley and Stefan [43] (called MINLAKE88 in this paper) was capable of simulating
water temperature and DO profiles with three levels of complexity for phytoplankton.
The first and simplest form is a single algal group model with productivity distributed in
the mixed layer [43]. The second level of complexity has the algal growth term unique
to each layer using Michaelis-Menten equation for a single algal group. The level three
considers up to three groups of algae, phosphorus, nitrogen, BOD for lakes during the
open water season. MINLAKE88 is not widely used because of its inability to perform
multiple-year simulations. Due to a lack of available data, the nutrient model could not
be developed further. Gu and Stefan [21] included an ice-cover period simulation in
MINLAKE88 to model snow thickness, ice cover thickness, and water temperature but
no other state variables. In 1991, Hondzo and Stefan introduced a more general water
temperature simulation model for MINLAKE which can be applied to a wide variety
of lakes and regions [44]. An important modification of MINLAKE was accomplished
in 1994 when Fang [45] developed the regional dissolved oxygen model and combined
it with MINLAKE to study the impact of global climate warming on lake water quality
and fish habitat in Minnesota lakes. The regional lake model was developed to model
different types (categorizing by stratification strength and eutrophication) of lakes by
maximum depths (shallow, medium-depth, and deep), surface area (small, medium area,
and large), and trophic status (eutrophic, mesotrophic, and oligotrophic). The regional
DO model is a simplified version of the DO model that did not simulate daily nutrients
and Chla concentrations but used the annual mean Chlorophyll-a concentration with
seasonal variation patterns [22] to specify daily Chla for DO simulation. Separate sub-
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models for winter conditions were developed and integrated with MINLAKE96 to simulate
water temperature and DO year-round over many years as long as daily weather data
are available [46]. The MINLAKE96 model was further modified and refined as it was
used in a study in 2010, to simulate water quality conditions in cisco lakes, which are
typically deep mesotrophic or oligotrophic lakes [47]. The MINLAKE96 model was further
modified by West-Mack to simulate phosphorus, nitrogen, and chlorophyll-a simulation
in 1998 [23,48] and the updated model is called MINLAKE98 here. The mass balance
equations for chlorophyll-a, phosphorus, nitrogen, and DO were modified from those
of MINLAKE88. The model was tested on three lakes and produced satisfactory results
but due to lack of observed data and inability of the model to run for multiple years, the
nutrient model was not further developed. The source code of MINLAKE98 was also lost
and no longer available for further improvement.

MINLAKE96 was further modified in 2018 to calculate the hourly water temperature
and DO using hourly weather conditions [24,49]. MINLAKE2012 is the most recent version
of the daily MINLAKE model and can simulate year-round water temperature and DO in
various lakes of different regions, using an Excel spreadsheet as the user interface. For all
MINLAKE model variants, water temperature is simulated first by solving the following
heat transport equation.

∂Tw

∂t
=

1
A

∂

∂z

(
Kz A

∂Tw

∂z

)
+

Hw

ρCP
(2)

where Tw (z, t) is the water temperature in ◦C, which is a function of depth (z in m) and
time (t in d); A(z) (m2) is the horizontal area for each layer of water as a function of the
depth; Kz (m2/day) is the vertical turbulent heat diffusion coefficient which is a function
of depth and time; ρCp (J/m3-◦C) represents the heat capacity of water per unit volume;
Hw (J/m3-day) is the heat source and/or sink term per unit volume of water. Determination
of the turbulent diffusion coefficient is discussed in detail by Fang [45]. In the regional daily
MINLAKE model, the vertical heat diffusion coefficient Kz for epilimnion and hypolimnion
is calculated using the following equation:

Kz = 8.17 × 10−4 × AS
0.56

(N2)0.43 (3)

where Kz is the vertical diffusion coefficient in cm2/s (1 cm2/s = 8.64 m2/day = 0.36 m2/h),
As is the surface area of the lake (km2) and N2 is the Brunt-Vaisala stability frequency of
the stratification (s−2). In the epilimnion, N2 was set at a minimum value of 0.000075 [42].
Equations (1) and (2) are solved numerically using an implicit finite difference scheme and
a Gaussian elimination method with time steps of one day.

2.2. Phytoplankton Simulation

In MINLAKE2020, the chlorophyll-a model was modified to overcome many of the
limitations of previous MINLAKE models. The model can simulate up to three algal
groups (diatoms, green algae, and blue-green algae) and the shift from diatoms early
in the season to green and then blue-green algae during the summer. The algal groups
are distinguished by different rates of photosynthesis, respiration, settling, zooplankton
grazing, and different nutrient requirements. A schematic diagram of the phytoplankton
cycle applicable to all algal groups is presented in Figure 1.

Phytoplankton growth depends on the maximum growth rate of the algae (Gmax),
half-saturation coefficients for nutrients, water temperature, solar irradiance, external
nutrient concentrations, and the current Chla concentration. The maximum growth rate
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of algae varies for different classes of algae. The algal growth limitation by nutrients is
modeled using a Michaelis-Menten equation [50]:

f (S) =
S

KS + S
(4)

where f (S) is dimensionless, S is the concentration of the nutrient (P, N, or Si) in water
(mg/L), and KS is the half-saturation constant for the nutrient (mg/L). Algal growth
dependence on water temperature is modeled by equations given by Lehman et al. [51]:

f (T) = exp

(
−2.3

(
T − Topt

Topt − Tmin

)2
)

for T < Topt (5)

f (T) = exp

(
−2.3

(
T − Topt

Tmax − Topt

)2
)

for T ≥ Topt (6)

T is the water temperature (◦C). The maximum growth occurs at an optimal temper-
ature, Topt (◦C), and the growth rate decreases both above and below Topt. Tmin (◦C) is
a low temperature at which phytoplankton growth is reduced to 90% from the optimum.
Tmax (◦C) is the high temperature at which growth is reduced by 90%. Phytoplankton
growth is usually limited by available light, which is a function of the depth and the light
attenuation coefficients due to water (Kw) and algae (Kc). The Haldane equation [52] is
used in MINLAKE2020 to calculate the light limitation for algal growth, which was also
used in MINLAKE88, MINLAKE98, and the regional DO model:

f (L) =
I(z)

(
1 + 2

√
K1
K2

)

I(z) + K1 +
I(z)2

K2

(7)

I(z) =
27.25
TD

RAD × exp[−(Kw + KcChla)z] (8)

where f (L) is the light limitation coefficient (dimensionless), I(z) is the photosynthetically
active radiation (PAR) as a function of depth, TD is the photoperiod (h) as a function
of Julian day, RAD is daily solar radiation, and K1 and K2 are the light limitation and
inhibition coefficients [53], respectively. The units for I(z), K1, and K2 are in µE/m2/s. In
MINLAKE88 and MINLAKE98, light limitation and inhibition coefficients were specified
by the user. In MINLAKE2020, light limitation and inhibition coefficients are calculated
using the same equations as in the regional DO model [23].

Phytoplankton populations are removed from a water column by four processes:
respiration, mortality, settling, and zooplankton grazing (Figure 1). Each phytoplankton
population is assigned a fixed or calibrated respiration rate, mortality rate, and settling
rate. Respiration affects the available phosphorus and DO immediately whereas mortality
contributes with a time lag through detrital decay. In MINLAKE2020, a single class
of zooplankton is simulated. To simulate the Chla lost by grazing of zooplankton, the
zooplankton population (ZP(t), #/m3) is simulated in a separate subroutine on daily basis.
Grazing is assumed to take place in the evening when zooplankton rises to the upper
layers and is dependent on the temperature and Chla concentration. The Michaelis-Menten
equation is used to simulate the effect of Chla concentration on grazing. It is assumed that
no grazing occurs below a threshold Chla concentration (Chlamin in Equation (9)):
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where Chla is the chlorophyll-a concentration (mg/L), vc is the phytoplankton settling
velocity (m/d), Km, Kr, θm, and θr are mortality and respiration rates (d−1) and cor-
responding temperature adjustment coefficients (dimensionless), respectively. Gmax is
the maximum growth rate of phytoplankton (d−1), GRmax is maximum grazing rate
(mg Chla/individual zooplankton per d), Chlamin is minimum chlorophyll concentration
for grazing to occur (mg/L), Kgchla is half-saturation constant for grazing (mg/L), KP and
KN are the half-saturation constants for phosphorus and nitrogen (mg/L), respectively; P
and N are the available concentration of phosphorus and nitrogen (mg/L), respectively; ZP
is the zooplankton density (#/m3), ∆Tg (<1 d) is time that zooplankton spends in a layer
during the night to graze (d), V(IZ)/V(I) is the day depth (layer IZ) and the layer I volume
ratio, and CF is the unit conversion from L to m3 (=0.001).

Zooplankton grazing is only simulated to represent the dynamics of algae. Zooplank-
ton grazing rates vary with different classes of algae. For example, zooplankton is more
likely to feed on green algae than blue-green algae [23].

GRAZE(k, I) ∝ ∆Tg(I) = (1 − TD

24
)(

∑
3
k=1 Chla(k, I)

∑
IZ
I=1 ∑

3
k=1 Chla(k, I)

) (10)

where ∆Tg(I) is the time of grazing for layer I (d), TD is the photoperiod (h) from sunrise to
sunset, Chla(k, I) is the chlorophyll-a concentration of phytoplankton group k in layer I, and
IZ is the day-depth layer, where DO ≥ 0.5 mg/L. Zooplankton grazing of phytoplankton
(Chla) occurs during nocturnal migration at the day depth. The nocturnal grazing rate is
calculated for each layer (I = 1, . . . , IZ) between the day depth and the surface using the
volume day depth/layer ratio Vr = V(IZ)/V(I) [43].

2.3. Zooplankton Simulation

MINLAKE2020 includes a zooplankton model to simulate (1) Chla lost by zooplankton
grazing and (2) DO consumed by zooplankton respiration. A single class of zooplankton
is simulated in the lake environment each day. During the day, zooplankton retreats to
deeper water seeking refuge from visual predators. They begin to rise to the surface at
dusk while grazing and return to deeper layers at dawn (Figure 2). Zooplankton activity of
these two periods is treated separately in the model.

Zooplankton is assumed to have a constant reproduction rate and a time-varying
predation rate for determining the zooplankton population ZP(t) as a function of time
(t, day). The day depth, light level at the day depth, and predation on zooplankton are
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calculated as the first step in zooplankton simulation. The day depth of zooplankton is
identified as the deepest layer in which the DO concentration is greater than 0.5 mg/L
and therefore changes with time depending on DO vertical depth distribution. Below the
day depth, the grazing is zero. In MINLAKE2020, dual effects of seasonal predation and
light limitation are included to simulate biomanipulation techniques related to methods
of increasing the zooplankton population [54]. The dominant zooplankton predators are
assumed to be visual predators and zooplankton predation only occurs in the daytime.
The light limitation assumes a linear variation of predation between two light levels [55].

PDd = Pd
XI − XImin

XImax − XImin
where 0 ≤ XI − XImin

XImax − XImin
≤ 1 (11)

where PDd is the daytime predation rate (d−1) and Pd is the daily predation rate (d−1)
calculated using Equation (12). XI is the light intensity at the day depth (µE/m2/s), XImin

is the light intensity at which no predation occurs (µE/m2/s) and XImax is light intensity
above which predation is not light inhibited (µE/m2/s). When the light intensity XI is less
than XImin or larger than XImax, the ratio in Equation (11) is reset to zero or one, respectively.

Both daytime and nocturnal predation are calculated in MINLAKE2020. Daytime
predation combines light limitation with a time-varying maximum predation rate. A linear
function is used to calculate the time-varying daytime predation rate Pd given in Equation
(12) when Julian day DY is between DYmin and DYmax.

Pd = Pmin + (Pmax − Pmin)

(
DY − DYmin

DYmax − DYmin

)
where 0 ≤ DY − DYmin

DYmax − DYmin
≤ 1 (12)

where Pmin and Pmax are minimum and maximum predation rates (d−1), respectively. DYmin

is Julian day of the last day of minimum predation rate and DYmax is Julian day of the
beginning of maximum predation rate: Pd = Pmin when DY < DYmin and Pd = Pmax when
DY > DYmax. For example, for Elmo Lake, West and Stefan [23] set Pmin, Pmax, DYmin, and
DYmax as 0.05 d−1, 0.7 d−1, 110 (20 April), and 140 (20 May); it means Pmin occur on and
before 20 April and Pmax occur on and after 20 May.

Zooplankton density in the daytime is determined using Equation (13) including
first-order reproduction and daytime predation:

ZP(t) = ZP(t − 1) + ZP(t − 1)× Repro − PDd(ZP(t − 1)− ZPmin)
TD

24
(13)

where Repro is the reproduction rate (dimensionless) and ZP(t − 1) is the zooplankton
density in the previous day.

Nocturnal predation occurs during nocturnal migration at the day depth. The noctur-
nal predation rate is calculated for each layer between the day depth and the surface.

PD(t, I) = PDn

(
ZP(t)

V(IZ)

V(I)
− ZPmin

)
∆Tg(I) (14)

where PD(t, I) is the nocturnal predation rate in layer I during migration (#/m3) and
PDn is the nocturnal predation rate (d−1) as a constant input parameter. ZP(t) is the
zooplankton population in the day depth layer calculated using Equation (13), and ZPmin

is the minimum concentration of zooplankton for predation to occur (#/m3). V(IZ) and
V(I) are the volumes of the day depth layer and layer I (m3), respectively. ∆Tg(I) is the time
that zooplankton spent in layer I during the night (d). The daytime ZP(t) minus PD(t, I)
gives the zooplankton population for the next day.

The second part of zooplankton simulation is the simulation of phytoplankton grazing
by zooplankton which begins with a vertical rise in the evening. Temperature and Chla
concentration affect grazing in the water layer (see Equation (9)). A Michaelis-Menten ratio
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is used to express the effect of Chla concentration on grazing with a refugium effect for no
grazing below a threshold Chla concentration (Chlamin in Equation (9)).

2.4. Phosphorus Simulation

In most cases, phosphorus is known to be the primary nutrient controlling the trophic
state of lakes in the Upper Midwest USA and Canada [56]. Phytoplankton can only
use the soluble reactive phosphorus (SRP) which is composed of orthophosphate and
polyphosphate ions. The model only simulates the readily accessible phosphorus and
indirectly models organic phosphorus as detritus. Phytoplankton growth removes SRP
from the water. Respiration releases phosphorus into the water column. Mortality does
not directly release phosphorus to the water column but contributes to the detrital mass
(BOD); phosphorus is released from the detrital mass through decay. Though diffusion
of phosphorus occurs between layers, phosphorus is also transported indirectly between
layers by phytoplankton and detritus settling. Figure 3 graphically represents/summarizes
the SRP fate and transport modeled by MINLAKE2020.

Phosphorus, accumulated from the detrital biomass, sediment release (zero-order
kinetics), and respiration, are used by the phytoplankton, in the presence of sunlight, for
growth. Algae need both nitrogen and phosphorus for growth. However, phosphorus is
particularly important for algal growth as it is usually in short supply compared to other
nutrients. If it is assumed that nitrogen is in abundant supply, phosphorus becomes the
only limiting nutrient for algal growth (green and blue-green algae), which is modeled in
the application of MINLAKE2020. Uptake depends on the maximum growth rate, light
limitation, nutrient limitation, Chla concentration at that time, and the yield ratio of P to
Chla as shown in Equation (15).

The differential equation representing SRP fate and transport in a layer is given as
Equation (15): 𝜕𝑃𝜕𝑡 − 1𝐴 𝜕𝜕𝑧 𝐴𝐾 𝜕𝑃𝜕𝑧  

+𝑌 𝐺 𝑓(𝑇) 𝑓(𝐿): 𝑃𝐾 + 𝑃 : 𝑁𝐾 + 𝑁 𝐶ℎ𝑙𝑎 

 − 𝑌 𝐾 𝜃 𝐵𝑂𝐷 − 𝑌 ∑ 𝐾 𝜃 𝐶ℎ𝑙𝑎  −  = 0    

θ −

detrital decay respiration sediment release 

diffusion 

growth of phytoplankton 

(15)

where KBOD and θr are decay rate (d−1) and corresponding temperature adjustment coeffi-
cient, respectively; SP is the rate of phosphorus released at the water-sediment interface
(g P/m2/d) at anoxic condition and it is calibrated against available phosphorus/Chla/DO
profiles, YPChla is mass yield ratio of phosphorus to chlorophyll, and YPBOD is mass yield
ratio of phosphorus to BOD.

A phosphorus/chlorophyll yield coefficient (YPChla) is used to determine the amount
of phosphorus consumed during photosynthesis as well as the amount of phosphorus
released during algal respiration. In MINLAKE98, the value of YPChla was derived from
the mass yield coefficient of phosphorus to BOD divided by the mass yield coefficient of
chlorophyll to BOD [23]. This value is 1.1 mg P/mg Chla for YPChla, which was assumed to
be constant in MINLAKE98, and is close to that presented by Thomann and Mueller [57] of
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1.0 µg P/µg Chla. In MINLAKE2020, YPchla is set to 1.1 mg P/mg Chla for all simulated
lakes. However, the phytoplankton biomass does not depend on phosphorus solely, it also
depends on the nitrogen concentration.

There are three source terms for phosphorus: detrital decay (death of phytoplankton),
sediment release, and phytoplankton respiration. For many lakes which have a history
of progressive eutrophication, the lake sediments have now become the primary source
of phosphorus to the water. If the sediment-water interface is anoxic, phosphate ions go
to the water at an increased rate, depending upon the concentration difference between
porewaters and the overlying water [58]. MINLAKE2020 simulates SRP release back to
water when the DO concentration becomes zero.

The daily zero-order internal phosphorus release (same as Equation (15)) was included
in MINLAKE88 [20] and MINLAKE98 [46] before. CE-QUAL-W2 [59] includes the zero-
order and first-order phosphorus release from sediment. EFDC model [60] has a governing
equation for total phosphate including a sediment-water exchange flux of phosphate
(g P/m2/d) for the control volume at the bottom. ELCOM-CAEDYM [29] simulates
phosphorus release from sediment as a function of temperature, DO and pH. There are
some empirical models that quantified long-term internal phosphorus release for the whole
lake (not for mass balance equation for a water layer or control volume), for example,
Nurnberg [61] determined the internal phosphorus release per year after analyzing the
data from various lakes. Stigebrandt et al. [62] and Stigebrandt and Andersson [63]
developed a two-layer DIP (dissolved inorganic phosphorus) model including two mass
balance equations for the Baltic proper and having a time step of one year. Stigebrandt and
Andersson [63] used 47 years (1968–2014) of observational data to derive the phosphorus
flux from anoxic bottoms, which is about 1.22 tons P/km2/year (or 1.22 g P/m2/year)
for the Baltic proper. Stigebrandt et al. [62] used a load-response model to explain the
evolution of TP in the surface (0–60m) and bottom layers (60 m to bottom) from 1980 to
2005 and suggested that the average specific DIP flux from anoxic bottoms in the Baltic
proper is about 2.3 g P/m2/year. If the average anoxic period of the Baltic proper is
100–150 days per year, then the phosphorus flux would be 0.01–0.02 g P/m2/d.

2.5. Nitrogen Simulation

When phosphorus is in excess (e.g., P >> Kp), nitrogen can become the limiting nutrient
for algae growth, which is not a usual scenario in many lakes. Nitrogen is available in
two forms (ammonium NH4, and nitrite plus nitrate, represented as NO2-3 in this paper).
MINLAKE2020 models both ammonia and NO2-3 separately. Schematic diagrams of the
NH4 and NO2-3 sub models are given in Figures 4 and 5, respectively. Nitrogen N in
Equations (9), (15), and (19) is the sum of NH4 and NO2-3 concentrations (in mg N/L).

Diffusion of ammonia and NO2-3 occurs between layers. Nitrification is the biological
oxidation process (assuming DO) of ammonia to nitrite followed by the faster oxidation
of the nitrite to nitrate so that nitrite and nitrate are often modeled as one variable. The
uptake of ammonia and nitrate due to phytoplankton growth is calculated as a zero-order
sink term with a preference in the uptake of ammonium over the uptake of nitrate. It
directly links to the growth of phytoplankton. Respiration of phytoplankton releases
ammonia (Equation (16)) but not nitrate. Mortality of phytoplankton does not directly
release ammonia or nitrate to the water but contributes to the detrital mass (BOD), and
then ammonia is released through the decay of the detrital mass, as shown in Equation
(16). Therefore, ammonia is also transported indirectly between layers by phytoplankton
(Equation (9)) and detritus settling (Equation (18)). Ammonia and nitrite releases from the
sediment are also modeled when DO is low (depending on the DO concentration of the
overlying water). The model does not consider the atmospheric deposition of ammonia or
NO2-3 and denitrification (the reduction of nitrate to nitrogen gas, N2).
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𝜕𝑁𝐻𝜕𝑡 − 1𝐴 𝜕𝜕𝑧 𝐴𝐾 𝜕𝑁𝐻𝜕𝑧 + 𝐾 𝜃 (𝑁𝐻 ) + 𝐺 𝑓(𝑇) 𝑓(𝐿): 𝑃𝐾 + 𝑃 : 𝑁𝐾 + 𝑁
× 𝑁𝐻𝐾 ( ) + 𝑁𝐻 𝑁𝐻 + 𝑁𝑂𝐾 ( ) + 𝑁𝐻 + 𝑁𝑂 𝑌 𝐶ℎ𝑙𝑎 

−𝑌 ∑ 𝐾𝑟𝜃𝑟𝑇−20𝐶ℎ𝑙𝑎 − 𝑌𝑁𝐻𝐵𝑂𝐷𝐾𝐵𝑂𝐷𝜃𝐵𝑂𝐷𝑇−20𝐵𝑂𝐷3𝑛=1 − 𝑆𝑁𝐻𝐴 𝜕𝐴𝜕𝑧 𝜃𝑁𝐻𝑇−20 = 0

𝜕𝑁𝑂𝜕𝑡 − 1𝐴 𝜕𝜕𝑧 𝐴𝐾 𝜕𝑁𝑂𝜕𝑧 − 𝐾 𝜃 (𝑁𝐻 )
+ 𝐺 𝑓(𝑇) 𝑓(𝐿): 𝑃𝐾 + 𝑃 : 𝑁𝐾 + 𝑁

× 1 − 𝑁𝐻𝐾 ( ) + 𝑁𝐻 𝑁𝐻 + 𝑁𝑂𝐾 ( ) + 𝑁𝐻 + 𝑁𝑂 𝑌 𝐶ℎ𝑙𝑎
− 𝜃 = 0

θ −

θ θ

detrital decay 

diffusion nitrification 
growth 

growth (contd.) 

respiration sediment release 

(16)

𝜕𝑁𝐻𝜕𝑡 − 1𝐴 𝜕𝜕𝑧 𝐴𝐾 𝜕𝑁𝐻𝜕𝑧 + 𝐾 𝜃 (𝑁𝐻 ) + 𝐺 𝑓(𝑇) 𝑓(𝐿): 𝑃𝐾 + 𝑃 : 𝑁𝐾 + 𝑁
× 𝑁𝐻𝐾 ( ) + 𝑁𝐻 𝑁𝐻 + 𝑁𝑂𝐾 ( ) + 𝑁𝐻 + 𝑁𝑂 𝑌 𝐶ℎ𝑙𝑎

−𝑌 ∑ 𝐾𝑟𝜃𝑟𝑇−20𝐶ℎ𝑙𝑎 − 𝑌𝑁𝐻𝐵𝑂𝐷𝐾𝐵𝑂𝐷𝜃𝐵𝑂𝐷𝑇−20𝐵𝑂𝐷3𝑛=1 − 𝑆𝑁𝐻𝐴 𝜕𝐴𝜕𝑧 𝜃𝑁𝐻𝑇−20 = 0

𝜕𝑁𝑂𝜕𝑡 − 1𝐴 𝜕𝜕𝑧 𝐴𝐾 𝜕𝑁𝑂𝜕𝑧 − 𝐾 𝜃 (𝑁𝐻 ) 

+ 𝐺 𝑓(𝑇) 𝑓(𝐿): 𝑃𝐾 + 𝑃 : 𝑁𝐾 + 𝑁
× 1 − 𝑁𝐻𝐾 ( ) + 𝑁𝐻 𝑁𝐻 + 𝑁𝑂𝐾 ( ) + 𝑁𝐻 + 𝑁𝑂 𝑌 𝐶ℎ𝑙𝑎 

− 𝜃 = 0 

θ −

θ θ

sediment release 

diffusion nitrification 

growth 

growth (contd.) 

(17)

Equations (16) and (17) provide the governing equations to model NH4 and NO2-3 in
each water layer. KNI and θNI are the first-order nitrification rate (d−1) and the temperature
adjustment coefficient, respectively; KNH(n) and KTN(n) are the half-saturation constants
for preferential uptake of ammonia over nitrate and nitrogen uptake for each algae class,
respectively; SNH, SNO, θNH, and θNO are ammonia and nitrite release rates from sediment
(g N/m2/d) and corresponding temperature adjustment coefficients, respectively; YNHBOD,
YNHChla, and YNOChla are the mass yield ratios of ammonia to BOD, ammonia to chlorophyll,
and nitrate to chlorophyll, respectively; and KBOD and θBOD are the first-order BOD or
detritus decay rate (d−1) and the temperature adjustment coefficient, respectively.

In MINLAKE2020 phytoplankton growth is simulated by external nutrient limitation
and the model does not allow for nitrogen fixation (storage of excess nitrogen for later use)
as MINLAKE88 did [49]. MINLAKE2020 simulates the release of ammonia from dead algae
indirectly through detrital decay. In the normal range of ammonia concentration, when
KNH(n) is small, the Michaelis-Menten ratio for ammonia in Equation (16) will be close to
1.0, and in Equation (17) one minus the Michaelis-Menten ratio will be small; therefore, it
has preferential uptake of ammonia over nitrate.
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2.6. BOD Simulation

BOD is an important parameter in the DO, phosphorus, and nitrogen cycles. The
microbial decay or decomposition of organic matter, which is detritus from the mortality
of phytoplankton in MINLAKE2020, consumes oxygen, and therefore, the amount of
organic matter is represented as BOD, an oxygen equivalent. However, DO directly affects
biological decay processes and phosphorus release under anoxic conditions. In the regional
DO model [22], a constant rate for BOD was used for each simulation lake depending
on the lake’s trophic state. For the year-round lake water quality model [46], different
constant rates of BOD for the open water seasons and winter ice cover periods were used
over multiple years. However, BOD is an important parameter for nutrient cycles and DO
cycle and is affected by mortality, organic decay, diffusion, and advection (Figure 6) and
simulated separately in MINLAKE2020.

The differential equation representing BOD in a layer is given as Equation (18):𝜕𝐵𝑂𝐷𝜕𝑡 − 1𝐴 𝜕𝜕𝑧 𝐴𝐾 𝐵𝑂𝐷𝑧 + 𝑣𝐴 𝜕(𝐴 × 𝐵𝑂𝐷)𝜕𝑧  

− ∑ 𝐾 𝜃 𝐶ℎ𝑙𝑎 + 𝐾 𝜃 𝐵𝑂𝐷 = 0
diffusion advection 

phytoplankton mortality detrital decay 

(18)

where vB and YCHBOD represent detritus settling velocity (m/d) and the mass yield ra-
tio of Chla to BOD, respectively. In the model, BOD is increased from two sources
(Figure 6). First, detritus travels to adjacent layers via diffusion. Secondly, the mor-
tality of the phytoplankton adds to the detritus concentration. BOD has two sink terms
(Figure 6): advection (settling in the vertical direction) and organic decay. Detritus falls
from the concerning layers and goes to another layer or the sediment. The microbial
decay of organic matter is a function of the detrital mass expressed in oxygen equivalents
(BOD). The mortality of cells and a fraction of the grazed phytoplankton are converted
from Chla concentrations to oxygen equivalents using the constant carbon/Chla ratio and
stoichiometric relationships. The result is a one-to-one correspondence between detrital
decay and the utilization of oxygen. This cycle is very important for nutrient calculation as
it directly adds to the nutrient load through detrital decay.

2.7. DO Simulation

DO is one of the vital parameters of lake water quality simulation. Aquatic organisms
and fish depend on the availability of DO in the waterbody [64]. A schematic diagram
of the processes contributing to the DO concentration is given in Figure 7. It shows that
DO is added to a water layer through diffusion and photosynthesis; and is removed by
respiration of algae and zooplankton, detrital decay (BOD), sediment oxygen demand
(SOD), and nitrification. The surface reaeration can add or remove DO depending on
whether surface DO is less or greater than saturated DO (a function of surface temperature
and lake elevation). Phytoplankton (modeled as Chla) growth can add DO to the water
layer through photosynthesis to the point where water could be supersaturated with DO in
some cases. These dynamic processes can happen over time scales of less than one day (the
time step of the MINLAKE2020 simulation). Therefore, the model outputs DO profiles as
an integration of different physical (e.g., mixing), chemical, and biological processes over
the day. DO removal from the water layer through phytoplankton respiration is simulated
to occur at a constant rate throughout the day while photosynthesis occurs only during the
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hours with solar radiation. In MINLAKE2020, the adjustments for low DO levels on SOD,
BOD, and algal respiration follow Edwards and Owens’s [65] formula. SOD is calculated
for each layer, and it is treated as a sink term in the one-dimensional (vertical) transport
equation [22,57]. Oxygen uptake of the sediment depends on the area and composition of
bottom materials in contact with the water [22,66].

The differential equation representing DO dynamics in a layer is given as Equation (19):

(19):                 𝜕𝐷𝑂𝜕𝑡 − 1𝐴 𝜕𝜕𝑧 𝐴𝐾 𝜕𝐷𝑂𝜕𝑧 + 𝐾 𝜃 𝐵𝑂𝐷 + 𝑆𝐴 𝜕𝐴𝜕𝑧 𝜃  

 

 

 + 1𝑌 {𝐾 𝜃 − 𝐺 𝑓(𝑇) 𝑓(𝐿): 𝑃𝐾 + 𝑃 : 𝑁𝐾 + 𝑁 : 𝑆𝑖𝐾 + 𝑆𝑖 }𝐶ℎ𝑙𝑎 

 

 

 + 𝐾 𝜃 𝑁𝐻 − 𝑘 (𝐷𝑂 − 𝐷𝑂)𝐴(1)/𝑉(1) + 𝐾 𝜃 𝑍𝑃 .   =0  

 

 

θ −

θ

diffusion BOD sediment oxygen demand 

respiration and photosynthesis 

nitrification reaeration (surface only) zooplankton respiration 

(19)

where Kzr and θzr are the zooplankton respiration rate (d−1) and the temperature ad-
justment coefficient, respectively; KNH(n) and KTN(n) are the half-saturation constant for
preferential uptake of ammonia over nitrate and for nitrogen uptake for each algae class,
respectively; Sb and θSOD are sediment oxygen demand of sediment (g O/m2/d) and
corresponding temperature adjustment coefficient, respectively; ke is the surface oxygen
transfer coefficient (m/d), A(1) and V(1) are horizontal area (m2) and lake volume (m3) for
the first or surface layer; YNHO2 and YCHO2 are the mass yield ratios of ammonia to oxygen
and chlorophyll to oxygen, respectively. Calibration of the sediment oxygen demand is
very important for simulating DO in the hypolimnion.

2.8. Interaction and Connection among Modeling Variables

This study is focused on the internal nutrient dynamics and its interaction/connection
to the phytoplankton, BOD and DO dynamics in the lakes; therefore, the inflow and
outflow sub-model was disabled. The MINLAKE2020 DO model is different from that
of MINLAKE2012, where daily Chla and BOD were specified as model input based on
lake trophic status. For MINLAKE2020, several modifications were made to simulate
phosphorus, nitrogen, Chla, and BOD concentrations and zooplankton activity in the DO
simulation. The photosynthetic oxygen production calculation was modified, and the
nitrification and zooplankton respiration were added to the DO model while the rest of
the terms were the same as in MINLAKE2012. In MINLAKE 2020, photosynthetic oxygen
production is dependent on the simulated daily Chla concentration rather than the data
driven Chla pattern and annual mean concentration used in MINLAKE2012.

The diffusion of DO occurs between the water layers in the metalimnion and hy-
polimnion. The spring and fall overturn periods for temperate lakes completely mix water
columns and make all modeling variables distributed uniformly along with the depth.
Since zooplankton usually spend the largest amount of their time in the day depth layer,
zooplankton respiration is simulated at the day depth only. BOD removes oxygen from
the water layer through the decay of detritus which is accumulated from phytoplankton
mortality and removed by settling (Figure 6). Nitrification removes oxygen from the water
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layer through the conversion of ammonia to nitrite then to nitrate. Nitrification is applied
to the DO model only if nitrogen is simulated.

From Figures 1–7 and from Equations (9)–(19), one can see the complex interactions
and connections among modeling variables. For example, when the settling velocity of
the phytoplankton group is increased, it reduces Chla concentration and in turn, affects
detritus (BOD) and phosphorus, but phosphorus goes back to affect phytoplankton growth.
Additionally, DO concentrations in different water layers connect/integrate changes in
water temperature, nutrients, and phytoplankton dynamics (Figure 1). The sediment
oxygen demand is an important factor for DO mass balance and results in the anoxic
condition in the hypolimnion that leads to phosphorus release from sediment. Therefore,
exploring/understanding the internal cycles/dynamics of nutrients/phytoplankton and
their interactions in different lakes helps us to gain insights of lake ecosystem and then
develop appropriate restoration strategies.

2.9. Model Coefficients and Parameters

MINLAKE2020 model was designed to simulate small lakes (As < 25 km2) provided
that the user specifies the input data and calibration parameters accordingly. Variation
in lake characteristics is reflected in model input data/parameters. Lake bathymetry
and weather data (depending on lake geographic location) need to be supplied to the
model. For many lakes in Minnesota, depth or elevation contour lines can be downloaded
from the Minnesota Department of Natural Resources (MN DNR) LakeFinder website
(https://www.dnr.state.mn.us/lakefind/index.html, accessed on 5 June 2019), from which
horizontal areas at different elevations/depths can be determined. The weather data in-
clude daily air temperature (◦F), dew point temperature (◦F), wind speed (mph), solar
radiation (Langley), sunshine percentage, and precipitation including rainfall (cm) and
snowfall (mm). To facilitate the comparison of DO simulation results, in MINLAKE2020,
the user can run the DO simulation in two ways: (1) using MINLAKE 2012 regional DO
model, i.e., nutrients and Chla are not simulated (called the RegDO model); (2) using MIN-
LAKE2020 (called the NCDO model). This model first simulates nutrients and Chla and
then DO [67]. Table 1 lists nutrient, Chla, and DO calibration parameters in MINLAKE2020
and includes descriptions and effects on specific model results.

Table 1. Nutrient, Chla, and DO calibration parameters for MINLAKE2020.

Parameters Unit Effect on Model Results Description of the Parameter

KBOD d−1 P, BOD, and DO profiles Detrital decay rate
Sb g/m2/d DO profiles SOD coefficient at 20 ◦C

EMCOE (2) DO profiles Multiplier for SOD below the euphotic zone
Kr

1 d−1 Chla, P, BOD, DO profiles Respiration rate of algae
Gmax

1 d−1 Chla, P, DO profiles Maximum growth rate of algae
Km

1 d−1 Chla and BOD profiles Non-predatory mortality rate of algae
KP

1 m/d Chla, P and DO profiles Half saturation coefficient for phosphorus
SP g/m2/d P and DO profiles Sediment phosphorus release rate
vc

1 m/d Chla and DO profiles Settling velocity of algae
vB m/d Chla and DO profiles Settling velocity of detritus

Topt
1 ◦C Chla, P and DO profiles Optimum temperature for growth of algae

Tmax
1 ◦C Chla, P and DO profiles Maximum temperature for growth of algae

Tmin
1 ◦C Chla, P and DO profiles Minimum temperature for growth of algae

ZP m−3 Chla and DO profiles Zooplankton population
ZPmin m−3 Chla and DO profiles Minimum zooplankton population for predation

Chlamin
1 mg Chla Chla and P profiles Minimum chlorophyll-a for grazing

Note: 1—these parameters are calibrated for each algal class in MINLAKE2020.

The number of algal classes and the light attenuation coefficient are important input pa-
rameters for the simulation. Moreover, the snow and ice model require various coefficients
(e.g., snow and ice density, specific heat, thermal conductivity, etc.) as input parameters,
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which has been well tested in the previous studies [68]. The temperature adjustment
coefficients for BOD, photosynthesis, respiration, and sediment oxygen demand were set to
1.047 [69], 1.066 [57], 1.047 [20], 1.065 [70], respectively. Mass ratios of Chla to oxygen, phos-
phorus to oxygen, and phosphorus to chlorophyll-a are 0.0083, 0.0091, and 1.1, respectively.
The inclusion of phytoplankton and zooplankton simulation in MINLAKE2020 calls for
many additional input parameters or model coefficients. Most of the zooplankton-related
coefficients were taken from West and Stefan’s study [23]. Zooplankton respiration rate
was set to 0.002 d−1 and the reproduction rate was 0.02 d−1. Minimum light intensity for
zooplankton predation, light intensity for maximum zooplankton predation, Julian day for
the end of low predation period, and Julian day for the beginning of maximum predation
were set to 0 µE (m2s)−1, 0.1 µE (m2s)−1, 110 (20 April), and 140 (20 May), respectively.
Minimum seasonal day time predation rate, maximum seasonal day time predation rate,
and overnight predation rate were set to 0.05 d−1, 0.7 d−1, and 0.03 d−1, respectively. For
any lake, these parameters were kept constant whereas some of the model parameters were
updated/calibrated based on the comparison of simulation results with observed data.
The first four parameters were used in the regional DO model, but the respiration rate Kr

was not calibrated (constant).

3. Lakes Simulated

In this study, six lakes (Table 2) were selected for the model calibration, the sensitivity
analysis of model parameters/coefficients, and understanding the interaction/connection
among seasonal variations of nutrients and chlorophyll-a: two shallow lakes (Pearl and
Carrie), two medium-depth lakes (Riley and Thrush), and two deep lakes (Carlos and
Elmo). The maximum depths range from 5.6 to 50.0 m. All six lakes are located in north-
eastern Minnesota since they have the necessary data for the study. The nearest weather
station to the lake was selected for providing weather data: St. Cloud Regional Airport
for Pearl, Carrie, and Carlos lakes; Duluth International Airport for Thrush and Riley
lakes; and Minneapolis/St. Paul International Airport for Elmo Lake. The geometry
ratio (GR = As

0.25/Hmax, As in m2, and Hmax in m being the surface area and the max-
imum depth of the lake) is a very important characteristic parameter of a lake that is
related to stratification, lake habitat, etc. [71]. The lake geometry ratio is between 0.75 and
7.53. The lower the geometry ratio, the stronger the lake stratification. Two medium-depth
(6 m < Hmax ≤ 20 m, [72]) and two deep lakes (Hmax > 20 m, [72]) selected for the study
are strongly stratified (geometry ratio less than 3), one medium-depth and one shallow
lake are weakly stratified (geometry ratio between 3 and 10). Based on observed Chla
concentration, Pearl, Carrie, and Riley lakes are eutrophic (mean Chla > 10 µg/L [73]),
Elmo and Carlos are mesotrophic lakes (mean Chla between 4 and 10 µg/L [73]), and
Thrush is an oligotrophic lake. The nutrient model was calibrated and validated based on
available measured water temperature, chlorophyll-a, phosphorus and DO profile data on
particular days, downloaded from the LakeFinder website.

Table 2. Characteristics of six study lakes in Minnesota.

Lake
Surface Area,

As, (km2)
Max. Depth

Hmax, (m)
Geometry

Ratio (m)0.5
Mean Chla

(µg/L)
Trophic
Status

Simulation
Years

Number of
Profile Days
(Data Points)

Pearl 3.05 5.55 7.53 16.91 Eutrophic 2010–2012 15 (134)
Carrie 0.37 7.90 3.12 6.71 Mesotrophic 2007–2010 36 (342)
Riley 1.19 14.9 2.22 24.00 Eutrophic 1985–1987 16 (148)
Thrush 0.048 14.63 1.01 1.71 Oligotrophic 2008–2015 18 (100)
Elmo 1.039 42.63 0.75 4.45 Mesotrophic 1989–2009 70 (864)
Carlos 10.54 50.00 1.15 3.84 Oligotrophic 2008–2015 54 (308)
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4. Result and Discussion

4.1. Model Calibration

For MINLAKE 2020 model application to the six study lakes, the temperature model
was calibrated first and then the nutrient model was calibrated. Temperature model calibra-
tion ensured that thermal and mixing dynamics were modeled accurately because water
temperature and mixing dynamics directly affect nutrients, Chla, and zooplankton pro-
cesses (Equations (9)–(19)). The wind sheltering coefficient and the multiplier for diffusion
coefficient in metalimnion are the main calibration parameters for temperature modeling.
Although MINLAKE2020 has an integrated nitrogen model, for this study, only phosphorus
was simulated since phosphorus is the limiting nutrient in these six lakes. Green algae
and blue-green algae were simulated separately and then combined to represent the total
chlorophyll-a concentration. The MINLAKE2020 development also included the inflow
and outflow subroutines from MINLAKE88, which were tested/verified to ensure they
function properly; however, the inflow/outflow function was not activated for the simula-
tion of the six study lakes (Table 2). Certain inflow and outflow were reported for Carrie,
Pearl, and Carlos Lake [74–76] whereas inflows in the other three lakes were minor, and
the inflow quality (nutrients and phytoplankton) data were scarce. These approximations
are appropriate since the study objective is to examine/understand the internal dynamics
and cycles of nutrients over multiple years in six lakes with different stratification and
trophic characteristics.

Figure 8 shows an example of the calibration results of water temperature and DO
time series at two depths (1 and 7 m) at Lake Carrie including measured data. During
2008–2010, Lake Carrie had measured water temperature and DO profile data for 36 days
or 342 data points in total. MINLAKE2020 simulated water temperature and DO with
a root mean square error of 1.75 ◦C and 1.95 mg/L, respectively. Corresponding regression
coefficients of measured versus simulated (R2) are 0.99 and 0.93, respectively. The statistical
results summarized in Table 3 show that for the six lakes, MINLAKE2020 model performed
better than MINLAKE2012, especially for DO simulations, when simulated profiles were
compared with observed profiles. The main reason for this improvement is the simulation
of Chla concentration on daily time step rather than using the specified pattern of observed
data. Table 3 shows the model performance improved significantly with the NCDO model
in Carlos and Thrush lakes. The average root-mean-square error (RMSE) of DO simulations
in six lakes from MINLAKE2020 decreased by 24.2%, and average Nash-Sutcliffe efficiency
(NSE) [77] also increased with respect to MINLAKE2012. Chlorophyll concentration affects
the solar radiation attenuation in the water column (Equation (8)) and then affects water
temperature simulation as shown in Table 3 even though the average RMSE, NSE, and R2

for temperature (regression coefficient of measured versus simulated) from the two models
are almost the same.

For Chla simulation of six lakes, RMSE ranges from 0.0006 to 0.0276 mg/L. Figure 9
shows an example comparison between simulated Chla of MINLAKE2020 (NCDO model)
and specified Chla from MINLAKE2012 (RegDO model) for Lake Elmo. From 1980
to 2018, there were 74 days in 10 years with measured temperature and DO profiles
(1506 data points) for model calibration but no profile data in 2007 and 2009. The average
chlorophyll concentration was 0.0075 mg/L in 74 days but 0.0036 mg/L over 10 days in
2008. Even though there were no profile data in 2009, we identified some Chla data in
2009 as shown in Figure 9. MINLAKE2012 uses the annual mean Chla concentration and
seasonal variation patterns [22] (depending on trophic status) to specify daily Chla for DO
simulation. Therefore, the RegDO model had higher Chla in 2007 and 2009 due to the lack
of available profile data in these two years whereas the NCDO model predicts the Chla
reasonably well in 2008 and 2009 when comparing with data.
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Figure 8. Time series of simulated (a) water temperature and (b) DO at two depths in Lake Carrie in 2008–2010.

Table 3. Statistical parameters for six lakes when simulated profiles were compared with observed.

Lake Name

NCDO Model (MINLAKE2020)

Water Temperature Dissolved Oxygen

RMSE a (◦C) NSE b R2 c RMSE (mg/L) NSE R2

Elmo Lake 0.98 0.98 0.99 2.02 0.70 0.92
Carlos Lake 1.66 0.83 0.97 2.39 0.61 0.90
Riley Lake 1.50 0.50 0.98 1.79 0.80 0.93

Thrush Lake 1.88 0.70 0.95 2.43 0.40 0.92
Carrie Lake 1.75 0.68 0.99 1.95 0.70 0.93
Pearl Lake 1.30 0.87 0.97 3.42 −0.12 0.87

Average ± STD d 1.51 ± 0.33 0.76 ± 0.17 0.97 ± 0.01 2.33 ± 0.59 0.52 ± 0.34 0.91 ± 0.02

Lake Name RegDO Model (MINLAKE2012)

Elmo Lake 1.03 0.98 0.99 1.89 0.70 0.92
Carlos Lake 1.52 0.85 0.98 4.15 −0.19 0.85
Riley Lake 1.55 0.5 0.98 2.61 0.55 0.91

Thrush Lake 2.01 0.69 0.95 2.91 0.1 0.92
Carrie Lake 1.76 0.64 0.99 1.98 0.69 0.94
Pearl Lake 1.04 0.97 0.98 3.30 0.01 0.89

Average ± STD 1.49 ± 0.39 0.77 ± 0.19 0.98 ± 0.02 3.08 ± 1.11 0.11 ± 0.69 0.90 ± 0.03

Note: a—RMSE stands for Root Mean Square Error between simulated and observed, b—NSE for Nash-Sutcliffe Efficiency [77], c—R2

stands for regression coefficient of measured versus simulated, d—STD for Standard Deviation.

Some lakes, such as Lake Elmo and Carrie Lake (Table 3), do not exhibit a noticeable
change in simulated DO concentrations based on the model used for simulation. Some
lakes, e.g., Pearl Lake, exhibit a noticeable change in simulated DO concentration depend-
ing on the model (RegDO or NCDO model). Figure 10a,b show the time series of DO
concentrations simulated by the NCDO model and RegDO model including observed DO
at the surface (1 m) and near the bottom (5 m) of Pearl Lake in 2010–2012, respectively. The
RegDO model somewhat overpredicts surface DO concentration but the NCDO model
underpredicts DO. For the bottom DO, the NCDO model does a better job while the RegDO
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model overpredicts DO. When BOD is simulated, the winter DO decreases, predicted by
MINLAKE2020, are smaller than those predicted by MINLAKE2012 when BOD is specified
as a part of the model inputs. There are very limited data for P comparison between
simulated and observed, and RMSE ranges from 0.005 to 0.036 mg/L. DO simulation is an
overall model performance indication (Table 3).

 

Figure 9. Simulated (NCDO model), specified (RegDO model), and observed chlorophyll-a near the surface in Lake Elmo in
2007–2009.

 

Figure 10. Simulated and observed dissolved oxygen near (a) the surface (1 m) and (b) bottom (5 m) in Pearl Lake in
2010–2012, respectively.
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4.2. Chla and Phosphorus Profiles

Lake Elmo was extensively monitored in 1988 by the Metropolitan Council [65] and
had measured phosphorus concentration data at five depths (0, 8, 16, 24, and 32 m) and
DO data at 31 depths for open water season. The comparison between simulated and
observed concentrations for Chla, phosphorus, and DO on three days in 1988 is presented in
Figure 11. Since Elmo is a deep lake and solar radiation cannot penetrate below the euphotic
zone, the Chla concentration becomes zero in the deep layers. On 11 April 1988, the lake is
more or less well mixed and phosphorus concentration did not vary much throughout the
depth but DO concentration gradually declined along with depth due to the contribution
of more sink terms (Equation (18)) but for the profile plot, the slope was not steep. The Chla
concentration is highest at the surface and did not vary much throughout the depth. On
18 May 1988, the stratification increases and the simulated DO at the bottom is near zero.
The Chla concentration is not maximum at the surface, but at 8 m depth from the surface.
The phosphorus concentration is higher at the deeper layers because of detrital decay and
phytoplankton respiration. On 19 October 1988, the phosphorus near the surface layer is
being used by the phytoplankton for growth, the lake became strongly stratified and the
bottom layers of the lake become anoxic so that the phosphorus release from sediment
contributed to the higher phosphorus concentration at the deeper depths, which increased
along with depth from metalimnion and hypolimnion.

Figure 11. Simulated (line) and observed (dots) chlorophyll-a, phosphorus, and dissolved oxygen profiles for Lake Elmo
on (a) 11 April, (b) 18 May, and (c) 19 October 1988.
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Thrush Lake has measured Chla data at both the epilimnion and hypolimnion. The
comparison between simulated and observed concentrations for Chla and DO on three
days in 1986 is plotted in Figure 12. Thrush is an oligotrophic lake with lower oxygen
demands (low BOD and SOD); therefore, the simulated and observed bottom DO is
greater than zero, and there is no phosphorus release from sediment in all three days
(Figure 12). Since no phosphorus data were available, only simulated phosphorus was
plotted and has no increase in the hypolimnion. Due to lower light attenuation coefficients,
solar radiation can penetrate through the deepest layers of the lake. The calculated euphotic
depth (at 1% surface solar radiation) is equal to or greater than the maximum depth
(14.6 m) for all of the three selected dates; therefore, the simulated Chla is not zero near the
bottom but increases below the mixed layer, especially on 17 June 1986. On 13 May 1986,
the Chla and phosphorus concentration did not vary much throughout the depth. The DO
concentration gradually decreased below the mixed layer on 13 May and 17 June 1996, due
to the contribution of more sink terms. On 14 October 1986, the lake became well mixed
due to the fall overturn and had uniform distribution for simulated Chla, phosphorus, and
DO. The model underpredicts the mixed layer depth on 13 May and then overpredicts DO
at the hypolimnion.

 

Figure 12. Simulated (line) and observed (dots) chlorophyll-a, phosphorus, and dissolved oxygen profiles for Thrush Lake
on (a) 13 May, (b) 17 June, and (c) 14 October 1986.
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4.3. Chlorophyll-a and Phosphorus Interaction

Figures 13 and 14 show examples of simulated time series of P, Chla, and DO
with observed data for a deep lake (Elmo) and a shallow lake (Carrie), respectively.
Figure 13 shows simulated and observed Chla and phosphorus (P) at three depths (at 1 m,
20 m, 40 m from the surface) of Elmo Lake from 16 April 2007 to 31 December 2009. This is
a continuous year-round simulation including two open-water seasons and two ice cover
periods, which was not done before using MINLAKE models for Chla and P simulation.
The first year of simulation is considered as model warm-up period and the results may
have more uncertainties due to the assumed initial conditions, for example, phosphorus
concentration from the water surface to 20 m was low during the open water season
(Figure 13a,b). The simulated ice cover was from 5 December 2007 to 16 April 2008,
7 December 2008 to 10 April 2009 for Elmo Lake, which is marked by blue shaded regions.

 

Figure 13. Simulated and observed chlorophyll-a, phosphorus, and dissolved oxygen concentration at (a) 1 m, (b) 20 m,
(c) 40 m depth from the surface at Elmo Lake in 2007–2009 (blue shaded area represents the ice cover period). The scale for
the major y axis in (c) is larger than one in (a,b).

Near the water surface (1 m), DO concentrations are near saturation as a function
of temperature (lowest DO in the middle of summer) and range from 6.69–11.13 mg/L.
From late October to late November, before the ice starts to form at the surface of the
lake, phosphorus at the surface and other surface layers start to increase due to more
mixing and fall overturns. This increase is more evident in 2007 when phosphorus was
low in the summer. During the ice cover period, the phosphorus concentration becomes
stable at 1 m and 20 m as the organic processes (photosynthesis) become slow due to
the near-zero water temperature and/or low light (attenuated by snow cover). After the
ice melts out in late spring, the simulated phosphorus concentrations at 1 m increase for
a brief period due to spring overturn and then, start to decrease as a result of the phosphorus
uptake by phytoplankton. During the early summer (May) of 2008 and 2009, simulated
Chla concentration increases gradually from 0.0016 mg/L to a maximum of 0.0033 mg/L
(observed on 15 June).
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Figure 14. Simulated and observed chlorophyll-a, phosphorus, and dissolved oxygen concentration at (a) 1 m and (b) 7 m
depth from the surface at Carrie Lake in 2007–2009 (blue shaded area represents the ice cover period).

At the deep layers (e.g., 20 and 40 m), DO becomes anoxic during the summer at deep
hypolimnion since Elmo Lake is strongly stratified. Anoxic periods at 20 m and 40 m were
on average 12 days and 210 days per year from 2007 to 2009, respectively. In the deeper
layers, in addition to detrital decay and phytoplankton respiration, sediment release could
add up to the available phosphorus. Since there is a long period of anoxic condition at
40 m during the summer, early fall, and some part of the ice cover period, phosphorus
release from sediment contributes to a major portion of phosphorus increase. Phosphorus
peaks in deepest layers were simulated to occur just after the anoxic condition ends and
before the fall or spring mixing/overturns. These overturns sharply reduce phosphorus in
very deep layers (e.g., 40 m) and increases phosphorus in other shallower layers. The calcu-
lated euphotic depth is 9 m for the simulation period; therefore, there is no photosynthesis
below this depth and simulated Chla is zero at 20 m and 40 m. Chla is typically measured
near the surface; therefore, there is no measured Chla at the deep depths to compare with
simulated values.

Figure 14 shows simulated and observed P, Chla, and DO at two depths (at 1 m, 7 m
from the surface) of Carrie Lake from 16 April 2007 to 31 December 2009. The calculated
euphotic depth ranges from 3.75 m to 4.23 m from the surface; therefore, the Chla is zero at
the bottom layers (e.g., 7 m). Phosphorus release from sediments due to anoxic conditions
under the ice cover periods for both 2008 and 2009 winter was not only at 7 m but also
at 1 m (does not happen in deep lakes such as Elmo Lake) and triggered algal bloom at
1 m in early summer of 2008 and 2009 (after ice melting). During the summer of 2008 and
2009, the concentration of DO gradually increases at the surface, and sediment phosphorus
release decreases which results in a gradual decrease in phosphorus concentration. The
DO concentration decreases with depth because of no photosynthesis in the deeper layers
(below the euphotic zone) plus sedimentary oxygen demands. Simulated DO at 7 m has
some fluctuations in the summer of 2008 and 2009 due to short period strong mixing
and results in anoxic conditions only in a few days. The simulated high phosphorus
concentrations directly correspond to the simulated anoxic DO conditions in the 2008 and
2009 winters (Figure 14b).
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4.4. Sensitivity Analysis

MINLAKE2020 model is sensitive to several calibration parameters. The model was
first calibrated with a regression coefficient (R2 for measured versus modeled profile data)
of 0.8972 for DO simulation; then, only one model parameter was changed at a time and
the regression coefficient for each new run of DO simulation was determined. Table 4 lists
the calibration parameters with the calibrated and uncalibrated values and the regression
coefficients of DO simulations with uncalibrated values for Lake Elmo in 2007–2009. In
Figures 15 and 16, sensitivity analysis graphs are plotted for five parameters: maximum
photosynthesis rate Gmax (used in Equations (9), (15)–(17) and (19)), sediment phosphorus
release rate SP (used in Equation (9)), half-saturation coefficient of phosphorus KP (used in
Equations (9), (15)–(17) and (19)), minimum Chla for grazing Chlamin (used in Equation (9)),
and settling velocities of algae (vc) and BOD (vB) (used in Equations (9) and (18)) for Elmo
and Pearl Lake, respectively. Units of these model parameters are given in Table 4, and the
below corresponding equations.

 

Figure 15. Sensitivity analysis of Chla (left panels) and phosphorus (right panels) on (a) maximum photosynthesis rate
Gmax, (b) sediment phosphorus release rate SP, (c) half saturation coefficient of phosphorus KP, (d) minimum Chla for
grazing Chlamin, and (e) algae and BOD settling rates vc, and vB for simulation of Elmo Lake in 2007–2009.
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Table 4. Calibration parameters used in MINLAKE2020 for Lake Elmo with regression coefficients of the DO simulation.

Sensitive
Parameters

Description of Parameter
Uncalibrated

Value
Calibrated

Value
Regression
Coefficient

KBOD Detrital decay rate (d−1) 0.5 0.05 0.8955
Sb SOD coefficient at 20 ◦C (g O/m2/d) 0.5 1.7 0.7449

EMCOE (2) Multiplier of SOD below euphotic zone [-] 3 1 0.8931
Kr Algal respiration rate (d−1) 0.03, 0.03 0.06, 0.06 0.8924

Gmax Maximum growth rate of algae (d−1) 0.9, 0.9 0.6, 0.6 0.8966
Km Algal mortality rate (d−1) 0.015, 0.015 0.03, 0.03 0.8944
KP Half saturation coefficient of phosphorus (mg/L) 0.035, 0.035 0.07, 0.07 0.895
SP Benthic phosphorus release rate (g P/m2/d) 0.01 0.02 0.8931
vc Settling velocity for algae (m/d) 0.05, 0.05 0.15, 0.1 0.8931
vB Settling velocity for detritus (m/d) 0.05 0.15 0.8931

Topt Optimum temperature for algal growth (◦C) 27,27 20, 20 0.8931
Tmax Maximum temperature for algal growth (◦C) 42, 42 25, 25 0.8951
Tmin Minimum temperature for algal growth (◦C) 0, 0 3, 10 0.8931
ZP Zooplankton population (m−3) 200 100 0.8966

ZPmin Minimum zooplankton for grazing (m−3) 50 10 0.8966
Chlamin Minimum chlorophyll-a for grazing (mg/L) 0.001, 0.001 0.002, 0.002 0.8924

In Figures 15 and 16, the blue line corresponds to simulation results using the cal-
ibrated value of the parameter which has produced satisfactory results. The calibrated
maximum photosynthesis rate Gmax is 0.6 for Lake Elmo. When Gmax is increased to 0.9, the
Chla concentration increases throughout the simulation period on average by 30 percent;
the phosphorus concentration increases in the ice cover period because of the detrital decay
of increased algae. Higher Gmax corresponds to higher phytoplankton growth which uses
more nutrients (phosphorus) except the slow growth period under ice cover. This results
in an average 32% decrease in phosphorus concentration in open water season.

When the sediment phosphorus release rate SP was decreased from 0.02 to 0.01,
the phosphorus concentration decreased by 55% (on average). The phosphorus starts to
decrease during the ice cover period in December 2007 as the sediment phosphorus release
start contributing to the phosphorus concentration in anoxic condition. After ice melting,
as the algae begin to grow and use up phosphorus, the phosphorus concentration decreases
even further in summer. The half saturation coefficient of phosphorus is decreased from
0.07 mg/L to 0.035 mg/L. Since the surface layer is not limited by light, the decrease in
the half saturation coefficient results in greater phosphorus limitation which results in
increased algal growth. The phosphorus concentration decreases except for the ice cover
period which is governed by the sediment phosphorus release in anoxic condition. The
increase in the minimum chlorophyll-a threshold for grazing results in less grazing of
zooplankton and a subsequent increase in Chla. The settling velocity of algae (both green
algae and blue-green algae) is a very sensitive parameter for phytoplankton and BOD
simulation. In Figure 15e, as the settling velocity of green algae, blue-green algae, and
detritus was decreased to 0.75, 0.5, and 1.0, respectively, the phytoplankton concentration
increased due to less loss of phytoplankton from the simulating layer from settling. The
phosphorus concentration increases due to the release of phosphorus through respiration
of the increased algal population.

For a shallow lake such as Pearl, the effect of maximum photosynthesis rate
(Figure 16a) is not as straightforward as for a deep stratified lake such as Elmo Lake
(Figure 15a). In addition to the predicted increase, the Chla concentration decreases in
spring of 2011 and 2012, early summer and fall of 2012 as a result of the spring and fall
overturn when Gmax is increased from 0.25 to 0.4. The Chla is not very sensitive to the
half-saturation coefficient (KP) and the minimum Chla threshold for zooplankton graz-
ing (Chlamin). However, the phosphorus concentration decreased by an average of 60%
when KP is decreased from 0.03 to 0.005 mg/L (Figure 16c). As KP decreases, the Chla
increases throughout the time period except for a portion of summer and fall of 2012. This
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happens due to the increased respiration of algae which also causes a greater reduction
is phosphorus. The zooplankton grazing, being negligible for Pearl Lake, does not affect
the phosphorus concentration much. Hence, phosphorus is not sensitive of zooplankton
grazing in Pearl Lake.

 

Figure 16. Sensitivity analysis of Chla (left panels) and phosphorus (right panels) on (a) maximum photosynthesis rate
Gmax, (b) sediment phosphorus release rate SP, (c) half saturation coefficient of phosphorus KP, (d) minimum Chla for
grazing Chlamin, and (e) algae and BOD settling rates vc, and vB for simulation of Pearl Lake in 2010–2012.

4.5. Long-Term Simulations Using MINLAKE2020

West and Stefan [23] performed a multiple-year simulation (same calibration param-
eters) using MINLAKE98 for Lake Riley and Elmo. For Lake Riley, a different set of
calibration parameters was needed for different years whereas, for Lake Elmo, the model
could simulate successfully for 1985–1990 with the regression coefficient for temperature
and DO as 0.91 and 0.79, respectively. For a simulation of 1985–1990 using the MIN-
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LAKE2020 NCDO model, the regression coefficient for temperature and DO are 0.9944
and 0.9715 against 146 profile data points, respectively. Simulated phosphorus and Chla
concentrations at different depths are satisfactory as well. MINLAKE2020 performed well
for multiple-year simulation allowing the user to simulate 20 consecutive years with the
same calibration parameters (Figure 17). For a 20-year simulation (1989–2009) using the
MINLAKE2020 NCDO model, the regression coefficients for temperature and DO are
0.9888 and 0.9419 against 864 profile data points, respectively. The simulated Chla and
phosphorus match reasonably well with observed values with the same trend. Moreover,
the phosphorus and Chla concentration at five simulation depths (1 m, 8 m, 12 m, 20 m,
and 30 m) match well with the available observed data [54].

 

 

 

Figure 17. Simulated (line) and observed (dots) surface (1 m) (a) chlorophyll-a, (b) phosphorus, and (c) dissolved oxygen
for long-term simulation of Lake Elmo from 1989 to 2009.

From 1989 to 1996, both phosphorus and chlorophyll-a seasonal variations were
reasonably stable. Phosphorus started to increase from 1997 and matched with observed
data from 2004 to 2007. The average daily phosphorus was 0.0071 mg/L from 1990 to
1996 and 0.0158 mg/L from 1997 to 2009. Comparing these two periods, the average daily
phosphorus increased by 0.0087 mg/L. As phosphorus increased, it resulted in some higher
peaks in spring algal blooms as shown in Figure 17a. The phosphorus increase trend is
caused by the increase in phosphorus release from the lake sediment which is related to the
anoxic condition in lakes. Therefore, the phosphorus release for each layer (the last term in
Equation (15) times the layer volume) and then each day (sum for all layers) was outputted
and added together for the annual phosphorus release amount. From 1990 (excluding
1989 for the initial condition effect) to 1996, the average yearly sediment phosphorus
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release is 151.8 kg (21.27 kg of standard deviation) but from 1997 to 2009 average yearly
sediment phosphorus release is 244.1 kg (53.28 kg of standard deviation). The average
annual phosphorus release increases by 60.8%. Figure 17c shows the time series of the
simulated DO at 41 m (1 m above the deepest lake bottom) from 1989 to 2009 and clearly
shows many anoxic days in the open water seasons and the ice cover periods, which result
in phosphorus release from sediment. From 1990 to 1996, the average anoxic days is 228 but
from 1997 to 2009 average anoxic days is 253 (34 days of standard deviation). An average
of 25 days more of the anoxic condition is one of the causes of the phosphorus increase
trend. From DO simulation it was observed that the anoxia started at a lower depth in the
water column (16 m) from 1999 to 2009 compared to earlier simulation years. As a result,
the anoxia had a greater horizontal-area coverage. Since the sediment release is a function
of the bottom area (Equation (15)), the increased bottom area resulted in the increased
sediment phosphorus release.

5. Conclusions

A one-dimensional daily water quality model MINLAKE2020 was developed from
the daily temperature and DO MINLAKE2012 model by incorporating phytoplankton,
zooplankton, nutrient, and BOD simulation into the model. The inflow-outflow submodel
of MINLAKE2020 was disabled for this study to focus on the internal nutrient dynamics
inside the lake. The model was applied to six Minnesota lakes with varying characteristics
in terms of depth (two shallow lakes, two medium-depth lakes, and two deep lakes) and
trophic status (two eutrophic, two mesotrophic, and two oligotrophic lakes). The simulated
water temperature, DO, Chla, and phosphorus time series and profiles were compared with
available observed data in 15–36 days for two to four years. The model was also applied to
long-term simulation over 20 years (1989–2009) for Lake Elmo. Simulation results from the
MINLAKE2020 model provide the following conclusions:

1. MINLAKE2020 was calibrated against measured profiles in six Minnesota lakes
(Table 4) for the short term (2–4 years) with an average standard error of 1.51 ◦C for
temperature and 2.33 mg/L for DO. The average standard error for DO simulation of
these lakes decreased by 24.2% from the original MINLAKE2012 model, which indi-
cates better model performance. DO results reflect/integrate reasonably simulated
phosphorus, Chla, and BOD results at different layers (see Figures 10–14 and 17).

2. The addition of phosphorus and Chla simulation in MINLAKE2020 improved model
performance in comparison to MINLAKE2012 where Chla was specified input. It
greatly affects the DO concentration in some lakes such as Pearl Lake (Figure 10).
Thrush Lake and Carlos Lake also showed significant improvement in DO simulation
with MINLAKE2020. The standard error decreased by 2.12 mg/L and 1.76 mg/L for
Thrush and Carlos Lake, respectively.

3. The deep lakes exhibit a certain trend for phosphorus and Chla simulation year
by year whereas the shallow lakes might show a significant change in phosphorus
and Chla concentration year by year due to two overturn periods (complete mix-
ing) and the complex interactions/connections among phosphorus, Chla, and DO
(Figures 13 and 14), which are evident through governing Equations (9) and (15)–(19)
and processes simulated (Figures 1–7).

4. DO concentration is a primary control of internal loading via anoxic release of
phosphorus from the lake sediment. MINLAKE2020 was applied to Lake Elmo for
a 20-year (1989 to 2009) continuous simulation with a single set of calibration param-
eters with regression coefficients of 0.99 and 0.94 for temperature and DO profiles,
respectively. An increasing trend of surface phosphorus was simulated from 1997 to
2009 which matches well with the observed condition and is directly related to sedi-
ment phosphorus release. The average yearly sediment phosphorus release increased
from 151.8 kg during the period 1990–1996 to 244.1 kg during the period 1997–2009.
This increase is caused by the average 25-day increase in the anoxic condition at the
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bottom depth (41 m) and the increase in the anoxic horizontal area (as a result of
anoxia at lower depths) in later years.

MINLAKE2020 explains the internal link between phosphorus, Chla, and DO. This
model can help in choosing/testing effective ways of lake restoration and management.
For example, since Lake Elmo experiences internal loading of phosphorus, removing
the external nutrient source might not be an effective restoration technique for this lake.
Though MINLAKE2020 has simulated six lakes with good correlation to the observed data,
more lakes need to be simulated to verify the model in different scenarios before using it
professionally for evaluating lake restoration measures. Since the nutrient model is complex
and requires a number of calibration parameters, incorporating automatic calibration (by
programming software) will make the model more efficient and user-friendly in the future.
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List of Symbols, Corresponding Description and Units

Symbols Description and Units

A Area (m2)
BOD Biochemical oxygen demand (mg/L)
Chla Chlorophyll concentration (mg/L)
Chlamin Minimum chlorophyll concentration for grazing to occur (mg/L)
DO Dissolved Oxygen concentration (mg/L)
DOsat Saturated oxygen concentration (mg/L)
f (L) Light limiting growth factor (between 0 and 1)
f (S) Michalis-Menten growth limiting factor [-]
f (T) Temperature function for growth [-]
Gmax Maximum growth rate (d−1)
GRmax Grazing maximum (mg Chla/ind. zooplankton/d)
Kgchla Half-saturation constant for grazing (mg/L)
I(z) Intensity of photosynthetically active radiation (µE/m2/h)
K1 Light limitation coefficient (µE/m2/h)
K2 Light inhibition coefficient (µE/m2/h)
KBOD Organic decomposition rate (d−1)
Ke Surface oxygen gas exchange (transfer) coefficient (m/d)
Km Mortality rate (d−1)
KN Half-saturation constant for nitrogen (mg/L)
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KNI Nitrification rate (d−1)
KNH(n) Half-saturation constant for preferential uptake of ammonia over nitrate [-]
KTN(n) Half-saturation constant of nitrogen for each algal class (mg/L)
KP Half-saturation constant for phosphorus (mg/L)
Kr Respiration rate (d−1)
Kzr Zooplankton respiration rate (d−1)
Kz Eddy diffusivity (cm2/s)
N Nitrogen concentration
NH4 Ammonia concentration (mg N/L)
NO3 Nitrate concentration (mg N/L)
NO2 Nitrite concentration (mg N/L)
NO2-3 Nitrite + Nitrate concentration (mg N/L)
n Phytoplankton species [-]
P SRP or soluble reactive phosphorus concentration (mg/L)
θBOD Temperature adjustment coefficient for BOD [-]
θSOD Temperature adjustment coefficient for SOD [-]
θm Temperature adjustment coefficient for mortality [-]
θr Temperature adjustment coefficient for respiration [-]
θzr Temperature adjustment coefficient for zooplankton grazing [-]
θNH Temperature adjustment coefficient for ammonia [-]
θNO Temperature adjustment coefficient for nitrate [-]
θNI Temperature adjustment coefficient for nitrification [-]
RAD Solar radiation (cal/cm2/d)
Sb Sedimentary oxygen demand rate at 20◦C (g O/m2/d)
SNH Ammonia release rate from sediment (g N/m2/d)
SNO Nitrite release rate from sediment (g N/m2/d)
SP Phosphorus release rate from sediment (g P/m2/d)
t Time (d)
T Air temperature (◦C)
TD Length of day light (h)
Tmax Maximum temperature at which phytoplankton growth is reduced 90 percent (◦C)
Tmin Minimum temperature at which phytoplankton growth is reduced 90 percent (◦C)
Topt Optimal temperature at which maximum phytoplankton growth occurs (◦C)
TP Total phosphorus (mg/L)
vc Phytoplankton settling velocity (m/d)
vB Detritus settling velocity (m/d)
Viz Volume of day depth (m3)
Vr Volume day depth/layer ratio [-]
YCHO2 Mass yield ratio of chlorophyll to oxygen
YNChla Mass yield ratio of Nitrogen to Chlorophyll-a
YNHBOD Mass yield ratio of ammonia to BOD [-]
YPBOD Mass yield ratio of ammonia to BOD [-]
YPCHLA Mass yield ratio of ammonia to BOD [-]
z Depth (m)
ZP Zooplankton concentration (#/m3)
ZPmin Minimum concentration of zooplankton for predation to occur (#/m3)
PDd Daytime predation rate (d−1)
Pd Daily predation rate (d−1)
XI Light intensity at the day depth (µE/m2/s)
XImax Light intensity at which no predation occurs (µE/m2/s)
XImin Light intensity at which no predation occurs (µE/m2/s)
Pmax Maximum predation rate (d−1)
DY Julian day of last day of minimum predation rate [-]
DYmin Julian day of last day of minimum predation rate [-]
DYmax Julian day of beginning of maximum predation rate [-]
PD(t,I) Nocturnal predation rate in layer I (#/m3)
PDn Nocturnal predation rate (d−1)
∆Tg(I) Time that zooplankton spent in a layer I during the night (d)
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Abstract: In shallow lakes, water quality is mostly affected by weather conditions and some ecologi-

cal processes which vary throughout the day. To understand and model diurnal-nocturnal variations,

a deterministic, one-dimensional hourly lake water quality model MINLAKE2018 was modified

from daily MINLAKE2012, and applied to five shallow lakes in Minnesota to simulate water tem-

perature and dissolved oxygen (DO) over multiple years. A maximum diurnal water temperature

variation of 11.40 ◦C and DO variation of 5.63 mg/L were simulated. The root-mean-square errors

(RMSEs) of simulated hourly surface temperatures in five lakes range from 1.19 to 1.95 ◦C when

compared with hourly data over 4–8 years. The RMSEs of temperature and DO simulations from

MINLAKE2018 decreased by 17.3% and 18.2%, respectively, and Nash-Sutcliffe efficiency increased

by 10.3% and 66.7%, respectively; indicating the hourly model performs better in comparison to daily

MINLAKE2012. The hourly model uses variable hourly wind speeds to determine the turbulent

diffusion coefficient in the epilimnion and produces more hours of temperature and DO stratification

including stratification that lasted several hours on some of the days. The hourly model includes

direct solar radiation heating to the bottom sediment that decreases magnitude of heat flux from or

to the sediment.

Keywords: diurnal variation; hourly model; water temperature; dissolved oxygen; shallow lakes;

and sediment heat flux

1. Introduction

Water quality of natural water systems is of great concern in the modern world because
of the importance of water in human life and the environment. Water temperature and
dissolved oxygen (DO) are the two most important water quality parameters for aquatic
systems since temperature affects DO and the availability of DO in lakes affects freshwater
fish species and populations [1]. In the later part of the twentieth century, due to the advent
of modern computers, various numerical models have been developed to predict water
quality parameters in different types of waterbodies such as riverine systems, estuaries,
lakes, and reservoirs. Most of the time, lakes are simulated using one-dimensional models
that assume well mixed or uniform conditions along horizontal layers and only recognize
major variations in water quality along the vertical (depth) direction. The assumption with
one-dimensional models is that all inflow quantities and constituents are instantaneously
dispersed throughout the horizontal layers [2]. The turbulent diffusion approach and
the mixed-layer approach [3] are the two approaches commonly used to model water
temperature and DO in a lake. There are quite a number of water quality models for
simulating the water quality of a lake. Almost all the models developed previously have
one common characteristic: they are all based on a daily time step. In this study, a
deterministic one-dimensional year-round daily water quality model—MINLAKE2012 [4]
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was modified to capture the hourly fluctuations of water quality parameters in shallow
lakes (named MINLAKE2018).

The Minnesota Lake Water Quality Management Model (MINLAKE) is a deterministic
one-dimensional model with a time step of one day that was developed in the 1980s for
lake eutrophication studies and control strategies [5]. When the model was developed, the
lack of temporal data did not allow the development of a diurnal-nocturnal model with a
shorter time step, e.g., one hour. Since horizontal variations of water temperature and DO in
freshwater lakes are relatively small compared to vertical variations, the one-dimensionality
of MINLAKE is appropriate for freshwater lakes. The model has been successfully applied
to many lakes over several years with satisfactory results [6–8]. To provide decision-makers
with a useful tool for lake management and restoration, the MINLAKE model has been
frequently reviewed, modified, and updated to improve accuracy and confidence. For
example, a regional MINLAKE model was developed in the early 1990s and comprised
of two separate sub-models—a regional water temperature model [9] and a regional
dissolved oxygen model [10]. Though MINLAKE models were originally developed to
simulate water quality during periods of open water it was observed that heat and oxygen
transfer processes through the open water surface were substantially altered by winter
ice and snow cover [11]. As a result, separate sub-models were developed for winter
conditions and integrated with MINLAKE to provide the capability to simulate year-round
water temperature and DO, and the revised model is called MINLAKE96. To account
for water-sediment heat exchange, a separate sub-model, which calculates temperature
profiles in the sediment below the water-sediment interface, was developed [12]. Fang and
Stefan [12] found that heat fluxes between lake water and sediment could be substantial.
Both simulated and field measurements have shown that shallow lakes can become 1–2 ◦C
warmer under a thick winter ice/snow cover without significant radiation penetration
through the snow/ice-covered surface, or significant flow into and out of a lake [13].
The year-round water temperature simulation model has been expanded significantly by
simulating the winter ice and snow cover and including heat exchange between water
layers and sediment [14]. Moreover, the model was further refined for coefficients used to
accurately project water quality in deep cisco lakes, resulting in the MINLAKE2012 model.
This is the version of the MINLAKE model used in our study.

Xu and Xu [15] revealed that for water quality parameters, daily models work better
for deep dimictic lakes that are stratified for a majority of the year. In shallow lakes, fluc-
tuations of water quality parameters are very dynamic and more diurnal. Also, shallow
productive tropical lakes may show less stratification and more extreme diel variations in
their physicochemical parameters [16]. Relatively weak temperature stratification occurs
during the daylight hours, but it is removed or destroyed by nocturnal cooling and wind
mixing. Similarly, vertical variations in DO occur during daytime hours, but they become
mixed during the night [16]. Hourly DO has been simulated using Bayesian Model Aver-
aging (BMA) and Adaptive Neuro-Fuzzy Inference System (ANFIS) models [17,18]. Both
models are strongly dependent on observed data, which are scarce in most lakes, since
monitoring programs to collect the data are time-consuming and costly.

To help water quality management decision-makers understand the dynamic fluc-
tuation of water quality parameters in shallow lakes, an hourly model is necessary. For
example, in 2015, the surface water temperature in Pearl Lake in Minnesota varied at
a maximum of 6.9 ◦C during a day, and the maximum fluctuation in surface DO was
6.2 mg/L. Lake dynamics are a very complex process, and some processes happen faster
and hence affect changes in water temperature and DO within a day. Moreover, the sedi-
ment sub-model of MINLAKE (same as all other lake temperature models) only considers
heat conduction from the overlying water to sediments when water is heated by shortwave
solar radiation that is attenuated by lake water containing algae, total suspended solids, etc.
This modeling approach does not account for all the heat sources of bottom sediment. Solar
radiation can penetrate through shallow water and directly heat sediments at the lake
bottom. As a result, the sediment heat budget equations were modified to account for
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direct solar radiation reaching sediment areas in this study. Moreover, the main driving
factor is weather conditions that change diurnally.

The main objective of this study was to develop and validate an hourly lake water
quality model MINLAKE 2018, which can be used as a decision-making tool for lake
management. The MINLAKE2012 model was modified to produce hourly output for
water quality and sediment temperature. To simulate hourly water quality parameters,
hourly weather data are required [15,19]. After modifications, the model was calibrated
for the hourly time step. The model was validated using hourly water temperature data
in five Minnesota lakes. Direct solar radiation heating of the sediment was added to both
the MINLAKE2012 and MINLAKE2018 models for comparison. It was observed that
sediment heat exchange was particularly important for hourly models. Results from the
MINLAKE2012 and MINLAKE2018 models were compared to understand the impact of
diurnal weather changes in water temperature and dissolved oxygen.

2. Materials and Methods

2.1. Daily Year-Round Water Temperature Model

The MINLAKE2018 model is based on previous studies and efforts made to simu-
late lake water temperature and dissolved oxygen, and specifically developed from the
MINLAKE2012 model (a one-dimensional, deterministic year-round daily model which
assumes no inflow or outflow in the lake). MINLAKE solves the one-dimensional, unsteady
heat transfer Equation (1) to simulate vertical water temperature profiles in lakes:

∂Tw

∂t
=

1
A

∂

∂z

(
Kz A

∂Tw

∂z

)
+

Hw

ρCp
(1)

where Tw (z, t) is the water temperature in (◦C), which is a function of depth (z) and time
(t); A(z) (m2) is the horizontal area for each layer of water as a function of the depth,
Kz (m2/day) is the vertical turbulent heat diffusion coefficient, which is a function of
depth and time; ρCp (J/m3-◦C) represents the heat capacity of water per unit volume,
and Hw (J/m3-day) is the sum of heat source and sink terms per unit volume of water.
The determination of turbulent diffusion coefficients for lake temperature modeling has
been discussed in detail by Fang [8]. In the regional daily water temperature MINLAKE
model, the vertical heat diffusion coefficient Kz (m2/day) for epilimnion and hypolimnion
is calculated based on Equation (2):

Kz = 7.06 × 10−3 × A0.56
s

(N2)0.43 (2)

where As is the surface area of the lake (km2), and N2 is the Brunt-Vaisala stability frequency
of the stratification (s−2). In the epilimnion, N2 was set at a minimum value of 0.000075 [20].

Equation (1) is developed for up to 80 layers (depending on the lake maximum
depth and modeler’s choice) of water in a lake and solved numerically using an implicit
finite difference scheme and a Gaussian elimination method with time steps of one day.
Temperature in a waterbody is usually affected by ambient weather conditions such as solar
radiation, sky condition, wind speed, wind direction, air temperature, and precipitation.
In cold regions, ice and snow thickness impact solar radiation penetration into the lake
water. The surface heat flux terms (kCal/m2-day) through the water surface during the
open water seasons can be represented as:

∆H = Hsn + Ha − (Hbr + Hc + He) (3)

where Hsn is net shortwave solar radiation, Ha is net atmospheric longwave radiation,
Hbr is longwave back radiation from the water to the atmosphere, Hc is heat conduc-
tion/convection, and He is the evaporation through the surface water.
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Solar radiation is the only energy source that can penetrate water layers due to the
short wavelengths. Short wavelength radiation is of the highest energy. Consequently,
solar radiation is a heat source in more than just the top layer of a lake [7]. Beer’s law states
that the radiation intensity (heat flux) decreases exponentially with depth [7]. The heat
transfer equations of the above-mentioned source and sink terms are given below:

Shortwave Solar Radiation Hs(i+1) = Hs(i) × exp(−k × ∆z)

Atmospheric Longwave Radiation Ha = ǫaσT4
aa

Back Radiation Hbr = ǫwsσT4
as

Evaporation He =
[
2.7(Tswv − Tav)

1
3 + 3.1Wz

]
(es − eair)

Conduction Hc = 0.61
[
2.7(Tswv − Tav)

1
3 + 3.1Wz

]
(Tsw − Tair)

In Equation (4), Hs(i) and Hs(i+1) are shortwave solar radiation reaching the top and
bottom of a water layer i (kcal/m2-day), k is an attenuation coefficient of water (1/m), and
∆z is the thickness of the water layer (m). Equations (5) and (6) represent atmospheric
longwave radiation and back radiation, respectively, where Ha is atmospheric radiation
(kcal/m2-day), ǫa is the atmospheric emissivity directly related to air temperature and
cloud cover, Taa is the atmospheric absolute temperature (◦K), σ is the Stefan–Boltzmann
constant [11.7 × 10−8 cal/(cm2 ◦K4 day)], and Hbr is back radiation from the water surface.
For back radiation estimation, the emissivity of water surface ǫws is set constant (0.97), and
the water temperature of the top mixed layer is used as Tas. Evaporation heat loss is one
of the most complicated parts of water temperature calculations. Equations (7) and (8)
represent heat transfer through evaporation (He) and conduction (Hc) in W/m2, where
Tswv and Tav are the virtual temperatures [21] of the water surface and the air, respectively,
in ◦K; es, and eair are saturated and actual vapor pressure in millibars, and Wz is the wind
speed at two meters above the surface (m/s). In Equation (8), the constant coefficient 0.61 is
the Bowen ratio, and Tsw and Tair are surface water temperature and air temperature (◦C),
respectively. The total heat absorbed in a water layer, HQ(i) (kcal/day) is calculated as:

HQ(i) = Hsn(i)

[
A(i) − A(i+1)exp(−k∆zi)

]
(9)

where, i = the horizontal layer number, ranging from 1 to a user-specified MBOT layer,
which divides the lake into MBOT layers from the water surface to the lake bottom corre-
sponding to the maximum depth Hmax. Hsn(i) is the shortwave solar radiation reached the
top surface of a water layer, A(i) and A(i+1) are the areas of the top and bottom surfaces of
the water layer, respectively, and ∆zi is the depth of the water layer.

To simulate the effect of the snow and ice layers, the snow and ice thickness sub-
models were integrated with the MINLAKE model [11,22].

2.2. Daily Dissolved Oxygen Model

For better prediction of water quality, the regional DO model [8] was integrated with
the year-round water temperature model in MINLAKE2012. The model solves the vertical
unsteady mass transport or diffusion Equation (10) to estimate vertical profiles of DO in a
lake day by day over many years. The transport equation for dissolved oxygen is given:

∂C

∂t
=

1
A

∂

∂z

(
Kz A

∂C

∂z

)
+ S (10)

where C(z, t) is the DO concentration (mg/L), Kz (m2/day) is the vertical turbulent diffusion
coefficient for DO as a function of depth and time, and S(z, t) represents the sum of all the
source and sink terms of DO (mg/L-day). The DO source and sink equation is given by:

S = P − R − SSOD − SBOD + Fs (11)
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The main source of DO in a lake is oxygen production due to photosynthesis P(z, t);
surface reaeration Fs could be a source or sink term, while the main sinks of the DO are
the respiration processes in the water body R(z, t), sediment oxygen demand SSOD(z, t),
and carbonaceous oxygen demand and nitrogenous oxygen demand represented together
as SBOD(z,t):

P = kg × Chla
Photosynthesis kg = kgT × kgL

kgT = Pmax × 1.036(T−20)

Surface Aeration Fs = Ke(Cs − C1)
As

V(1)

Respiration R = 1
YCHO2 krθT−20

r Chla

Biological Oxygen Demand SBOD = kbθT−20
b BOD

Sediment Oxygen Demand SSOD = Sb
A

dA
dz

Equation (12) represents oxygen production by photosynthesis, where kg is the photo-
synthetic oxygen production rate (mg O2 (mg Chl-a)−1 h−1) in the MINLAKE model when
biomass in a lake is represented using Chlorophyll-a concentrations (abbreviated as Chl-a).
When the conditions of nutrients, sunlight, and water temperature are favorable, algal
blooms may occur. With any of these conditions are limiting, algal growth will be restricted.
This multiplicative relationship [23] is presented in Equation (13): kgT includes tempera-
ture correction on the photosynthetic oxygen production rate, kgL is the light limitation
determined using the two-parameter Haldane kinetics equation to describe light-limited
growth and inhabitation [24], and the limitation due to nutrients is directly represented
or linked to Chl-a concentrations. Pmax in Equation (14) is the maximum photosynthesis
rate for oxygen production in mg O2 (mg Chl-a)−1 h−1. Reaeration is simulated based on
the gas-transfer theory presented by Holley [25] using ke, the bulk surface oxygen transfer
velocity (m/day) in Equation (15), where As is the lake surface area (m2), C1 (mg/L) and
V(1) are the oxygen concentration and water volume in the surface layer, and Cs is the DO
saturation concentration (mg/L) as a function of surface temperature and lake elevation.
Equation (16) represents plant respiration as a first-order kinetic process where YCHO2
is a yield coefficient representing the ratio of mg chlorophyll-a to mg oxygen (0.008), kr is
the respiration rate coefficient (day−1), and θr is the temperature adjustment coefficient.
Equation (17) represents biochemical oxygen demand (BOD) as a function of detrital mass
expressed in oxygen equivalents. Here kb is the first order decay coefficient (day−1), θb is
the temperature adjustment coefficient, and BOD is detritus as oxygen equivalent (mg/L).
In the regional DO model and MINLAKE2018, kr = kb = 0.1 day−1 and θr = θb = 1.047 are
used [8]. Sedimentary oxygen demand (SOD) from the lake bottom sediments is a bound-
ary condition (sediment surface flux), but since it occurs for each layer it is treated as a sink
term in the one-dimensional (vertical) transport equation [26]. Sedimentary oxygen flux
per control volume (A*dz) is given by Equation (18), where Sb is the sedimentary oxygen
demand coefficient (g O2/m2-day), which is directly related to lake trophic status. There
are several factors that are commonly considered responsible for SOD variation in a water
body. The most important factor responsible for SOD variation is the temperature near the
sediment-water interface [27], the velocity of the water overlying the sediment [28], the
organic content of the sediment, and the oxygen concentration of the overlying water [3].

2.3. Sediment Temperature Simulation

One of the important issues in modeling water temperature is heat transfer between
water and sediment. However, in shallow lakes, the direction of the heat flux reverses
frequently on daily or hourly timescales. Therefore, sediment heat exchange has been
included in the year-round daily water temperature model by Fang and Stefan [29] for
all layers, from the water surface to the lake bottom. The sediment temperature model
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simulates sediment temperature up to 10 m below the sediment/water interface (divided
into 10 layers) using a heat conduction equation.

∂Ts

∂t
= Ks

(
∂2Ts

∂z2

)
(19)

where Ts (◦C) is the sediment temperature and Ks (m2/day) is the sediment thermal
diffusivity. The boundary conditions for the sediment temperature model are given by the
following equations:

Ts= Tw(i) at the water − sediment inter f ace

∂Ts

∂z
= 0 at 10 m below the lake sediment

(20)

where Tw(i) is the simulated water temperature in the water layer (i) at the previous time
step. The first boundary condition assures the continuity of temperature at the water-
sediment interface. The second boundary condition implies an adiabatic boundary (there
is no heat transfer) at 10 m below the sediment surface, where seasonal temperature
fluctuations are damped out. The initial sediment temperature at the sediment-water
interface is set equal to the initial water temperature at the sediment surface. Sediment
temperature increases/decreases exponentially with sediment depth until it approaches a
constant value at 10 m below the sediment/water interface. Sediment temperatures at 10 m
below the sediment-water interface (TS10) at different water depths are very important
input data (depending on the geographic location of the lake) that have been studied by
Fang and Stefan [30].

2.4. Modifications to the Daily Model

To change the daily MINLAKE2012 model into an hourly model (MINLAKE2018),
several modifications were made to the temperature and dissolved oxygen models. The
first modification was to change the time step of the model from 1 day to 1 h. A new variable
‘dt’ was introduced in MINLAKE2018 program: dt = 1 for the daily model, dt = 1/24 for
the hourly model, and dt can be changed to other time steps in the future, which depends
on available weather data with shorter time intervals (e.g., 2 or 3 h). Since water quality
variables in lakes change in response to the ambient weather conditions, in the daily
MINLAKE2012 model, daily weather data (air temperature, dew-point temperature, wind
speed, solar radiation, cloud cover ratio or sunshine percentage, and precipitation, specially,
snowfall for the winter ice cover simulation) are used as input. For MINLAKE2018,
available hourly weather data, especially air temperature and solar radiation, are necessary
and have been prepared/used for the hourly model after revising the code to read hourly
weather input.

In addition to changing the time step and weather input file, model coefficients that
are either physical-based or determined empirically for the daily MINLAKE2012 model
were revisited and reevaluated, and they were modified to represent the hourly values by
multiplying by dt (for most cases). For the temperature model, the hourly solar radiation is
directly used in Equation (4); other heat source and sink terms for the daily model were
multiplied by dt and used the simulated hourly water temperature. The same modification
approach was applied to coefficients required for estimating dissolved oxygen sink terms
(such as BOD, SOD, and plant respiration) and surface reaeration. The maximum or
optimal photosynthetic oxygen production rate Pmax (Equation (14)) at 20 ◦C is 9.6 mg O2
(mg Chl-a)−1 h−1 [24,31] so that no change is needed. In the daily MINLAKE2012 model,
daily solar radiation was redistributed as a sinusoidal function over the photo period
and used to compute hourly oxygen production by photosynthesis that was summed as
daily oxygen production [8]. In the hourly MINLAKE2018 model, hourly solar radiation
from the weather input file was used directly to compute the hourly photosynthetic
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oxygen production. The vertical heat diffusion coefficient Kz (m2/h) was calculated using
Equation (21) [21,32] in epilimnion and Equation (2) in metalimnion and hypolimnion:

Kz = 1.74 × W × dt (21)

Kz in Equation (2) for the daily model varies with lake surface area but does not
change with time during a simulation, but hourly Kz in Equation (21) is a function of
hourly wind speed W in mph (mile/h). Wang et al. [33] reported that the wind speed
showed significant correlation to the half-hourly turbulent heat flux and energy budget
over a small lake in open water season. The wind speed is the most significant factor
governing physical processes (evaporation, heat flux, and energy budget) in lakes for time
periods shorter than daily [19,33]. Moreover, the wind speed changes throughout the day
and causes the short-term mixing in the lakes. Since the short-term mixing was not of
interest in daily model MINLAKE2012, wind speed was not used in turbulent diffusion
coefficient calculation but in computing the wind (kinetic) energy applied on the lake
surface, which is balanced with the potential energy of lifting colder/denser water at lower
depths to determine the mixed layer depth in each day [8]. Equation (21) was compared
with Equation (2) and another equation (Kz = 28 × dt × W1.3) used by Riley and Stefan
(1987); Equation (21) seemed to perform the best for hourly model, though additional study
on specifying Kz is needed. The unsteady heat transfer Equation (1) and dissolved oxygen
transport Equation (10) were then used to simulate hourly temperature and dissolved
oxygen through all layers of the lake.

In this study, the sediment temperature model was also modified for shallow lakes.
First, the thermal diffusivity Ks in Equation (19) was multiplied by dt to account for the
hourly time step. To accurately simulate the sediment temperature gradient, the 10-m
sediment below the lake bottom was divided into 20 layers each of 0.5 m thickness, while
it was 10 layers for the daily model. In shallow lakes, solar radiation is likely to penetrate
the whole water depth and directly heat the bottom sediment below the water. In the daily
model, the heat absorbed by any water layer was quantified as a subtraction of the heat
reached on the top and bottom surfaces of the layer as shown in Equation (9), which means
all the heat reaching the area A(i) − A(i + 1) was used to warm up water only (not directly
heat the bottom sediments). Therefore, direct solar heating to sediment was ignored even
though heat exchange between the water and sediment was considered [12] when sediment
temperature is simulated. The heat absorbed by a water layer due to radiation attenuation
(k) was modified as:

HQ(i) = Hsn(i)A(i+1)[1 − exp(−k∆zi)] +
∫ A(i)−A(i+1)

0
Hsn(i)[1 − exp(−kdz)]dA (22)

The second part of Equation (22) more accurately accounts for absorbed solar radiation
by water in the area of A(i) − A(i + 1) since some solar radiation heats the bottom sediment
(and not the water). Since lake horizontal area A(i) is not uniform across all water depths
due to slope gradient, small area dA and depth dz were introduced for the integration.
Equation (22) was integrated and further simplified into Equation (23) by assuming each
horizontal area is circular:

HQ(i) = Hsn(i)A(i+1)[1 − exp(−k∆zi)] + Hsn(i)

(
A(i) − A(i+1)

)
− HQsed(i) (23)

HQsed(i) becomes a new heat source term for the first sediment layer at the water
layer i to more accurately simulate the sediment temperature profile using Equation (19).
Heat reaching the lake sediment is HQsed(i) (kcal/h) and calculated using Equation (24):

HQsed(i) =
2πHsn(i)

k tan α

[(
r(i) −

1
k tan α

)
−
(

r(i+1) −
1

k tan α

)
exp(−k∆zi)

]
(24)
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where r(i) and r(i+1) are the radius of the top and bottom surface areas of the water layer i,
respectively; and tanα is equal to [r(i) − r(i+1)]/ ∆zi and approximates the slope of the lake
bottom for layer i. These changes subsequently may change the sediment temperature
profile and sediment heat flux of the lake.

2.5. Modeled Shallow Lakes

After making the modifications for the hourly model, five shallow lakes were selected
for the current study (Table 1): Carrie Lake, Pearl Lake, Belle Lake, Portage Lake, and
Red Sand Lake. The maximum depths of these lakes range from 4.5 to 7.9 m. All of the
selected lakes are located in northeastern Minnesota. The nearest weather station to the
lake provided weather data: St. Cloud Regional Airport for Belle, Carrie, and Pearl lakes,
and Brainerd Lakes Regional Airport for Portage and Red Sand lakes. The geometry ratio
(As

0.25/Hmax, where As in m2 and Hmax in m are the surface area and the maximum depth
of the lake, respectively) is a very important characteristic parameter of a lake that affects
stratification, lake habitat, etc. Since all the study lakes have a geometry ratio between 3
and 10, they are weakly stratified. The lower the geometry ratio, the higher the stratification
of a lake. From Table 1, Carrie Lake is relatively more stratified (geometry ratio 3.12 m0.5)
and Red Sand Lake is the least stratified (geometry ratio 8.34 m0.5). Based on chlorophyll-a
concentration, Belle, Pearl and Portage lakes are eutrophic (mean Chl-a > 10 µg/L, [34])
and Carrie and Red Sand lakes are mesotrophic (mean Chl-a between 4 and 10 µg/L, [34])

Table 1. Characteristics of five study lakes in Minnesota.

Lake
Surface Area,

As , (km2)
Max. Depth

Hmax , (m)
Geometry Ratio 1

(m)0.5
Mean Chl-a

(µg/L)
Trophic
Status

Simulation
Years

Number of
Days with

Profile Data

Carrie 0.37 7.90 3.12 6.71 Mesotrophic 2008–2012 50
Belle 3.71 7.60 5.77 27.10 Eutrophic 2008–2012 73
Pearl 3.05 5.55 7.53 16.91 Eutrophic 2008–2012 36

Portage 1.54 4.57 7.71 15.98 Eutrophic 2008–2015 86
Red Sand 2.11 4.57 8.34 4.43 Mesotrophic 2008–2015 87

Note: 1 Geometry ratio of a lake is As
0.25/Hmax where As in m2 and Hmax in m.

3. Modeling Results

3.1. Model Calibration

The hourly model was calibrated and validated based on available measured water
temperature and dissolved oxygen profile data at a specific hour in particular days that
were downloaded from LakeFinder (https://www.dnr.state.mn.us/lakefind/index.html,
accessed on 12 March 2019). The temperature model of MINLAKE2018 was calibrated
first and then for the dissolved oxygen model in each of the five lakes. All the calibrated
parameters are listed in Table 2. EMCOE is an array of empirical coefficients introduced
from the MINLAKE2012 program [35]. The classic approach to modeling is to divide the
observed data into two parts and use them for calibration and validation, respectively;
due to the scarcity and discontinuity of profile data in the study lakes (Table 1), all profile
data were used together for model calibration. Fortunately, all five lakes had 30-min
measured near-surface water temperatures over several years, and Pearl Lake had 30-min
measured temperature at six depths; these 30-min data were used for validation purposes.
A comparison of suggested and calibrated values of model calibration parameters is
presented in Table 3. The maximum photosynthesis rate for oxygen production Pmax was
not used as a calibration parameter in previous studies and had some variations in these
five shallow lakes during the calibration, indicating that further study of Pmax variation is
necessary in future studies.
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Table 2. Calibration parameters for hourly and daily MINLAKE models [35].

Calibration Parameter Effect on Model Results Description of the Parameter

Wstr Temperature and DO profiles Wind sheltering coefficient
BOD DO Profiles Biochemical oxygen demand depending on lake trophic status
Sb20 DO Profiles Sediment oxygen demand, lake tropic dependent

EMCOE(1) Temperature and DO Profiles Multiplier for diffusion coefficient in the metalimnion
EMCOE(2) DO Profiles Multiplier for SOD below the mixed layer

Pmax DO Profiles Maximum photosynthesis rate for oxygen production

Table 3. Suggested and calibrated values of model calibration parameters for five study lakes.

Parameter/Lakes Red Sand Lake Portage Lake Carrie Lake Pearl Lake Belle Lake

Wstr 0.47 (0.47) 0.37 (0.37) 1 (1.0) 0.6 (0.4) 0.67 (1.0)
BOD 0.75 (0.75) 1.5 (1.5) 1 (0.75) 0.75 (1.5) 1.5 (1.0)
Sb20 0.75 (0.75) 1.5 (1.5) 1.5 (0.75) 0.75 (1.5) 1.5 (1.8)

EMCOE(1) 1 (7) 1 (3) 1 (3) 1 (0.8) 1 (4)
EMCOE(2) 1 (3) 1.1 (1) 0.82 (1.2) 1 (0.7) 1 (0.5)

Pmax 9.6 (16.8) 9.6 (8.5) 9.6 (9.6) 9.6 (8.5) 9.6 (7.7)

Note: the suggested value for each parameter is given followed by calibrated value inside brackets.

Figure 1 shows an example how the calibration affects the water temperature and DO
profiles in Belle Lake. Wind sheltering coefficient is an important calibration parameter
since wind is very important for mixing in a lake. However, the wind is usually obstructed
by tree canopy surrounding a lake. The wind sheltering coefficient in MINLAKE model
accounts for the effective portion of wind which takes part in mixing (ranges from 0 to 1).
Wind sheltering coefficient of 1 ensures the wind is fully used to mix a lake water without
any obstruction; therefore, it should be called the wind utilization coefficient in the future.
Figure 1 shows that, on 7 July 2010 in Belle Lake, as we increased the wind sheltering
coefficient, there was increased mixing and the water temperature at the hypolimnion
matches better with the observed data (compared with wind sheltering coefficient of 0.67).
However, on 22 September 2008, the wind sheltering coefficient affects the mixed layer
depth. As the wind sheltering coefficient changed from 0.67 to 1, the mixed layer depth
increased from 4.5 m to 6.2, complying with the observed data.

The results summarized in Table 4 show that for these shallow lakes, the hourly MIN-
LAKE2018 model performed better than the daily model, especially for DO simulations,
when simulated profiles were compared with observed profiles. The main reason for this
improvement is the consideration of diurnal changes as illustrated by comparison of the
observed and simulated temperature or DO at observed time. Table 4 shows the model
performance improved significantly with the hourly model in Portage and Carrie lakes.
The average root-mean-square error (RMSE) of temperature simulations in five lakes from
hourly MINLAKE2018 decreased by 17.3%, and average Nash-Sutcliffe model efficiency
(NSE) [36] increased by 10.3% with respect to daily model MINLAKE2012. Similarly, for
the DO hourly model, average RMSE decreased by 18.2% and NSE increased by 66.7%.
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Figure 1. Effect of wind sheltering coefficient (increasing from 0.67 to 1) on simulated (a) water 
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Figure 2 shows the observed water temperature and DO profile data versus simu-
lated results using hourly and daily models in two lakes. In Figure 2a, the observed water 
temperatures versus daily simulated have a slope of 1.03 which means the daily model 
slightly underpredicts the observed water temperatures in Portage Lake. The hourly 
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Figure 1. Effect of wind sheltering coefficient (increasing from 0.67 to 1) on simulated (a) water
temperature and (b) dissolved oxygen profiles on 7 July 2010; (c) water temperature and (d) dissolved
oxygen profiles on 22 September 2008 in Belle Lake including observed profiles.

Table 4. Statistical error parameters for the hourly and daily MINLAKE models against observed profile data in five
study lakes.

Lake Name

Hourly Model (MINLAKE2018)

Water Temperature Dissolved Oxygen

RMSE 1 (◦C) NSE 2 Slope 3 RMSE (mg/L) NSE Slope

Carrie Lake 2.21 0.85 1.04 1.69 0.78 0.96
Pearl Lake 1.03 0.98 0.98 2.23 0.35 1.00
Belle Lake 1.03 0.96 1.03 1.53 0.69 1.00

Red Sand Lake 1.86 0.94 0.97 2.77 0.36 0.99
Portage Lake 1.41 0.97 0.98 1.91 0.31 0.99

Average ± STD 4 1.48 ± 0.32 0.96 ± 0.02 0.98 ± 0.01 2.02 ± 0.49 0.50 ± 0.22 0.99 ± 0.02

Lake Name Daily Model (MINLAKE2012)

Carrie Lake 2.47 0.77 1.08 2.76 0.42 0.92
Pearl Lake 1.04 0.97 0.98 2.58 0.13 0.98
Belle Lake 1.14 0.96 1.01 2.09 0.43 0.94

Red Sand Lake 2.48 0.79 0.97 2.90 0.29 0.98
Portage Lake 1.82 0.86 1.03 2.03 0.22 0.96

Average ± STD 1.79 ± 0.69 0.87 ± 0.09 1 ± 0.03 2.47 ± 0.39 0.30 ± 0.13 0.96 ± 0.03

Note: 1 RMSE stands for Root Mean Square Error, 2 NSE for Nash-Sutcliffe Efficiency [36], 3 Slope of linear regression between simulated
and observed, 4 STD for Standard Deviation.

Figure 2 shows the observed water temperature and DO profile data versus simulated
results using hourly and daily models in two lakes. In Figure 2a, the observed water
temperatures versus daily simulated have a slope of 1.03 which means the daily model
slightly underpredicts the observed water temperatures in Portage Lake. The hourly model
slightly overpredicts the observed water temperatures having a slope of 0.98. In Figure 2b,
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the daily DO model has a slope of 0.96 whereas the hourly model has a slope of 0.99
(near 1) and performs better. Both the models slightly overpredict the observed DO. In
Figure 2c, Carrie Lake daily water temperature has a slope of 1.08 whereas the hourly
water temperature has a slope of 1.04. Carrie Lake daily DO has a slope of 0.92 whereas the
hourly DO has a slope of 0.96. Figure 2 shows that the simulated hourly water temperature
and DO match better with observed data compared to the daily model, although DO model
performance still has room for improvement.
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Figure 2. Measured versus simulated water temperature and DO in Portage Lake and Carrie Lake
for simulation over several years.

3.2. Diurnal Variations

In this study, the daily MINLAKE2012 model has been successfully revised into an
hourly MINLAKE2018 model by making various program changes discussed in Section 2.4.
In the daily MINLAKE2012 model, the output is a single profile for the whole day. Simu-
lated water temperatures and DO concentrations from the daily model are typically close to
those of later afternoon hours. For the hourly model, 24 profiles of water temperature and
DO were simulated for a day giving more detail into diurnal changes and lake processes.
Figure 3 shows the simulated and observed maximum and minimum hourly surface water
temperature of Portage Lake and Belle Lake during each day in 2009. The Minnesota
Department of Natural Resources (MNDNR) had a long-term monitoring program to con-
tinuously measure surface water temperatures (~1 m) in a 30-min interval for 25 sentinel
lakes including the five study lakes (Table 1), and a few lakes (such as Pearl Lake) had mea-
sured time-series at several depths also. Therefore, the maximum and minimum observed
hourly temperatures in each day were extracted from the 30-min monitored database
(MNDNR, 2018) to compare with simulated hourly results. The simulated maximum and
minimum water temperatures (Figure 3) have a root mean square error (RMSE) against
observed ones of 1.04 ◦C and 0.90 ◦C for Belle and 1.32 ◦C and 1.44 ◦C for Portage in
2009, respectively. At Portage Lake, the daily simulated surface temperature is close to the
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minimum observed surface temperature except for September. At Belle Lake, the daily
simulated temperature matches well with the observed minimum hourly temperature until
April, then the daily temperature lies between the maximum and minimum hourly tem-
perature; matches with the minimum (observed or simulated) again from July to August
and October to December. During September, the daily simulated temperature matches
well with the maximum hourly temperature. During the winter, observed minimum and
maximum temperatures are lower than simulated ones (Figure 3) because there is a strong
temperature increase gradient below the ice-water interface and the water depth of the
temperature sensor should reduce the ice thickness (vary with time) from the open-water
depth. The diurnal temperature variations can be quantified by differences of the maximum
and minimum hourly temperatures in each day and are 0.05–9.47 ◦C for the simulated
results (mean difference 4.03 ◦C with a standard deviation of 2.48 ◦C) and 0.05–11.41 ◦C
for the observed data (mean difference 3.69 ◦C with a standard deviation of 2.14 ◦C) at
Portage Lake in 2009. The maximum water temperature occurs at 5 p.m. for 92% of the
days in the open water season and at 2 p.m. for 85% of the days in the ice cover period. The
minimum water temperature mostly occurs at 5 a.m. all year round (100% of days in open
water season and 95% of days in the ice cover period). The average absolute difference
of simulated and observed diurnal temperature variations is 0.96 ◦C at Portage Lake and
0.97 ◦C at Belle Lake in 2009. The average diurnal DO variations in each day are 0.60 mg/L
(standard deviation of 0.71 mg/L and the maximum variation of 2.41 mg/L) for Belle Lake
and 0.49 mg/L (standard deviation of 0.50 mg/L and the maximum variation of 5.63 mg/L)
for Portage Lake for simulation results. In 2009, at Portage Lake, the maximum DO occur
at 5 p.m. (because of continuous photosynthetic oxygen production in the daytime) for
95% of the days in open water season and 88% of the days in the ice cover period. The
minimum DO mostly occurs at 7 a.m. all year round (95% of days in the open water season
and 89% of days in the ice cover period) because of no photosynthesis during the night.
There are no continuous hourly DO measurements available in the five lakes to compare
with hourly simulated DO time series.
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Figure 3. Time series of simulated and observed maximum and minimum hourly surface water temper-
atures each day at (a) Portage Lake and (b) Belle Lake in 2009 including simulated daily temperatures.
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In Figure 4 the simulated daily temperatures from the daily MINLAKE2012 matched
well with the observed and simulated temperatures at 4 p.m. for Belle Lake and Portage
Lake over multiple years. In summer months, the simulated daily temperatures were
slightly higher than observed ones but in other months slightly lower than observed. The
mean difference of daily simulated water temperatures and observed water temperatures
at 4 PM is 1.03 ◦C (standard deviation of 1.44 ◦C) in Belle Lake and 1.86 ◦C (standard
deviation of 1.05 ◦C) in Portage Lake.
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Figure 4. Time series of simulated daily, simulated and observed hourly surface (1 m at Belle and 1.5 m at Portage Lake)
temperatures at 4 PM at Belle Lake (2008–2012) and Portage Lake (2009–2013).

The simulated hourly temperatures at 4 PM closely follow with the observed hourly
temperatures at 4 PM for 4 years in Belle and Portage Lake. The simulated and observed
water temperatures at 4 PM have a mean absolute difference of 1.35 ◦C (standard deviation
of 1.29 ◦C) in Belle Lake and 1.21 ◦C (standard deviation of 1.23 ◦C) in Portage Lake.
For Belle Lake, simulated temperatures in 2009 winter and 2010 summer had relatively
large differences from observed data; for Portage Lake, simulated temperatures slightly
over-predicted in 2009–2013.

3.3. Profile Comparison

Figure 5 shows example of simulated water temperature and DO profiles for five
different times throughout the day (6–24 h). Figure 5 also includes daily profiles simulated
from daily MINLAKE2012 and the observed profiles in two days (water temperature) in
Pearl Lake and two days (DO) in Belle Lake. The observed profiles on both days (5 June
and 15 July 2008) were collected at 10:00 a.m. Therefore, the simulated profiles at 10:00 a.m.
closely match the observed data. The hourly model outputs show relatively large diurnal
variations in epilimnion and metalimnion, and simulated variations of DO in hypolimnion
are larger than corresponding variations of temperature because there are additional DO
sink terms (Equation (11)). The simulated daily profiles are reasonably close to simulated
profiles at 4:00 p.m. (16:00), which is in agreement with the surface water temperature
comparison shown in Figure 4. The daily model seems to overpredict stratification (surface
and bottom temperature or DO difference) in those days and both lakes. On 15 July 2008,
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the hourly model predicts the surface DO correctly whereas overpredicts the DO in the
hypolimnion at Belle Lake. For the daily model, the measured profile was compared
with the simulated daily profile of water temperature or dissolved oxygen, regardless of
the hour of measurement. However, for the hourly model, each observed profile can be
compared with the simulated hourly profile in the observed hour and day. Simulated
surface temperatures on 15 and 31 July 2008 have a diurnal variation of 3.41 and 1.63 ◦C in
Pearl Lake, and simulated surface DO on 12 June and 15 July 2008, have a diurnal variation
of 0.85 and 1.69 mg/L in Belle Lake, respectively.
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Figure 5. Simulated water temperature profiles in Pearl Lake and DO profiles in Belle Lake at five
different hours comparing with observed (green squares) and simulated daily profiles.

3.4. Comparison of Long-Term Surface Temperature Simulation

Table 5 lists the statistical parameters (RMSE, NSE, and slope) of the simulated hourly
water temperatures against observed data in the five study lakes. The average RMSE of
long-term water temperature simulation in the five lakes was 1.50 ◦C with a standard
deviation of 0.32 ◦C. The Nash-Sutcliffe model efficiency or NSE ranges from 0.95 to 0.99,
which is close to the optimal value of 1.0, and indicates the developed hourly model
performs very well in comparison to observed hourly data. The slopes of 0.97–0.99 also
show a good match between simulated and observed water temperature. Since Pearl Lake
has observed water temperature at six depths, the error parameters were calculated at
surface depth (1.2 m) and other five depths (1.7 m, 2.4 m, 3.4 m, 4.4 m, and 5 m). For Pearl
Lake, the average RMSE for water temperature simulation at six different depths is 1.30 ◦C
with a standard deviation of 0.15 ◦C. Figure 6 graphically shows the good performance of
the hourly MINLAKE2018 against the available hourly measured data.
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Table 5. Statistical error parameters for the hourly MINLAKE model against observed time-series data.

Surface Depths Carrie Lake Pearl Lake Belle Lake Red Sand Lake Portage

RMSE 1.82 1.22 1.19 1.95 1.33
NSE 0.95 0.98 0.98 0.94 0.99
Slope 0.98 0.98 0.99 0.97 0.99

Pearl Lake 1.7 m 2.4 m 3.4 m 4.4 m 5.0 m

RMSE 1.08 1.18 1.47 1.47 1.42
NSE 0.98 0.98 0.97 0.96 0.97
Slope 0.98 0.99 0.98 0.97 0.98
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Figure 6. Time series of observed (orange) and simulated (blue) hourly surface water temperatures
in five study lakes over 4–8 years of simulation.

3.5. Comparison of Heat Flux, DO Production and Reaeration

Figure 7a plots hourly air temperature and solar radiation variations and Figure 7b
shows the time series of calculated hourly and daily heat fluxes that enter and exit the water
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surface of Carrie Lake in ten days (1 June to 10 June 2009). The daily heat flux was averaged
and plotted over 24 h (Figure 7). The hourly flux in (sum of Hsn and Ha in Equation (3)) has
a clear diurnal variation for most of the days while the hourly flux out (sum of Hbr, Hc, and
He in Equation (3)) has almost no diurnal variation but some fluctuations in each day. At
night when the solar radiation Hsn is absent, water loses heat to the atmosphere as the flux
out is greater than the flux in, while during the day, due to the increase of shortwave solar
radiation, the water body gains heat to increase the water temperature in epilimnion (Pearl
Lake in Figure 5). The daily model has a constant heat flux in and flux out over a 24-h
period whereas the hourly model considers the heat flux variations hour by hour (24 values
for each day). As a result, the hourly model can represent daily variations more accurately
than the daily model, which is evident in Figure 7b. Results from the daily model illustrate
that heat could transfer in one direction (cooling or warming) for several consecutive days
while the results from the hourly model show that heat transfer from and to the waterbody
is a more dynamic process that occurs within the day and depends on the time of day.
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Figure 7. Time series of (a) air temperature and solar radiation, (b) calculated daily and hourly heat
fluxes, and (c) two DO source terms through the water surface at Carrie Lake on 1–10 June 2009.

Figure 7c shows a comparison of the time series of dissolved oxygen source terms
(photosynthesis and surface reaeration) calculated by the hourly and daily models (ex-
pressed as mg/L/h). Hourly reaeration during most of the day is a sink term for the first
four days of June when saturated DO (Cs in Equation (15)) is less than the surface DO
concentration. On 5 June, the hourly reaeration rate is still negative whereas the daily
reaeration rate is positive. From 6 June to 10 June, hourly reaeration becomes positive
which means that saturated DO is higher than surface DO. On 8 June after midnight, the
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hourly reaeration rate suddenly increases and becomes 4.32 mg/L/h at 4 a.m. because of a
strong wind speed of 19 mph (the average wind speed was 6.18 mph for the first 10 days
of June at Saint Cloud). The daily model cannot account for hourly variations and has a
constant reaeration rate of 0.57 mg/L/h. In the daily model, hourly photosynthesis was
calculated by redistributing daily solar irradiance as a sine function over the photoperiod
(14 h in June) and added together to get a daily oxygen production by photosynthesis
for solving the daily DO balance equation [10], while the hourly model uses hourly solar
radiation from the weather data file to get the hourly photosynthetic oxygen production
and solve the hourly DO balance equation. In Figure 7c daily photosynthesis was averaged
over the photoperiod starting from 6:00 a.m. to compare with hourly photosynthesis. In the
presence of light, hourly photosynthetic oxygen production increases and then becomes
zero during the night when there is no oxygen production. Figure 7c shows that both the
hourly and daily models have similar estimates on photosynthetic oxygen production but
differ in surface aeration.

3.6. Impact of Direct Solar Radiation Heating on Sediment Bed

In previous MINLAKE models, the direct solar radiation heating of sediments was
ignored. In the hourly MINLAKE model, the sediment heating code was modified to
account for the solar radiation directly heating the sediment layers. In Figures 8 and 9, a
comparison was made between the previous and modified sediment heat transfer models
for Carrie Lake in March and June of 2009.
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During the night when there is no solar radiation, heat moves from sediment to water,
i.e., positive fluxes/numbers in Figure 8. During the day when there is incoming solar
radiation, the pattern of the sediment heat flux (with direct heating) coincides with the
timing of solar radiation as we are considering direct heating of sediment. In the previous
sediment flux calculation, there was a time lag between the incoming solar radiation and
the negative heat flux. Sediment heat flux changes in direction and magnitude depending
on the solar radiation which is shown in Figure 8 for four different cases. On days with
ice and snow cover, when a thin layer of snow can attenuate most of the solar radiation,
heat moves from sediment to water throughout the day. On 18 March 2009, the lake has ice
cover but no snow cover. The sediment heat flux starts decreasing as solar radiation heats
up the water. At one point, the heat goes from water to sediment and as the water cools
down at night, heat flux changes its direction again. Sediment heat flux in summer is much
larger than that in winter and depends on the magnitude of solar radiation (Figure 8c for a
sunny day and 8d for a cloudy day). High solar radiation results in larger negative heat
flux (heat going from water to sediment) as shown in Figure 8c.

Figure 9 shows that sediment heat flux is mainly dependent on solar radiation. This
addition of direct solar heating is important for the overall dynamics of shallow water
layers in daytime hours. Overall, due to the modification, the modified heat flux magnitude
is reduced both in positive and negative heat flux situations. As the sediment is directly
heated by solar radiation, the heat flux difference between sediment and water decreases,
and this trend continues throughout the entire day (24 h).

4. Discussion

4.1. Short-Term Mixing Prediction

Figure 10 shows the simulated hourly and daily water temperatures near the surface
and at bottom depths in June in Belle (Hmax = 7.6 m), Carrie (Hmax = 7.9 m), and Portage
(Hmax = 4.6 m) lakes. In 2009 Belle Lake was completely mixed from 6 June to 9 June
and on 30 June from both the hourly and daily model simulations. On 28–29 June, the
daily model results show that the lake is well mixed whereas the hourly model predicts
weak stratification. This occurs due to the sudden increase in daily wind speed on those
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days. The hourly model simulates water temperature hour by hour using hourly wind
speed which increased gradually and hence, no complete mixing was simulated by the
hourly model. Carrie Lake is more stratified than Belle Lake (Figure 10b), which is related
to a smaller geometry ratio (Table 1). Observed half-hourly water temperature data in
these lakes were collected and converted into hourly observed data for comparison. At
the surface, the simulated water temperatures match well with the observed data with an
RMSE of 1.2 ◦C, 1.7 ◦C, and 1.4 ◦C for Belle (2008–2011), Carrie (2008–2015), and Portage
(2008–2015), respectively. Since Portage is a very shallow lake with a maximum depth of
4.3 m, there are small differences between the surface and bottom water temperatures. For
most of the days, the daily model predicts essentially the same temperatures at the lake
surface and bottom whereas the hourly model predicts the temporal variations of water
temperature more correctly. Owing to the lack of necessary details associated with the
daily weather data, the daily model underpredicts the water temperature in well-mixed
conditions at Portage Lake.
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Figure 10. Time series of simulated daily and hourly water temperatures at two depths (1 m, 7.5 or
4 m) at (a) Belle Lake in June 2009, (b) Carrie Lake in June 2009, and (c) Portage Lake in June 2015
including observed hourly surface temperatures. Daily values were plotted at 4:00 p.m. each day.

The predicted mixing from temperature simulation plays an important role in not
only water temperature distribution but also dissolved oxygen (Figure 11) and nutrient
concentration distributions with depth. At Belle Lake, the daily simulation represents
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complete mixing on 28–29 June whereas the hourly model shows anoxic condition at the
lake bottom (Figure 11a). At Carrie Lake (Figure 11b), the lake becomes well mixed on
7 June whereas the hourly model simulates the low bottom DO condition on 7 June and
higher DO concentrations starting from 10 June. Frequent mixing is observed in Portage
Lake (Figure 11c): each day has a period of well-mixed conditions following several hours
of weak stratification of DO. The daily model only accounts for the diminishing of DO
from the top layer to the bottom layer and does not show the occurrence of the mixing
within the day or how DO again recovers to be the same as the top layer.
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Figure 11. Time series of simulated daily and hourly DO at two depths (1 m, 7.5 or 4 m) at (a) Belle
Lake in June 2009, (b) Carrie Lake in June 2009, and (c) Portage Lake in June 2015. Daily values were
plotted at 4:00 p.m. each day.

4.2. Stratification Prediction

Carrie Lake has a depth of 7.9 m with a geometry ratio of 3.12. Portage Lake is
comparatively shallow (4.57 m) with a geometry ratio of 7.71. From the water temperature
graphs of Figure 10, it is evident that Carrie Lake is more stratified compared to Portage
Lake. If the difference of water temperature or DO between the surface layer and bottom
layer is more than 1 ◦C or 1 mg/L, the lake is considered stratified. Based on this criterion,
for the hourly model, Carrie Lake is stratified 720 h (30 days) out of 720 h in June 2009 for
water temperature and dissolved oxygen. However, the evaluation of stratification using
the daily model reveals that the lake is stratified on 28 days in June 2009 for temperature
and DO. The daily model cannot account for the mixing and stratification happening on
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time step shorter than a day. As a result, the daily model cannot capture the accurate
scenario of stratification. For Red Sand Lake, the lake is stratified for 298 h and 359 h
for water temperature and dissolved oxygen, respectively. This shows the dependence of
stratification on lake depth and geometry ratio.

Pearl Lake has 30-min observed water temperature data that were measured from 2013
to 2016 at 6 depths (1.2, 1.7, 2.4, 3.4, 4.4, and 5.0 m) by MNDNR. The average chlorophyll-a
concentration at Pearl Lake is 16.91 µg/L as a eutrophic lake and the geometry ratio is 7.71
for a weakly stratification or polymictic lake. MINLAKE2018 model was successfully run
from January 2013 to December 2016, and time series of simulated temperatures in 2015
summer at 1.2 m and 5 m were compared with measured data in Figure 12.
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Figure 12. (a) Time series of observed and simulated hourly water temperature at 1.2 m and 5 m in Pearl Lake in open
water season in 2015, (b) differences of simulated and observed hourly temperatures between 1.2 m (surface) and 5 m (near
the bottom) during open water season in 2015 in Pearl Lake including simulated daily temperature differences and 1 ◦C
difference as stratification criterion.

Figure 12a shows that at 1.2 m depth near the surface, simulated hourly water temper-
atures match well with observed data in the open water season (1 April–30 September) of
2015. The simulated and observed hourly water temperatures at 5 m were used to verify
whether the model can successfully reflect the attenuation of solar radiation and the heat
diffusion mechanism inside the lake. At 5 m depth, the model underestimates the water
temperature from 27 April to 9 May and overestimates from 27 June to 9 July. Apart from
those periods, the model predicts water temperature at 5 m depth correctly. At 1.2 m and
5 m depths, the simulated water temperatures in 2015 have NSE values of 0.99 and 1.00,
respectively, when compared with observed data.

In Figure 12b, the stratification of the lake over the same period was quantified. The
stratification criterion was set as 1 ◦C and the observed stratification was compared with
the stratification calculated by hourly and daily models. From 27 April to 9 May, the
lake is stratified and the difference between the surface and bottom temperature is much
larger than observed as shown in Figure 12a. From 27 May to 12 June, the hourly model
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represented the fluctuation of stratification correctly during this period, whereas the daily
model shows continuous stratification over the entire time period. From 27 June to 9 July,
for both hourly and daily models, the differences between the surface and bottom water
temperature are much smaller than the observed ones as shown in Figure 12a. From
2 August to 7 August, the daily model overestimates the temperature gradient whereas the
hourly model captures the temperature gradient perfectly. For the rest of the year 2015, the
daily model underestimates the temperature gradient and shows no stratification during
this fall season. But in reality and in the hourly model simulation, occasional stratification
was observed in fall seasons. From comparing with hourly model results and observations,
it reveals that the daily model cannot capture the rapid change of stratification and mixing
in shallow lakes, which is one major drawback of the daily model. The daily model fails to
predict stratification or mixing fluctuation, which happens for a short period, i.e., 3–6 h on
some days. The daily model assumes longer periods of stratification although the shallow
lakes may mix several times (each time for a few hours). Moreover, the daily model cannot
correctly predict weak stratification over several hours on some days in the fall season.

The stratification statistics for five study lakes during the ice cover periods and open
water seasons are given in Table 6 as percentage hours or percentage days for three years.
Comparing hourly and daily models (Table 6), the major discrepancy (3–24%, average
12%) in stratification estimates happens in dissolved oxygen stratification during the ice
cover period. However, in the ice cover period, for temperature stratification, there is no
major discrepancy (average 5%) in the stratification scenarios of the hourly model and daily
model since temperature varies only from 0 to slightly larger than 4 ◦C. In the open water
season, some discrepancy (13–16%) for lakes with higher geometric ratios is observed.
Overall, the stratification hours of dissolved oxygen increase with the change in model
time step from daily to hourly.

Table 6. Water temperature and dissolved oxygen stratification in study lakes presented as % hours
of stratification (hourly model) or % days of stratification (daily model) in 2009–2011.

Lake
Name

Geometry
Ratio (Secchi

Depth)

% Hours or Days of Temperature Stratification

Ice Cover Period Open Water Season

Hourly Model Daily Model Hourly Model Daily Model

Carrie 3.12 (1.48 m) 89 89 65 64
Belle 5.77 (1.46 m) 86 80 37 35
Pearl 7.53 (1.85 m) 93 81 80 67

Portage 7.71 (2.00 m) 89 83 26 25
Red Sand 8.34 (3.04 m) 90 89 32 16

Lake
Name

Geometry
Ratio (Secchi

Depth)

% Hours or Days of DO Stratification

Ice Cover Period Open Water Season

Hourly Model Daily Model Hourly Model Daily Model

Carrie 3.12 (1.48 m) 75 66 58 71
Belle 5.77 (1.46 m) 88 76 56 52
Pearl 7.53 (1.85 m) 93 79 67 47

Portage 7.71 (2.00 m) 89 67 48 38
Red Sand 8.34 (3.04 m) 90 87 37 42

4.3. Application in Lake Management

DO is considered to be the most important water quality parameter of a lake. With the
increasing anthropogenic nutrient loading, stratification becomes increasingly important in
the consumption of DO and the formation of hypoxia [37–39]. Hypoxia in the waterbody
influence biogeochemical cycles of nutrients and exert severe negative impacts on aquatic
ecosystems, such as mortality of benthic fauna, fish kills, habitat loss, and physiological
stress [40–42]. Given the significance and the recent increase in hypoxic events in lakes,
it has become necessary to enhance our understanding of the natural and anthropogenic
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drivers of hypoxia and the internal feedback mechanisms. Large diurnal fluctuations
of oxygen between nighttime hypoxia and daytime supersaturation have been observed
in shallow tidal creeks, lagoons, and estuaries [43]. It was observed that high primary
production during daytime results in supersaturated DO levels, while at night respiration
overwhelms the DO supply, often leading to hypoxia [44]. Variations in the extent and
duration of low oxygen events can lead to substantial ecological and economic impacts.
Moreover, sometimes the mixing of the inflow is very dynamic and an hourly model might
be appropriate to address the change.

In Figure 5, it was observed that in the hypolimnion, the simulated daily variation of
DO is larger than that of temperature because of more sink terms. This hypolimnetic DO is
particularly important because it regulates the phosphorus release from sediments. High
phosphorus release from lake sediments is frequently reported as an important mechanism
delaying lake recovery after external loading of phosphorus has been reduced [45–47]. A
long-term survey of 35 lakes in Europe and North America concluded that internal release
of phosphorus typically continues for 10–15 years after the external loading reduction [48]
but in some lakes, the internal release may last longer than 20 years [46]. In shallow lakes, it
is common to observe negligible changes in phosphorus concentrations in lake water even
after external load diversion [49]. For example, Lake Trummen in Sweden remained hy-
pereutrophic even after 11 years of sewage (primary source of external loading) diversion.
Finally, the removal of 1 m of high phosphorus sediment reduced the internal loading dra-
matically [49]. Because of the numerous physical and biogeochemical processes involved,
the development of a lake water quality model that enables estimating DO responses to the
external/internal environment for short intervals is essential for understanding the dynam-
ics of hypoxia. An hourly model will be useful in scientific research of hypoxia conditions
and for planning and forecasting site-specific responses to different management scenarios.
They are needed to provide advice to policy-makers about the probable effectiveness of
various remedial actions at affordable costs.

4.4. Future Studies

In this study, the simulated hourly water temperatures were compared with the hourly
observed water temperatures near the surface for five lakes, but the hourly DO data were
not available. Moreover, due to scarcity of observed profile data, all data were used for
model calibration purpose. In the future, the hourly DO data should be collected and
compared with hourly simulated DO to advance the hourly DO model and understand
the complex DO diurnal dynamics. With long-term profile data available, the observed
data should be divided into two parts: one part to be used for model calibration and the
other for model validation purpose. One drawback of these model simulations was to not
consider inflow to the lake which can be important for some shallow eutrophic lakes. The
daily inflow/outflow model needs to be modified/improved for hourly simulation. Only
five shallow lakes in Minnesota were simulated in this study. In the future, the model can
be applied to more lakes of different characteristics and different climate/geographic areas
and should be improved for more general use.

5. Conclusions

Both water temperature and DO in lakes exhibit noticeable diurnal changes due to
changing weather conditions, and solar-radiation-dependent phytoplankton and benthic
activities. The one-dimensional hourly lake water quality model MINLAKE2018 was
developed from the daily MINLAKE2012 model to evaluate diurnal variations in Minnesota
lakes. The simulated hourly water temperatures and DO concentrations were compared
with available observed hourly near-surface water temperatures and measured temperature
and DO profiles at specific times in 36–87 days (Table 4) over several years. Simulation
results from the hourly MINLAKE2018 model provide the following conclusions:

1. MINLAKE2018 was calibrated against measured profiles in five shallow Minnesota
lakes (Table 4) with an average standard error of 1.48 ◦C for temperature and 2.02 mg/L
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for DO. With the help of available surface water temperature hourly data, the average
RMSE of long-term water temperature simulation was 1.50 ◦C with a standard devia-
tion of 0.32 ◦C. For Pearl Lake, the average RMSE for water temperature simulation
at six different depths is 1.30 ◦C with a standard deviation of 0.15 ◦C.

2. When compared with the daily MINLAKE2012 model, for Pearl Lake (Hmax = 5.6 m),
the hourly model calculated 12% and 13% more temperature stratification for ice cover
period and open water season, respectively (Table 6). Similarly, for DO, stratification
increases were 14% and 20% for ice cover period and open water season, respectively.
For other lakes, hourly model simulation also resulted in increased stratification
percentages for water temperature and DO. The hourly model can capture diurnal
changes and mixing events that lasted a few hours within a day, which the daily
model ignores. Moreover, it was observed that the daily model could not predict most
of the weak stratifications of shallow lakes in the fall season (Figure 12). As a result, to
ensure desired water quality for aquatic organisms and fish habitat, the hourly model
is suitable for shallow lakes all year round.

3. The hourly model MINLAKE2018 performs better than the daily model MINLAKE2012
in water temperature and DO profile simulation (Figure 2). The RMSEs of temperature
and DO from MINLAKE2018 decreased by 17.3% and 18.2%, respectively, and Nash-
Sutcliffe efficiency increased by 10.3% and 66.7%, respectively, in comparison to
MINLAKE2012.

4. Sediment heating subroutine was modified to include direct heating of sediment from
solar radiation for all sediment layers. After modification, the sediment heat flux
pattern became coincident with the solar radiation pattern eliminating the lag time
between the change in solar radiation and the change in heat flux to appear. The
magnitude of sediment heat flux was reduced for both cases (heat flux going from
water to sediment or sediment to water) after the sediment subroutine was modified.
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Abstract: Dissolved gases produce a gas pressure. This gas pressure is the appropriate physical

quantity for judging the possibility of bubble formation and hence it is central for understanding

exchange of climate-relevant gases between (limnic) water and the atmosphere. The contribution of

ebullition has widely been neglected in numerical simulations. We present measurements from six

lacustrine waterbodies in Central Germany: including a natural lake, a drinking water reservoir, a

mine pit lake, a sand excavation lake, a flooded quarry, and a small flooded lignite opencast, which has

been heavily polluted. Seasonal changes of oxygen and temperature are complemented by numerical

simulations of nitrogen and calculations of vapor pressure to quantify the contributions and their

dynamics in lacustrine waters. In addition, accumulation of gases in monimolimnetic waters is

demonstrated. We sum the partial pressures of the gases to yield a quantitative value for total gas

pressure to reason which processes can force ebullition at which locations. In conclusion, only a small

number of gases contribute decisively to gas pressure and hence can be crucial for bubble formation.

Keywords: dissolved gas; Henry law; total gas pressure; ebullition; greenhouse gases; lacustrine waters

1. Introduction

Dissolved gases in aquatic systems have moved into the focus of limnological studies
recently because of their central role in the carbon cycle and hence their relevance for the
climate [1,2]. Lakes are known for the burial of organic material but also as sources of
methane (CH4) and carbon dioxide (CO2). Lakes contribute decisively to fluxes of CH4
and CO2 into the atmosphere by both diffusive processes and ebullition [1]. CH4 is a
highly potent greenhouse gas, i.e., a multiple of CO2 at equal concentrations [3]. The
concentrations of both gases keep rising in the atmosphere. This fact emphasizes the
need for elucidating the involvement of lakes and rivers in global carbon fluxes [4]. As a
consequence, many recent studies have aimed at quantifying the fluxes from limnic waters
into the atmosphere. In particular, reservoirs are known for releasing methane—especially
in shallow or dry-falling areas. This fact may put the reputation of hydropower as green
energy at stake at least in some cases [2,5].

Beyond their recognition as being climate-relevant, gases are central players in the
ecology of limnic waters, especially oxygen (O2) for all breathing organisms and carbon
dioxide (CO2) for photosynthetic organisms. Furthermore, dissolved gases that are con-
ceived as less reactive such as nitrogen become relevant for nitrogen fixation when supply
with inorganic nitrogen runs short (e.g., [6,7]).
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Any dissolved gas produces a gas pressure. The contributions of all gases add up
to the total gas pressure. Though not in wide use in limnology, total gas pressure is
the proper physical quantity to judge proximity to spontaneous bubble formation and
ebullition [8]. The ratios between partial pressures determine the composition of forming
bubbles (e.g., [9,10]) and the exchange with the surrounding water while ascending through
the waterbody to the surface [11]. In conclusion, putatively irrelevant gases have a decisive
impact on the removal of ecologically relevant gases. Hence, gas pressure is central for
quantifying gas fluxes to the atmosphere and for understanding ebullition.

Despite its relevance, gas pressure is not widely referred to in the limnological lit-
erature and appears nearly exclusively in connection with large-scale ebullition events—
so-called limnic eruptions (e.g., [12]). Catastrophic events of spontaneous gas ebullition
from deep waters (Lake Nyos and Lake Monoun—both in Cameroon, Africa) have cost the
lives of many humans in single events [12–15]. Since then, a number of other lakes with
gas pressures of concern have been reported in the literature (e.g., Lake Kivu: [16]) and
assessed for the danger of limnic eruptions (Lake Kivu: [17], Guadiana pit Lake: [18]).

Distribution of gases in the water column and chemical reactions—most of them
biologically mediated—change gas concentrations and hence affect gas pressure. However,
a good overview of processes increasing gas pressure to the level of spontaneous ebullition
is missing in the limnological literature as well as the physical limnology literature. The
same accounts for the localization of these processes where gas pressure may be raised
sufficiently. What limits the gas pressure and, if ebullition sets in, what controls the bubble
composition and hence the removed or stripped gas? In conclusion, a closer competent view
on the gas pressure in lakes with appropriate depictions is urgently needed to effectively
impart the knowledge to the wider limnological community.

With this paper, we attempt to fill this gap. We present new data from six lakes in
the German state of Saxony-Anhalt, including natural and artificial lakes reflecting the
broad variety of limnic waters. Observations of extreme gas pressures in lakes are referred
to in the discussion. Solubilities of the most relevant gases are listed in comparison. We
demonstrate the contributions of the most relevant gases to gas pressure and complement
the gas measurements with profiles from numerical model simulations to finally depict
them together with their contributions to gas pressure. This gas pressure can be affected by
chemical reactions (produced or removed) or temperature change. We demonstrate under
which conditions total gas pressure can be raised to absolute pressure to finally result in
bubble formation and ebullition.

2. Environmental Gases and Methods

2.1. Solubility of Gases

When a water surface gets into contact with the atmosphere, atmospheric gas flux
goes into the water until an equilibrium concentration ci is reached, which is described by
the Henry law:

ci = kH,i · pi (1)

where pi represents partial pressure in the gas phase (e.g., the atmosphere) and i is the
marker for the different gases. Henry coefficients kH are specific for gases and depend on
the temperature (and much weaker on other dissolved substances and pressure) (see Table 1
or [19]). The temperature effect is remarkable and the value roughly drops to half from 0 ◦C
to 30 ◦C for many gases. A simplified quantitative description (e.g., Sander 2015) is

kH = kH(25 °C)· exp
(

TE·
(

1
T
− 1

298.15 K

))
(2)

where TE = −(∆sol H)/R has the dimension of (absolute) temperature and is generally
determined empirically (also listed in Table 1; ∆solH—dissolution enthalpy, general gas
constant R = NA·k is the product of Avogadro number and Boltzmann constant).
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Table 1. Henry coefficients (from [19] Sander, 2015); volumetric portion in dry atmosphere (N2, O2, Ar from [20] Roedel 1992,
CO2 from [21] Worch 2015, CH4 by [22] Saunois et al. 2020); Ostwald coefficient calculated from values in [19] and coefficients
for Equation (4) for N2 and O2 ([23] Weiss 1970), Ar ([24] Jenkins et al. 2019), CH4 ([25] Wiesenburg and Guinasso 1979) and
CO2 ([26] Weiss 1974); changes due to the introduction of the new temperature standard ITS-90 in 1990 are too small to show up
on our scale and temperature range.

Atmosphere kH (25 ◦C) kH (25 ◦C) TE kH (25 ◦C) A1 A2 A3 u

[%] [mol/m3/Pa] [mol/L/bar] [K] [-] Coefficients for Equation (4)

N2 78.09 6.4 × 10−6 6.4 × 10−4 1300 0.016 −59.6274 85.7661 24.3696
986.9/
22391

O2 20.95 1.3 × 10−5 1.3 × 10−3 1500 0.032 −58.3877 85.8079 23.8439

Ar 0.93 1.4 × 10−5 1.4 × 10−3 1400 0.035 −55.6578 82.0262 22.5929

CH4 0.00019 1.4 × 10−5 1.4 × 10−3 1600 0.035 −68.8862 101.4956 28.7314

CO2 ~0.039 3.3 × 10−4 3.3 × 10−2 2400 0.82 −58.0931 90.5069 22.2940
1/

1.01325

If concentration is given in mol/L and partial pressure in bar, the Henry coefficient
has the unit of (mol/L)/bar. However, both the concentration in the liquid phase as well
as the partial pressure can be given in various units. Hence Henry coefficients can have
differing units with accordingly differing values. A particularly interesting version of
Henry coefficients results from replacing partial pressure pi with the concentration in the
gas space cg,i, by applying the ideal gas law

cg, i =
pi

R·T (3)

As a consequence of having concentration on either side of Equation (1), the Henry
coefficient does not possess a unit, and is commonly referred to as Bunsen coefficient (at
25 ◦C) or Ostwald coefficient (temperature dependent). This version of Henry coefficient
relates concentration in the water directly to concentrations in the gas phase. Most common
gases have a Bunsen coefficient in the range of 0.01 to 0.03 with the important exception of
carbon dioxide, which has a Bunsen coefficient of the order of 1. In conclusion, most gases
have concentrations of a factor 50 lower in solution than in the adjacent gas phase. Of the
listed gases, only carbon dioxide is present at nearly the same concentration in equilibrated
water as in air.

The conversion between units for concentrations is straightforward between mols
and grams by multiplication by molar mass (in g/mol). However the conversion between
molar units and other concentration units (e.g., molal units (mol/(kgH2O) or permille (or
practical salinity units (psu) or g/(kgSample))) or partial pressures can be complex for a
mixture of solutes [19,21,27].

A more accurate temperature fit compared to Equation (2) is achieved, when the
Clausius-Clapeyron equation is solved and the result developed into a Taylor series, of
which the exponent of the first three terms has the following form fitted with coefficients
Ai (see also Supplementary Materials):

kH = exp
(

A1 + A2
100
T

+ A3 ln
(

T

100

))
· u (4)

where we added a unit conversion factor u, as solubilities have traditionally been presented
in a variation of different units.

Intuitively the Henry law is understood as a limited water volume in contact with
an infinite atmosphere. However, the law also applies for a closed system with a limited
air (or gas) space. Moreover in this case, partial pressures and concentrations are coupled:
conditions inside the gas space are set by the concentrations in the water as used in
headspace extractions for measurements of gas concentrations.
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2.2. Gas Pressure, Saturation, Total Gas Pressure

By solving Henry’s law (Equation (1)) for pressure, we find that each dissolved volatile
substance is connected to a gas pressure of its own, which is proportional to its concentration.
Hence we can use the specific Henry coefficients to evaluate the gas pressures from concentra-
tion profiles of each gas. The temperature dependence of the Henry coefficient results in a
temperature dependence of the gas pressure at given gas concentration (Equation (2), Table 1).
However, in equilibrium between air and (e.g., surface) water, the dissolved gas in the water
produces the same gas pressure as the partial pressure in the gas space. For a water surface at
sea level and normal pressure, this amounts to 21% of 1013.25 mbar for oxygen: accordingly
less for higher altitude, low air pressure and moist air.

Gas concentrations in the water can change due to sources and sinks. As a conse-
quence, also gas pressures are affected. In addition, heating can raise gas pressures. The
ratio between gas pressure and partial pressure in the adjacent air volume is defined as
the saturation and usually given as a percentage with 100% representing equilibrium
with dissolved gas and the adjacent air space. The conditions of partial pressures at the
lake surface, which depend on air pressure and humidity at the time of measurement,
function as the conventional reference, as instruments are usually calibrated on site. This
reference, however, is variable in the range of few percent over the year due to changing
weather conditions.

In the usual range of gas concentrations and pressures, gas pressures of all gases
can be added to a total gas pressure: non-linearities and mutual interaction only play
a role at extreme conditions: e.g., Lake Kivu [28]. A (hypothetical) bubble in the water
column is subject to the gas pressure of the ambient water and it will eventually collapse, if
local pressure pabs lies above total gas pressure ptdg [8,11]. As a consequence, the bubble
formation limits the increase of total gas pressure to absolute pressure in natural waters
(mainly hydrostatic and atmospheric pressure), which is a function of water depth. At
greater depth, higher amounts of gases are soluble as a consequence.

ptdg ≤ pabs (5)

2.3. Relevant Gases

Clearly, the number of detectable gases in natural water bodies goes far beyond
those listed in Table 1. Unlisted gases may be of central ecological relevance and others
are used for tracing water bodies, but only in very extreme cases, they may contribute
considerably to the total gas pressure (e.g., [6,29–31]). We use the simple approximation
of an exponential temperature dependence as this facilitates an easy intercomparison
of solubility and temperature dependence. For many purposes, these approximations
are sufficiently accurate, but calculations of high accuracy must use more sophisticated
numerical approximations: for N2 and O2 [23], Ar [24], CH4 [25], and CO2 [26]. The
deviation of the exponential fit and the more sophisticated approach lies within about
3% for temperature 10 to 35 ◦C; at lower temperatures deviation are even larger (see
Supplementary Materials and Figure S1). The effect of dissolved solids on the Henry
coefficient is small for freshwater (<3 g/L of dissolved solids) and quantifications are
not available for salt compositions in inland waters (e.g., [28,32]) and hence has not been
included in our evaluation.

In addition to the dissolved gases, water itself develops a vapor pressure which
contributes to the total gas pressure as described by the Magnus equation. We follow
the recommendation of Alduchov and Eskridge [33] and propose the simple formula for
vapor pressure:

E(θ) = 6.1094 exp
(

17.625 θ

θ + 243.04

)
(6)

with temperature θ in ◦C.
This equation approximates the curve [34], which is recommended by the International

Association of Properties of Water and Steam—IAPWS by better than 0.385% in the range
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0 to 40 ◦C (see Supplementary Materials and Figure S2). Another good approximation
(better than 0.006% even for temperatures beyond 40 ◦C) is proposed by Huang [35] (see
Supplementary Materials).

Gas concentration in natural waters tend to equilibrate with the atmosphere while
their surfaces are exposed to the atmosphere. However source and sink terms modify the
concentrations. This can involve inflows, but also geochemical processes with many of
them controlled by organisms. We included supporting information for a brief overview of
the most important sources and sinks of the most important gases. Beyond this, we refer to
textbooks on geochemistry of natural waters (such as [21,31]).

2.4. Simulations

To complement measurements for gases that have not been in field survey pro-
grammes, and to produce vertical profiles of good resolution, we implemented a simple
one-dimensional model for a conservative gas, i.e., without sources and sinks in the water.
We divided the water column into 48 equally spaced layers of d = 1 m thickness each. The
simulations were run in MATLAB. Diffusion was implemented by exchanging half of each
layer in steps of t = 30 days with neighboring layers to implement a turbulent diffusivity
of the order k = d2/t = 4 × 10−7 m2/s. Equilibrium conditions were implemented for the
gas for the entire epilimnion according to the measured water temperatures in spring and
summer (as justified below in the results with measurements of oxygen in the epilimnion).
As a result, we gained continuous and vertically coherent profiles for conservative gases.

3. Measurements

3.1. Investigated Lakes

The investigated lakes are located in Saxony-Anhalt, one federal state in Central
Germany. This state has only few natural lakes as a consequence of its locations outside the
area of the last glaciation. We present six lacustrine water bodies, including (1) a natural
lake, (2) a drinking water reservoir, (3) one gravel pit lake, (4) one salt-affected mine pit
lake and (5) one flooded quarry, and finally (6) one mine pit lake temporarily used as a
dumping side (Figure 1). These water bodies are representative of the range of lacustrine
waters in this area, which has been densely populated since the Middle Ages and hence
intensively used for agriculture, forestry, settling, and exploitation of ore and salt deposits.
Since the industrial revolution around 1870, it has also been heavily affected by traffic,
lignite mining, and industrial production. Precipitation is generally low (around 550–600
mm per annum, except for the catchment of Rappbode Reservoir, where precipitation can
reach up to 1700 mm per annum in the highest areas of the Harz mountains).

Figure 1. Location of investigated lakes; depth contour maps Arendsee, Rappbode Reservoir, Rass-
nitzer See, Barleber See, Vollert-Sued, Felsensee.
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The lakes in detail:

1. Arendsee is a natural lake and originates from subsidence caused by dissolution of a
salt deposit deeper in the ground [36]. The eutrophic lake has no river inflow and is
mainly fed by groundwater [37,38].

2. Rappbode Reservoir was built in the 1950s for flood protection and drinking water
supply and is in full operation since 1959 [39–41].

3. Rassnitzer See formed in the abandoned lignite mine Merseburg Ost 1b in the 1990s.
Fresh and salty groundwater filled the void, resulting in a salinity-stratified water
body, which does not overturn completely in winter. The final water level was reached
by introducing freshwater from the nearby river Weisse Elster in 2002 [42–45].

4. Barleber See is the residual of a gravel pit (gravel excavations took place at the begin-
ning of the 1930s). As the local open air swimming facility of the city of Magdeburg,
it is intensively used for recreation. Increasing nutrient concentrations led to heavy
algal and cyanobacteria blooms and a restoration by alum treatment in 1986 [46,47].
A further use as recreational area required a second chemical treatment of the waters
with poly-aluminum chloride from 9th July to 15th October 2019. Inflow and outflow
exclusively happen through exchange with groundwater [48].

5. Felsensee is a small lake, which formed in a former quarry. After stone production
ceased, the quarry filled with groundwater. The water level has reached about 22 m.
Higher conductivity groundwater inflows have turned the lake meromictic [49].

6. Lake Vollert-Sued is a flooded opencast lignite mine. The pit was (until 1969) used
to dispose of wastewater from lignite processing. There is no surficial inflow or
outflow but exchange with groundwater balancing the evaporation deficit and causing
groundwater contamination in the near vicinity of the lake [50,51]. Hence it is heavily
affected through its history as a dumping site. The water has been treated in 1999 to
reduce the unpleasant smell and the impact on animals in the area [52,53]. The lake
has since been meromictic.

The first three lakes have been selected to demonstrate the oxygen dynamics under
usual conditions, while the latter three were selected to demonstrate special features of gas
production and accumulation in lakes.

3.2. Equipment

From most lakes, we could retrieve profiles of temperature and electrical conductivity
as indicators of density stratification, as well as oxygen profiles at three times of the year: one
profile in early spring before stratification set in, one in summer when surface temperatures
were high, and one in autumn, when the cooling surface forced a deeper recirculation of the
lake water. In the case of Felsensee, we only show measurements of one sampling date, as
well as for Lake Vollert-Sued, where we include data from Horn et al. [53].

Following pieces of equipment were used:

1. Arendsee: CTD profiles 2017: YSI 6600 V2, 2019: EXO2 from YSI, USA; optical oxygen
sensor; CO2 and gas pressure measurement in a gas volume behind a permeable mem-
brane; CO2 detection by IR spectrometry) CONTROS HydroC® CO2 from Kongsberg
Maritime, Germany;

2. Rappbode Reservoir: CTM90 from Sea & Sun Technology, Germany; optical oxy-
gen sensor;

3. Rassnitzer See: CTM90 from Sea & Sun Technology, Germany; optical oxygen sensor;
4. Barleber See: CTM90 from Sea & Sun Technology, Germany; optical oxygen sensor;
5. Felsensee: Ocean Seven 316 from Idronaut, Italy; amperometric oxygen sensor;
6. Vollert Sued: CTD + O2: Ocean Seven 316 from Idronaut, Italy; amperometric oxygen

sensor; gas pressure: (TDG-sensor pressure measurement in a gas filled permeable
silicon tube) Hydrolab, USA; CH4, CO2 and N2: samples in GC thermal conductivity
detector (see [53]).
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4. Results

4.1. General Picture of Circulation and Atmospheric Recharge

Profiles with a multiparameter probe documented the stratification in the lakes Arend-
see, Rappbode Reservoir, and (mine pit lake) Rassnitzer See (see Figure 1 and Table 2).
During deep recirculation (profiles in March), the oxygen concentration was homogenized
over the entire circulated water body (Figure 2, middle panel); the deep recirculation com-
prised the entire water body in holomictic Arendsee and Rappbode Reservoir. However,
due to its meromictic character, the bottom 7 m of Rassnitzer See were not included in
the deep recirculation. Oxygen levels remained at zero in the bottom waters. Profiles of
oxygen saturation indicated that the entire circulated water body showed close to 100%
saturation and hence was equilibrated with the atmosphere. Moreover, during summer
and later in autumn, surface waters showed values close to 100% saturation.

Table 2. Properties of the investigated lakes (residence time was calculated as volume by outflow); the origin of the data is
supplied in the text of Section 3.1 for each lake in separate.

Lake
Name

Surface
Area
[km2]

Volume
[106 m3]

Max.
Depth

[m]

Inflow
[106 m3/y]

Outflow
[106 m3/y]

Residence
Time

[y]

Age in
2020
[y]

Origin

Arendsee 5.1 149 49 6.03 2.65 56 >10,000
Dissolution of
salt dome and

subsidence

Rappbode
Reservoir

3.95 113 89 109.8 89.6 0.942 61 Artificial dam

Rassnitzer
See

3.1 68 38 2.07 0.4 170 18
Lignite surface

mine

Barleber
See

1.03 6.9 9.8 1.18 0.53 13 88
Gravel and sand

excavations

Felsensee 0.085
Unknown

(~1)
22

little GW
flow

little GW
flow

Unknown >55 Stone quarry

Vollert-
Sued

0.09 2 27 0.055 0.005 400 51
Polluted

opencast lignite
mine

During the stratification period, vertical exchange was largely reduced; hence local
production and local depletion of oxygen could be observed in the water column. Both
in Arendsee and Rappbode Reservoir, a reduction of oxygen concentrations could be
measured: both lakes formed a metalimnetic oxygen minimum. This could possibly
be attributed to the decomposition of organic material below the epilimnion, while the
metalimnetic and hypolimnetic water remained disconnected from the supply with new
oxygen from the atmosphere (see also [54,55] for Rappbode Reservoir; [56,57] for Arendsee).

On the contrary in Rassnitzer See, we saw a clear rise of oxygen saturation beyond
100% at depths of the thermocline and below. A small part of this could be attributed
to primary production—assuming that sufficient light could enter deep enough to allow
for photosynthesis: however, concentration profiles indicated that not much oxygen was
added to the loading from spring deep recirculation. As a consequence, most of the rising
saturation values had to be attributed to rising temperatures due to solar irradiation and
turbulent diffusive heat transport from above beyond possible consumption and diffusive
loses over the stratification period.

In general, we expected a very similar recharge and equilibration behavior of other
gases, e.g., nitrogen and argon. Detailed documentations were not available as those con-
centrations are not particularly relevant for the ecology of a lake (see Section 2). However,
contrary to mixing and recharge, we anticipated no relevant concentration changes over a
stratification period due to geochemical reaction (as in the case of oxygen).
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Figure 2. Profiles measured in Arendsee, Rappbode Reservoir, Rassnitzer See (all located in Saxony-
Anhalt, Germany) on three sampling dates (green: spring, red; summer, black: autumn) in 2019:
temperature, electrical conductivity, dissolved oxygen concentration, oxygen gas pressure (dotted
line: atmospheric gas pressure at lake surface), oxygen saturation (dotted line: 100% saturation).

4.2. Complementing Gas Concentrations for Gas Pressure

We selected the 16th of August 2017 to produce a full set of profiles of relevant gases
in Arendsee. Oxygen was measured with an optical sensor. It showed a minimum in the
metalimnion (around 10 m depth), high values in the epilimnion, and lower values in the
hypolimnion tending to zero toward the lake bed (Figure 3, left panel).

Carbon dioxide was low in the epilimnion due to the direct coupling to (the low)
atmospheric concentrations. However, the deeper waters showed considerably higher
concentrations. These concentrations corresponded to the missing O2 in the water column
quite well, but they were not equal as the amount of produced CO2 from degrading biomass
was not strictly tied to a stoichiometric value of 1, and some of the produced CO2 could be
forwarded into bicarbonate (HCO3

−) as a result of the carbonate equilibrium. Due to the
strong depletion of oxygen in Arendsee, CO2 reached the same order of magnitude as O2.

Nitrogen (N2) is not as closely documented in lakes as oxygen. It is much less reactive
and hence less relevant for ecological processes (see also discussion). Although, N2 is
part of the nitrogen cycle, the supply probably never runs short. Usually, lake waters
show N2 concentrations close to the atmospheric equilibrium even in meromictic lakes
(e.g., [53]). As a consequence, N2 is often considered conservative, if no better information
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is available (e.g., [12]). Since also in our field programme nitrogen (N2) concentrations were
not measured, we included simulated profiles from our simple 1D lake model assuming
equilibration of the epilimnion with atmospheric concentrations of nitrogen and a turbulent
diffusive exchange between layers (see above Section 2.4). As the deep water was recharged
with N2 at a lower temperature (higher Henry coefficient), the hypolimnion showed higher
concentrations than the epilimnion, which was equilibrated at summery temperatures. The
transition through the metalimnion was smoothened by implementing diffusive transport.
At all depths, N2 was obviously the gas with the highest concentration.

Figure 3. Left panel: concentration of gases in Arendsee on 16 August 2017: right panel: Gas pressures. Oxygen and carbon
dioxide gas pressures were measured, while nitrogen and argon were modelled (see text), whereas vapor pressure was
calculated from a temperature profile; total gas pressure was calculated from adding the partial pressures of displayed
volatile substances and drawn with directly measured total gas pressure from the CO2 probe (symbols). Broken lines (for
epilimnion values of N2 and total gas pressure) do not represent the real situation.

We also used the model for argon, where the conservative assumptions (no sources nor
sinks) were satisfied even better. The profile looks nearly the same though concentrations
were considerably lower due to the lower concentration in air compared to nitrogen; the nu-
merical simulation profiles that demonstrate the vertical structure of a gas pressure profile.

Hydrogen sulphide has not been reported at noticeable concentrations in the open
waters of Arendsee. Similarly, methane is removed during deep recirculation from this
holomictic lake and cannot start to accumulate before oxygen is depleted. Measurements
in the year 2019 [58] reconfirmed concentrations in the range of 100 nmol/L. Hence both
gases could be neglected in the total gas pressure.

From the displayed concentration profiles, we calculated gas pressures by implement-
ing a temperature-dependent Henry coefficient (Equation (1) solved for pi); temperatures
were used from a CTD-probe profile. The calculation yielded the (by far) leading contribu-
tion from nitrogen N2; O2 provided a smaller contributions, while CO2—due to the high
Henry coefficient—and argon (similar shape to N2, though at lower values)—due to low
concentration—contributed only a much subordinate gas pressure. We also added vapor
pressure of H2O, which was calculated as a function of temperature (Equation (6)) and
hence was the third biggest gas pressure contribution in the epilimnion.

The gas pressures of all gases could be added to total gas pressure (Figure 3, right panel).
We saw a local minimum in the metalimnion where oxygen had been depleted. Throughout
the hypolimnion, gas pressures fell toward the lake bed as a consequence of reduced oxygen
concentrations. Direct measurements of total gas pressure with the CO2 probe confirmed
the structure of the total gas pressure profile well. Smaller deviations were attributed to
the fact that the sensor was not optimized for total gas pressure but for CO2. The long
response time might also have contributed to some additional error.

4.3. Elevated Gas Pressure Observations

Measurements in (the small gravel pit lake) Barleber See showed clearly elevated
oxygen concentrations in the epilimnion during summer reaching a saturation of 140%,
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i.e., a gas pressure of 70 mbar above atmospheric (Figure 4, upper row). If N2 gas pressure
was present at atmospheric gas pressure, then total gas pressure would have surmounted
local pressure in the upper 70 cm of the water column and bubbles would be formed. Most
probably bubbling had happened before and nitrogen had been stripped until total gas
pressure lay below local pressure (observations of N2 to confirm this were not done).

Figure 4. Profiles from the lakes: Barleber See, Felsensee, Vollert-Sued showing measured profiles
of temperature, el. conductivity, gas concentrations, gas pressures (dotted line: atmospheric O2

partial pressure above lake surface) and oxygen saturation (dotted line: 100% saturation). Felsensee
O2 data have been compensated for 6.5 s response time of the amperometric sensor from raw data.
Vollert-Sued: psum: sum of calculated gas pressures; ptdg: directly measured total gas pressure;
pabs: absolute pressure calculated as atmospheric plus hydrostatic.

In (the small quarry lake) Felsensee, a deep oxygen maximum was documented
at 15 m depth in early August. The oxygen peak was accompanied by high values of
chlorophyll-a fluorescence (Figure 4, middle row). Hence oxygen levels were attributed
to photosynthetic activity of floating organisms at the upper edge of the monimolimnion.
Obviously the organisms could profit from the chemical setting (nutrients or CO2) at this
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depth. Moreover, clearly below the epilimnion at depths 7–13 m, oxygen concentrations
and gas pressures lay clearly above atmospheric oxygen pressure.

Finally gas concentrations in (the small polluted pit lake) Vollert-Sued were measured
(data from Horn et al. [53]). In the monimolimnion, methane had accumulated and raised
the gas pressure by more than 1 bar. Together with nitrogen, total gas pressure in the
monimolimnion came into the range of the absolute pressure. Methane had been created
by degradation of organic material in the sediment. Methane either diffused out of the
sediment or formed bubbles which released part of their methane into the ambient (moni-
molimnetic) water while ascending through the water column. Bubbles could always be
observed at the water surface.

5. Discussion

In most lacustrine waters, gas pressure is clearly dominated by nitrogen N2 and
oxygen O2. While nitrogen is quite conservative and changes in N2 concentrations happen
at a small rate, O2 is produced and used by aquatic organisms and hence O2 often shows a
highly dynamic behavior in limnic systems. As a consequence, the oxygen contribution is
the leading variable component of gas pressure in limnic waters. This is particularly visible
in productive small lakes (e.g., Barleber See, Figure 4), as longer periods of weak winds
allow a clear decoupling from the atmosphere. However, nitrogen always contributes a
large portion to the total gas pressure and hence forms a large portion of the gas in bubbles.

In addition, gas pressure (and hence oxygen saturation) is affected by heating (e.g., solar
irradiation into a density stratified layer, see upper hypolimnion of Rassnitzer See in Figure 2).
Although concentrations may not change, the temperature dependence of the Henry coeffi-
cient will increase gas pressure when temperatures rise. Henry coefficients of N2, O2, Ar,
and CH4 drop by a factor of about 2 over the limnologically interesting range from 0 ◦C to
30 ◦C. The temperature dependence of Henry coefficients of CO2 (and e.g., helium or neon)
is noticeably different (see also noble gas thermometer [59]).

N2 concentrations can be retrieved from samples (as done for Lake Vollert-Sued ([53]
Figure 4). However, such data sets have limited vertical resolution and limited vertical
comparability as a consequence of possible error of chemical analysis between samples.
Hence we decided to create continuous N2 profiles with a model approach from our
understanding and assumption of conservative behavior. The resulting profile was realistic
and included the typical features of the N2 profile (Figure 4). An increased N2 gas pressure
in the metalimnion was the consequence of faster transport of heat (diffusive and by solar
irradiation) than the N2 molecules.

Denitrification (forming N2 from inorganic nitrogen) and N2 fixation (forming or-
ganic nitrogen compounds from N2) happen at low rates in general. However a closer
look at denitrification rates (e.g., [6]) reveals that even holomictic lakes may experience a
production of N2 that may affect the N2 budget significantly over a stratification period
(putatively in the range up to 10%). In monimolimnia, where more time would be available
for accumulation (see below), the replenishment of nitrate is limited. On the other hand,
nitrogen fixation probably can reduce the N2 budget and hence total gas pressure only
in very special configurations. As a consequence, we encourage measurements of N2
when close investigation of total gas pressure in lakes are envisaged and accurate methods
are available.

Furthermore in the range of 10 mbars, dissolved argon and vapor pressure contribute
to gas pressure, which in general is in the order of 1 percent of total gas pressure. Hence,
both gases are often neglected: in the case of argon, it is conveniently included in the
nitrogen part (as gas chromatograph columns often do not separate Ar from O2 and N2,
e.g., [9]). In the cold hypolimnetic water, the vapor pressure does not play an important
role, but it does in warmer water: at 25 ◦C: water vapor pressure amounts to about 30 mbar
and is the biggest contribution after N2 and O2 in the epilimnion (see Figure 3). As a
consequence, moist samples in a head space contain about 3% of H2O, which can be found
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missing in the recovery rate of an accurate gas chromatography, if water vapor is not
detected in separate (e.g., [32]).

Though the production and the removal of carbon dioxide is directly connected with
the oxygen dynamics, its contribution to gas pressure is not relevant in holomictic lakes,
as the Henry coefficient of CO2 is nearly two orders of magnitude larger. In addition, the
involvement of the carbonate system extenuates the variability. For an accumulation that
becomes relevant for gas pressure, long time periods must be provided (as in meromictic
lakes) or a very strong source, e.g., from volcanic vents, has to supply gas [60,61].

Methane is usually not produced fast enough in the water column to contribute to
gas pressure considerably; however conditions in the sediment are much more favor-
able [62]. Limnic sediments can provide a nearly inexhaustible amount of degradable
organic material and anoxic conditions prevent the further oxidation of methane. Methane
can diffuse out of sediment pores into the open water or alternatively form bubbles (see
below), from which part of the methane is released into the water column while ascending
to the lake surface.

5.1. Ebullition

The release of gases from the water body by bubbles is called ebullition. Bubbles can
be formed and sustained, when gas pressure reaches absolute pressure (Figure 5; [8,63,64]).
Such bubbles migrate toward the water surface due to their buoyancy. Mainly two gases
are produced in natural waters by organisms to raise total gas pressure enough to force
bubble formation: oxygen and methane.

Figure 5. Gas pressure against depth in an idealized lake, gas pressure of argon is included in the N2

value, gas pressures of other gases and water vapor pressure are neglected.

In sunny conditions, primary production can form oxygen. Close to the surface, not
much raising of the oxygen gas pressure is required to reach absolute pressure (e.g., Barleber
See in Figure 4). However at greater depth, the gas pressure needs to be raised considerably
before bubbles are form (e.g., Felsensee in Figure 4). As a consequence, elevated levels
of oxygen can be seen before bubbles form. Deep chlorophyll maxima sustain primary
production when they are exposed to favorable light conditions [6]. At a depth of 14 m
in Felsensee (Figure 4) for example, an absolute pressure of 2.4 bar (1 bar atmospheric
pressure plus 1.4 bar hydrostatic pressure) needs to be overcome. If gas pressure of N2 (and
Ar) is at atmospheric equilibrium (i.e., 0.78 bar and 0.01 bar, respectively), the remainder to
absolute pressure has to be accomplished by oxygen production until an O2 gas pressure
of 2.4–0.79 bar = 1.61 bar is reached. 1.61 bar of oxygen gas pressure are commensurate
with 750% of oxygen saturation (as 100% saturation mean 0.21 bar partial pressure of
O2). In Felsensee, we detected close to 950 mbar (a saturation of nearly 450%) on the
day of measurement. Whether this lake has ever reached the limit for ebullition has not
been documented.
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In general, the gas pressure of oxygen needs to be raised to

pO2 + prest = pabs (7)

where the nitrogen gas pressure is the leading part in prest, and also gas pressures of argon
and vapor are part of it (Figure 5).

Ebullition from macrophytes and algal mats on the lake bed has been documented
much better: bubbles remain attached to the plants before they have grown enough to
detach and ascend through the water column [65–67]. As long as a bubble remains attached
to a plant, it is subject to gas exchange with the surrounding water [11]. Gases diffuse in
and out, and—provided that enough time has been available—the gas composition (partial
pressures) will reflect the gas pressure inside the water. The data presented from two small
lakes [9] are compliant with this prediction.

The situation is very similar for methane bubbles. Methane is formed from biodegrada-
tion (see Supporting Information). This largely happens in the upper zone of the sediment.
Methane can be accumulated in the pore space and finally form bubbles when total gas
pressure reaches the absolute pressure (Figure 5). When the buoyancy is sufficient to escape
from the sediment, methane bubbles enter the bottom water of the lake and start ascending
through the water column [10,68,69].

Like oxygen bubbles, methane bubbles do not consist of pure methane, but contain
mainly nitrogen and traces of other gases. As the bubbles also remove N2 from the
pore water, this may be observable and even indicative of how much methane has been
produced [10,70,71].

In conclusion, we could identify three possible zones of bubble release: (1) Close
to the surface by oxygen release through primary production close to the water surface
at roughly atmospheric composition Barleber See (Figure 4); (2) release of bubbles by
accumulating oxygen in deep photosynthetically active areas (of phytoplankton of macro-
phytes: oxygen content is higher than atmospheric content ([9], see also Felsensee Figure 4);
(3) Bubbles formed by methane production in the sediment mainly consist of methane and
nitrogen ([10,53], see also Vollert-Sued Figure 4).

5.2. Other Mechanisms for Raising Gas Pressure and Releasing Gas Bubbles

At the surface, gas pressure could be raised by surface warming during the day.
Warming releases bubbles of oxygen:nitrogen of 21:78. In Barleber See, oxygen saturation
has clearly risen beyond 100% (see Figure 4, top row) and hence 0.21 bar. As the heating of
the metalimnion is faster than the diffusive removal of nitrogen, a zone of high nitrogen
pressure forms in the metalimnion (see Arendsee in Figure 3). This could contribute to
forming bubbles in lakes where also oxygen is produced by photosynthesis at the same
time. In addition, currently the most feared trigger mechanism for a catastrophic release
of gas from Lake Kivu is submerged volcanic activity, bringing hot lava in contact with
highly gas-charged deep water layers. Higher temperatures would correspond to lower
Henry coefficients and hence to higher gas pressures. A chain reaction known as “limnic
eruption” had been feared as a possible result.

Maeck et al. [72] showed that the release of methane from the river Saar/Mosel was
triggered by surface waves originating from opening ship locks. The arriving wave trough
lowered the pressure at the river bed, which resulted in bubbling. A similar connection
exists with air pressure, wind, or water level changes [73–75]. When air pressure rises,
Horn et al. [53] for example showed that ebullition decelerated while a falling air pressure
increased the ebullition flux.

Water motions can impact the release of gases. Obviously if water parcels are moved
vertically, they experience a lower hydrostatic pressure and release of gases can be triggered.
In Lake Nyos, such an event following a land slide is the most commonly accepted trigger
mechanism for the limnic eruption in 1986 [13].

Finally we want to mention that technical measures can raise gas pressure to values
that even endanger aquatic life. To oppose oxygen depletion in hypolimnetic waters,
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aeration—i.e., introduction of air bubbles in the deep water can be considered. However
the dissolution of bubbles under high pressure facilitates to raise gas pressure beyond
atmospheric pressure, which can result in problems in particular for organisms that move
vertically in the water column, such as fish (e.g., [76–78]). Excessively high gas pressures
can be avoided by introducing only oxygen or—at least in part—by forcing the bubble
plume to reach the water surface at the cost of money or changing the ecosystem. In
addition, elevated gas pressures have been reported from reservoirs belonging to pumped
storage plants.

5.3. Accumulation of Gases in Monimolimnia

Permanently stratified water bodies like meromictic lakes provide the preconditions
for an accumulation of methane over long time scales at concentrations that eventually
become relevant or even dominant for total gas pressure (e.g., [1,79,80]. Vollert-Sued is one
example (Figure 3, bottom row), where degradable sediments have provided the material
for methane formation. Methane and nitrogen form the gas pressure in the deep water.
Famous other examples for a methane dominated gas pressure in monimolimnia are Lake
Kivu, East Africa [60,81], and Lake Monticchio Piccolo, Italy [82].

Monimolimnia also accumulate carbon dioxide as an end product of biogeochemical
degradation paths for organic matter. However, due to the good solubility of carbon
dioxide, it takes a long time to form a CO2 gas pressure of concern only from organic
degradation. The famous examples of extreme CO2 gas pressure: Lake Nyos, Lake Monoun
(both in Cameroon), Kabuno Bay of Lake Kivu (in D.R. Congo), and main basin of Lake
Kivu (in Rwanda and D.R. Congo) have a volcanic origin for the supply of CO2 [13,14,83].
In the special case of Guadiana Pit Lake (in Spain), acid rock drainage dissolved carbonate
deposits in the underground and stored the formed CO2 in the monimolimnion [18,84].

The gas either originates from volcanic sources (e.g., Lake Nyos, Lake Monoun, Lake
Kivu, Lake Monticchio Piccolo) or from geochemical interaction (Guadiana Pit Lake: [85]) or
from biodegradation (Vollert-Sued pit lake). In all cases, either methane (Lake Kivu, Vollert-
Sued, Monticchio Poccolo) or carbon dioxide (Nyos; Monoun; Guadiana Pit Lake: [18,86])
provide the leading contribution beyond the N2 background. The most prominent repre-
sentative is Lake Kivu with its huge methane storage for commercial interest [16,28,32,83].
Especially high gas pressures of carbon dioxide are dangerous, as a sudden release can
liberate an immense volume of gas to the atmosphere and threaten the lives of humans in
the vicinity. Disastrous degassing happened at Lake Nyos and Lake Monoun in Cameroon
in the 1980s [13–15].

Monimolimnia of meromictic lakes are shielded from direct exchange with the atmo-
sphere. Water properties are renewed at a very slow rate. This yields ages of monimolimnia
up to 800 years (Lake Kivu, Africa—Schmid et al. 2005) and more than 6000 years in the case
of Salsvatn, Norway [87] or even 11,000 years in the case of Powell Lake, Canada [88,89].
Hence meromixis can provide a long time scale for the accumulation of solutes such as
gases (see [79,90,91]).

It is clear that we may not have knowledge of all lakes with extreme gas pressure. Of-
ten H2S is reported as dangerous gas dissolved at high concentrations (kH = 0.1 mol/L/bar,
TE = 2100 K [19]). Very high concentrations of sulphide (2.5 mmol/L) are found in Alatsee
(Bavaria, Germany [92]). Depending on the pH, only part is present as dissolved H2S
(Ks = 9.77 × 10−6) and hence contributes to gas pressure. At most, i.e., in acidic conditions
(pH not reported), this corresponds to a gas pressure of 0.015 bar gas pressure at reported
monimolimnion temperatures of 6 ◦C. Trapped ocean water could potentially produce
about ten times as much sulphide from its dissolved sulphate, if losses by diffusion and
precipitation would be small over the time period required for reducing the sulphate. We
measured our highest sulphide concentrations (10 and 12 mmol/L) in the monimolimnion
of Hufeisensee (Saxony-Anhalt, Germany, see also [93]), which corresponded to about
0.05 bar partial pressure of H2S (at measured pH = 6.8 and T = 6 ◦C). In conclusion, only in
extreme cases, sulphide will provide a considerable contribution to the total gas pressure.
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5.4. Final Remarks

From literature review and our own results, we confirm that in limnic waters only
very few gases play an important role for gas pressure:

1. Nitrogen always contributes to gas pressure decisively and must be considered;
2. Oxygen from the atmosphere and from photosynthesis can contribute decisively to

the gas pressure;

As far as documented, only under meromictic conditions in the deep anoxic waters
(monimolimnion),

3. Methane (mainly from biodegradation or volcanic sources) or
4. Carbon dioxide (from external sources such as volcanic vents and geochemical reac-

tions) can become an important or even the leading contribution to gas pressure.

In holomictic lakes, the gas pressure contribution of methane and carbon dioxide is
small (usually even smaller than vapor and argon). At a smaller scale (gas pressure of tens
of millibars), we can detect gas pressure of

5. Vapor pressure from water;
6. Argon from atmospheric sources.

All other gases play a much subordinate role. Other noble gases, chlorofluorocarbons,
sulfurhexafluoride SF6 (e.g., [94,95]), and other gases may be used for tracing waters and
dating the last intensive exchange with the atmosphere. It can be relevant to know their
partial pressure to quantify the concentrations. However for total gas pressure, they do not
play a role.

Bubbles in the open lake water can be created by photosynthetic oxygen production.
This may be accomplished by submerged macrophytes and algal mats or planktonic algae
closer to the surface. Additional heating may help forming bubbles as solubility of gases
is temperature dependent. On the contrary, when bubbles form in the upper layer of the
sediment, they originate from the decomposition of organic material where the produced
methane is the leading component for raising the gas pressure. Biodegradation also
produces carbon dioxide, but this contribution to gas pressure and hence for the release of
bubbles is much lower due to the good solubility of carbon dioxide.

Nitrogen (N2) is produced by biogeochemical reactions, but rates usually are small in
comparison to the N2 background. Hence nitrogen is rarely made responsible for forming
bubbles. However, due to the high background of nitrogen gas pressure, it is very important
for total gas pressure and hence contributes to a high portion of gas in the bubbles. The
composition of the bubbles can be quantitatively calculated from partial pressures. In
general, the required gas pressure of the produced gas (oxygen in open water or methane
in the sediment) increases with depth (Equation (7)) and so does its portion in the bubble.
Ascending bubbles are subject to exchange with the surrounding water (stripping).

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/w13131824/s1, Figure S1: solubilities of the most relevant gases for gas pressure in lakes:
left column: solubilities in mol/l/bar: simple exponential fits from Sander (2015) [19] in comparison
to accurate parametrizations for N2 and O2 (Weiss 1970) [23], Ar (Jenkins et al. 2019) [24], CH4

(Wiesenburg and Guinasso 1979) [25] and CO2 (Weiss 1974) [26]. Right column: difference between
approaches. Figure S2: Vapour pressure against temperature. Left panel: Huang (2018) [35] compared
to the IAPWS recommended curve (Wagner and Pruss, 1993) [34]; right panel: Magnus equation
compared to the recommendation of IAPWS (Wagner and Pruss, 1993) [34]. References [96–129] are
cited in Supplementary Materials.
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Abstract: Many researchers use one-dimensional (1-D) and three-dimensional (3-D) coupled hydro-

dynamic and water-quality models to simulate water quality dynamics, but direct comparison of

their relative performance is rare. Such comparisons may quantify their relative advantages, which

can inform best practices. In this study, we compare two 1-year simulations in a shallow, eutrophic,

managed reservoir using a community-developed 1-D model and a 3-D model coupled with the

same water-quality model library based on multiple evaluation criteria. In addition, a verified bubble

plume model is coupled with the 1-D and 3-D models to simulate the water temperature in four

epilimnion mixing periods to further quantify the relative performance of the 1-D and 3-D models.

Based on the present investigation, adopting a 1-D water-quality model to calibrate a 3-D model

is time-efficient and can produce reasonable results; 3-D models are recommended for simulating

thermal stratification and management interventions, whereas 1-D models may be more appropriate

for simpler model setups, especially if field data needed for 3-D modeling are lacking.

Keywords: hydrodynamic model; bubble plume; artificial mixing; GLM; Si3D

1. Introduction

One-dimensional (1-D) coupled hydrodynamic models, which simulate water balance
and thermal stratification dynamics in lake and reservoir ecosystems [1,2], are popular
due to their low computational requirements. Linked with biogeochemical and ecological
modeling libraries, their computational efficiency allows 1-D models to quickly simulate
vertical stratification in lake dynamics [3,4] including oxygen and long-term nutrient
cycles [5,6]. Verified against field data using metrics such as root mean square error
(RMSE) and normalized mean absolute error (NMAE) [7], 1-D models have been adopted to
simulate water-quality variables such as dissolved oxygen (DO) and nutrient concentrations
with adequate accuracy in many water bodies [8–10].

In contrast, three-dimensional (3-D) coupled hydrodynamic models are necessary
to simulate spatially-resolved hydrodynamic and water-quality variables including oxy-
gen [11,12] and plankton [13], especially in large aquatic ecosystems and the ocean [14–16].
Further, 3-D models may be particularly useful in waterbodies with complex bathymetry
or that experience dynamic conditions [17]. For example, 3-D coupled hydrodynamic
and water-quality models are useful for lake and reservoir management when engineered
systems, including side steam supersaturation (SSS) and epilimnion mixing (EM), are
installed to improve water quality [18,19]. One common perception [20] is that 3-D models
are better in simulating engineered water bodies.
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A direct comparison of the modeling results of 1-D and 3-D models may reveal the
relative advantages of the different models in a quantitative manner. Fleischmann et al. [21]
studied trade-offs between 1-D and 2-D regional river hydrodynamic models, but a similar
study is absent in existing lake and reservoir research for 1-D and 3-D models. In addition,
in certain situations, concurrent adoption of both 1-D and 3-D models may be needed to
achieve simulation goals because of their complementary benefits.

One example of concurrent adoption of both 1-D and 3-D models is Romero et al. [22],
who used a 3-D coupled hydrodynamic and aquatic ecological model to simulate a flood
underflow through Lake Burragorang, a deep lake near Sydney, Australia. Due to the
flood underflow, biogeochemical distributions varied spatially and temporally, which
could not be captured by the 1-D model. At the same time, their team used a 1-D coupled
hydrodynamic and aquatic ecological model to simulate Lake Burragorang for over two
years due to the low computational needs for long-term calibration and validation of 1-D
models. In this case, quantifying the relative advantages of the 1-D and 3-D models are
crucial for obtaining reliable simulation results in a timely manner.

Romero et al. [22] also found that one set of biogeochemical parameters can be adopted
in both 1-D and 3-D models to adequately simulate nutrient and plankton dynamics in the
lake, which provides another reason for concurrent adoption of both 1-D and 3-D models.
Parameter identification and sensitivity analysis are critical for performance evaluation
when using ecological modeling libraries linked with hydrodynamic models [23], usually
requiring thousands of repeated model runs. This is feasible with 1-D models due to their
high computational efficiency. However, it is extremely time-consuming to do the same
with 3-D models, for which a single one-year simulation may take up to a few days of real
time even on high-performance computer clusters. Since most ecological parameters in
3-D models are chosen based on literature values or manual tuning, using 1-D models as a
test-bed may be an efficient solution for parameter identification and sensitivity analysis
for 3-D models.

Similar to the work carried out by Romero et al. [22], this study adopts a 1-D model
as a test-bed environment to speed up the calibration of a 3-D hydrodynamic and water-
quality model. Further, this study employs well-calibrated biogeochemical parameters
of a 1-D coupled hydrodynamic and water-quality model in a 3-D model of a shallow
eutrophic reservoir.

When performing numerical simulations, both the spatial and temporal resolutions
may affect the numerical accuracy. Reducing spatial and temporal resolutions shortens
computing time. However, a lower temporal resolution may lead to errors in energy
balance [24], and a lower spatial resolution may fail to resolve the bathymetry of water
bodies [25]. Therefore, it is necessary to compromise between the numerical accuracy and
the computational efficiency when determining the spatial and temporal resolutions. Nu-
merical tests are performed to determine a suitable cell size for calibration and simulation.

Temperature and DO field data collected over two one-year periods are used to verify
the simulation results. The aim of this study is to quantify the relative advantages of
1-D and 3-D coupled hydrodynamic and water-quality models and determine the most
time-efficient modeling approach with combined 1-D and 3-D calibration and modeling. In
addition, this study is the first attempt to implement 1-D EM modeling, with two bubble
plume model variants enabled in the 1-D and 3-D coupled models. Additional simulations
of four EM periods over two years are carried out to compare the two bubble plume models
and the 1-D and 3-D EM modeling approaches.

2. Study Methods

2.1. Study Sites and Artificial Mixing Systems

The study site is Falling Creek Reservoir (FCR) (Figure 1) in Virginia, USA (37◦18′20′′ N,
79◦50′19′′ W), a eutrophic, shallow, drinking-water reservoir managed by Western Virginia
Water Authority (WVWA). Persistent hypolimnetic hypoxia and occasional algae blooms
have caused water-quality problems in FCR during the stratified period [26,27], which
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shorten filter run times and increase soluble iron, manganese and phosphorus released
from the sediment.

Figure 1. Bathymetry contours of Falling Creek Reservoir (FCR) and field data collection sites. The
locations of the side stream supersaturation (SSS) system (short white line) and the epilimnion mixing
(EM) system (long white line) are also shown.

FCR is equipped with a side-stream supersaturation system and an epilimnion mixing
system to address these concerns. The SSS system consists of a submersible pump, inlet
piping, oxygen source, oxygen contact chamber, outlet piping and distribution header with
nozzles [28]. The EM system consists of a compressed air system on land and a distribution
header submerged in the water [29]. The SSS system aims to add DO to the hypolimnion,
while the EM system is designed to inject air to mix and deepen the surface mixed layer
above the hypolimnion, thereby hindering the growth of algae [29,30]. The SSS distribution
header is positioned 1 m above the sediment in the hypolimnion, while the EM diffuser is
located approximately 5 m below the water surface.

Field data was collected in FCR continuously over 5 years from 2013 to 2018. Figure 1
presents the locations of the SSS distribution header, the EM diffuser and the five locations
(FCR10, FCR20, FCR30, FCR45 and FCR50) where data were collected. FCR50 is at the
deepest point near the intake of the water treatment plant.

The collected field data included water temperature, DO and meteorological data. An
SBE 19 plus high-resolution (4 Hz sampling rate) conductivity, temperature, and depth
(CTD) profiler customized with an SBE 43 DO probe (Seabird Electronics, Bellevue, WA,
USA) and a ProODO meter (YSI Inc., Yellow Springs, OH, USA) was used to collect depth
profiles of the temperature and DO. The CTD can collect data at 0.1 m increments in
the water column with a response time of 1.4 s at 20 ◦C, and the ProODO meter was
used to check the quality of the temperature and DO data collected by the CTD. The
hourly meteorological data required for the numerical modeling were obtained from North
American Land Assimilation System-2 (NLDAS-2) project (https://ldas.gsfc.nasa.gov/
nldas/v2/models).
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Table 1 shows the details of the field campaign, simulation periods and oxygenation
settings for 2014 and 2015, and Table 2 presents the simulation dates of Si3D-AED2 and
GLM-AED2, the EM operation periods and the corresponding flow rates in the years 2015
and 2016.

Table 1. Information about the operation of the oxygenation system in the years 2014 and 2015 and the corresponding
simulation periods.

Year Field Campaign DoY
Oxygenation Settings Simulation Period

(DoY)DoY Oxygen Flow Rate (kg/day) Water Flow Rate (L/min)

2014 121–310
126–154 20

208
121–273180–210 20

230–273 25

2015 90–331 125–152 15 90–331

Table 2. The Si3D-AED2 and GLM-AED2 simulation dates, the EM operation periods and the
corresponding flow rates in the years 2015 and 2016.

Year Name Simulation DoY EM Period DoY Time Flow Rate (L/min)

2015 EM15 146–154
151 12:00–15:00

708
153 12:00–15:00

2016

EM16–1 147–153 150 12:00–18:00 708

EM16–2 172–183
178

12:00–19:00 425

19:00–24:00
283

179 0:00–12:00

EM16–3 202–213

206
12:00–17:00 227

17:00–24:00
708

207
0:00–12:00

12:00–24:00
340

208 0:00–12:00

2.2. The 1-D Model

To simulate freshwater systems at a global scale [31], the General Lake Model (GLM)
was developed as a community 1-D hydrodynamic model for enclosed aquatic systems [32].
The open source model has been applied to natural and managed systems from wetlands
and ponds to deep lakes with diverse climate conditions [33,34]. With continuous develop-
ment of the GLM software and a growing modeling community, an increasing number of
data visualization and processing tools are available for GLM [35,36].

GLM adopts a 1-D approach that resolves a series of horizontal layers [32], with
core layer and mixing algorithms similar to the dynamic reservoir simulation model
(DYRESM) [1] and the dynamic lake model (DLM) [37]. This approach defines each layer
as a ‘control volume’ that can contract or expand in response to inflows/outflows and
mixing with adjacent layers. The model solves the water balance in the lake domain,
where the layers amalgamate, expand, contract or split due to water density changes
caused by surface heating, vertical mixing and inflows/outflows. Regarding the energy
balance approach, GLM estimates the amount of turbulent kinetic energy available for
the surface mixed layer (surface mixing) and layers below the thermocline (deep mixing)
respectively to simulate mixing dynamics. For surface mixing, the deepening rate of the
surface mixed layer is calculated based on the balance between the available turbulent
kinetic energy and the energy required for mixing to occur. The deep mixing is modeled
using a characteristic vertical diffusivity, which is either approximated as a constant or
using an equation introduced by Weinstock [38]. The vertical diffusivity is used to estimate
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the diffusion of scalars (including temperature and water-quality variables) between two
neighboring layers.

Each layer also contains heat and other constituents, generally referred to as scalars.
The scalars are conserved when layers change thickness or merge/split. The heat budget of
the surface layer is determined by a balance of shortwave and longwave radiation fluxes as
well as sensible and latent heat fluxes. In addition, a sediment heat module is available in
GLM for modeling the heat exchange between the sediment and the water column. When
the module is turned on, each water layer changes its temperature at a rate depending on
the area in contact with the sediment and the local temperature gradient, as described by
Hipsey et al. [32].

As already mentioned, coupled models are used to simulate the operation of the SSS
and EM systems. GLM can include submerged inflows at any user-specified depth, which
is used to simulate the SSS in FCR in the present investigation. The oxygenated water is
first extracted then added to FCR at 8 m depth as a new layer.

A bubble plume module is enabled in GLM [39] to simulate epilimnion mixing. In
this study, two variants of the bubble plume model are tested for GLM: the first bubble
plume model detrains the entrained water at the depth of neutral buoyancy (GLM_DNB),
and the second model detrains the entrained water at the depth of maximum plume
rise (GLM_DMPR). The results of these two models are compared to determine which
detrainment option simulates bubble plume mixing better in GLM, as described in Section 3
and Section S4 of Supplementary Materials.

GLM is pre-linked with the aquatic ecodynamic model (AED2) library to resolve the
vertical profiles of water-quality variables of interest (such as oxygen, methane, etc.) [32].
GLM-AED2 was calibrated with field data collected over the period of 2013–2018 using
manual adjustments and auto-calibrating scripts. The hydrodynamic model (GLM) was
calibrated using Markov-chain Monte Carlo (MCMC) [40] tools, and the water-quality
model (AED2) was calibrated by covariance matrix adaptation evolution strategy (CMA-
ES) [41]. The version of GLM used in this study is 3.0.0 beta 10, and the version of AED2
is 1.3.4.

2.3. The 3-D Model

Si3D is a 3-D hydrodynamic model, which adopts a finite-difference method to obtain
numerical solutions of the Navier–Stokes equations [42]. Si3D and its coupled models for
simulating artificial mixing have been validated in previous studies of oxygenated reser-
voirs [12,43]. A coupled water-jet model with Si3D has been verified with field temperature
data in FCR during oxygenation period [20]. The water-jet model accounts for both the
momentum induced by the jet discharge and the ambient flow entrained by the expanding
jet to resolve the small-scale jet flow within larger grid cells.

Details of the coupled bubble plume model with Si3D can be found in the literature [12,39],
which has been verified for Spring Hollow Reservoir, VA, USA by Singleton et al. [12] and
for FCR by Chen et al. [20]. Similar to the bubble plume models coupled with GLM, the
bubble plume model in Si3D includes entrainment of ambient water and detrainment when
the bubble-plume system is in operation. In this study, two variants of bubble plume models
are tested for Si3D and the following acronyms are used to differentiate these two bubble
plume models: Si3D_DNB for the plume model detraining the entrained water at the depth of
neutral buoyancy; and Si3D_DMPR for the plume model detraining the entrained water at the
depth of maximum plume rise (DMPR).

Si3D was coupled with AED2 through the Framework of Aquatic Biogeochemistry
Model Library (FABM) [44]. FABM acts as an interface between the hydrodynamic host
model (Si3D) and the coupled biogeochemical model (AED2). At each time-step, FABM
first refers physical data (e.g., temperature, pressure) and tracer states (e.g., oxygen, phy-
toplankton) from the hydrodynamic host model to the coupled biogeochemical model,
then the ecological variables (e.g., oxygen, phytoplankton) modelled by the biogeochem-
ical model are returned to the hydrodynamic host model as biogeochemical source-sink
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terms [29]. With this coupling, the modules in AED2 can interactively simulate a range of
water-quality variables of interest, including DO and sediment flux. The version of AED2
library coupled with Si3D is 1.3.4.

3. Numerical Tests

To determine appropriate spatial and temporal resolutions for the 1-D and 3-D models,
GLM-AED2 time-step dependence test and Si3D-AED2 grid and time-step dependence
tests are carried out.

In the existing studies using 1-D models including GLM, hourly time-steps are usu-
ally adopted [32]. These studies have demonstrated the capability of the 1-D models for
correctly simulating water body temperature using hourly time-steps, confirming the high
computational efficiency of the 1-D models. However, no GLM-AED2 time-step depen-
dence test has been reported to reveal how model performance varies with the time-step.
The purpose of the time-step dependence test is to examine the impact of the time-step on
the simulated lake thermal structure. A number of time-steps ranging from one hour to
one day are tested. Time-steps shorter than one hour are not tested here since the time reso-
lution of meteorological data is one hour. These test runs with different time-steps simulate
the temperature variation in FCR from 31 March (day of year—DoY 90) to 31 July (DoY
212) in 2015 without inflow/outflow and oxygenation. The details of the tested time-steps
and the corresponding test results are presented in Section S1 of Supplementary Materials.
Based on the time-step dependence test, the 3600 s time-step is adopted for the subsequent
GLM-AED2 model runs due to its good compromise between the computational efficiency
and numerical accuracy.

The sensitivity of the 3-D modeling results to the grid resolution and time-step is also
examined to determine a suitable grid resolution and time-step setting for subsequent
calculations. Starting with a relatively coarse grid of 10 m × 40 m × 0.6 m and a relatively
large time-step of 10 s, the grid is refined twice by halving the cell sizes and in the meantime,
the time-step is also halved twice to keep the CFL (Courant–Freidrich–Lewy) number [45]
the same among the three sets of calculations. The tests run with the different cell sizes and
time-steps calculate the temperature and DO in FCR using Si3D-AED2 over the period of
31 March (DoY 90) to 27 November (DoY 331) in 2015 without inflow/outflow and oxy-
genation. Further details of the test settings and the corresponding results are presented in
Section S2 of Supplementary Materials. Based on these test results, the 5 m × 20 m × 0.3 m
cell size is adopted for subsequent Si3D-AED2 simulations to ensure good accuracy in both
stratified and mixed periods. Here, the time period between the spring and fall turnover
is referred to as the stratified period, and the rest of the year is referred to as the mixed
period. Spring and fall turnover is defined as the days when the temperature at 1 m equals
the temperature at 8 m using observations made every 15 min throughout the monitoring
period by two optical INW DO2 DO sondes (Seametrics, WA, USA) [46].

In addition to the dependence on the spatial and temporal resolutions, different model
configurations may also affect the numerical results. The sediment heat module is an
optional module available for GLM-AED2, which accounts for the heat transfer between
the sediment and the water body [32]. For a shallow reservoir like FCR, the impact of
the water/sediment heat exchange may be significant. Accordingly, GLM-AED2 is tested
with and without the sediment heat module. The test results are given in Section S3 of
Supplementary Materials. Based on this test, the configuration with the sediment heat
module turned on will be adopted for comparison with Si3D-AED2, which assumes zero
heat flux at the water-sediment interface.

Further, both GLM-AED2 and Si3D-AED2 have two detrainment options for the
coupled bubble plume models, denoted by GLM_DNB, GLM_DMPR, Si3D_DNB and
Si3D_DMPR respectively (refer to Section S4 of Supplementary Materials for further in-
formation). GLM_DNB and Si3D_DNB detrain the entrained plume water at the depth
of neutral buoyancy, while GLM_DMPR and Si3D_DMPR detrain the entrained plume
water at the depth of maximum plume rise. The two detrainment options are tested for the
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1-D and 3-D models to identify the better options for GLM-AED2 and Si3D-AED2. The
comparisons are given in Section S4. Based on this test, GLM_DNB and Si3D_DNB are
adopted for comparison in the following section.

4. Results and Discussion

4.1. Year 2014 and 2015 Simulations

Information about the simulation periods, the oxygenation durations and the corre-
sponding flow rates in the years 2014 and 2015 has been presented in Section 2.1, Table 1.
The 2014 simulation covers 152 days with the oxygenation system turned on and off three
times over the period, while the 2015 simulation covers 241 days with the oxygenation
system turned on for most of the period. The numerically obtained temperature and DO
data for these two years is analyzed to study the performance of the 1-D and 3-D models
under both dynamic and steady-state oxygenation conditions and for both the stratified
and mixed periods. To evaluate the performance of the models, the RMSEs and NMAEs of
the temperature and DO are calculated using Equations (1) and (2) respectively:

RMSE =
2

√√√√∑
n
1

(
v f ield − vsim

)2

n
(1)

NMAE =
∑

n
1

∣∣∣v f ield − vsim

∣∣∣
nv f ield

(2)

where vfield and vsim are respectively the field measurement and simulated data of the
variable of interest, and n is the total number of field data points.

In what follows, we examine the RMSEs of the temperature and DO at different depths
and the whole-lake NMAEs based on the 2014 and 2015 simulations. For 2015, the RMSEs
of the temperature and DO is calculated separately for the stratified and mixed periods.

4.2. Qualitative Comparison of Simulated Temperature and DO Profiles of 2014 and 2015

The temperature and DO concentration profiles obtained from the 2014 and 2015
simulations are shown in Figure 2 (temperature) and Figure 3 (DO) respectively. Although
the same initial and surface/flow boundary conditions are applied to the GLM-AED2 and
Si3D-AED2 models, it is clear in Figures 2 and 3 that there are major variations between the
1-D and 3-D model results, and they are also different from the field data to certain extent.

It can be observed in Figure 2 that GLM-AED2 simulates hypolimnion temperature
better, whereas Si3D-AED2 simulates surface mixed layer temperature better. In terms of
DO plots of the two models (refer to Figure 3), Si3D-AED2 and GLM-AED2 yield similar
results. Both models manage to simulate anoxia in hypolimnion during stratified period
(blue color in the field DO plot) and the hypolimnion oxygenation due to SSS operation
(green color in the hypolimnion in the field DO plot). From visual observation, Si3D-AED2
simulates the field DO slightly better than GLM-AED2 for relatively deep water below
the epilimnion.

While the different heat boundary conditions at the sediment/water interface (refer to
Section 3 and Supplementary Materials) contribute to the variation of the simulation results
between GLM-AED2 and Si3D-AED2, the main cause of the variation is considered to be
related to the different solution methods of the 1-D and 3-D models: the 1-D model adopts
an energy balance approach, with which the mixing dynamics are based on the estimation
of the available amount of turbulent kinetic energy [32]; and the 3-D model solves the full
momentum and energy equations. In addition, GLM-AED2 adopts a Lagragian method,
with water layers that move vertically, expand or contract [4], whereas Si3D-AED2 adopts
an Eulerian method, with water layers of fixed thicknesses and volumes [42]. The difference
in these two approaches helps to explain the different results that GLM-AED2 and Si3D-
AED2 have produced in the 2014 and 2015 simulations.
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Figure 2. Comparisons of the one-dimensional (1-D, sediment module on, top row) and three dimensional (3-D) model
temperature results (middle row) with field data (bottom row). (a) Temperature plot of 2014. (b) Temperature plot of 2015.

 

Figure 3. Comparisons of the 1-D (sediment module on, top row) and 3-D model DO results (middle row) with field data
(bottom row). (a) Dissolved oxygen (DO) plot of 2014. (b) DO plot of 2015.
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To quantitatively evaluate the relative performance of the 1-D and 3-D models, the
RMSEs and NMAEs of the predicted temperature and DO by GLM-AED2 and Si3D-AED2
for the 2014 and 2015 simulation periods are presented in the following section.

4.3. Quantitative Comparison of Simulated Temperature and DO Profiles of Year 2014 and 2015

To quantitatively compare the performances of the 1-D and 3-D models, temperature
and DO RMSEs of 2014 and 2015 simulations at the depths of 0.1 m, 3 m, 6 m and 9 m and
for the whole-lake are presented in Tables 3 and 4. Further, to investigate the performance
of the 1-D and 3-D models at all depths between 0.1–9 m, profiles of the temperature and
DO RMSEs of both models for 2014 and 2015 mixed periods are shown in Figure 4.

Referring to Tables 3 and 4, the GLM-AED2 temperature results have relatively lower
whole-lake RMSEs for 2014 and 2015 than those of Si3D-AED2 (over both the stratified
and mixed periods). In 2014, and the mixed period of 2015, GLM-AED2 produces lower
temperature RMSEs at almost all depths from 0.1 m to 9.0 m (Figure 4) and more than 50%
lower whole-lake temperature RMSEs in the mixed period of 2015. The surprisingly good
GLM-AED2 temperature prediction indicates the capability of the 1-D model to simulate
temperature equally well or even better than the 3-D model in certain circumstances. A
similar observation was made by Ladwig et al. [47], who found the 1-D model favorable
for a long simulation period after studying summer anoxia dynamics in a eutrophic
lake for a 37-year period. They suggested that 1-D model was adequate due to its lower
computational needs and limited field data although the spatial extent of summer anoxia
is fundamentally 3-D [48].

Table 3. The root mean square errors (RMSEs) of the predicted temperatures (in ◦C) at different
depths for 2014 and 2015. The lower RMSEs between the 1-D and 3-D model results for both stratified
and mixed conditions are shown in bold.

1-D 3-D

2014 *
2015

2014 *
2015

Stratified Mixed Stratified Mixed

0.1 m 1.05 1.18 0.92 2.64 3.40 4.07
3.0 m 1.68 2.39 1.06 1.64 1.64 3.25
6.0 m 2.54 3.12 0.92 3.17 4.54 3.03
9.0 m 2.45 1.42 1.36 1.20 3.84 3.21

Whole lake ** 1.99 1.98 1.17 2.28 3.14 3.25
* FCR is stratified during the 2014 simulation period. ** The whole-lake RMSEs calculate the RMSEs of the variable
of interest over 0.1–9 m depths with 1 m resolution.

Table 4. The RMSEs of the predicted DO (in mmol/m3) at different depths for 2014 and 2015. Lower
RMSEs between the 1-D and 3-D model results are shown in bold.

1-D 3-D

2014 *
2015

2014 *
2015

Stratified Mixed Stratified Mixed

0.1 m 15.87 36.29 73.63 43.36 51.63 56.24
3.0 m 78.71 130.04 48.34 38.51 70.42 57.91
6.0 m 86.88 59.80 42.02 59.23 88.37 95.42
9.0 m 103.25 143.63 64.93 95.95 153.58 163.59

Whole lake ** 72.84 96.50 56.31 56.59 89.44 98.79
* FCR is stratified during the 2014 simulation period. ** The whole-lake RMSEs calculate the RMSEs of the variable
of interest over 0.1–9 m depths with 1 m resolution.
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Figure 4. Profiles of the RMSEs of the temperature (left) and DO (right) RMSEs of the 1-D and 3-D models for 2014 and the
mixed period of 2015.

Si3D-AED2 produces less accurate results for the temperature in 2015. It should be
noted that SSS was operating during most of the stratified period in 2015. Therefore,
2015 represents a relatively stable engineering scenario without changing from an anoxic
hypolimnion to an oxic one during the simulation period. In this scenario, the temperature
and DO are not likely to vary temporally to a great extent, which is suitable for the
1-D model. Regarding the higher DO RMSEs yielded by GLM-AED2, it should be noted
that, although the temperature does not vary much spatially within a small reservoir
like FCR [28], DO is spatially sensitive within the shallow and eutrophic reservoir due to
spatially varying water column depths and sediment composition [46]. This explains why
a better temperature result, but not DO result, is obtained with GLM-AED2 compared to
that with Si3D-AED2.

Regarding the better DO result obtained by Si3D-AED2, Si3D-AED2 produces lower
whole-lake RMSEs of the DO than GLM-AED2 for both 2014 and the stratified period
of 2015. It is also seen in Figure 4 that Si3D-AED2 yields lower RMSEs of the DO at all
depths below 3.0 m than GLM-AED2 in 2014. However, for the mixed period of 2015, the
comparison is entirely the opposite. GLM-AED2 produces lower RMSEs of the DO at all
depths below 3.0 m compared to Si3D-AED2 (Figure 4). Combined with the temperature
comparison above, it indicates that GLM-AED2 has a better performance than Si3D-AED2
in the mixed period. Given that water temperature and DO in the water column do not vary
much with depth in the mixed period, this provides further support for recommending the
1-D model for relatively stable engineering scenarios.

In addition to the RMSEs of the simulated temperature and DO for the whole-lake
and various depths in 2014 and 2015 by both Si3D-AED2 and GLM-AED2, the whole-lake
NMAEs are also calculated (Table 5). It is seen in Table 5 that the simulated temperature
and DO in 2014 and 2015 by both Si3D-AED2 and GLM-AED2 are within the reported
ranges in the literature [8,9,49]. This result indicates the validity of adopting calibrated
GLM-AED2 parameters for Si3D-AED2 to produce satisfying water-quality results. The
present finding is supported by the study of McDonald et al. [50], who developed a 1-D
model as an efficient test-bed environment, in which model parameters were estimated by
Markov chain Monte Carlo approach for a 3-D model for Lake Superior. The calibrated
3-D model reproduced major features of the observed concentration profiles of nutrients,
dissolved organic carbon and chlorophyll at the calibration location.
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Table 5. The whole-lake normalized mean absolute error (NMAEs) of the predicted temperature and
DO for 2014 and 2015. The literature range [8,9,49] is shown in the last row. The relatively lower
NMAEs between the 1-D and 3-D model results are shown in bold.

1-D 3-D

Literature Range
2014 *

2015
2014 *

2015

Stratified Mixed Stratified Mixed

Temperature 0.072 0.081 0.11 0.084 0.12 0.12 0.037–0.12
DO 0.29 0.29 0.18 0.24 0.23 0.32 0.054–0.33

* FCR is stratified during the Year 2014 simulation period.

4.4. Quantitative Analysis of the Predicted Thermal Structures

To further assess the performance of Si3D-AED2 and GLM-AED2, the RMSEs of the
predicted thermocline depth and metalimnion bottom depth for 2015 are calculated, and the
results are presented in Table 6. Thermocline is the layer with the largest density gradient,
and the metalimnion is the layer with the steepest thermal gradient in a stratified water
body [36]. It is seen in Table 6 that the simulated thermocline depths and metalimnion
bottom depths of Si3D-AED2 have similar RMSEs as those of GLM-AED2 in 2014 and
have lower RMSEs than those of GLM-AED2 in 2015. The lower RMSEs in 2015 indicate
that Si3D-AED2 simulates the reservoir heat structure in the stratification period better. It
supports the finding in Section 4.3 that Si3D-AED2 results are more accurate than GLM-
AED2 in relatively sophisticated engineering scenarios (referring to the stratified period in
the previous section). To further evaluate the validity of this finding, GLM-AED2 and Si3D-
AED2 simulations are compared with artificial mixing as another example of sophisticated
engineering scenarios in the following section (Section 4.5).

Table 6. The RMSEs of the predicted thermocline depths and the metalimnion bottom depths for the
entire stratified period of 2014 and 2015 from Si3D and GLM-AED2 simulations. The relatively lower
RMSEs between the 1-D and 3-D model results are shown in bold.

Si3D-AED2 GLM-AED2

Year 2014 2015 2014 2015

RMSE of the thermocline depth (m) 1.7 1.2 1.7 3.0
RMSE of the metalimnion bottom depth (m) 2.4 0.92 2.3 2.2

4.5. Comparison of GLM-AED2 and Si3D-AED2 with EM

Table 2 presents the simulation dates of Si3D-AED2 and GLM-AED2, the EM operation
periods and the corresponding flow rates in 2015 and 2016. The model results are compared
with the field data in Figures 5 and 6.

Figures 5 and 6 respectively show the field and simulated temperature contours of
EM15 and EM16–3. For both EM15 and EM16–3, the bubble plume model coupled with
GLM-AED2 and Si3D-AED2 is able to simulate the EM mixing effect [20], reasonably repre-
senting the deepening of the surface mixed layer. For EM15, the Si3D-AED2 temperature
contours agree well with the field temperature structure and are evidently better than the
GLM-AED2 temperature contours since GLM-AED2 underestimates the surface mixed
layer temperature. For EM16–3, the situation is different. After EM is turned on (after DoY
206), Si3D-AED2 over-predicts mixing in epilimnion, while the thermal structure predicted
by GLM-AED2 is similar to the field thermal structure. One possible explanation for the
conflicting predictions of EM15 and EM16–3 is that the time resolutions for the GLM-AED2
and Si3D-AED2 plots are both 1 h, but the field data time resolutions are much coarser (see
the black triangles in Figures 5 and 6). With such a coarse temporal resolution, the field
temperature contours may not reflect the characteristics of the transient thermal structures
in the field during the EM periods. Quantitative analysis will be carried out below to
compare between GLM-AED2 and Si3D-AED2 (Figure 7 and Table 7).
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Figure 5. Comparison of the simulated temperature and field data for EM15 at FCR50 (year 2015). The time of the field data
collection is indicated by black inverse triangles on the plot of the field data.

 

Figure 6. Comparison of the simulated temperature and field data for EM16–3 at FCR50. The time of the field data collection
is indicated by black inverse triangles on the plot of the field data.
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Figure 7. The field and simulated metalimnion bottom depths during the EM periods of 2015 and 2016.

Table 7. RMSEs (in m) of simulated metalimnion bottom depths during the EM periods of 2015
and 2016.

EM15 EM16–1 EM16–2 EM16–3 Weighted Average

GLM 0.6 0.6 1 0.7 0.7
Si3D 0.5 0.2 0.8 0.3 0.5

To further evaluate the performance of the 1-D and 3-D models with EM, the metal-
imnion bottom depths are calculated for the field and simulated data, which are plotted
in Figure 7. While both GLM-AED2 and Si3D-AED2 reasonably simulate the increase of
metalimnion bottom depth during EM operation, it is clear in Figure 7 that Si3D-AED2
predicts the plume temperature structure much better than GLM-AED2 for all the EM peri-
ods. Quantitative analysis presented in Table 7 also proves this with lower RMSEs of the
simulated metalimnion bottom depth in all four simulations by Si3D compared to those by
GLM. This observation indicates that Si3D-AED2 instead of GLM-AED2 should be adopted
if artificial mixing is in operation. A similar conclusion was drawn by Chen et al. [20], who
studied the 3-D effect of artificial mixing on thermal structures in FCR and found that EM
leads to 3-D heterogeneity in the thermal structures, which is impossible to capture by 1-D
models. Accordingly, they concluded that 3-D models are more suitable than 1-D models
for the design and operation of engineered systems although artificial mixing in lakes and
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reservoirs has mostly been studied with 2-D models [12,51]. The better performance of 3-D
models may be due to their capability to simulate the horizontal momentum added by the
injected bubble, while 1-D models do not include horizontal mixing.

4.6. Performance of Si3D-AED2

Table 8 presents the NMAEs of the predicted temperature and DO concentration
at FCR20, FCR30 and FCR45 for the 2014 simulation using the 3-D model. The average
NMAE is 0.080 for temperature and 0.18 for DO, which compare with the NMAE ranges of
0.037–0.12 for temperature and 0.054–0.33 for DO reported in the literature [8,9,49]. It shows
that Si3D-AED2 simulates 3-D temperature and DO well even in a long simulation period.

Table 8. The NMAEs of the temperature and DO of the 3-D model at FCR20, FCR30 and FCR45 for
the 2014 simulation.

FCR20 FCR30 FCR45 Average

Temperature 0.077 0.077 0.085 0.080
DO 0.17 0.16 0.20 0.18

5. Conclusions

Choosing between 1-D and/or 3-D coupled hydrodynamic and water-quality models
for efficient and accurate simulations of natural water bodies is important. In certain
circumstances, for example, where the water body is managed to control water quality,
it is reasonable to adopt both 1-D and 3-D models for one water body but for different
simulation periods. To determine an ideal simulation setup for different engineering
scenarios, a community 1-D model and a 3-D hydrodynamic model are coupled with
artificial mixing models and the same water-quality model library. The bubble plume
model, which is coupled with the community 1-D model for the first time in this study,
adequately simulates the bubble plume mixing effect. It is found that the 3-D coupled model
adopting the calibrated water-quality parameters from the 1-D model produces satisfactory
water-quality results. Based on the comparison between two one-year simulation results
using the 1-D and 3-D models for a shallow, eutrophic, managed reservoir, the relative
performance of these models is evaluated quantitatively. The 1-D model is recommended
when stratification and artificial mixing do not substantially vary during the simulation
period, while the 3-D model is recommended to simulate stratification, artificial mixing
and spatially sensitive water-quality variables during dynamic periods.

Supplementary Materials: The following are available online at https://www.mdpi.com/2073-444
1/13/1/88/s1. The details and results of the numerical tests described in Section 3 are presented in
Supplementary Materials.
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