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Humans have been using fossil fuels for centuries, and the development of fossil fuel
technology reshaped society in lasting ways. From an economic perspective, countries with
significant quantities of fossil fuel deposits are regarded as privileged. They have been
able not only to avoid expensive fuel imports but also to develop cost-effective electricity
sectors, which, in turn, brought economic development to rural areas lacking other avenues
for economic development [1].

The problem, however, is that the combustion of fossil fuels in the energy, residential,
and transport sectors is a major source of carbon dioxide emissions which trigger climate
change, the most dangerous environmental problem that threatens the survival of all living
beings on the planet [2,3]. As concerns about the environmental impact of fossil fuels
are growing, the idea of producing clean, inexhaustible, and sustainable energy from
alternative energy sources such as wind and sun is gaining attention around the world.
Renewable energies generate comparably lower emissions, and even when estimating the
emission rates of a renewable facility at all stages (construction, installation, operation,
decommission), the emissions of renewables in comparison to fossil fuels are still notably
lower. Moreover, the deployment of renewables can contribute to the diversification of
energy supply, establish locally-produced power, help countries decrease their dependence
on expensive fuel imports, create new job positions, etc.

The risk of climate change and the potential of renewable energy to mitigate emissions
are reflected in the policy agenda. Over the past years, strong policies aiming at lowering
the emissions of the fossil fuel-fired electricity system have been established. Indicatively,
tight regulations are forcing businesses across sectors to reduce their environmental impact
while many countries provide incentives to encourage investments in renewable energy
sources [4].

That being said, the technology of renewable energy sources is not as developed as that
of fossil fuels, with the latter having the momentum of two centuries of development. This
means that it is much easier and more affordable to establish new fossil fuel projects rather
than renewable ones [5]. Beside this obstacle, the deployment of renewable energy requires
public support and acceptance because the public can influence actions aimed at realizing
this transition. To avoid conflicts and bolster the efforts to deploy renewables, public
attitudes towards climate change, energy transition, and energy must be examined [6,7].

The aim of this Special Issue is to publish research and review papers that will offer
insights new into various aspects of the new energy landscape. Such insights may help
policymakers reach decisions that will facilitate the shift to a low-carbon economy. The
Special Issue includes papers focusing on various topics, including the effectiveness of
energy policies, the technological performance of renewable systems, informatics tools and
software, as well as public attitudes towards energy topics.

The Special Issue includes the following reviewed works:
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• Efthimios Zervas, Leonidas Vatikiotis, Zoe Gareiou, Stella Manika, Ruth Herrero-
Martin: ‘Assessment of the Greek National Plan of Energy and Climate Change—
Critical Remarks’

• Cyril Anak John, Lian See Tan, Jully Tan, Peck Loo Kiew, Azmi Mohd Shariff, and
Hairul Nazirah Abdul Halim: ‘Selection of Renewable Energy in Rural Area Via Life
Cycle Assessment-Analytical Hierarchy Process (LCA-AHP): A Case Study of Tatau,
Sarawak’

• Ali Rafiei Sefiddashti, Reza Shirmohammadi, and Fontina Petrakopoulou: ‘Efficiency
Enhancement of Gas Turbine Systems with Air Injection Driven by Natural Gas
Turboexpanders’

• Hyung-Seok Jeong, Ju-Hee Kim, and Seung-Hoon Yoo: ‘South Korean Public Accep-
tance of the Fuel Transition from Coal to Natural Gas in Power Generation’

• John Moodie, Carlos Tapia, Linnea Löfving, Nora Sánchez Gassen, and Elin Cedergren:
‘Towards a Territorially Just Climate Transition—Assessing the Swedish EU Territorial
Just Transition Plan Development Process’

• Konstantinos Ioannou and Dimitrios Myronidis: ‘Automatic Detection of Photovoltaic
Farms Using Satellite Imagery and Convolutional Neural Networks’

• Christina Diakaki and Evangelos Grigoroudis: ‘Improving Energy Efficiency in Build-
ings Using an Interactive Mathematical Programming Approach’

• Dmitry A. Ruban, Natalia N. Yashalova, and Vladimir A. Ermolaev: ‘Is Environ-
ment a Strategic Priority of the Leading Energy Companies? Evidence from Mission
Statements’

• Piotr Bugajski, Agnieszka Operacz, Dariusz Młyński, Andrzej Wałęga, and Karolina
Kurek: ‘Optimizing Treatment of Cesspool Wastewater at an Activated Sludge Plant’

• Yongrok Choi, Hyoungsuk Lee, and Jahira Debbarma: ‘Are Global Companies Bet-
ter in Environmental Efficiency in India? Based on Metafrontier Malmquist CO2
Performance’

• Ulf Liebe and Geesche M. Dobers: ‘Measurement of Fairness Perceptions in Energy
Transition Research: A Factorial Survey Approach’

• Dmitry A. Ruban, Natalia N. Yashalova, Olga A. Cherednichenko, and Natalya A.
Dovgot’ko: ‘Climate Change, Agriculture, and Energy Transition: What Do the Thirty
Most-Cited Articles Tell Us?’

• Veronika Andrea, Stilianos Tampakis, Paraskevi Karanikola, and Maria Georgopoulou:
‘The Citizens’ Views on Adaptation to Bioclimatic Housing Design: Case Study
from Greece’

• Christiana Koliouska and Zacharoula Andreopoulou: ‘A Multicriteria Approach for
Assessing the Impact of ICT on EU Sustainable Regional Policy’

• Katja Witte: ‘Social Acceptance of Carbon Capture and Storage (CCS) from Industrial
Applications’

• Nazanin Nasrollahi, Amir Ghosouri, Jamal Khodakarami, and Mohammad Taleghani:
‘Heat-Mitigation Strategies to Improve Pedestrian Thermal Comfort in Urban Environ-
ments: A Review’.

Finally, we are grateful to many people for helping us complete this Special Issue
successfully. It would be no exaggeration to say that nothing would have been possible
without their contribution. First, we would like to thank all authors who responded to
our invitation and submitted their works to our Special Issue. We would like to thank
Julie Suo, our Special Issue’s Managing Editor, for her continuous support, attentiveness,
and kindness. Her role in the successful completion of this Special Issue has been critical.
The support and conscientiousness of the Editorial Board of Sustainability must also be
acknowledged. We would like to thank the academic editors responsible for each sub-
mission as well as the reviewers who have generously dedicated a part of their valuable
time to reviewing papers for our Special Issue. The success of the journal relies on their
meticulousness and competence. Having served as Guest Editors of Sustainability, we
are certain that Sustainability will continue to publish high-quality research and review
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papers that provide state-of-the-art knowledge about topics related to the environment,
energy, and decision-making. We would also like to express the hope that this Special Issue
will make a notable contribution to energy transition and will be used by policymakers in
decision-making processes.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Improving energy efficiency in buildings is a major priority and challenge worldwide.
The employed measures vary in nature, and the decision analyst, who is typically the architect, the
engineer, or the building expert that has undertaken the task to suggest energy efficient solutions,
faces a complex decision problem comprising numerous decision variables and multiple, usually
competitive objectives. The solution of such multi-objective problems typically involves some sort
of objectives aggregation, which reflects the preferences of the involved final decision maker that
is the building’s user, occupant, and/or owner. The preferences elicitation, however, is a difficult
task, and this paper aims to provide an interactive framework that will allow their consideration in a
relatively easy manner. More specifically, a mathematical programming approach is proposed herein,
which allows the elicitation and incorporation of the decision maker’s preferences in the decision
model via the assessment of his/her utility function with the assistance of the multicriteria decision
aid method UTASTAR. To study the feasibility and efficiency of the proposed approach, the case of a
simple building is examined as an application example. The study results suggest that the proposed
approach is capable of helping the decision analyst to suggest energy measures that satisfy, as much
as possible, the decision maker’s preferences, without having to precisely prescribe them beforehand.

Keywords: buildings; energy efficiency; energy efficiency improvement; multi-objective optimization;
preference disaggregation; preference elicitation; value system; utility function

1. Introduction

Despite the long-lasting research and development in the particular field, the problem
of improving energy efficiency in buildings still remains under investigation, according
to recent reviews [1,2], due to its inherent complexity. The complexity of the problem
stems from the involvement of several, typically competitive objectives (e.g., cost versus
energy consumption) and the availability of numerous alternative measures (e.g., addition
of insulation, change of color, use of cool coatings and renewables, etc.) [3], based on which,
a final choice has to be made.

In practice, the specific measures to be adopted are typically suggested by the architect,
the engineer, or the building expert, who undertakes the task to study the problem, thus
playing the role of the decision analyst (DA). However, for any suggestions to be accepted
by the final decision maker (DM), who may be the building’s user, occupant, and/or owner,
they have to satisfy his/her specific requirements and preferences. This further increases
the complexity of the problem, and calls for solution approaches that allow the realistic
comparative evaluation of all the available alternatives [4]. Such an approach has been
proposed by Diakaki et al. [5], who developed a relevant multi-objective decision model
based on the principles of mathematical programming.

The aforementioned model considers as objectives to minimize the primary energy
consumption of a building and the released CO2 emissions during operation, as well as the
initial investment cost. The particular formulation lends itself for solution via mathematical
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optimization techniques [5], as well as evolutionary methods like genetic algorithms [6],
should the problem complexity become such that a solution via analytic techniques is no
longer feasible. Despite the reduced precision compared to the simulation models typically
employed for the evaluation of alternative measures [2], the mathematical programming-
based approach has been proved to allow for the realistic comparative evaluation of all the
available, alternative measures [7], it has thus been adopted by several researchers in the
field (see, e.g., [8–13]).

Irrespective of the particular technique that one may employ for the solution of a
multi-objective mathematical programming problem, to reach a single, final solution, which
will be satisfactory, thus acceptable by the corresponding DM, weights need to be assigned
to the different objectives [2,14]. These weights reflect the relevant importance of each
considered objective to the DM, and/or the trade-off that exists among them, due to their
competitive nature. The determination of such weights is a difficult task, as it is very
unlikely for a DM to be able to explicitly state his/her preferences and satisfaction levels
for each and every considered objective. Thus, rather than trying to determine the criteria
weights [14], the implicit elicitation and learning of the preferences and value system of
the DM, and their incorporation and use in the decision making process, seems more
convenient. The development of such an approach for the multi-objective decision problem
of improving energy efficiency in buildings is the purpose of the work presented herein.

Specifically, it is the aim of this paper to present an approach, whereby the DA will
manage to reach a single, final solution of maximum utility to the DM, as an outcome of an
interactive process of individual inter-alternative preference modelling. To this end, the
main principles and rationale of a two-phase, iterative procedure proposed by Siskos and
Despotis [15] for similar decision problem settings have been adopted. The procedure starts
with identifying an initial compromise solution for the energy efficiency improvement prob-
lem established in Diakaki et al. [5] (first phase), and then runs iteratively (second phase)
as many times as necessary to extract the DM’s aspiration levels for each objective, and
estimate a respective utility function, which is used in order to reach a single, final solution,
which is as close as possible to the DM’s actual preferences and value system. Throughout
the iterative procedure, interaction is offered at two levels: (i) interactive modification of the
DM’s satisfaction levels on the different pursued objectives; and (ii) interactive assessment
of the DM’s utility function via the development and use of the UTASTAR multicriteria
decision aid model [16]. UTASTAR is a preference disaggregation approach, which aims at
inferring the value or utility function(s) of a DM, given his/her expressed preferences over
a reference set of alternatives.

Through the aforementioned interactive procedure, the proposed approach allows the
DA to (a) develop the DM’s overall utility function for the considered problem; (b) solve
the problem by optimizing the developed utility function, rather than aggregating the
individual objective functions of the considered problem via potentially arbitrary weights,
like in the original multi-objective problem formulation in [5]; and (c) reach a single, final
solution of maximum utility to the DM.

To study the feasibility and efficiency of the proposed approach, the case of a simple
building is examined as an application example. The study results suggest that the pro-
posed approach is capable of helping the DA to select and suggest energy measures that
satisfy, as much as possible, the DM’s spectrum of desires, without having to precisely
prescribe them beforehand.

The rest of the paper is structured in three more sections. Section 2 introduces the
proposed approach, while Section 3 presents the application example. Section 4 discusses
the results and findings, and Section 5, finally, summarizes the conclusions of the study
and highlights future research directions.

6
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2. Materials and Methods
2.1. Overview

The approach proposed herein builds upon the mixed-integer, non-linear, multi-
objective optimization problem developed by Diakaki et al. [5], which may be generally
defined as follows:

min[g1(x), g2(x), . . . , gn(x)]
subject to x ∈ X,

(1)

where x = (x1, x2, . . . , xm) is the vector of m binary or continuous decision variables
reflecting alternative choices (e.g., doors and windows types that can be used in the
building, structure of multi-layer components such as walls, ceilings, and floors, materials
to be used for their construction, and systems that can be used for heating, cooling and
hot water supply), X ⊆ Rm is the feasible region or decision space of the problem under
study, which is implicitly dictated by a set of constraints concerning the decision variables
and their intermediary relations; and g1(x), g2(x), . . . gn(x) are the values of n considered
objectives. In the problem defined in [5], n = 3, as the considered objectives are the total
annual primary energy consumption (MJ/year), the CO2 emissions (kg CO2/year) released
to the environment by the operation of the heating, cooling, and/or hot water supply
systems, and the investment cost for the construction or retrofit of the building envelope
and the acquisition and installation of the aforementioned systems, respectively.

The decision model (1) is used herein in the following two-phase procedure:

1. In the first phase, each individual objective of (1) is first minimized and then maxi-
mized over the set of the feasible solutions, thus providing lower and upper bounds
for the objectives. Given that gi(x) are minimized in (1), the lower bounds represent
the ideal values of the objectives, and remain the same throughout the whole process,
while the upper bounds represent the anti-ideal ones, and are refined during the
second phase of the procedure. In addition, an initial efficient solution, i.e., a solution,
which is not dominated by any other acceptable solution in the decision space is
estimated that is closest to the ideal one with respect to the weighted Tchebycheff
norm [15].

2. In the second phase, an iterative process is followed, which comprises three successive
steps. The first step can be viewed as a learning process of the trade-offs among the
objectives for the DM. Through questions and answers, this step refines the upper
bounds, thus gradually reducing the feasible region of the decision problem. The
second step can be viewed as a learning process of the DM’s preferences. During this
step, the DM is asked to rank, according to his/her preferences, a reference set of
fictitious non-dominated decision profiles. This subjective ranking is then used by a
UTASTAR model to generate the DM’s utility function u, over the intervals created by
the lower and upper limits of the objectives’ values, and use them in transforming the
decision problem (1) in the following:

max u[g(x)]
subject to x ∈ X,

(2)

where, g(x) = (g1(x), g2(x), . . . , gn(x)) is the vector of the values of the objectives
of the initial Problem (1). The decision Problem (2) is solved in the third step of the
process, the solution is presented to the DM, and the iterations restart until a solution
is reached that will be sufficiently satisfactory for the DM, so that he/she will not
wish to further improve it.

Figure 1 presents the flowchart of the aforementioned procedure, while the following
subsection provides the details of its different phases.
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Figure 1. The flowchart of the interactive multi-objective mathematical programming approach.

2.2. The Interactive Mathematical Programming Approach
2.2.1. Phase One

As mentioned earlier, within the first phase of the proposed interactive mathematical
programming approach, the individual objectives of decision Problem (1) are minimized
and maximized to establish the initial lower and upper bounds of the objectives. More
specifically, the lower bound li, which is the ideal solution for each objective i, with
i = 1, 2, . . . , n, is calculated as follows:

li = min[gi(x)]
subject to x ∈ X,

(3)

while for the upper bound hi, which is the anti-ideal solution, the following problem
is solved:

hi = max[gi(x)]
subject to x ∈ X.

(4)

Then, an initial compromise solution is obtained via the solution of the following problem:

min z
subject to x ∈ X

z > mi(gi(x)− li), i = 1, 2, . . . , n
z > 0

(5)

where
mi = di/∑

i
di, i = 1, 2, . . . , n, (6)

and
di = (hi − li)/hi, i = 1, 2, . . . , n. (7)

8
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The solution of Problem (5) is the closest one to the ideal values of the objectives
calculated via (3) in the sense of the weighted Tchebycheff norm.

2.2.2. Phase Two

The second phase of the proposed interactive mathematical programming approach is
the iterative one, so let q be the number of iteration. Let also Xq be the feasible region, hq

i
the upper bound of objective i, and gq the vector of the optimal values of the objectives
reached in iteration q.

When entering for the first time in phase two, for the upper bounds and the objectives
values, the following hold:

• The upper bound values h0
i are equal to the solutions of the corresponding problems

(4), obtained in phase one;
• The optimal values of the objectives g0 are equal to the values obtained via the solution

of the multi-objective Problem (5) in phase one.

In addition, X0 = X holds.
Given the above initial values, as well as the lower bounds li, i.e., the ideal solutions

of the objectives, the three steps described below are successively executed.

Step 1

At the first step of phase two, interaction takes place in order to learn the trade-offs
among the objectives for the DM. More specifically, the DM is asked to express his/her
satisfaction with respect to the values of the objectives that have been reached so far, i.e.,
for the values in gq−1.

If the DM does not find any objective value satisfactory, the multi-objective decision
problem has no satisfactory solution. In such case, the problem should be reviewed and
revised, and the procedure should restart from phase one. However, if some values in gq−1

are satisfactory, the DM is asked to suggest the objectives, which he/she insists to further
decrease, and the whole set of objectives G is split in the following two complementary
sets:

• GD: the subset of G, which comprises the objectives that the DM insists to decrease;
• GD: the complement of GD in G.

Given the split of G in the two subsets, the DM is asked again to suggest, if there
are any objectives in GD, which could be increased to make room for the desired further
decrease of the objectives in GD. If the response to this question is no, there is no room
for further improvement, the procedure stops, and the solution reached so far is the best
compromise solution to the examined problem. If, however, the response of the DM is yes,
the upper bounds of the objectives are updated as follows:

hq
i =

{
gq−1

i if gi ∈ GD

hq−1
i if gi ∈ GD

(8)

For each gj ∈ GD, the following problem is solved:

min gj(x)
subject to x ∈ X

gi(x) ≤ hq
i i = 1, 2, . . . , n and i 6= j,

(9)

and the feasible region is finally reduced as shown below:

Xq = Xq−1 ∩
{

x ∈ Rm/gi(x) ≤ hq
i , i = 1, 2, . . . , n

}
. (10)

9



Sustainability 2021, 13, 4436

Step 2

The second step of phase two is also a learning process aiming at the DM’s preferences
elicitation. To this end, for an arbitrary chosen integer s, s + 1 reference alternative profiles
ak, with k = 0, 1, . . . , s, are generated. Each profile comprises a coordinate aik for each
objective i, which is calculated as follows:

aik = li + (k/s)
(

hq
i − li

)
(11)

Apparently, any other number of alternative profiles, as well as profiles generation
procedure, can be adopted, as long as the generated profiles are representative of the
trade-off among the objectives, and do not dominate each other. As their purpose is not to
be offered to the DM as possible problem solutions, the generated profiles do not need to
be efficient or feasible. They are just presented to the DM, who is asked to rank order them.
The ranked set of alternative profiles is then used in the UTASTAR method [16] to assess
the DM’s utility function u[g(x)], as described in Appendix A.

Step 3

The utility function assessed in Step 2 is maximized in this last step over the feasible
region. In other words, the Problem (2) is modified as follows, to take into account the
reduction of the decision space according to (10):

max u[g(x)]
subject to x ∈ Xq,

(12)

and then solved.
The solution of Problem (12) marks the end of the current iteration, and the procedure

restarts from step 1 with the new solution, feasible region, and upper objective bounds.

3. Application Example
3.1. Overview of the Decision Problem

To assess the feasibility and efficiency of the proposed approach in suggesting mea-
sures that satisfy the competitive objectives of the energy efficiency improvement problem
in a way that is compatible with the preferences and value system of the DM, the case
of a simple building is studied. The building, taken from the study of Diakaki et al. [5],
assumes an envelope, which comprises a floor and ceiling area of 100 m2, 2 walls of area
24 m2, 2 walls of area 30 m2, and a door and window area both of 6 m2.

The decisions regarding the considered building concern appropriate choices for:

• The type of the building’s door and window among the alternatives of Tables 1 and 2,
respectively;

• the structure of the building’s walls, ceiling, and floor among the alternatives of
Tables 3–5, respectively;

• the addition or not, in the building’s walls, ceiling, and floor, of an insulation layer of
maximum permissible thickness 0.10 m and material chosen among the alternatives
of Table 6;

• the space heating system among the alternatives of Tables 7–9;
• the space cooling system among the alternatives of Table 8;
• the hot water supply system(s) among the alternatives of Tables 9 and 10; and
• the addition or not of a solar collector system among the alternatives of Table 11.

10
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Table 1. Alternative door types.

Type Thermal Transmittance
(W/m2 ◦C)

Cost
(€/m2)

1. Hollow-core flush door 2.7 800
2. Solid-core flush door with single glazing (17% glass) 2.1 1000

Table 2. Alternative window types.

Type Subtype
Thermal

Transmittance
(W/m2 ◦C)

Effective Total Solar
Energy Transmittance

(%)

Cost
(€/m2)

1. Single glazing 1. Typical glazing 5.0 80 40
2. Double glazing 1. 4-20-4, uncoated, air filled 2.6 72 55

2. 4-12-4, coated, argon filled 1.6 76 65

Table 3. Alternative wall structures.

Structure Layer Material Thickness
(m)

Thermal Conductivity
(W/m ◦C)

Cost
(€/m3)

1 1 Plaster 0.025 0.87 10
2 Brick (complex) 0.150 0.72 23
3 Plaster 0.025 0.87 10

2 1 Plaster 0.025 0.87 10
2 Brick (complex) 0.060 0.72 6.2
3 Brick (complex) 0.060 0.72 6.2
4 Plaster 0.025 0.87 10

Table 4. Alternative ceiling structures.

Structure Layer Material Thickness
(m)

Thermal Conductivity
(W/m ◦C)

Cost
(€/m3)

1 1 Tiles 0.02 1.00 55
2 Concrete 0.15 0.72 55

2 1 Tiles 0.02 1.00 55
2 Wood 0.03 0.17 70

Table 5. Alternative floor structures.

Structure Layer Material Thickness
(m)

Thermal Conductivity
(W/m ◦C)

Cost
(€/m3)

1 1 Tiles 0.01 1.00 55
2 Concrete 0.15 0.72 55

2 1 Wood 0.02 0.17 85
2 Concrete 0.15 0.72 55

Table 6. Alternative insulation materials.

Material Thermal Conductivity
(W/m ◦C)

Cost
(€/m3)

1. Polystyrene 0.036 200
2. Mineral fiber 0.042 180
3. Plastic fiber 0.020 300

11
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Table 7. Alternative heating-only systems.

Category Type Generation Efficiency
(%)

Cost
(€)

Electrical systems
1. Resistance-based 1. Dry core storage boiler type 1 100 5000

2. Dry core storage boiler type 2 85 4200
Non-electrical systems

1. Oil-based 1. Condensing 83 5300
2. Standard oil boiler 62 4700

2. Natural-gas based 1. Condensing 85 5800
2. Floor mounted boiler 55 4500

Table 8. Alternative heating–cooling systems.

Category Type Generation Efficiency
(%)

Cost
(€)

1. Water cooled electric 1. <12,000 BTU 200 500
2. <18,000 BTU 230 800
3. <24,000 BTU 250 1200

Table 9. Alternative heating–hot water supply systems.

Category Type Generation Efficiency
(%)

Cost
(€)

Electrical systems
1. Resistance-based 1. Electric CPSU 100 7200

2. Water storage boiler 85 5800
Non-electrical systems

1. Oil-based 1. Condensing combi 81 6200
2. Combi 70 5800

2. Natural-gas based 1. Condensing combi 84 7200
2. Combi 65 5700

Table 10. Alternative hot water supply-only systems.

Category Type Generation Efficiency
(%)

Cost
(€)

Electrical systems
1. Resistance-based 1. Electric immersion 100 1200

2. Electric instantaneous at point of use 85 1000
Non-electrical systems

1. Oil-based 1. Oil boiler/circulator 80 1000
2. Oil single burner 60 800

2. Natural-gas based 1. Circulator built into a gas warm air
system type 1 73 850

2. Circulator built into a gas warm air
system type 2 60 650

Table 11. Alternative solar collector systems.

Category Type Generation Efficiency
(%)

Cost
(€)

1. Flat collector 1. Type 1 90 900
2. Type 2 80 600

2. Vacuum hear pipe CPC collector 1. Type 1 72 780
2. Type 2 67 500

12
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The values of the thermal and solar transmittance, and the thermal conductivity of
construction materials and components in Tables 1–6 have been taken from the ASHRAE
database [17], while the cost values in all the aforementioned tables were obtained through
a short, unofficial market survey that took place for the needs of the study described in [5].

The application of the multi-objective decision modelling approach to the particular
decision problem leads to a mathematical model of the form (1), which includes 18 contin-
uous and 57 binary variables. The model, which is summarized in Appendix B, aims at
determining measures that minimize the following three objectives:

• The primary energy consumption g1(x);
• the release of CO2 emissions g2(x); and
• the initial investment cost g3(x).

These objectives are competitive, since, typically, the cost-efficient solutions are less
environmentally friendly and vice versa. Thus, the search for a globally optimal solution is
infeasible, and the DA has to search for a feasible solution, which will comply as much as
possible with the DM’s preferences and value system. To assist the DA in this search, the
multi-phase iterative procedure described in Section 2 is applied.

3.2. Application of the Interactive Mathematical Programming Approach
3.2.1. Phase One

In the first phase of the proposed approach, the individual objectives of the examined
decision problem are minimized and maximized, according to (3) and (4), respectively, in
order to establish the ideal and anti-ideal solutions of the problem. In addition, an initial
compromise solution is identified via the solution of Problem (5).

Table 12 summarizes the outcomes of this phase. The outcomes clearly demonstrate
that the choices made depend on the pursued objective(s). For example, when the objective
is solely to minimize the primary energy consumption, the most energy efficient choices
are made in contrast to the choices made when aiming solely at the reduction of the initial
investment cost. In this latter case, the cheapest choices are made, which are the worst
from the energy efficiency perspective. These two objectives are clearly competitive to each
other, but also to the emissions objective. The release of CO2 emissions does not depend
solely on the generation efficiency of the heating, cooling, and hot water supply systems,
but also on the utilized fuel. Thus, some energy efficient choices are no longer efficient
when emissions come into the picture.

Table 13 summarizes and highlights the basic information about the problem at hand,
which has been generated by the proposed approach in phase one. More specifically, the
table comprises the ideal and anti-ideal objective values, the initial upper bound for each
objective, the initial compromise solution, as well as the rate of closeness of the objectives
to their ideal values, being calculated as follows:

Rate of closeness to the ideal solution = 100
gq

i − li
hi − li

(13)

with q the number of iteration; for phase one, q = 0 holds. Apparently, the lower the value
of the rate, the better.

Table 13 makes clear that the initial compromise solution comprises choices that lead
the objectives of primary energy consumption and release of CO2 emissions very close
to their ideal solutions (rates of closeness are 0.85% and 1.59%, respectively). The initial
investment cost, on the other hand, is not similarly close to its ideal value (rate of closeness
is 38.80%), and this may cause dissatisfaction to the DM. For this reason, the second phase
of the proposed approach is activated, to examine the satisfaction level of the DM and
refine, if necessary, the problem solution.
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Table 12. Summary of phase one outcomes.

Decisions and Criteria Type of Solution

Minimize Maximize Compromise

g1(x) g2(x) g3(x) g1(x) g2(x) g3(x)

Door type 2 2 1 1 1 2 1
Window type/subtype 2/2 2/2 1/1 1/1 1/1 2/2 2/2

Wall structure 1 1 2 2 2 1 2
Wall insulation thickness (m) 0.10 0.10 0.00 0.00 0.00 0.10 0.07

Wall insulation material 3 3 - - - 3 3
Ceiling structure 1 1 2 2 2 1 2

Ceiling insulation thickness (m) 0.10 0.10 0.00 0.00 0.00 0.10 0.07
Ceiling insulation material 3 3 - - - 3 3

Floor structure 2 2 1 1 1 2 1
Floor insulation thickness (m) 0.10 0.10 0.00 0.00 0.00 0.10 0.07

Floor insulation material 3 3 - - - 3 3
Heating system type EHC NEH EHC EHW EHW EHW EHC

Heating system category/type 1/3 2/1 1/1 1/2 1/2 1/1 1/3
Cooling system type - EC - EC EC EC -

Cooling system category/type - 1/3 - 1/1 1/1 1/3 -
Hot water supply system type NEW NEW NEW - - - NEW

Hot water supply system
category/type 1/1 2/1 2/2 - 1/2 - 2/2

Solar collector category/type 1/1 1/1 - - - 1/1 2/2
g1: Primary energy

consumption (MJ/year) 13,593 13,970 321,276 722,123 722,123 32,475 19,582

g2: Release of CO2 emissions
(kg CO2/year) 1400 810 32,758 74,559 74,559 3353 1986

g3: Initial investment cost (€) 21,987 27,637 7524 12,674 12,674 28,187 15,540

EHC: electrical system that will be used for both heating and cooling (see Table 8); EHW: electrical system that will be used for both heating
and hot water supply (see Table 9); EC: electrical system that will be used only for cooling (see Table 8); NEH: electrical system that will be
used only for heating (see Table 7); NEW: non-electrical system that will be used only for hot water supply (see Table 10).

Table 13. Basic information generated in phase one (iteration q = 0).

Information

Primary Energy
Consumption

(MJ/Year)
i = 1

Release of CO2 Emissions
(kg CO2/Year

i = 2

Initial Investment Cost
(€)

i = 3

Ideal solution (lower bound) li 13,593 810 7524
Initial compromise solution g0

i 19,582 1986 15,540
Anti-ideal solution hi 722,123 74,559 28,187

Initial upper bound h0
i 722,123 74,559 28,187

Rate of closeness to the ideal solution 0.85% 1.59% 38.80%

3.2.2. Phase Two-Iteration 1-Step 1

Entering in phase two, the basic information of Table 13 is presented to the DM.
Assuming that he/she is satisfied by the performance on objectives 1 and 2, but asks for an
improvement on objective 3, i.e., a further cost reduction, even at the expense of the other
two objectives, the following sets are formed:

• G = {objective 1, objective 2, objective 3};
• GR = {objective 3};
• GR = {objective 1, objective 2};

and the upper bound of objective 3 is updated as follows:

h1
3 = h0

3 = 15540. (14)
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Being members of set GR, the upper bounds of the other two objectives remain equal
to their initial values, i.e.:

h1
1 = h0

1 = 722123,

h1
2 = h0

2 = 74559.
(15)

Then, the Problem (9) is solved for the third objective, which is the only member of set GR:

min g3(x)

subject to x ∈ X

g1(x) ≤ h1
1

g2(x) ≤ h1
2

(16)

and the feasible region of the decision problem is reduced as follows:

X1 = X0 ∩
{

x ∈ R75/gi(x) ≤ h1
i , i = 1, 2, 3

}
, (17)

with X0 being the decision space X of the initial problem.

3.2.3. Phase Two-Iteration 1-Step 2

On the basis of information from step 1 and assuming s = 9, 10 alternative profiles ak,
k = 0, 1, . . . , 9, are generated, according to Equation (11), and presented to the DM in order
to rank order them. Table 14 presents the profiles of these alternatives for each objective,
along with their assumed ranking r, r = 1, 2, . . . , 10.

Table 14. Reference set of alternatives and DM’s ranking.

Profile
Primary Energy
Consumption

(MJ/Year)

Release of CO2
Emissions

(kg CO2/Year)

Initial Investment
Cost
(€)

DM’s
Ranking

a0 13,593 810 15,540 3
a1 92,319 9004 14,650 2
a2 171,044 17,199 13,759 1
a3 249,770 25,393 12,868 4
a4 328,495 33,587 11,978 5
a5 407,221 41,782 11,087 6
a6 485,947 49,976 10,196 7
a7 564,672 58,171 9306 8
a8 643,398 66,365 8415 9
a9 722,123 74,559 7524 10

The information of Table 14 is then used in UTASTAR, leading to the marginal utility
functions graphically displayed in Figure 2, which define the global utility of the DM via
the following additive function:

u[g(x)] = u1(g1(x)) + u2(g2(x)) + u3(g3(x)), (18)

or the equivalent:

u[g(x)] = 0.300u′1(g1(x)) + 0.525u′2(g2(x)) + 0.175u′3(g3(x)), (19)

where u′ i, i = 1, 2, 3, are the normalized, in the range [0, 1], values of the marginal utilities
ui, graphically displayed in Figure 3.
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Figure 2. Marginal utility functions of: (a) Primary energy consumption; (b) release of CO2 emissions; (c) initial invest-
ment cost.

Figure 3. Normalized marginal utility functions of: (a) Primary energy consumption; (b) release of CO2 emissions; (c) initial
investment cost.
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3.2.4. Phase Two-Iteration 1-Step 3

In this last step of phase two, the utility Function (18) or (19) is maximized over the
decreased feasible solution space X1, defined in (17). More specifically, the following problem:

max u[g(x)] = u1(g1(x)) + u2(g2(x)) + u3(g3(x))
subject to x ∈ X1 (20)

or its equivalent:

max u[g(x)] = 0.300u′1(g1(x)) + 0.525u′2(g2(x)) + 0.175u′3(g3(x))
subject to x ∈ X1 (21)

is solved.
The solution of any of the aforementioned problems generates the new compromise

solution, displayed in Table 15, the current iteration is terminated, and a new iteration
starts from step 1.

Table 15. Basic information generated in iteration q = 1 of phase two.

Information

Primary Energy
Consumption

(MJ/Year)
i = 1

Release of CO2 Emissions
(kg CO2/Year)

i = 2

Initial Investment Cost
(€) i = 3

Ideal solution (lower limit) li 13,593 810 7524
New compromise solution g1

i 166,640 17,199 11,147
Anti-ideal solution hi 722,123 74,559 28187
New upper bound h1

i 722,123 74,559 15,540
Rate of closeness to the ideal solution 21.60% 22.22% 17.53%

3.2.5. Phase Two-Iteration 2-Step 1

The second iteration of phase two starts with the results of Table 15 being presented
to the DM. Apparently, the cost objective has been reduced as desired, coming closer to its
ideal value; a rate of closeness 17.53% has been achieved, which is also reduced compared
to its previous value (38.80%). This improvement, however, has come at the expense of the
other two objectives, the values of which, as well as their corresponding rates of closeness,
present an increase.

If the consequences of the obtained solution are not satisfactory, the interaction with
the DM should continue, like in the previous iteration, until reaching a satisfactory solution.
Otherwise, the procedure stops here and the final choices made through this multi-phase
procedure (see Table 16) are presented to the DM.

Table 16. Initial and final compromise solutions.

Decisions and Criteria Initial Compromise Solution Final Compromise Solution

Door type 1 1
Window type/subtype 2/2 2/1

Wall structure 2 1
Wall insulation thickness (m) 0.07 0

Wall insulation material 3 -
Ceiling structure 2 2

Ceiling insulation thickness (m) 0.07 0.01
Ceiling insulation material 3 1

Floor structure 1 1
Floor insulation thickness (m) 0.07 0.07

Floor insulation material 3 1
Heating system type EHC EHC

Heating system category/type 1/3 1/1
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Table 16. Cont.

Decisions and Criteria Initial Compromise Solution Final Compromise Solution

Cooling system type - -
Cooling system category/type - -
Hot water supply system type NEW NEW

Hot water supply system category/type 2/2 2/2
Solar collector category/type 2/2 1/1

g1: Primary energy consumption (MJ/year) 19,582 166,640
g2: Release of CO2 emissions (kg CO2/year) 1986 17,199

g3: Initial investment cost (€) 15,540 11,147

EHC: electrical system that will be used for both heating and cooling (see Table 8); NEW: non-electrical system that will be used only for
hot water supply (see Table 10).

4. Discussion

The previous two sections presented an interactive mathematical programming ap-
proach to the problem of improving energy efficiency in buildings, and demonstrated its
use via an example case study. The problem is difficult to solve as it involves multiple,
competitive objectives, and a large number of decision variables, given the large number
of available, alternative measures, which can be adopted in this respect. In addition, the
solution of the problem requires the DM to express his/her preferences to the considered
objectives, a fact that further increases the problem’s complexity.

The approach proposed herein exploits the mathematical programming model pro-
posed by Diakaki et al. [5] and the UTASTAR value elicitation method proposed by Siskos
and Yannacopoulos [16] under an interactive decision framework, which has been devel-
oped following the rationale and principles of the decision-oriented method for multi-
objective linear programming problems proposed by Siskos and Despotis [15]. The pro-
posed framework assists the decision making procedure so that decisions are made, which
comply with the value system of the DM, without the need to prescribe it beforehand.

The proposed approach can be also adopted in other decision settings within, but
also beyond, the field of energy and environment. A similar approach, for example, lies
on the basis of ADELAIS, an interactive computer program developed to support the
search for a satisfactory solution in multi-objective linear programming problems, which
has been used as a tool for the selection of stock portfolios [18]. In contrast, however, to
both the initial conception in [15] and the ADELAIS program, the decision framework
developed herein concerns a mixed-integer nonlinear mathematical programming problem,
which aims at minimizing rather than maximizing the considered multiple objectives.
This means that the overall framework can be adopted to any possible decision settings,
should adequate care be taken to consider any potential particularities; e.g., in a case where
objectives with a positive preference direction (e.g., comfort) should also be considered, to
incorporate them, preserving at the same time the required cohesiveness of all considered
objectives, their preference direction should be reversed by changing the sign of their
corresponding functions. In addition, the mathematical programming formulation is quite
flexible, allowing the incorporation of additional DM’s objectives and preferences.

5. Conclusions

The study presented herein demonstrated the feasibility as well as the strengths of ap-
plying an interactive mathematical modelling approach to the problem of energy efficiency
improvement. The application of such a systematic approach allows for the simultaneous
consideration of all available combinations of alternative actions, the consideration of any
logical, physical, technical, or other constraints that may apply, and the incorporation
of the preferences and value system of the DM without having to explicitly prescribe
them beforehand. In addition, the application of the proposed approach ensures that a
single, final solution will be reached, which will be satisfactory, and thus acceptable by the
corresponding DM.
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The proposed approach addresses the problem of improving energy efficiency in
buildings in a systematic way. Thus, it can provide the basis for the development of a
corresponding decision support system (DSS), which could assist the respective DAs in
their difficult task of identifying, among the large volume of available measures, those that
will satisfy the needs, requirements, and preferences of the DMs. According to Li et al. [19],
there is still plenty of room for the enhancement of the existing relevant toolkits and the
development of new ones, and the proposed approach provides the ground in this direction.
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Appendix A. The UTASTAR Method

The UTASTAR method proposed by Siskos and Yannacopoulos [16] is a variation of
the UTA method, which aims at inferring a set of additive value functions from a given
ranking on a reference set AR of alternative actions a ∈ AR.

UTASTAR assumes an unweighted additive value function of the form:

u(g) =
n

∑
i=1

ui(gi) (A1)

under the normalization constraints:




n
∑

i=1
ui
(

g∗i
)
= 1

ui(gi∗) = 0
∀i = 1, 2, . . . , n (A2)

where n is the number of criteria; {g1, g2, . . . , gn} is the set of criteria; [g∗i , gi∗] is the evalua-
tion scale of criterion i, with i = 1, 2, . . . , n and gi∗, g∗i the worst and best level of criterion i,
respectively; ui is the marginal value function of criterion i.

On the basis of the additive Model (A1) and (A2), the value of each alternative a ∈ AR
may be expressed as:

u[g(a)] =
n

∑
i=1

ui[gi(a)]− σ+(a)− σ−(a), (A3)

where σ+, σ− are the overestimation and underestimation errors, respectively.
In addition, linear interpolation is used in order to estimate the corresponding

marginal value functions in a piecewise linear form. More specifically, for each crite-
rion i, the interval [g∗i , gi∗] is first cut into (αi − 1) equal intervals, where the points gj

i are
given by the following formula:

gj
i = gi∗ +

j− 1
αi − 1

(g∗i − gi∗) ∀j = 1, 2, . . . , αi (A4)
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Then, the marginal value of each action a ∈ AR, for which gi(a) ∈
[

gj
i , gj+1

i

]
is

approximated by the following linear interpolation:

ui[gi(a)] = u
(

gj
i

)
+

gi(a)− gj
i

gj+1
i − gj

i

[
u
(

gj+1
i

)
− u

(
gj

i

)]
(A5)

Furthermore, the set of reference actions AR = {a1, a2, . . . , am} is rearranged so that a1
is the action with the best ranking, am is the action with the worst ranking, and for each pair
of consecutive actions (ak, ak+1), either ak � ak+1 (preference) or ak ∼ ak+1 (indifference)
holds, thus if

∆(ak, ak+1) = u[g(ak)]− u[g(ak+1)], (A6)

one of the following holds:
{

∆(ak, ak+1) ≥ δ if ak � ak+1
∆(ak, ak+1) = 0 if ak ∼ ak+1

, (A7)

where δ is a small positive number, which, however, allows the equivalence discrimination
of two actions, which are successive in the ranking.

A final important modification of the UTASTAR method concerns the monotonicity
constraints of the criteria that are taken into account through the following transformations:

wij = ui

(
gj+1

i

)
− ui

(
gj

i

)
≥ 0∀i = 1, 2, . . . , n and j = 1, 2, . . . , αi − 1, (A8)

which allow the replacement of the monotonicity conditions for ui with non-negative
constraints for the variables wij.

Based on the above, given the ranking over a reference set AR of alternative actions
a ∈ AR, the UTASTAR method can be implemented via the following four steps:

1. The global value of all reference actions u[g(ak)], k = 1, 2, . . . , m, is first expressed in
terms of the marginal values ui(gi), and then in terms of the variables wij, according
to (A8), through the following relationships:





ui
(

g1
i
)
= 0 ∀i = 1, 2, . . . , n

ui

(
gj

i

)
=

j−1
∑

t=1
wij ∀i = 1, 2, . . . , n and ∀j = 2, 3, . . . , αi − 1

(A9)

2. For each pair of actions, which are consecutive in the given ranking, error terms are
introduced using the following relationship:

∆(ak, ak+1) = u[g(ak)]− σ+(ak) + σ−(ak)− u[g(ak+1)] + σ+(ak+1)− σ−(ak+1) (A10)

3. The following linear programming problem is solved:

min z =
m
∑

k=1
[σ+(ak) + σ−(ak)]

subject to ∆(ak, ak+1) ≥ δ if ak � ak+1

∆(ak, ak+1) = 0 if ak ∼ ak+1

}
∀r

n
∑

i=1

αi−1
∑

j=1
wij = 1

wij ≥ 0, σ+(ak) ≥ 0, σ−(ak) ≥ 0 ∀i, j, k

(A11)
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4. The existence of multiple or near optimal solutions of the Problem (A11) is examined
(stability analysis), and the mean additive value function of those (near) optimal
solutions is found, which maximize the objective functions:

ui(g∗i ) =
αi−1

∑
j=1

wit ∀i = 1, 2, . . . , n (A12)

on the polyhedron of the constraints of the Problem (A11), bounded by the following
additional constraint:

m

∑
k=0

[
σ+(ak) + σ−(ak)

]
≤ z ∗+ε, (A13)

where z∗ is the optimal value of Problem (A11) and ε is a very small positive number.

Appendix B. The Multi-Objective Decision Model of the Application Example

This Appendix provides an overview of the mathematical model of the considered
multi-objective problem. The details of the model can be found in [5].

Appendix B.1. Parameters and Decision Variables

Table A1. Doors-related parameters and data.

Parameters Description

DR Number of building’s doors; here DR = 1
dr Index to DR; dr = 1, . . . , DR

ADOR
dr Area of door dr (m2); here ADOR

dr = 6
bDOR

dr Temperature correction factor of construction part dr; here bDOR
dr = 1

V Number of available door types
v Index to V; v = 1, . . . , V

UDOR
v Thermal transmittance of door type (W/m2 K)

CDOR
v Cost of door type v (€/m2)

Table A2. Windows-related parameters and data.

Parameters Description

WN Number of building’s windows; here WN = 1
wn Index to WN; wn = 1, . . . , WN

AWIN
wn Area of window wn (m2); here AWIN

wn = 6
bWIN

wn Temperature correction factor of construction part wn; here bWIN
wn = 1

FF,wn Frame factor of window wn (%); here FF,wn = 0.7
FS,wn Correction factor for shading of window wn (%); here FS,wn = 1

FCM,wn Correction factor for movable devices of window wn (%); here FCM,wn = 1
S Number of available window types
s Index to S; s = 1, . . . , S

Ts Number of available sub-types of window type s
t Index to Ts; t = 1, . . . , Ts, ∀s = 1, . . . , S

gWIN
st Effective total solar energy transmittance of window sub-type t (%)

UWIN
st Thermal transmittance of window sub-type t (W/m2K)

CWIN
st Cost of window sub-type t (€/m2)
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Table A3. Walls-related parameters and data.

Parameters Description

WL Number of walls; here WL = 4
wl Index to WL; wl = 1, . . . , WL

AWAL
wl Area of wall wl (m2); here AWAL

1 = AWAL
2 = 30 and AWAL

3 = AWAL
4 = 24

bWAL
wl Temperature correction factor of construction part wl; here bWAL

wl = 1
W Number of available wall structures
w Index to W; w = 1, . . . , W

KWLw Number of known layers of structure w, regarding material and thickness
kwl Index to KWLw; kwl = 1, . . . , KWLw, ∀w = 1, . . . , W

ddWAL
w,kwl Thickness of known layer kwl of wall structure w (m)

kkmWAL
w,kwl Thermal conductivity of material of known layer kwl of wall structure w (W/mK)

CKmWAL
w,kwl Cost of material of known layer kwl of wall structure w (€/m3)
Yw Number of unknown layers of structure w; here Yw = 1 (insulation layer)
y Index to Yw; y = 1, . . . , Yw, ∀w = 1, . . . , W

dWAL
max,wy Maximum permissible thickness of layer y of structure w (m); here dWAL

max,wy = 0.1
Cwy Number of available materials for layer y of structure w

c Index to Cwy; c = 1, . . . , Cyw, ∀(y = 1, . . . , Yw, ∀w = 1, . . . , W)
kmWAL

wyc Thermal conductivity of material c of unknown layer y of structure w (W/mK)
CmWAL

wyc Cost of material c of unknown layer y of structure w (€/m3)

Table A4. Ceilings-related parameters and data.

Parameters Description

CE Number of ceilings; here CE = 1
ce Index to CE; ce = 1, . . . , CE

ACEIL
ce Area of ceiling ce (m2); here ACEIL

ce = 100
bCEIL

ce Temperature correction factor of construction part ce; here bCEIL
ce = 1

D Number of available ceiling structures
d Index to D; d = 1, . . . , D

KCLd Number of known layers of structure d, regarding material and thickness
kcl Index to KCLd; kcl = 1, . . . , KCLd, ∀d = 1, . . . , D

ddCEIL
d,kcl Thickness of known layer kcl of structure d (m)

kkmCEIL
d,kcl Thermal conductivity of material of known layer kcl of structure d (W/mK)

CKmCEIL
d,kcl Cost of material of known layer kcl of structure d (€/m3)
Fd Number of unknown layers of structure d; here Fd = 1 (insulation layer)
f Index to Fd; f = 1, . . . , Fd, ∀d = 1, . . . , D

dCEIL
max,d f Maximum permissible thickness of layer f of structure d (m); here dCEIL

max,d f = 0.1
Ad f Number of available materials for layer f of structure d

a Index to Ad f ; a = 1, . . . , Ad f , ∀( f = 1, . . . , Fd ∀d = 1, . . . , D)

kmCEIL
d f a Thermal conductivity of material a of unknown layer f of structure d (W/mK)

CmCEIL
d f a Cost of material a of unknown layer f of structure d (€/m3)

Table A5. Floors-related parameters and data.

Parameters Description

FL Number of floors; here f l = 1
fl Index to FL; f l = 1, . . . , FL

AFLO
f l Area of floor fl (m2); here AFLO

f l = 100
bFLO

f l Temperature correction factor of construction part fl; here bFLO
f l = 1

H Number of available floor structures
h Index to H; h = 1, . . . , H

KFLh Number of known layers of structure h, regarding material and thickness
kfl Index to KFLh; k f l = 1, . . . , KFLh, ∀h = 1, . . . , H
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Table A5. Cont.

Parameters Description

ddFLO
h,k f l Thickness of known layer kfl of structure h (m)

kkmFLO
h,k f l Thermal conductivity of material of known layer kfl of structure h (W/mK)

CKmFLO
h,k f l Cost of material of known layer kfl of structure h (€/m3)
Eh Number of unknown layers of structure h; here Eh = 1 (insulation layer)
e Index to Eh; e = 1, . . . , Eh, ∀h = 1, . . . , H

dFLO
max,he Maximum permissible thickness of layer e of structure h (m); here dFLO

max,he = 0.1
Ghe Number of available materials for layer e of structure h
g Index to Ghe; g = 1, . . . , Ghe, ∀(e = 1, . . . , Eh ∀h = 1, . . . , H)

kmFLO
heg Thermal conductivity of material g of unknown layer e of structure h (W/mK)

CmFLO
heg Cost of material g of unknown layer e of structure h (€/m3)

Table A6. Heating-only systems’ parameters and data.

Parameters Description

EHI Number of available electrical heating systems’ categories
ehi Index to EHI; ehi = 1, . . . , EHI

EHJehi Number of available systems of category ehi
ehj Index to EHJehi; ehj = 1, . . . , EHJehi, ∀ehi = 1, . . . , EHI

eEH
ehi,ehj Generation efficiency of system ehj of category ehi (%)

CSTEH
ehi,ehj Installation cost of system ehj of category ehi (€)

NEHI Number of available non-electrical heating systems’ categories
nehi Index to NEHI; nehi = 1, . . . , NEHI

NEHJnehi Number of available systems of category nehi
nehj Index to NEHJnehi; nehj = 1, . . . , NEHJnehi, ∀∀nehi = 1, . . . , NEHI

eNEH
nehi,nehj Generation efficiency of system nehj of category nehi (%)

CSTNEH
nehi,nehj Installation cost of system nehj of category nehi (€)

FUNEH
nehi,nehj, f uel Parameter; equals 1, if system nehj of category nehi uses fuel fuel, else equals 0

Table A7. Cooling-only systems’ parameters and data.

Parameters Description

ECI Number of available electrical cooling systems categories
eci Index to ECI; eci = 1, . . . , ECI

ECJeci Number of available systems of category eci
ecj Index to ECJeci; ecj = 1, . . . , ECJeci, ∀eci = 1, . . . , ECI

eC
eci,ecj Generation efficiency of system ecj of category eci (%)

CSTC
eci,ecj Installation cost of system ecj of category eci (€)

Table A8. Domestic hot water (DHW) supply-only systems’ parameters and data.

Parameters Description

EWI Number of available electrical DHW systems’ categories
ewi Index to EWI; ewi = 1, . . . , EWI

EW Jewi Number of available systems of category ewi
ewj Index to EW Jewi; ewj = 1, . . . , EW Jewi, ∀ewi = 1, . . . , EWI

eEW
ewi,ewj Generation efficiency of system ewj of category ewi (%)

CSTEW
ewi,ewj Installation cost of system ewj of category ewi (€)

NEWI Number of available non-electrical DHW systems’ categories
newi Index to NEWI; newi = 1, . . . , NEWI

NEW Jnewi Number of available systems of category newi
newj Index to NEW Jnewi; newj = 1, . . . , NEW Jnewi, ∀newi = 1, . . . , NEWI
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Table A8. Cont.

Parameters Description

eNEW
newi,newj Generation efficiency of system newj of category newi (%)

CSTNEW
newi,newj Installation cost of system newj of category newi (€)

FUNEW
newi,newj, f uel Parameter; equals 1, if system newj of category newi uses fuel fuel, else equals 0

Table A9. Combined heating–cooling systems’ parameters and data.

Parameters Description

EHCI Number of available combined electrical heating-cooling systems’ categories
ehci Index to EhCI; ehci = 1, . . . , EHCI

EHCJehci Number of available systems of category ejci
ehcj Index to EHCJehci; ehcj = 1, . . . , EHCJehci, ∀ehci = 1, . . . , EhCI

eHC
ehci,ehcj Generation efficiency of system ehcj of category ehci (%)

CSTHC
ehci,ehcj Installation cost of system ecj of category eci (€)

Table A10. Combined heating–DHW systems’ parameters and data.

Parameters Description

EHWI Number of available combined electrical heating-DHW systems’ categories
ehwi Index to EHWI; ehwi = 1, . . . , EHWI

EHW Jehwi Number of available systems of category ehwi
ehwj Index to EHW Jehwi; ehwj = 1, . . . , EHW Jehwi, ∀ehwi = 1, . . . , EHWI

eEHW
ehwi,ehwj Generation efficiency of system ehwj of category ehwi (%)

CSTEHW
ehwi,ehwj Installation cost of system ehwj of category ehwi (€)

NEHWI Number of available non-electrical combined heating-DHW
systems’ categories

nehwi Index to NEHWI; nehwi = 1, . . . , NEHWI
NEHW Jnehwi Number of available systems of category nehwi

nehwj Index to NEHW Jnehwi;
nehwj = 1, . . . , NEHW Jnehwi, ∀nehwi = 1, . . . , NEHWI

eNEHW
nehwi,nehwj Generation efficiency of system nehwj of category nehwi (%)

CSTNEHW
nehwi,nehwj Installation cost of system nehwj of category nehwi (€)

FUNEHW
nehwi,nehwj, f uel

Parameter; equals 1, if system nehwj of category nehwi uses fuel fuel, else
equals 0

Table A11. Solar collectors’ parameters and data.

Parameters Description

ASLC Area of solar collector (m2); here ASLC = 2
FS,SLC Correction factor for shading of solar collector (%); here FS,SLC = 1

U Number of available solar collectors systems’ categories
u Index to U; u = 1, . . . , U

Bu Number of available solar collectors systems of category u
b Index to Bu; b = 1, . . . , Bu, ∀u = 1, . . . , U

eSLC
ub Generation efficiency of system b of category u (%)

CSTSLC
ub Installation cost of system b of category u (€/m2)
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Table A12. Fuel and emissions-related parameters and data 1.

Parameters Description

FUEL Number of fuels available for heating and DHW; here FUEL = 2
fuel Index to FUEL; f uel = 1, . . . , FUEL; here f uel = 1 is oil and f uel = 2 is gas

Ff uel
Conversion factor of fuel fuel to CO2 emissions (kg of CO2/kg of fuel); here

F1 = 3.142 and Ff uel = 2.715

LHPf uel
Conversion factor of fuel fuel to energy (MJ/kg of fuel); here

LHP1 = 42.912 and LHP2 = 49.788

Fstation
Emissions factor of electricity producing station (kg of CO2/MJ); here

Fstation = 0.295
nel Return rate of electricity producing stations; here nel = 0.35

1 Parameter values have been adopted from [5].

Table A13. Parameters and data describing weather conditions at the building’s location 1.

Parameters Description

n Month index; n = 1, . . . , 12; 1 corresponds to January, 2 to February, etc.
Tn Duration of month n (s)

θE,n Average external temperature at building’s location in month n (◦C)
ISL,wn,n Solar radiation on window wn in month n (MJ/m2/month)
ISL,SLC,n Solar radiation on solar collector in month n (MJ/m2/month)

ρair Air density at building’s location (kg/m3)
cair Air heat at building’s location (J/kg◦C)
Vair Air volume (m3)

1 It is assumed that the building is located in the wider area of Athens, Greece [5].

Table A14. Parameters and data describing comfort-related user preferences and foreseen operational
conditions of the building.

Parameters Description

θIH Internal design temperature during heating season (◦C); here θIH = 21
θIC Internal design temperature during cooling season (◦C); here θIC = 26

HSn
Parameter; equals 1, if heating is required for month n, else equals 0; here

HSn = 1 for n = 1, 2, 3, 4, 10, 11, 12 and HSn = 0 for n = 5, 6, 7, 8, 9

CSn
Parameter; equals 1, if cooling is required for month n, else equals 0; here

CSn = 1 for n = 6, 7, 8, 9 and CSn = 0 for n = 1, 2, 3, 4, 5, 10, 11, 12

WSn
Parameter; equals 1, if hot water supply is required for month n, else

equals 0; here WSn = 1 ∀n = 1, 2, . . . , 12
QAINHG Average monthly heat gains (W); here QAINHG = 8400 1

Qdhwu
Average energy requirements for hot water use (MJ/month); here

Qdhwu = 425 1

1 Rough estimates assuming 4 inhabitants in the building [5].

Table A15. Decision variables.

Variable Description

xDOR
v Doors choice; equals 1, if type v is selected, else equals 0

xWIN
st Windows choice; equals 1, if subtype t of type s is selected, else equals 0

xWAL
w Wall structure choice; equals 1, if structure w is selected, else equals 0

xmWAL
wyc

Wall material choice; equals 1, if material c is selected for layer y of wall
structure w, else equals 0

xdWAL
wy Thickness of material added in layer y of wall structure w (m)

xCEIL
d Ceiling structure choice; equals 1, if structure d is selected, else equals 0

xmCEIL
d f a

Ceiling material choice; equals 1, if material a is selected for layer f of
ceiling structure d, else equals 0
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Table A15. Cont.

Variable Description

xdCEIL
d f Thickness of material added in layer f of ceiling structure d (m)

xFLO
h Floor structure choice; equals 1, if structure h is selected, else equals 0

xmFLO
heg

Floor material choice; equals 1, if material g is selected for layer e of floor
structure h, else equals 0

xdFLO
he Thickness of material added in layer e of floor structure h (m)

xEH
ehi,ehj

Electrical heating system choice; equals 1, if system ehj of category ehi is
selected, else equals 0

xNEH
nehi,nehj

Non-electrical heating system choice; equals 1, if system nehj of category
nehi is selected, else equals 0

xEC
eci,ecj

Electrical cooling system choice; equals 1, if system ecj of category eci is
selected, else equals 0

xEW
ewi,ewj

Electrical DHW system choice; equals 1, if system ewj of category ewi is
selected, else equals 0

xNEW
newi,newj

Non-electrical DHW system choice; equals 1, if system newj of category
newi is selected, else equals 0

xEHC
ehci,ehcj

Electrical heating–cooling system choice; equals 1, if system ehcj of
category ehci is selected, else equals 0

xEHW
ehwi,ehwj

Electrical heating–DHW system choice; equals 1, if system ehwj of
category ehwi is selected, else equals 0

xNEHW
nehwi,nehwj

Non-electrical heating–DHW system choice; equals 1, if system nehwj of
category nehwi is selected, else equals 0

xSLC
ub

Solar collector choice; equals 1 if system b of category u is selected, else
equals 0

x Vector of all decision variables x

Appendix B.2. Multi-Objective Decision Model

Minimize

g1(x) =
QHDSEHel

nel
+

FUEL

∑
f uel=1

(
QHDSEHnel, f uel

)
+

QCDSECel
nel

+
QWDSEWel

nel
+

FUEL

∑
f uel=1

(
QWDSEWnel, f uel

)

g2(x) =
(

QHDSEHel + QCDSECel + QWDSEWel

)
Fstation +

FUEL

∑
f uel=1

(
QHDSEHnel, f uel + QWDSEWnel, f uel

) Ff uel

LHPf uel

g3(x) = COSTDOR + COSTWIN + COSTWAL + COSTCEIL + COSTFLO + COSTHS + COSTCS + COSTWS
+ COSTHCS + COSTHWS + COSTSLC

Subject to

QHD =
12

∑
n=1

QHD
n

QCD =
12

∑
n=1

QCD
n

QWD =
12

∑
n=1

(WSnDQdDHW,n)

SEHel =
EHI

∑
ehi=1

EHJehi

∑
ehj=1

(
xEH

ehi,ehj

eEH
ehi,ehj

)
+

EHCI

∑
ehci=1

EHCJehci

∑
ehcj=1

(
xEHC

ehci,ehcj

eEHC
ehci,ehcj

)
+

EHWI

∑
ehwi=1

EHW Jehwi

∑
ehwj=1

(
xEHW

ehwi,ehwj

eEHW
ehwi,ehwj

)

SEHnel, f uel =
NEHI

∑
nehi=1

NEHJnehi
∑

nehj=1

(
xNEH

nehi,nehj FUNEH
nehi,nehj, f uel

eNEH
nehi,nehj

)
+

NEHWI
∑

nehwi=1

NEHW Jnehwi
∑

nehwj=1

(
xNEHW

nehwi,nehwj FUNEHW
nehwi,nehwj, f uel

eNEHW
nehwi,nehwj

)
∀ f uel ∈ {1, . . . , FUEL}
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SECel =
ECI

∑
eci=1

ECJeci

∑
ecj=1

(
xEC

eci,ecj

eEC
eci,ecj

)
+

EHCI

∑
ehci=1

EHCJehci

∑
ehcj=1

(
xEHC

ehci,ehcj

eEHC
ehci,ehcj

)

SEWel =
EWI

∑
ewi=1

EW Jewi

∑
ewj=1

(
xEW

ewi,ewj

eEW
ewi,ewj

)
+

EHWI

∑
ehwi=1

EHW Jehwi

∑
ehwj=1

(
xEHW

ehwi,ehwj

eEHW
ehwi,ehwj

)

SEWnel, f uel =
NEWI

∑
newi=1

NEW Jnewi
∑

newj=1

(
xNEW

newi,newj FUNEW
newi,newj, f uel

eNEW
newi,newj

)
+

NEHWI
∑

nehwi=1

NEHW Jnehwi
∑

nehwj=1

(
xNEHW

nehwi,nehwj FUNEHW
nehwi,nehwj, f uel

eNEHW
nehwi,nehwj

)
∀ f uel ∈ {1, . . . , FUEL}

QHD
n =





HSn




BLC(θIH − θE,n)Tn + ρaircairVair(θIH − θE,n)−QAINHGTn

−
WN
∑

wn=1

(
AWIN

wn FF,wnFS,wnFCM,wn ISL,wn,n
S
∑

s=1

Ts
∑
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(
xWIN

st gWIN
st
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, if positive
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Abstract: The number of solar photovoltaic (PV) arrays in Greece has increased rapidly during the
recent years. As a result, there is an increasing need for high quality updated information regarding
the status of PV farms. This information includes the number of PV farms, power capacity and
the energy generated. However, access to this data is obsolete, mainly due to the fact that there
is a difficulty tracking PV investment status (from licensing to investment completion and energy
production). This article presents a novel approach, which uses free access high resolution satellite
imagery and a deep learning algorithm (a convolutional neural network—CNN) for the automatic
detection of PV farms. Furthermore, in an effort to create an algorithm capable of generalizing better,
all the current locations with installed PV farms (data provided from the Greek Energy Regulator
Authority) in the Greek Territory (131,957 km2) were used. According to our knowledge this is the
first time such an algorithm is used in order to determine the existence of PV farms and the results
showed satisfying accuracy.

Keywords: PV farms; deep learning; satellite imagery; CNN; automatic detection

1. Introduction

During the last three decades mankind is witnessing an evolution in the energy sector
as we notice a shift in energy production methods, from the usage of fossil fuels (petroleum,
natural gas, coal, etc.) to more environmentally friendly methods. This is caused mainly
due to the fact that a significant portion of the world’s carbon dioxide production is a result
of fossil fuels used for energy production [1–3].

However, as electricity consumption plays an important role for modern societies
(and its usage cannot be reduced) other forms of energy production must be used in order
to satisfy current and future energy demands [3–7].

Renewable energy methods can be considered as a viable solution for energy produc-
tion and the reduction of CO2 emissions. These methods include the usage of sustainable
sources based on wind, water, biomass, solar and geothermal energy for energy production
which are in general called renewable energy sources (RES) [8].

The exploitation of solar energy is considered as one of the most common types of
RES. Solar panels are used for transforming energy from indecent sunlight, to electricity
using solar cells based on the photovoltaic effect, thus they are also called photovoltaic
(PV) panels [9]. Nowadays, massive arrays of PV panels (in the form of solar or PV farms)
are used for energy production throughout the world. These farms energy production
capability ranges from 1 to 2000 MW, in the case of mega projects covering thousands of
hectares [10].

In Europe, PV farms account for 13% of the total RES production. Furthermore, solar
power is the fastest-growing source: in 2008, it accounted for 1%. This means that the
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growth in electricity from solar power has been dramatic, rising from 7.4 TWh in 2008 to
125.7 TWh in 2019 [11].

In Greece, data provided by the Regulatory Authority for Energy (RAE) indicate that
currently there are 9791 PV potential installations (farms) in a variety of stages (licensed
investments, licensed installations, licensed production or under evaluation), currently
producing 715.6 MW of electric energy.

The variety of the existing stages of PV farms is making difficult to track the infiltration
of PV to the Greek market as in many cases the time period from the initial evaluation
of the energy production license to production can be years. Financial difficulties, pub-
lic reaction against the investment as well as technical difficulties can pause the entire
installation process.

In this work we investigate a new method of collecting installed PV information which
is potentially cheaper and faster than existing methods. The proposed approach uses an
algorithm which can automatically detect the existing PV farms based on high resolution
free to use satellite imagery, current RAE data for training and deep learning techniques.
The entire methodology can be divided in two separate steps.

The first step involves the association of the data provided by RAE with satellite
images. For the implementation of this step, we used an algorithm for automatically
annotating the images and matching RAE data with satellite images in order to create two
datasets. A high-resolution dataset and a low-resolution dataset.

The second step involve the usage of the output produced in the first step in order
to train a deep learning (DL) algorithm to automatically detect the PV farm’s locations.
The algorithm apart from the determination of the locations can also help scientists to
extract other information. As it is basically a data unaware algorithm, it can also provide
information such as the effect of land use in the selection of PV farm locations, the effect of
micrometeorology to the installation locations etc.

The proposed approach offers a series of benefits when compared with other data
analysis methods. First it allows the scalability of the produced results as well as the
automatic improvement of the data collection. Usage of higher resolution images will
provide the user with better results. Thus, the user is free to use data which originate from
a variety of sources even from Google Earth, with the best results however, to be expected
with data from paid services such as LandSat [12,13].

Additionally, the implementation of the approach using a computer algorithm allows
the automation of the process. The entire procedure is easy to use and can be executed
multiple times in order to monitor the installation rate. The produced information can also
help scientists to predict the level of energy produced as well as help the Government to
initiate programs related with RES adoption and provide a valuable tool to enhance the
decision-making process regarding the determination of potential installation sites [2,14].
Finally, the presented methodology can be easily adapted in order to monitor other types
of RES and reproduced in other regions.

2. Literature Review

Computer applications, sensor networks as well as the Internet of Things are responsi-
ble for the creation of enormous amounts of data [15]. For this reason, new and innovative
techniques must be applied in order to perform sufficient analysis of the accumulated
data. Deep Learning is a part of machine learning (ML) methods based on the usage of
artificial neural networks with representation learning (supervised, semi-supervised or
unsupervised learning) [16].

Essentially DL is a methodology where many classifiers work together, and it is
based on linear regression followed by activation functions. DL foundation relay on the
same traditional statistical linear regression approach. The only difference is that there
are many neural nodes in deep learning instead of only one node (in the case of linear
regression). These nodes are known as neural network, and one classifier (a node) is
known as perceptron. The network is organized in layers and each layer can have many
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hundreds or even thousands of nodes. Layers which are situated between the input and
output layers constitute the hidden layer and accordingly the nodes which constitute this
layer are known as hidden nodes. In contrary with traditional machine learning classifiers
where the user must write complex hypothesis, in deep neural network applications the
hypothesis is generated by the network itself, making it a powerful tool for learning
nonlinear relationships effectively [16].

ML can be divided into two development phases, shallow learning (SL) and deep
learning. The most widely spread SL methods include logistic regression, support vector
machine (SVM) and Gaussian mixture models [17–26]. SL main disadvantage is that it
cannot handle complex real-world problems such as voice and image recognition [16].
On the contrary DL specializes in solving problems such as image classification, voice
recognition etc. For example, image classification of 1000 kinds of images provided a
classification error rate of 3.5% which is higher than the accuracy of ordinary people [27].

Various DL algorithms were used for disease determination. Quiroz and Alferez [28]
used DL image recognition of legacy blueberries in the rooting stage, planted in smart
farms in Chile. For this reason, they used a convolutional neural network (CNN) to detect
the presence of trays with living blueberry plants, the presence of trays without living
plants and the absence of trays. The model produced results with 86% accuracy, 86%
precision, 88% recall and 86% F1 score.

Other researchers used DL for apple pathology image recognition and diagnosis [29].
For this reason, they trained a CNN that obtained a recall rate of 98.4% using error back
propagation analysis of sampled elements. In the study of Liu et al. [30], DL was used for
the identification of citrus cancer based on the AlexNet model, with an optimized network
structure which could reduce the network parameters while maintaining the same level of
accuracy. The results from the application showed that the recognition accuracy reached
98%. In the study of Amara et al. [31], DL was used for detecting two well-known banana
diseases. For this reason, they used a deep CNN based on the LeNet architecture, with the
results accuracy at 85.9%, precision accuracy 86.7%, recall 85.9% and F1 score 86.3%.

DL was also used for other types of image recognition. Huang et al. [32] used DL for
determining crack and leakage defects on metro shield tunnels which produced very good
results with an identification error of 0.8%. Yang et al. [33] used a DL algorithm (in this case
a modified AlexNet model) was used in order to determine wind turbine blade damage on
images taken from an unmanned aerial vehicle. The model provided better results (97.1%
average accuracy) when compared to the unmodified AlexNet model and support vector
machine models. In [34], a DL approach was proposed for the classification of road surface
conditions. For this, they used a CNN network and created a new activation function based
on the rectified linear unit function. Their results showed a classification accuracy of 94.89%
on the road state database. DL were also used to perform breast cancer classification. A new
method called BDR-CNN-CGN was used to perform classification of breast cancer types,
the results showed improved detection rates (accuracy 96.10%) compared to other neural
network models [35]. A CNN was also used in order to perform COVID-19 diagnosis. The
proposed CNN employed several new techniques such as rank-based average pooling and
multiple-way data augmentation. Among the eight proposed models, the model named
FGCNet performed better with performance percentage higher than 97% [36]. Finally,
Malog et al. [37], used high resolution satellite imagery and deep forest algorithm in order
to detect roof top installed photovoltaic arrays. Their data included imagery from an area of
135 Km2 and the results showed 99.9% pixel-based detection accuracy and 90% object-based
detection accuracy. Table 1 presents an overview of the aforementioned literature.
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Table 1. State of the Art.

Reference DL Usage

Ioannou et al., 2021 Application of Deep Learning in weather Data
gathered from IoT devices

Dong et al., 2021 Deep learning methods
Freedman, D. 2009 A survey on deep learning and its applications

Mood, C. 2010; Kleinbaum and Klein,
2002; Hosmer et al., 2013 Applied Logistic Regression and applications

Soentpiet, R. 1999; Hearst et al., 1998;
Steiwart and Christmann, 2008

Support Vector Learning, Support vector machines
and applications

Schraudolph, N, 2002
A Gauss–Newton approximation of the Hessian from

nonlinear least-squares problems to arbitrary loss
functions

Li, Z., 2009 A deep investigation into new ways of applying
computer technologies to biomedicine

Verbeek et al., 2003 Development of a greedy algorithm for application on
unknown ratio mixtures of components

Gavali, P., Banu, J.S., 2019 DL for image classification using the CUDA Platform
Quiroz, Alferez, 2020; Tan et al., 2015;

Liu et al., 2020; Amara et al., 2017 Application of DL for the recognition of fauna diseases

Huang et al., 2018; Yang et al., 2021;
Cheng et al., 2019 Recognition of structural defects using DL

Zhang et al., 2021; Wang et al., 2021 Application of CC for medical purposes (cancer type
determination, COVID-19 diagnoses, etc.)

Malog et al., 2016 Detection of residential PV arrays using DL and aerial
imagery.

3. Materials and Methods

For the creation of the image data sets we used data provided by RAE as well as, data
which are available from Apple Maps. Apple Maps is a free map service based on satellite
data which are provided from DigitalGlobe. RAE data included a series of polygons (in
Shape file form) which included all PV farm investments in Greece (Figure 1). The data
were categorized depending on the status of the investment in:

• Investments with installation licenses;
• Investments with production licenses;
• Investments with operation licenses.

Each shape file was at first converted to GeoJSON format. GeoJSON is a geospatial data
interchange format compatible with the GNU/General Public License (GPL) guidelines,
based on JavaScript Object Notation (JSON). It defines several types of JSON objects and
the manner in which they are combined to represent data about geographic features, their
properties, and their spatial extents. GeoJSON uses a geographic coordinate reference
system, World Geodetic System 1984, and units of decimal degrees [38].

A special PYTHON algorithm was written in order to match the polygons with base
map data. The algorithm used a GNU/GPL library called jimutmap in order to read each
polygon in GeoJSON form and create an image file. Thus, concluding the first step of the
methodology. Jimutmap allows the user to select different zoom levels when annotating
the data and create images of different resolutions.
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Figure 1. Map of Greece with PV farms in various phases (Basemap from Hellenic Cadastre).

In Figure 2, we can easily observe that the library user, can easily select the zoom
level value, using the zoom variable, and thus determine the resolution of the images
created (higher zoom level creates images with lower resolution). This is due to the fact
that satellite imagery provided by free services has limited resolution. Additionally, the
library allows the usage of multiple core threads in order to perform quicker the required
annotations.

Sustainability 2021, 13, x FOR PEER REVIEW 6 of 15 
 

 
Figure 2. Code snippet from jimutmap library. 

The second step included training a convolutional neural network to automatically 
detect the PV farm’s locations. The CNN was developed using Google Collaboratory or 
Google Colab (GC) for short. GC is a product from Google Research allowing users to 
write and execute arbitrary PYTHON code using their browser, and is especially well 
suited to machine learning, data analysis. Additionally, it provides access to advanced 
cloud resources including the ability for the user to use graphics processor units (GPU’s) 
and tensor processing units (TPU’s). Unlike normal central processor units—CPU’s 
(which are installed on all personal computers using the x64 architecture), GPU’s are spe-
cialized electronic circuits designed to accelerate the creation and manipulation of images. 
Their highly parallel structure makes them more efficient than general-purpose (CPUs) 
for algorithms that process large blocks of data in parallel [39]. TPU’s are artificial intelli-
gence accelerator application-specific integrated circuits (ASICs) developed by Google 
specifically for neural network machine learning using TensorFlow a free and open-
source software library for machine learning [40]. 

3.1. Convolutional Neural Networks 
Convolutional neural networks (CNN) are inspired by the cat’s cortex and were first 

proposed in the 1980s [41]. A CNN has similar structure with other multilayer neural net-
works, and it is comprised of layers. Each layer is composed of a number of two-dimen-
sional planes and each plane has independent neurons. Sparse connections are used be-
tween layers, meaning that the neuron in each feature map only connects to the neurons 
in a small area in the upper map, in contrast with the traditional neural networks. The 
CNN structure depends mainly in the shared weight, the local experience field and the 
sub-collector to ensure the invariance of input data [42]. 

The following figure (Figure 3) presents the layout of a CNN. In this case the network 
is comprised from an input layer, four hidden layers and an output layer. This network 
was created for performing image processing. In more detail image recognition of charac-
ters written by hand. In this case the input layer is made up using 28 × 28 sensory nodes. 
This layer receives the images which have been approximately centered and normalized 
in terms of size. Afterwards the computational layouts alternate between convolution and 
subsampling as follows: 
• The first hidden layer is responsible for the convolution. This layer consists of four 

feature maps, with each feature map consisting of 24 × 24 neurons. Each neuron is 
assigned a receptive field of 5 × 5 size. 

• The second hidden layer is responsible for subsampling and local averaging. Like the 
previous layer, it also consists of four feature maps, but each feature map is now made 
up of 12 × 12 neurons. Each neuron has a receptive field of size 2 × 2, a trainable coef-
ficient, a trainable bias, and a sigmoid activation function. The trainable coefficient 
and bias control the operating point of the neuron. 

• The third hidden layer is responsible for the second convolution. It consists of 12 fea-
ture maps, with each feature map consisting of 8 × 8 neurons. Each neuron in this 

Figure 2. Code snippet from jimutmap library.

The second step included training a convolutional neural network to automatically
detect the PV farm’s locations. The CNN was developed using Google Collaboratory or
Google Colab (GC) for short. GC is a product from Google Research allowing users to write
and execute arbitrary PYTHON code using their browser, and is especially well suited
to machine learning, data analysis. Additionally, it provides access to advanced cloud
resources including the ability for the user to use graphics processor units (GPU’s) and
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tensor processing units (TPU’s). Unlike normal central processor units—CPU’s (which
are installed on all personal computers using the x64 architecture), GPU’s are specialized
electronic circuits designed to accelerate the creation and manipulation of images. Their
highly parallel structure makes them more efficient than general-purpose (CPUs) for
algorithms that process large blocks of data in parallel [39]. TPU’s are artificial intelligence
accelerator application-specific integrated circuits (ASICs) developed by Google specifically
for neural network machine learning using TensorFlow a free and open-source software
library for machine learning [40].

3.1. Convolutional Neural Networks

Convolutional neural networks (CNN) are inspired by the cat’s cortex and were first
proposed in the 1980s [41]. A CNN has similar structure with other multilayer neural
networks, and it is comprised of layers. Each layer is composed of a number of two-
dimensional planes and each plane has independent neurons. Sparse connections are used
between layers, meaning that the neuron in each feature map only connects to the neurons
in a small area in the upper map, in contrast with the traditional neural networks. The
CNN structure depends mainly in the shared weight, the local experience field and the
sub-collector to ensure the invariance of input data [42].

The following figure (Figure 3) presents the layout of a CNN. In this case the network
is comprised from an input layer, four hidden layers and an output layer. This network was
created for performing image processing. In more detail image recognition of characters
written by hand. In this case the input layer is made up using 28 × 28 sensory nodes. This
layer receives the images which have been approximately centered and normalized in
terms of size. Afterwards the computational layouts alternate between convolution and
subsampling as follows:

• The first hidden layer is responsible for the convolution. This layer consists of four
feature maps, with each feature map consisting of 24 × 24 neurons. Each neuron is
assigned a receptive field of 5 × 5 size.

• The second hidden layer is responsible for subsampling and local averaging. Like the
previous layer, it also consists of four feature maps, but each feature map is now made
up of 12 × 12 neurons. Each neuron has a receptive field of size 2 × 2, a trainable
coefficient, a trainable bias, and a sigmoid activation function. The trainable coefficient
and bias control the operating point of the neuron.

• The third hidden layer is responsible for the second convolution. It consists of 12
feature maps, with each feature map consisting of 8 × 8 neurons. Each neuron in this
hidden layer may have synaptic connections from several feature maps in the previous
hidden layer. Otherwise in operates in a manner similar to the first convolutional
layer.

• The fourth hidden layer is responsible for performing a second subsampling and
local averaging. It consists of 12 feature maps, but with each feature map in this case
consisting of 4 × 4 neurons. Otherwise, it operates in a manner similar to the first
sampling layer.

• Finally, the output layer is responsible for the final stage of convolution. This layer
consists of 26 neurons, with each neuron assigned to one of 26 possible characters. As
before each neuron is assigned a receptive field of size 4 × 4 [42].

The result of the previously described processes is the application of a bipyramidal ef-
fect. This means that with each convolutional or subsampling layer, the number of features
maps is increased while the spatial resolution is reduced, compared to the corresponding
previous layer.

CNN’s first usage was for the identification of handwritten checks in banks, but they
were incapable of recognizing large images. For this reason, ref. [43] developed LeNet-5
which was a classical model of convolutional neural network with low error rates (only
0.9% on the MNIST data-set).
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The main bottleneck on the application of CNN is the long training time due to many
hidden nodes on the networks. However, weight sharing which is a characteristic of the
CNN allows parallel processing of weights if the proper infrastructure exists. Today as
modern graphics processor units (GPU’s) support parallel computing the application of
CNN’s is easier. In [44], a GPU algorithm was used in order to solve the ImageNet problem.

The CNN implemented for automatically detecting PV farms was based on Keras
2.3.0, a deep learning application programing interface written in PYTHON 3.7, running on
top of the machine learning platform TensorFlow 2.4.1 supported by Google Colab. Keras
was developed with a focus on enabling fast experimentation.

3.2. Building the Model

Keras supports various image classification models (Xception, ResNet, MobileNet,
VGG, etc.). In this study we used the InceptionV3 model mainly because it performs
significantly better than the other Keras Supported models [45]. The images that will be
used were randomly divided in two categories, Training Images used for training and
validating the model and evaluation images used for determining the network performance
against new, unseen, images.

Before presenting the images to the network we perform a series of augmentations
which will ensure that our model would never use twice the exact same picture thus, the
model will try to overfit on the training data. For this reason, we used the image data
preprocessing function of Keras. This function has a series of arguments for manipulating
the training image datasets. The following arguments were used for the manipulation:

• Rotation range, rotates the images randomly;
• Height shift range, shifts the image along the X axis;
• Width shift range, shifts the image along the Y axis;
• Horizontal flip, flips the image across the X axis;
• Vertical flip, flips the image across the Y axis;
• Validation split, determines the fraction of images reserved from the training dataset

for model validation;
• Zoom range, determines the zoom factor;
• Brightness range, modifies the image brightness level;
• Rescale, determines if the image is rescaled to specific dimensions;
• Shear range, determines the image distortion across an axis in order to create or rectify

perception angle;
• Fill mode, determines the image location inside the canvas.
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Continuing, we must determine the training epochs as well as the image batch size.
Epochs refers to the number of times the network is trained through the entire dataset,
whereas batch size determines the number of samples processed each time (before the
model is updated).

In InceptionV3 we have the capability to use predefined training weights using the
imagenet or initialize them randomly. Imagenet is an image database which is organized
according to the WordNet hierarchy in which each node of the hierarchy is depicted by
thousands of images [46]. The usage of this database is proven to significantly increase a
CNN’s performance [47]. Figure 4 displays the entire workflow of the model applied.
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4. Results

The PYTHON algorithm used for extracting the images of PV farms created 570 images
files. Of them, 220 where high-resolution images (approximately 1 MB each) and 350 where
low-resolution (approximately 16 KB each). These images where divided randomly in
Training and Evaluation datasets as show on Table 2.
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Table 2. Image per dataset.

Resolution Training Dataset Evaluation Dataset

High Res 75 145
Low Res 250 100

Following that, the datasets where augmented using the image data processing func-
tion. The parameters used in this function are presented in Table 3.

Table 3. Image data processing parameters.

Parameter Value

Rescale 1./255
Zoom_range 0.3

Rotation_scale 360
Width_shift_range 0.5

Shear_range 0.5
Horizontal_flip True

Vertical_Flip True
Brightness_range 0.6, 1.4

Fill_mode Nearest
Vallidation_split 0.2

Shear Range 0.2
Fill mode Nearest

Next, the images were imported to Keras and the InceptionV3 algorithm was applied,
for 15, 20 and 25 epochs with a batch size of 15 using the ImageNet pre-trained weights.
Batch size number was selected mainly because the number of the images used for training
and validation is rather small. Generally, we use larger batch sizes when we have large
datasets. The selection on the number of training epochs is based on the produced results
(there is no guideline regarding the train period of a neural network). This means that if
we notice overfitting in the results (meaning that the network cannot generalize properly),
then we reduce training epochs.

Table 4 includes the results taken from the three training sessions applied. The results
show the percentage of correct prediction using the training dataset and the validation
dataset. From the table it is evident that the applied model does not provide better results
when trained for more than 20 epochs, as it can also be seen in the graphical representation
of the results in Figure 5. From Figure 5 it is also obvious, that the model performs
erratically during the last validation session with large fluctuations during the validation of
the model. This means that the model must have overfitted during training for 25 epochs.

Table 4. Training and validation results.

Accuracy 15 Epochs 20 Epochs 25 Epochs

Train Accuracy 94.23% 95.38% 87.31%
Validation Accuracy 90.77% 90.77% 86.15%
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Additionally, from the same figure it is also obvious that the model performs better
when trained for 15 epochs (although the training performance in this session is slightly
smaller compared to the performance during the next training session). As it can be seen in
model accuracy section of the diagrams, the model validation line follows more closely the
training line. Generally, models with a smaller curve fluctuation during accuracy elevation
have better training convergence. Furthermore, model training is better when the two
curves (train and validation) are closer. After training completion, the model is also tested
against new data which were not used during train and validation sessions. The produced
evaluation results are shown on Table 5 and Figure 6 which also prove that the model
trained for 15 epochs provides the best overall predictions.

Table 5. Evaluation results.

Results
15 Epochs 20 Epochs 25 Epochs

Precision Recall F1 Score Support Precision Recall F1 Score Support Precision Recall F1 Score Support

Pv1 0.60 0.55 0.58 145 0.57 0.53 0.55 145 0.59 0.59 0.59 145
Pv2 0.42 0.47 0.44 100 0.38 0.42 0.40 100 0.40 0.39 0.39 100

Accuracy 0.52 245 0.49 245 0.51 245
Macro Avg 0.51 0.51 0.51 245 0.48 0.48 0.48 245 0.49 0.49 0.49 245

Weighted Avg 0.53 0.52 0.52 245 0.49 0.49 0.49 245 0.51 0.51 0.51 245
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On Table 5, Pv 1 refers to the high-resolution images’ dataset, whereas Pv 2 refers to
the low-resolution images’ dataset. Precision is the ability of the classifier not to label as
positive a sample that is negative. Or in other terms, precision is the number of correct
results divided by the number of all returned results.

Precision =
|{relevant documents} ∩ {retrieved documents}|

|{retrieved documents}| (1)

Recall is the ability of the classifier to find all the positive samples. Or in other terms,
recall is the fraction of relevant documents that are successfully retrieved.

Recall =
|{relevant documents} ∩ {retrieved documents}|

|{relevant documents}| (2)

F1 score is a measure of the test’s accuracy. It is the harmonic mean of the precision
and recall:

F1 =
2

recall−1 + precision−1 (3)

The worst value for this measure is 0 whereas the best is obtained when it equals to 1.
Accuracy is the weighted arithmetic mean of Precision and Inverse Precision (weighted

by Bias) as well as the weighted arithmetic mean of Recall and Inverse Recall (weighted by
Prevalence). Inverse Precision and Inverse Recall are simply the Precision and Recall of
the inverse problem where positive and negative labels are exchanged. Higher accuracy
values demonstrate better model performance.

Macro Average, computes the F1 for each label and returns the average without
considering the proportion for each label (in our case high- and low-resolution PV images)
in the dataset. Weighted Average computes F1 for each label (in our case high- and low-
resolution PV images) and returns the average considering the proportion of each label to
the dataset. Finally, support is the number of occurrences of the given class (or label) in the
dataset.

The results on Table 4 indicate that the trained model produce’s better results for
15 epochs in both datasets (high and low resolution).

5. Discussion

For most researchers, terms such as deep learning and machine learning seem in-
terchangeable concerning the world of artificial intelligence. However, this approach is
mistaken. Deep learning is a specialized subset of machine learning which, in turn, is a
specialized subset of artificial intelligence. Deep learning describes algorithms that analyze
data with a structure which is similar to how a human would draw to a conclusion. The
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only drawback in the application of DL is the requirement of incredibly vast amounts of
data and the need for substantial computing power for its usage.

However, the application of deep learning algorithms nowadays is a necessity. The
evolvement of Internet of Things has created multiple devices capable of collecting a variety
of unstructured data, ranging from simple arithmetic values to images from satellites.
Therefore, the need arises to evaluate this data and extract useful patterns. DL algorithms
have no requirement for human intervention as the nested layers in the neural networks
put data through hierarchies of different concepts, and eventually learn through their
own errors. Therefore, the usage of DL algorithms can greatly help toward the process of
collected data, mainly because these algorithms ignore the data types which are processing.
Thus, they can (if trained properly) used for solving many problems, including image
detection and classification.

This study presents a novel approach towards the problem of automatic recognition of
PV farms. The recognition is based on the usage of satellite imagery and image classification
techniques which until recently were used for other purposes (face recognition, flora and
fauna species recognition, etc.). According to our research it is the first time that neural
networks (in particular a CNN) was used for the automatic detection of PV farms. From the
literature review we conducted, the only similar research used a CNN for the determination
of small rooftop installed PV arrays, however we did not find any other similar research,
which indicates that our approach is pioneering.

Furthermore, another novelty of our approach is that the used dataset’s as well as the
software (libraries, functions algorithms) used for the implementation of this research are
freely available to the researchers, thus making our methodology easily replicable.

The results showed that (even though the original dataset was rather small) we can
expect correct identification accuracy reaching 60% when using high resolution imagery
and lower results in case we use lower resolution. From the confusion matrixes we
can determine that for 15 epochs 127 correct identifications were performed, 125 correct
identifications were performed for 20 epochs and 125 were also recognized correctly for
25 epochs.

However, the identification results can be further improved if we use larger datasets.
Additionally, the results showed that, increase in the number of training epochs does not
provide significant improvements. Table 5 presents the results showing that 15 training
epochs can be considered adequate for the dataset used.

Finally, the application of the algorithm also proven that high resolution images
perform significantly better even in smaller datasets compared to low resolution imagery.
This result was not expected because we believed that increasing the number of low-res
input data could compensate for the lower resolutions, mainly due to the fact that input
data are characterized by a specific geometry.

The approach presented in this work can also be applied in the recognition of other
types of RES, if trained properly. It can also be used in other cases where automatic image
recognition is necessary. The results could be improved by using images provided from
paid services (and therefore high resolution) and by using larger datasets. Further im-
provements can be achieved if the user performs some kind of image pre-processing on the
dataset (edge detection, color corrections, etc.), or deeper networks (more hidden layers).

6. Conclusions

Image recognition can provide a valuable tool for monitoring the adaption rate of
renewable energy sources. Modern deep learning methods are unaware of the processing
data and therefore can be easily used in order to recognize the various forms of RES (wind
turbines, PV panels, hydroelectric stations, etc.). However, there is a need for large datasets
in order to train properly the algorithms. The existence of various satellite imagery services
allows the user to collect these data in a variety of resolutions and create datasets which
contain images of RES forms in a variety of installation environments, various angles,
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different weather and time. Therefore, it is possible to create a tool which will be capable
of identifying them with increased accuracy.

This paper examined a first approach towards this goal. The dataset is based on the
usage of PV farms in Greece and the results proved to be adequate given the size of the
training dataset. As the years pass and more installations complete the algorithm can be
trained again in order to increase its efficiency. Furthermore, advancements in computer
technology and DL algorithms can also help towards this goal.

Finally, the combination of these algorithms with other types of software capable of
calculating the annual solar energy output can help local and regional authorities to plan
their energy policy. The methodology can also be used from the national authorities in an
attempt to continuously monitor current RES status, determine the investment/adoption
rate of RES in the various regions and regional units, and act as an overall tool for the
application of national policy.
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Abstract: To limit global warming, the use of carbon capture and storage technologies (CCS) is
considered to be of major importance. In addition to the technical–economic, ecological and political
aspects, the question of social acceptance is a decisive factor for the implementation of such low-
carbon technologies. This study is the first literature review addressing the acceptance of industrial
CCS (iCCS). In contrast to electricity generation, the technical options for large-scale reduction of
CO2 emissions in the energy-intensive industry sector are not sufficient to achieve the targeted
GHG neutrality in the industrial sector without the use of CCS. Therefore, it will be crucial to
determine which factors influence the acceptance of iCCS and how these findings can be used for
policy and industry decision-making processes. The results show that there has been limited research
on the acceptance of iCCS. In addition, the study highlights some important differences between
the acceptance of iCCS and CCS. Due to the technical diversity of future iCCS applications, future
acceptance research must be able to better address the complexity of the research subject.

Keywords: carbon capture; acceptance; public perception; industrial applications; literature review;
knowledge; awareness; communication

1. Introduction

To limit global warming to 1.5 ◦C, the use of carbon capture and storage technologies
(CCS) is considered to be of major importance [1–5]. In international parlance, CCS stands
for a mix of technological processes for CO2 capture and storage. These are large-scale
processes in which carbon dioxide (CO2) is captured from huge CO2 point sources. The
captured CO2 is transported via pipeline, ship, or heavy transport and then either reused
or injected underground into a suitable geological formation (onshore or offshore) [6].

The use of CO2 capture processes is feasible both in fossil-fired power plants for
electricity generation and in energy-intensive industrial processes (for example, steel
or cement plants) and could enable a significant reduction in CO2 emissions in these
applications. According to the International Energy Agency [7], fossil-fired power plants
accounted for about 42.5% of total global CO2 emissions in 2013. In comparison, the share
of CO2 emissions caused by industrial activities was around 25%.

In recent years, the discussion around CCS has increasingly focused on its use in
the context of industrial facilities (in the following, the term “industrial CCS” is referred
to as iCCS). This is mainly because the technical options for the extensive reduction of
CO2 emissions in the area of energy-intensive industries without the use of iCCS are not
sufficient to achieve the targeted GHG neutrality in the industrial sector. Ref. [4] However,
what exactly distinguishes the term iCCS from the classic CCS application? Fossil fuels
are an essential input to the production process of the steel, cement, lime and chemical
industries, the so-called energy-intensive industries. These fuels are used in the industries
for their chemical and physical properties rather than as a primary energy source for power
generation, as is the case with CCS [8]. However, unlike electricity generation, it is not
possible to replace fossil fuels with renewable energy sources to reduce emissions. This
literature review focuses explicitly on the application of CCS to these industrial processes.
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The debate to date on the commercial introduction of CCS in fossil-fired power plants
(abbreviated below as CCS) has made it clear that numerous other factors are relevant in
addition to purely technical and economic indicators. On the part of policymakers, there is
a need for a reliable agreement and strategy on the future role of CCS, taking into account
international developments around CCS as well as other technological climate protection
paths. This will create planning and legal certainty for industry and society and enable the
early development of CO2 infrastructure.

Another essential factor, which is the focus of this publication, is the social perception
of iCCS technologies and the possible assessment of their future acceptance. Previous
research on CCS acceptance has made it clear that CCS technologies may meet with strong
opposition, especially in regions where the applications have been tested or were intended
to be deployed on a long-term, permanent basis [9,10]. For example, in Germany and the
Netherlands, some projects to explore potential CO2 storage formations were abandoned
early, primarily due to massive opposition from local communities [11,12]. Since the early
2000s, the number of scientific publications on the acceptance of CCS has continuously
increased (see also Section 3). The perception and acceptance of CCS is strongly dependent
on the respective country [13] and due to the low level of knowledge about CCS [14,15], it
remains difficult to make valid predictions about how specific local attitudes towards CCS
might develop.

This study is the first literature review to address the acceptance of industrial CCS
(iCCS). The objectives of this study are fourfold. First, it examines the extent to which
iCCS acceptance has already been empirically studied. Second, an analytical framework is
proposed to systematically review the existing literature. Third, factors that influence iCCS
acceptance are identified and discussed based on the review. Fourth, the results on the
acceptance of iCCS are compared with the acceptance of CCS in the context of fossil-fired
power plants. The assumption is that the attitude of society towards iCCS differs from
the attitude towards CCS along individual process steps and value chains. In this regard,
first scientific findings are emerging [16,17]. It is unclear in which direction these attitude
differences tend.

This study’s results should not only contribute to the scientific discussion and further
development of the research field, but also hopefully feed into the ongoing practical iCCS
discourse in industry and politics. At the international level, there are already associations
of industry players testing different technical use cases for iCCS in the form of pilot projects,
for example the European Cement Research Academy (ECRA). In some industrial processes,
the capture of CO2 emissions is already practiced today, and currently the first projects are
underway worldwide in different sectors, such as chemicals (Illinois Industrial), iron and
steel (Abu Dhabi Phase 1), and hydrogen (QUEST) [18]. The results of this literature review
should also provide indications of possible communication and empowerment needs on
the part of the general public and at the same time enable the more technology-based
scientific disciplines to place their developments on iCCS in a broader societal context.

In order to be able to better classify the present analysis, the technological component
of the research object should first be explained in more detail. For a better understanding
of this, Renn’s classification [19] of the three areas of technology and their acceptance
parameters is helpful. He distinguishes between (1) products—everyday and leisure
technology; (2) technology in working life; and (3) external, large-scale and risky technology.
The three technology areas differ in terms of their acceptance testing criteria. In the case of
current acceptance research on carbon capture and usage (CCU), for example, the focus
is often on the concrete evaluation of an end product, which can often be explained in
terms of buying or not buying, manageability, long-term durability or direct physical risks
(although the research approach here is also broader, for example [20–22]). In the context of
the present analysis, all scientific publications dealing with acceptance research on concrete
end products (e.g., mattresses, fuels) of CCU technologies were explicitly excluded. This
also appears consistent with [23], who clarify that CO2 utilization is often compared and
contrasted with CCS; however, they are two different technology pathways so it is necessary
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to address and evaluate these technologies separately. Since the subject of the present
analysis is the broader society, technology area 2, which deals with technology in the
workplace and thus targets “employees”, can also be excluded. Following the exclusion
principle, only studies dealing with iCCS as an external, large-scale and risky technology
(area 3) were analyzed here. For this technology area, the test criteria of acceptability are,
for example, societal interests, rights, responsibilities, and legitimacy issues. The focus
of this review is therefore on technology pathways that capture CO2 on a large scale and
transport it for further purposes without further differentiating whether and how the CO2
is further used.

This paper is structured as follows. First, Section 2 presents the selection of articles an-
alyzed, the methodological approach and the acceptance factors for CCS already identified
in the scientific literature, which are also used here as analysis dimensions. The results of
the content analysis are explained in detail in Section 3. In the Discussion (Section 4), we
present which of the identified acceptance factors for iCCS can be considered crucial for
the further development of iCCS and which scientific implications the results induce. The
conclusions in Section 5 illustrate some rough propositions for relevant groups of actors
dealing with issues of societal acceptance on iCCS in the future.

2. Materials, Methods and Acceptance Factors

In order to assess the state of scientific research in the field of acceptance of industrial
CCS, a content analysis of scientific articles was conducted. Only articles published in
English between 2012 up to and including the end of 2020 were included. This time period
was chosen because, to the best of the author’s knowledge, no articles were published before
2012 that approached this topic. Thus, the chosen period of analysis seemed sufficient
to generate as complete an overview as possible of the state of the scientific literature on
this topic.

2.1. Selection of Articles

Articles were identified using two online databases. First, the online database of
the publisher Elsevier (sciencedirect.com), a full-text database with an inventory of more
than 16 million articles and book chapters [24]. Although documents from other sci-
entific publishers are not included, Elsevier is one of the top 5 publishers in the world
with over 2000 journals published [25]. Second, the online database was used through
scholar.google.com. Google’s search engine presents only scientific literature; that is, books
or papers from professional journals [26]. Using these two most popular online databases,
it was possible to generate the largest possible proportion of scientific literature on the
topic of iCCS acceptance.

Only scientific papers, book and conference contributions that could be generated
by keyword searches via the two online databases were included in the analysis. In
addition, one master’s thesis was evaluated that was identified via the online database
scholar.google.com and appeared to be relevant. No other dissertations or master’s or
bachelor’s theses were systematically searched for.

Items were identified from November 2020 to 16 January 2021. The following search
terms were used to select the technology:

• carbon capture and storage;
• carbon capture;
• CCS;
• carbon capture and storage industry;
• carbon capture industry;
• CCS industry.

The technical search terms were each combined with the following acceptance-related terms:

• acceptance;
• acceptability;
• perceptions;
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• attitudes;
• public opinion.

Using a combination of search terms, between 4099 (maximum at sciencedirect.com)
and 16,900 (maximum at scholar.google.com) articles were identified in the two online
databases. Only articles that explicitly address the topic of industrial CCS were to be
included (see Section 1 for narrowing criteria). For further identification of these articles
from the existing material, the so-called PRISMA criteria were followed [27]. Based on this
procedure, a complete search strategy for one of the databases used is presented below.
The presentation is intended to create the prerequisite for the best possible reproducibility
of the search.

The search strategy described here as an example refers to the online database
scholar.google.com. As previously described, the initial selection was made according
to the search terms presented above. With the search term “carbon capture industry ac-
ceptance”, approximately 16,900 articles were identified on 16 January 2021 (initial access
on 8 November 2020). In advance, the search of the articles was restricted to the years
from 2012 to 2020 inclusive in the menu under “select period”. Subsequently, the search
result was sorted by relevance (an option offered by the online database in the menu). The
individual short descriptions of the list of results on the homepage were read (not clicked
on) and checked to see if all individual search terms were included in the respective text
descriptions. This was an indication that all search terms were actually included in the
respective target article. In addition, it was checked whether the keywords appeared in
the desired context. If, for example, the term “industry” was linked to “coal industry”
and the title also indicated that the article was exclusively about CCS as a low-carbon
technology for energy generation, the article was excluded from further analysis. The
matches identified in this way were further checked for accuracy of fit by reading the
respective abstract or, if this did not appear to be sufficient for assessing accuracy of fit,
the conclusions.

All hits identified in this way were then included in the pool for further analysis. Dur-
ing the course of the search, it became apparent that after approximately the fourth to fifth
page of results on the homepage, the articles listed no longer appeared relevant for the anal-
ysis due to missing keywords in the short text. Additional tools from scholar.google.com
were used to further identify relevant articles. The option “cited by” lists all articles in
which the original hit was cited. A check of these articles was performed according to
the criteria already mentioned. The option “related articles” was also used. Using these
options, few additional articles could be identified. In addition, an “alert” was created,
which was used to automatically notify the author via email when new articles with the
given keywords appeared. This option appeared valuable in generating articles that did
not appear until the end of the analysis period. To ensure that all articles published by the
end of 2020 were identified, a final search query took place in mid-January 2021. The search
query at sciencedirect.com followed the same procedure and selection criteria. Beyond the
use of the two online databases, a few articles were identified via the references or sources
of the articles already identified and read in the course of the evaluation and included in
the analysis pool. Using these procedures, a total of 67 articles were identified and included
in the closer analysis.

All 67 articles were then read completely. Of these, 42 articles were excluded. There
were two main reasons for articles to be excluded:

• Some articles only hinted at possible acceptance conditions for iCCS in their conclu-
sions. A presentation of these references to acceptance seemed mostly comprehensible,
but since they could not be sufficiently derived empirically from the study results, the
articles were not considered for further analysis.

• Other articles, as part of their methodological approach, focused only on the use of
CO2 (CCU) and did not differentiate by source (industrial capture or capture in the
context of electricity generation).
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Ultimately, 25 articles met the criteria to be included. It can be assumed that a large
part of the relevant literature was identified.

2.2. Methodical Approach

A qualitative content analysis of 25 articles was carried out using the MAXQDA
software. The software allows qualitative data and text analyses and is internationally
established in the field of science. For content analysis, a deductive category system was
developed (referred to as “analysis dimensions” in the following). It was derived from
the previous state of attitude and acceptance research on CCS. During the coding process,
some of the analysis dimensions were adapted and the possibility was left open to induc-
tively generate new dimensions, in accordance with the approach of [28]. The individual
dimensions or acceptance factors are discussed in more detail in the following subsection.

2.3. Acceptance Factors from the Field of CCS

A wealth of individual studies, results, and initial overview studies are available on the
perception, attitude, and acceptance of CCS [29,30]. The first studies on the subject appeared
from 2002 [31–33]. In the literature up to 2015, publications on the acceptance of CCS focus
mainly on the use of the technology in the context of fossil power generation. Therefore, a
considerable number of factors determining the acceptance of CCS have been proposed,
many of which are commonly used to explain the acceptance of new technologies. There is
not a consensus on the one model best suited to predict CCS or technology acceptance [29],
although there are publications that present a technology acceptance framework [34] or
provide a model approach for selected factors [20,35,36]. Most studies, as mentioned,
examine the determining factors along specific research questions that can be categorized
into some thematic groups. These groups of topics mainly include (a) general acceptance
analyses “of the general public” in one country or in several countries; (b) analyses of
real-life-projects across different groups of actors, including the local society; (c) analyses
on communication and participation of CCS; and (d) analyses on specific process steps of
CCS, especially storage. In recent years, since 2015, more studies have been added on the
topic of CCU [20–23,37–41], which can be assigned to the abovementioned group of topics
and perhaps also represent a research unit in their own right (cf. chapter 1). However,
these factors have predominantly become established and are repeatedly used as a starting
point for new research studies and questions. Additionally, for the analysis of the articles
identified here for the topic area of industrial CCS, analysis dimensions were generated on
the basis of the acceptance factors just mentioned or the state of science (cf. Table 1, here
especially the factors from 1 to 8) (a similar set of influencing factors can also be found in
the acceptance research on the energy transition [42]). After the initial review of the articles
(relevance check), additional dimensions that seemed useful for analyzing the acceptance
of industrial CCS were added (compare factors 9 to 11).

Table 1. Analysis dimensions of iCCS acceptance within the framework of the review.

No Potential Acceptance Factors Explanation Source 1

1 Perceived benefits What personal/societal benefits are associated with
iCCS? (social benefits include environmental benefits) [13,16,43–45]

2 Perceived risks What personal/societal benefits are associated with
iCCS (including possible costs)? [13,16,31,44]

3 Values/attitudes Can certain patterns of attitudes be identified that
have an influence on the acceptance of iCCS? [34,44,46]

4 Regional factors

What contribution do regional factors make to the
evaluation of iCCS technology? For example, are

citizens’ previous experiences with potential iCCS
companies or local storage options decisive?

[11,12,47,48]
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Table 1. Cont.

No Potential Acceptance Factors Explanation Source 1

5 Trust How important is trust in iCCS actors for acceptance?
What are the reasons for a lack of trust? [10,41,49–51]

6 Knowledge/awareness
How does the level of knowledge about iCCS

influence the evaluation of the technology? Are initial
perceptions of iCCS also important for acceptance?

[52,53]

7 Communication/participation

What is the need for participatory
instruments/communication concepts for the

implementation of iCCS?
Which communication strategy do companies pursue

for marketing/which actors do they involve?

[54–58]

8 Socio-demographic factors Can different socio-demographic factors induce
distinguished iCCS perceptions? [44,47,59,60]

9 Perceived differences to iCCS
in the power plant sector

Are there significant differences between the
acceptance of CCS in the power plant sector and for

industrial applications?
[16,17,41,61–63]

10 Evaluation according to
process step

How is the use of iCCS evaluated along the value
chain stages (from investment to capture/transport to

CO2 storage and possible reuse)?
How is iCCS assessed in the context of other carbon

abatement technologies and pathways?

[14,17,41,64]

11 Regulatory/political aspects
How can a lack of regulatory frameworks, political

support and unresolved/complex approval
procedures influence iCCS acceptance?

[14,65–67]

1 It should be noted that the sources cited in the table are only a small excerpt of possible sources that have dealt with the topic. A
comprehensive presentation of studies that have produced results on the respective dimensions of analysis is not intended here. Moreover,
the assignment of sources is not exclusive because the respective studies often explored several categories of analysis. In this respect,
relevant sources were also assigned to more than one analysis category.

In the following, the results of the evaluated articles are presented along the acceptance
factors described in Table 1. In addition to a presentation of the characteristic features,
such as methodology used, year of publication and technology path, the analysis clarifies
which influencing factors were assumed and investigated to explain the acceptance of
industrial CCS. In Section 4 (Discussion), these results are then reflected on and classified
in the context of the entire acceptance research on CCS so that first insights can be gained
on whether the acceptance factors on iCCS differ from the previous ones, in which areas
they differ, if any, and whether new factors have been added.

3. Results
3.1. Characteristics of the Analyzed Articles

To place the iCCS publications in the overall context of all publications on the topic
of CCS acceptance, it should be mentioned in advance that until circa 2014 the number of
scientific publications on the acceptance of CCS increased steadily [29]. Between 2015 and
around 2018, the number of publications on the topic of CCS acceptance then remained at
a lower level than in the years between 2010 and 2014 [30]. Up to this point, publications
on the acceptability of CCS focused on the use of the technology in the context of fossil
fuel power generation. Triggered by the Paris Agreement 2015 [2], which highlighted the
urgency of limiting global warming to as close to 1.5 ◦C as possible, as well as a number
of other publications [1,3–5], as described in Section 1, the discussion about CCS has
continuously broadened and has more often focused on technology pathways that are not
directly related to fossil energy production. Since then, there has also been an increasing
number of scientific publications dealing with the acceptance of different technology paths
of CCS.
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The articles analyzed here were published between 2012 and 2020. Table 2 illustrates
the year of publication of the articles in combination with the selected technology path.

Table 2. Theme clusters of iCCS acceptance in combination with year of publication [13–17,30,41,61–78].

Technology Path 2012–2015 2016 2017 2018 2019 2020 2021 1

iCCS without further
specification

Haug et al.
[64], Broecks

et al. [63]

Pihkola et al.
[69]

Xenias et al. [68],
Kashintseva et al.
[67], Ilinova et al.
[70], Thomas et al.
[71], van Os [72]

Tcvetkov
et al. [30],

Whitmarsh
et al. [13],

Serdoner [73]

Swennenhuis
et al. [65],
Boomsma
et al. [74]

Evaluation of different
technology pathways
(variation of source,
transport, storage)

De
Best-Waldhober

et al. [17],
Wallquist et al.
[16], Dütschke

et al. [61]

Offermann-
van Heek
et al. [41]

iCCS with focus on
CO2-storage Gough et al. [14]

iCCS as low carbon
technology for

energy-intensive
industry (cement, steel)

Aursland
et al. [66]

Williams
et al. [62]

Bioenergy with CCS
(BECCS)

Kojo et al.
[75]

Haikola et al.
[76]

Rodriguez
et al. [77]

iCCS with reference to
hydrogen applications

Alcalde et al.
[78]

Glanz et al.
[15]

Total 2/1 2 2 6 6 4 2
1 These two articles have already been published in mid-January 2021. Due to their relevance, the author decided to include them before
completing this article at the end of January. No other articles from 2021 were included in the analysis.

As shown in Table 2, by the end of 2020, most articles on iCCS were published in 2018
and 2019 (n = 6 in each year). A slight majority of the 25 articles (n = 13) use the terminology
“industrial CCS” (compare row 1 Table 2), but do not further explain which technological
concept of iCCS technologies is involved in the definition or within the operationalizations.
This is not surprising, as the technological applications of iCCS are highly complex along
the process steps and the different value chains that may be involved.

To address this complexity, four of the studies provided their participants with a
selection of different realistic CCS technology pathways to evaluate (compare row 2 Table 2),
which at least allowed for a more differentiated view according to different CO2 sources,
such as the evaluation of CO2 capture in a chemical plant [41]. Since 2019, there has
been an increase in acceptance studies investigating the impact of specific industrial
CCS applications, such as from cement or steel plants or for the BECCS sector. These
studies are often linked to specific project proposals, for example the ALIGN project (It is
expected that further scientific publications on the acceptance of iCCUS will be published
in 2021 from research projects that have been and will be funded within the framework of
Horizon 2020 of the European Commission, such as the ALIGN-CCUS and STRATEGY
CCUS projects) [74], and concentrate on regions with industrial clusters that are significant
geologically and in terms of their industrial structure with regard to the development of
iCCS and are already being scientifically researched in part (compare lines 4 to 6, Table 2).

The analyzed articles on iCCS acceptance come from a total of 15 different countries,
of which European countries represented 13—an overwhelming majority. The following
European countries were involved in the preparation of the articles: United Kingdom = 7;
The Netherlands and Germany = 4 each; Norway = 3; Finland and Sweden = 2 each; and
Austria, Belgium, Lithuania, Portugal, Romania, Spain and Switzerland with one article
each. Five of the European articles involved more than one country. As mentioned at the
beginning, previous studies on the acceptance of CCS have made clear that protests and
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risk perceptions on CCS have formed along exploration plans and projects, especially in
Europe—particularly in the Netherlands [12] and Germany [11].

In this respect, if an iCCS strategy is to be pursued on the political level in the long
term, these countries seem to have a particular interest in predicting future developments
regarding the acceptance of iCCS. For Great Britain, the situation is similar; here, according
to [79], 17.2% would “probably not use” or “definitely not use” CCS technologies according
to a representative survey. A further three articles come from Russia and another one from
the United States of America. According to [30], Russia has a special interest in the use
of enhanced oil recovery (EOR) technology, which requires a lot of CO2, and therefore is
considering CCS as a future option to develop this technology.

The relevant articles on the acceptance of iCCS were published in a wide range of
journals. In total, the 25 articles come from 15 different journals. The International Journal
of Green-house Gas Control accounts for 8 articles—by far the most. This is followed by the
journals Energy Procedia and Journal of Cleaner Production, with 2 publications each on the
topic. One of the analyzed articles is a Master’s thesis, which was written at the University
of Graz and cannot be assigned to any journal [73].

Different theoretical concepts and approaches were used in the articles included.
Twelve of the analyzed articles on iCCS acceptance do not mention any theoretical concepts.
The concept of Wüstenhagen [80] to classify three different dimensions of social acceptance
is mentioned and applied in two articles. Studies that focus their analysis more on the
regional or project level often include actor and communication-related approaches, such
as the theory of public engagement in [68], the social licence to operate (SLO) in [14,74], the
end-to-end stakeholders involvement approach in [67], the concept of procedural fairness
in [62], the concept of media agenda-setting in [75], the stakeholder theory for management
in [70] and the cognitive theory of shifting coalitions in [73].

In addition, the articles mention social-psychological concepts that illuminate social
behavior even more against the background of cultural aspects and certain values, such
as the theory of planned behavior in [30] and, in the context of the Master’s thesis, the
concept of the Ethical landscape of CCS, the theory of worldviews and the cultural theory
to specify belief systems in [73]. Two of the analyzed articles reflect their findings on iCCS
acceptance to the whole debate on energy system transformation using the just transition
approach [65,78] or the multidimensional research concept as in [15].

A complete table of the analyzed articles with the categories “first author”, “year of
publication”, “method(s) used”, “country”, “iCCS-related technology”, and “important
statement in relation to iCCS” is provided in the Appendix A (Table A1: Overview of the
analyzed articles).

3.2. Key Findings along the Dimensions of Analysis as well as Additional Insights

In the following, the main results of the analyzed articles are presented along the
analysis dimensions shown in Table 1.

3.2.1. Perceived Benefits

The results of the studies analyzed have identified some benefits that appear to be
associated with the use of iCCS and thus may have a positive impact on social acceptance.
These benefits include the possibility of creating local and national value through iCCS
projects [64].

For example, the municipality of Porsgrunn in Norway considers iCCS important in
legitimizing industry in the region and thus sustaining related jobs in the long term [64].
Additionally, ref. [71] sum up that the potential of iCCS can protect and rejuvenate historical
employment patterns and this opportunity makes iCCS an attractive option for an area.
This is also important to counteract the out-migration of the local population that threatens
to occur if established industries go away [64]. Beyond protecting existing jobs, ref. [71]
make the argument that providing infrastructure for iCCS can also create additional
employment opportunities in the region. Consistent with this, communities hosting CCS

54



Sustainability 2021, 13, 12278

projects would benefit economically from the jobs and revenue that the industry would
provide [13].

In addition, regional clusters containing multiple capture projects can benefit from
shared CO2 transport and storage infrastructure to maximize value, share investment deci-
sions and operating costs, and thus reduce development costs [78]. Thus, ref. [64] postulate
benefits from mergers of larger regional clusters for iCCS (across national borders). For
example, in their study, they identified the notional “Skagerrak Cluster” for the countries
of Norway, Sweden, and Denmark, which identifies some key geographic features that
have good conditions for establishing iCCS technology (similar to the northeast region
of Scotland). The advantages come from the possibility of storing the CO2 offshore, with
emission sources relatively close to the sea. According to [64], the relevance of looking
more closely at the Skagerrak cluster provides valuable input for evaluating acceptance
and communication challenges for other iCCS clusters in the Nordic region. These benefits
of iCCS overall can be linked to increasing the economic viability of both the technology
itself and the region in question, these are benefits that [30,70] also highlight in their study.

However, not only is the preservation or renewal of existing economic structures
identified as a benefit of iCCS, but the technologies should also serve to promote and
profile municipalities and regions as environmental and technological leaders, ultimately
to develop new industrial activities [64]. In this context, there is also talk of a potential
image boost for iCCS industries and regions [62]. For example, refs. [75,77] argue the
relevance of developing and deploying BECCS, a technology pathway discussed as an
advantage for forest-rich countries such as Finland [75] and which holds the potential to
establish itself as a “first mover” [77]. Without BECCS it would be a challenge to meet
emission targets, but with BECCS Finland could gain advantages by saving and trading
emission rights [75] (see also Section 3.2.11).

Regarding the impact of environmental effects (reduction of CO2 emissions, slowing
of climate change) and their classification as a benefit for the acceptance of iCCS, there
are different results in the analyzed studies. Some study results suggest that attributing
the benefits of iCCS to improving the regional and global environmental situation can
create an advantage for the perception of acceptance [15,30,70,75]. Similarly, the results of a
representative study in Canada, the USA, the UK, the NL, and Norway illustrate that iCCS
can help mitigate climate change and support the economy according to the respondents
in [13], which could be interpreted as a benefit for the technology. However, the same study
also highlighted that framing CCS as dealing with ‘waste’ (in conjunction with CO2 reuse)
seems to be more persuasive in encouraging support than framing it in terms of climate or
economic benefits. The authors of [74] critically note that the siting of new or expanded
iCCS facilities is more likely to be associated with national and international benefits,
for example achieving energy and climate goals and economic revenues (on this also
see [70]), and that the apparent benefit to local communities may turn out to be a potential
burden, for example through subjectively perceived risks. Such a perceived imbalance
between (negative) local impacts and national or global benefits would pose a challenge
when it comes to public response to iCCS technologies [74]. Hence, currently there is no
consistent evidence from the scientific community as to whether iCCS is perceived as a
mitigation option for CO2, and thus as a climate technology, and whether this has a positive
or negative effect on the perception of the benefits of the technology. Moreover, such a
perception is certainly also dependent on many regional factors.

For completeness, here are the five main benefits of CCS industrial projects accord-
ing to [70]: (1) reduction of negative impacts on the environment, (2) contribution to
socio-economic development of regions and territories, (3) attractive direction for socially
responsible investments, (4) support for sustainable development of companies involved
in CCS projects, (5) use of CO2 for purposes such as improving oil recovery by oil and gas
companies, increasing energy efficiency of industrial companies.
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The analysis of perceived benefits gives the impression, as also indicated by [30] and
previous studies on the benefits and risks of CCS, that benefit perception may exert a
stronger influence on iCCS acceptance than risk perception.

3.2.2. Perceived Risks

According to the studies analyzed, the use of iCCS technologies is associated with
various societal risks that can have a negative impact on acceptance. These include per-
ceived risks at the local level, for subsequent generations and for ecological and economic
systems, but also risks for making political decisions that do not contribute to improving
climate protection in the long term. The most frequently mentioned risk perceptions in the
studies relate to negative health impacts, especially for people living near CO2 storage and
transport infrastructure [62].

The local impacts of iCCS are particularly addressed here [68], and with it the accom-
panying sense of unfair treatment of those who suffer disadvantages [30,74]. It is believed
that iCCS could become locally entrenched as a “risky technology” in the perception of local
and regional populations [15], especially if CO2 storage occurs on land [77]. Hazards are
expected from possible CO2 leakage and seismic risks [15,75,77]. The perception would not
improve even if already existing infrastructure were used [15]. The same applies to the CO2
transport route; here, too, leakages and unforeseen risks are feared by the population [15].
In addition, several stakeholders in Germany expected so-called spillover effects, which
occur when already existing rejections of CO pipelines are transferred to CO2 pipelines on
the grounds that these transport options are not sufficiently differentiated in society [15].

In this context, the fear of a lack of acceptance of responsibility on the part of politics
and industry [71,77] and the societal desire to avoid uncertainties are mentioned [30],
especially when it comes to long-term monitoring of CO2 infrastructure, which is primarily
intended to ensure the protection of future generations [71,73]. In addition to health risks
from the use of iCCS, ecological risks were also mentioned in the analyzed articles [15,75,76],
which can have an unfavorable impact on acceptance. For example, interventions in the
ecological system through the construction of new CO2 infrastructure can permanently
endanger the environment [15]. In addition, one study expressed fears about the possible
effects of stored CO2 in the seabed [73], which could, for example, affect the fauna and
flora of nearby coastal regions and lead to catastrophic consequences there [71]. At the
same time, the use of iCCS technologies was interpreted as a standstill for other climate
protection measures in industry that would lead to lock-in effects of unsustainable corporate
practices [73]. However, the results on the perception of iCCS technologies are partly
contradictory; on the other hand, there is apparently the concern that without their use,
no adequate emission reductions for the climate can be achieved by energy-intensive
industries [62] (which can ultimately be seen as an advantage for iCCS).

In addition to these societal risks, the studies also mentioned some personal risks that
may be decisive with regard to the perception of iCCS. These include, in particular, the
previously mentioned perceived health risks, which could lead to a strong rejection of iCCS
technologies, especially on the part of the local population [13,30,71]. Personal risks may
also be perceived in conjunction with the economic factors of iCCS. For example, the results
of the analyzed studies illustrate that the factor of employment can be perceived as both a
personal risk and a benefit [14,65] for people in a region in the context of iCCS. For example,
one study expressed concerns that iCCS may impose costs that are then offset by, for
example, lower employment levels in iCCS operations. On the other hand, the introduction
of the technologies could create new areas of work and if steps were taken to retrain and
employ industrial workers within the iCCS sector, this would be a benefit [71]. However,
there has been an equal concern that there may be inflation of products through use with
iCCS and in the long run this effect will contribute to industrial companies becoming
uncompetitive in the global market and may lead to local plant closures [65].
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3.2.3. Preferences/Values

In the context of the studies analyzed, a variety of values and attitudes were explained
that can have an influence on the acceptance of iCCS. These broadly include cultural
identity, the closely related moral concepts of a society, environmental awareness, the per-
ceived influence of iCCS on people’s living conditions and attitudes toward technological
developments and industry.

According to the study by [13], nationality is the strongest predictor of support for
iCCS. Closely related to nationality is the cultural identity of a country. Thus, a study
explained that compensation services to communities [74] must take into account the
cultural as well as the social context [14,30,62]. Here, it is especially important that sacred
values such as human safety are not mixed against a secular value, for example, by
accommodating a hazardous facility in exchange for monetary compensation [74]. Certain
normative ideas and moral values are also obviously advantageous for the development
of a positive attitude towards iCCS [63,76]. Insofar as the use of iCCS can compensate
for possible inequalities in society [65], for example, by allowing regions with a high
proportion of energy-intensive industries to hold on to their economies to some extent or
to operate them in a climate-friendly manner through iCCS, this represents an advantage
for the perception of iCCS [64]. However, such perspectives do not go hand in hand with
the moral notion that iCCS is interpreted as an intrusion into the subsurface “wilderness”
or that BECCS is morally indefensible due to the still unclear availability of biomass, as
stated in [71]. A view that, according to [71], occurs among those with strongly ecological
values. According to [71], iCCS can only contribute to justice in society where a common
understanding of cultural, natural and socio-economic systems prevails.

The influence of environmental awareness on the acceptance of iCCS is still evaluated
very differently. Thus, ref. [13] clarify that a high environmental awareness can lead to a
low acceptance of iCCS as the technology is seen as less important for coping with climate
change than other technological options [63]. Whereas BECCS technologies seem to get
a better rating in [71] compared to CO2 capture from further industrial processes (here
certain views of environmental awareness do not seem to be in conflict with the moral
risks of BECCS mentioned above). Either way, BECCS is obviously viewed positively
here because it is more likely to be associated with natural processes through the use of
biomass [16]. However, if iCCS technologies are placed in the larger context of addressing
climate change, where the technologies are embedded as part of an overall strategy to
reduce CO2, their perception as an environmentally conscious technology may change
if necessary [13,65]. Here, the urgency to address climate change postulated in recent
years seems to have become a helpful vehicle for improving society’s perception of iCCS
technologies [63]. Another step towards valuing iCCS as an environmental technology
focuses on the perception of CO2 as a significant resource [64] rather than a waste product
(see Section 3.2.1) or iCCS as a socially desired argument to support energy-intensive
industries in the context of political decarbonization intentions [53].

It remains open whether, far from being environmentally conscious, people can
develop a positive perception of iCCS out of a certain technological affinity. The authors
of [30] present a study in which people with a positive attitude toward gas infrastructure
development are more supportive of iCCS than people without this attitude. In addition
to environmental awareness and technological affinity, the perceived impact of iCCS on
people’s concrete living conditions is also likely to be significant in assessing acceptance [68].
For example, results from a focus group [71] illustrate people’s fears that a life based on
the renewable energy technology system may be very regimented and “robotic” and that
this development may negatively affect previously valued lifestyles. In light of these
considerations, the use of iCCS technologies is evaluated in a different context; in which
through them traditional ways of life can be maintained for longer, which is evaluated as
quite positive [70]. The authors of [13] also found in their study that people with energy-
intensive lifestyles were more likely to prefer iCCS than others because they too could
maintain their lifestyles while not being accused of promoting climate change.

57



Sustainability 2021, 13, 12278

The general attitude of the population toward the industry could also be an indicator
for the future acceptance of iCCS. This is an aspect that will be discussed in more detail in
the following section, as it is very closely linked to questions of the regional affiliation of
the public.

3.2.4. Regional Factors

In this section, we will focus on the factors that can exclusively determine the regional
characteristics and conditions for the development of iCCS acceptance (independent of
other factors such as trust, knowledge, and communication, which can also influence
the regional perception of iCCS). These factors on regional specificity include the specific
history of an area and the regional perception of iCCS technologies in the context of other
developments, such as the economic activities and geological conditions of the region.

The results of the studies analyzed suggest that despite the processes of deindustrial-
ization in advanced capitalist economies, deeply rooted cultural narratives of industrial
modernity and manufacturing employment remain powerful markers of identity and social
progress [64,71]. In regions with an industrial heritage, where the local public feels con-
nected to industry, this identity is particularly high [74]. Regional populations appreciate
it when industrial actors inform them and involve them in their activities and plans to
give them a sense of belonging and identity [66,74]. It is becoming apparent that people
in such regions are concerned that these industries remain fully intact and are becoming
sustainable [13,62].

Ref. [14] contribute to this thesis, for example, with the study of Teesside (UK). Teesside
is a conurbation with a strong industrial base that residents rely on. Ref. [74] also assume
that people in such regions are more positive about iCCS development than people who
are less rooted in their industrial heritage. For example [66], describes that the Norcem
industry began producing cement as early as 1919 and quickly became a major player in
the economic life of the region. Ref. [64] emphasize the aspect of habituation. If people are
used to industrial activities, especially when industry has operated in the area for decades,
this has a positive effect on trust towards local industry and politics. For example, residents
in northern regions are also accustomed to transporting products that are considered more
dangerous than CO2, such as ammonia.

Ref. [13] assume that areas where iCCS plants are likely to be built are typically those
locations where (analogous) industry already exists. Subjective familiarity with such an
industry could also serve to reduce the perceived risks associated with new infrastructure,
leading to greater acceptance (or tolerance) of iCCS within regions. Fundamentally, accord-
ing to [74], there is a need to understand local social realities, such as understanding what
a particular place means to the local public, as well as how iCCS technology can impact
this meaning at an early stage of the projects.

However, refs. [15,30,67] also emphasize that past economic activities, for example,
when coal mines are present in the region or there have been incidents with health impacts
for local residents, can have a lasting negative effect on the implementation of new projects.
For example, the explosion of a gas pipeline in Belgium in 2004 increased public concern
about the perceived reliability of CO2 transport [30] (see also [15] regarding the CO pipeline
in Section 3.2.2).

Another crucial factor for the regional acceptance of iCCS seems to be the specific
perception of actors and issues related to a (possible) project. Ref. [74] suggests that this
debate is also in the literature on the so-called social license to operate (SLO): “SLO refers to
the informal permission granted to industry by the local community and wider society to
develop a technology; in the context of CCS, SLO has been recognized as very preliminary
and fragile”. The following factors are summarized for achieving an SLO by [74] and are
supplemented here by the results of other studies:

• Weighing the costs and benefits to the community, based on the particular characteris-
tics of the project (see also [13]). Here, the ability of iCCS to protect jobs was identified
as one of the key benefits. These benefits can be felt even more strongly for iCCS as it
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both protects employment in existing industries and provides infrastructure that can
attract new investment and employment opportunities [13,66,71];

• Creation of socio-political legitimacy; that is, whether an industry and all other (in-
terest) groups act fairly, respect local lifestyles, and, in sum, the community plays a
role and is involved (see also [13]). This can also include industry engagement with
the local public, which is seen as the “key vehicle for achieving social license” by [81].
Part of this engagement can be compensation measures offered to the community [74];

• Creation of interactional trust; in which all participants engage in a mutual dialogue
(in relation to communication, compare also Section 3.2.7);

• Establishing an institutionalized trust in which a lasting relationship with community
representatives is established, taking into account mutual interests. This dialogue also
includes the industry’s ongoing efforts to address environmental challenges, including
iCCS—see also [64].

In addition to the factors already mentioned, the studies identified further aspects
that may have an influence on the regional acceptance of iCCS; these include the specific
economic situation and the geological conditions of a region. These have already been
discussed in more detail in Section 3.2.1 on the perceived benefits of iCCS and will not be
repeated here.

3.2.5. Trust

In almost all analyzed studies (n = 23), the topic “trust” was treated as a crucial
acceptance factor for iCCS. Ref. [74] conclude that research indicates that trust in developers
and other stakeholders is a critical factor influencing public response to a development such
as iCCS as a whole, as well as at the community level. Within the studies analyzed, the trust
factor is predominantly discussed in the context of regional processes and stakeholders on
iCCS. Some stakeholder groups enjoy more trust among the population than others. These
groups include in particular (environmental) non-governmental organizations (ENGOs)
and local stakeholders, for example politicians and investors, who are considered to
represent local and civic interests [15]. These groups of people are thus seen as having a
certain degree of integrality. Whereas [62] notes that in the context of a focus groups in
Wales (United Kingdom), a distrust of both a major steel producer and the government at
all levels was mentioned based on a lack of integrity and competence. According to [14],
perceptions of trust in key institutions depend on the track record of those institutions in
managing past industrial processes.

Local authorities seem to have a special role to play here in developing a deeper
commitment, as they can act as facilitators for the deployment of iCCS [65]. The importance
of the position of the municipality towards CCS projects has been shown in previous studies.
In Barendrecht in the Netherlands, the local government rejected a proposed CCS project
because they feared negative impacts on public health and a decline in property values [64].
Accordingly, it is important that the community, including the people who live there, feel
that the continued efforts of industry to build technology like iCCS is also directed toward
solutions to environmental challenges [64]. This is where community familiarity with
industry relevant to CCS implementation may also be important [64]. Moreover, ref. [13]
argues that subjective familiarity with such an industry may serve to reduce the perceived
risks associated with new infrastructure, leading to greater acceptance of iCCS within the
intended communities.

At the same time, gaining public trust is an extremely lengthy and labor-intensive
process that is highly dependent on experience in the interaction between laypersons and
project stakeholders [30]. It is also important to avoid violating trust as much as possible, as
it can be difficult to rebuild and can also cause negative spillover effects on perceptions of
other technologies and projects [14]. Distrust can have an effect in different areas, on the one
hand with regard to the competence of the responsible persons (competence-based distrust),
especially when it comes to the implementation of a complex infrastructure project such as
iCCS technology [62]. On the other hand, distrust can also relate to procedural fairness in
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the participation process (integrity-based distrust [62]; compare also the comments on socio-
political legitimacy in Section 3.2.4). According to [74], without a more comprehensive
public involvement strategy, the question remains whether this is sufficient to build a sense
of trust towards the developer.

3.2.6. Knowledge/Awareness

As expected, none of the studies analyzed provide any information on what the state
of public perception and knowledge of iCCS technologies is. However, the results of [13]
show that public awareness of CCS (without concreteness to iCCS) remains low (here for
Canada, the Netherlands, Norway, the UK and the US) and this result is also in line with
previous research. However, in deciding whether to accept or reject CCS, the general level
of knowledge and awareness plays an important role, as illustrated by the presentations
from Tcvetkov’s literature review on CCS [30]. Stakeholders interviewed by [15] in the
ELEGANCY project rate public knowledge about CCS as rather low and perceive that
iCCS technologies are not yet present in the current public discussion due to low market
penetration. The results of [61] in the context of an experiment suggest that iCCS is viewed
more positively by those who claim to have more knowledge about iCCS and that they are
also likely to show a higher interest in the technology. Additionally, ref. [41] found that
higher information levels can fundamentally change the evaluation of CO2 capture options
(for example air capture or from chemical plants).

The study [64] emphasizes that the local population in Porsgrunn (Norway) is not
only used to industrial activities, but is also likely to have concrete experience with iCCS
activities. There is a sense that the local population is positive about the proactive approach
to managing CO2 emissions, and this assumes that there is some level of knowledge about
iCCS locally. Beyond this level of knowledge about iCCS, ref. [77] clarified that industries
also have an interest in iCCS technologies becoming more widely known. For example,
to market BECCS, public knowledge of low-carbon technologies is a possible positive
aspect. The reasoning is that customer demands for negative emissions make investment
decisions easier for industries because they can integrate iCCS technologies as part of
their sustainability strategy. According to [65], however, even key stakeholders such as
trade unions and environmental organizations lack evidence-based information on the
iCCS capabilities of carbon-intensive industries. Ref. [73] also assumes that environmental
organizations (related to Europe) lack the necessary resources to acquire knowledge about
different iCCS technology options in detail. This lack of capacity also contributes to the
apparent lack of official positions on issues such as iCCS until 2018 [73].

Beyond just awareness and knowledge of iCCS, the studies address the need for
contextual knowledge. For example, ref. [72] suspects that there will be a more positive
perception of iCCS as people become more aware of their individual climate impacts.
Thus, some of the stakeholders interviewed in the study of [15] also see a general lack of
societal acceptance regarding energy technologies and large-scale infrastructure, attributed
in part to a lack of knowledge. Perception of global warming issues, understanding of
the role of humans in this process, and developing an objective view of the prospects of
low-carbon technologies, including CCS, depend on the education of respondents [26,30].
Therefore, implementation of an educational strategy for sustainable development should
be considered, which starts at school and could be part of a national “green” policy. Ref. [71]
clarified in their study that with the level of knowledge about iCCS and the integration
of the technologies into a higher-level thematic context, the initially perceived assessment
of iCCS can change once again. If iCCS is initially interpreted as a potential threat to
natural systems, subsequent presentations and scenario discussions led to a gradual shift
in how participants interpreted iCCS. Similarly, ref. [62] clarifies that participants in two
focus groups on the Port Talbot steel mill development acquired contextual knowledge to
evaluate iCCS. For example, they express concerns that if iCCS makes steel more expensive,
the Welsh steel industry could lose out to foreign competitors who continue to produce
emissions-intensive steel at the lowest price. If nothing else, these findings illustrate
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that awareness of iCCS does not immediately predict public acceptance of a project [30].
Ref. [66] also note that regardless of the depth of their insight and knowledge, people
will acquire subjective perceptions about iCCS. Ref. [30] sees consolidating government,
industry and NGO efforts as one of the key challenges to improving public perceptions
of CCS.

3.2.7. Communication/Participation

The discussion of CCS communication and participation in the articles analyzed is
extensive and is therefore presented in the form of a table (Table 3). Ref. [68] suggests
that the CCS community is generally aware of the range of factors that influence public
engagement. Whether this range changes significantly for communication about iCCS
cannot be adequately answered using the available results. Ref. [74] illustrates that effective
public engagement will be key to successful iCCS implementation. With this comes the
need to further explore how to most effectively engage with the local public.

Table 3. Overview of the acceptance factor “communication/participation” of iCCS (who/what/how).

Who should communicate?

Persons of trustPersons within the scope of their respective expertise
Qualified project team

Entire community of interest (to be defined on a case-by-case basis)
Inclusion of new players, e.g., business and trade associations, companies along the entire value chain

What should be communicated?

iCCS narrative embedded in the overall context of sustainability
Urgency to combat climate change

Framing of iCCS as environmental technology (where there is no alternative)
Discussion of alternative technologies

Integration into norms and values of society
Costs in the context of the overall energy transition

Economic advantages and disadvantages
Set economic consequences in relation to ecological ones
Infrastructure challenges/use of existing infrastructure
Presentation of project experiences incl. risk analyses

Integration into current political context
Liabilities/standards/regulatory framework/securityRole of iCCS for global economy/international cooperation

How to communicate?

Develop an empowerment and communication strategy and plan
Take into account the main principles of public participation

Meaningful voice during decision-making processes
Establish continuity in communication

Fairness/greatest possible transparency/inclusion of all/neutral/clear/high quality
Creation of problem-oriented knowledge, e.g., FCDP

Include local needs and contexts/site characterization.
Consider community compensation

Use of classic media, such as brochures, local media
Facilitate face to face exchange, e.g., local activities and events

Use of digital media

The chosen order of the factors does not represent a weighting.

In this context, it seems important to mention again the aspect of [74], which empha-
sizes a certain flexibility in dealing with iCCS projects, as specific concerns and needs may
change over time in different regions. Here, regular adjustments of the implementation
strategy of iCCS projects have to be taken into account.
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3.2.8. Socio-Demographic Factors

The analysis of the influence of socio-demographic factors on the acceptance of iCCS
from the available studies does not reveal any meaningful trend. According to [67], for
example, the acceptance of iCCS among women is about three times higher than among
men (in selected European countries). Additionally, according to [13], men (as well as
older people and people with high incomes) showed lower support for iCCS (but only
after reading the message on CCS and possible lifestyle change). In contrast, ref. [30]
presents findings in which men show more tolerant perceptions of CCS risks when the
economic potential is present, while women are more concerned about safety. Additionally,
as mentioned earlier in the context of a country’s cultural identity (see Section 3.2.3),
nationality represents the strongest predictor of support for iCCS [13].

All other results on the influence of the socio-demographic factor do not explicitly
refer to iCCS technologies and therefore do not find any further explanation here.

3.2.9. Perceived Differences between CCS and iCCS

In the following, the question is addressed whether significant differences between
the acceptance of CCS from fossil-fired power generation plants and the acceptance of iCCS
from industrial processes can be derived from the results of the analyzed studies. There
are a number of initial results on this, but they target different technology pathways and
are therefore hardly comparable. First, ref. [30] suggests that CCS technologies received
general support from respondents in a survey, but when it comes to specific options for
implementation, for example as part of gas and coal-fired power plants, initial public
preferences may be negated. Additionally, according to [71], focus group participants
articulate more positive visions for iCCS and BECCS than for coal CCS. They affirm
support for growth through iCCS in manufacturing industries, as this is highly desired by
society. Additionally, ref. [15] assume that iCCS will have higher social acceptance than CCS.
Beyond this more economic aspect, ref. [68] represents the need to significantly broaden
the iCCS discussion to include heavy industry and processes outside of power generation.
This was seen as necessary to counter the traditional arguments of environmental groups
that reject CCS because of its ability to re-generate electricity. In addition, initial studies
compare the acceptance of iCCS with the acceptance of gas-fired power plants. For example,
ref. [16] show in their experiment that BECCS plants receive higher approval than those
using conventional gas. Interestingly, as perceptions of BECCS improve, so does the
willingness of one’s community to accept CO2 storage. Ref. [17] also found that large-scale
plants converting gas to hydrogen (H2) with CCS tend to be viewed negatively by most
respondents. Basically, ref. [71] assumes that fossil CCS is considered unacceptable by the
local population, while other CCS options, like iCCS, remain feasible.

3.2.10. Evaluation of iCCS for Different Process Steps

iCCS technologies encompass many different technological concepts and potential
target applications. The results presented below are intended to illustrate the acceptance of
iCCS along the stages of different value chains and the underlying factors. It should be
mentioned at the outset that the studies analyzed did not examine in detail the possible
effect of the technical feasibility of different iCCS technologies on iCCS acceptance.

The following findings are available on the CO2 source and the capture process step:

• BECCS: as briefly indicated before, BECCS is preferred to fossil-based CCS. According
to [76], the technological approach has reached a stage of normalization in the debate,
at least in the scientific discourse, after several years of intense criticism, and has
become a self-evident aspect of climate change discourse. Especially for countries with
a strongly biomass-based economy, such as Finland, BECCS seems to generate bene-
fits [75]. With reference to [71], CCS was seen as a more intuitive and natural process
when linked to managed forestry and the carbon cycle. Similarly, ref. [41] presents
the use of biogas plants as a source of CO2 as a promising option for industry and
policy makers to achieve a socially acceptable form of carbon capture. Environmental
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organizations such as Greenpeace and Biofuelwatch disagree here, according to [76],
emphasizing problems with agricultural production and water scarcity in the context
of BECCS. This aspect is also critically addressed in the Convention on Biological
Diversity from 2019 [82]. This is because significant negative impacts on biodiversity
and food security are expected as a result of the extensive land use changes caused by
the consistent use of bioenergy, including BECCS. It remains to be seen what effect
this position can have in terms of shaping public opinion. However, ref. [13] assume
that BECCS is more supported than shale gas, underground coal gasification, and the
application of CCS in heavy industry.

• Post-combustion capture: while the process can be retrofitted into existing energy
infrastructure, it does not promise economic feasibility due to low efficiency and
increases the need for fossil fuels, thus having a comparatively high environmental
impact. For these reasons, the process is generally not considered beneficial from
the perspective of interviewed stakeholders [69]. In contrast to oxy-fuel technology,
post-combustion requires larger constructional measures and entails a visible and
significant change to the existing plant. Therefore, acceptance-relevant aspects may
occur due to construction sites and changes in the landscape [15].

• Direct air capture (DAC): according to [41], capturing CO2 from ambient air is not an
accepted option among the public, especially when detailed information on efficiency
and energy requirements is available.

• CO2 capture from chemical plants: the results of a study by [41] show that providing
technically correct and comprehensible information has the potential to completely
revise previous negative opinions of study participants. The prerequisite is that it is
explained transparently that the capture of CO2 from a chemical plant is highly effi-
cient and has a lower environmental impact compared to other alternatives. Initially
negative reactions can thus be transformed into positive acceptance ratings.

The following findings are available on the acceptance of the CO2 transport pro-
cess step:

• Rejection of CO2 pipelines: Respondents’ judgments in an experiment by [16] were
most influenced by the pipeline factor, to a lesser extent by the plant factor, and least
by the storage location factor (there are a variety of contrary results on this). However,
people seem unwilling to live near a pipeline (respondents from Switzerland), al-
though they would prefer a CO2 pipeline to a gas pipeline. Field testing of geological
storage in densely populated areas may therefore consider avoiding pipeline transport
to increase the likelihood of public acceptance [13].

• Use of existing infrastructure: ref. [41] make clear in their study that CO2 transport
by truck and a mix of trucks and pipelines are not preferred by the participants.
In particular, the negative ecological effects expected for the construction of new
infrastructure packages are mentioned here. Instead, it is recommended to examine the
potential of using the existing infrastructure for alternative fuel production. A further
step would even be the avoidance of CO2 transports by spatially linking CO2 capture
and fuel production—an option that should be examined in terms of acceptance.

The following findings are available on the acceptance of CO2 use:

• Methanol production: according to [30], the most preferred way to use CO2 is
methanol production, while the CCS-EOR process chain is perceived as one of the
worst alternatives, second only to CCS without the link to the beneficial use of CO2.

• Chemical looping and CO2 removal from calcination processes: these have shown
potential according to [69] in the study area of Finland, especially in small CCU ap-
plications and in some cases also in CHP production. Opportunities to recycle the
captured carbon could help solve the economic feasibility problem due to lower trans-
portation and storage costs and potential revenue from recycling. Whether optimizing
economic feasibility may also have an effect on public perception is not addressed.
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• CO2-based fuel production: ref. [41] make clear that the public is less interested in the
process step of CO2-based fuel production and efficiency improvements in chemical
production, but rather in the processes of CO2 capture and transport.

• H2/CCS value chain: ref. [14] represent that the H2 part of this joint value chain is
more socially accepted than the CCS part. Nevertheless, the type of H2 (green, blue,
conventional) is also estimated to be relevant for acceptance. They also hypothesize
that only established larger industries can address these infrastructure issues, but that
the trust on the ground, where the (re)construction of the infrastructure takes place, is
more likely to be given to local stakeholders.

The following findings are available on the acceptability of CO2 storage in conjunction
with iCCS:

• Onshore storage: ref. [16] suggest avoiding the NIMBY (not in my backyard) effect in
field trials of CO2 storage using BECCS as the CO2 source. It is likely that the source
of the CO2 is critical to the acceptance of the storage site.

• Offshore storage: Haug’s results show that the possibility of the offshore storage of
CO2 could be a clear advantage for the Nordic regions for the establishment of an
iCCS economy [64]. As an example, the municipality of Porsgrunn in Norway, whose
positive attitude towards existing and potential iCCS activities may result from the
option of offshore storage, should be mentioned once again. The Sleipner project in
the North Sea was also realized without much public controversy, and ref. [64] suggest
that this could also be a result of the offshore location. In sum, the off-shore option
could be a great advantage for the Nordic region, but it is important to note that it
must also gain the consent of the stakeholders in the use of the sea and that there is no
guarantee of acceptance if these stakeholders are neglected [64].

• Geological and infrastructural prerequisites: Countries with an interest in establishing
an iCCS economy should carefully examine their geological prerequisites. According
to [75], CO2 storage is an open question in Finland, as the country lacks potential
geological formations for it, which also underscores the importance and cost of CO2
transport [75]. Russia, on the other hand, has extensive area and therefore allows CO2
storage at a considerable distance from industrial centers and residential areas, which
could potentially weaken stakeholder opposition to the projects [70]. Another option,
he said, is to look at reusing existing infrastructure for CO2 storage, as proposed in
the Acorn project. Significant cost savings can be achieved through this approach,
and this also represents a societal approach to enable broader CCS deployment [78].
For example, existing CO2 transport and storage infrastructure could be shared by
multiple capture projects to maximize value, simplify investment decisions, share
operating costs, and thus reduce development costs.

Finally, it should be summed up here that several studies consider the acceptance
of iCCS along the different process steps and value creation stages to be possible. An
important approach to developing iCCS acceptance, initially primarily from an economic
perspective, is the pursuit of a cluster and network approach [14,41,62,64,67,78], which is
already emerging as a trend in practice (see Section 3.2.1 for a more detailed discussion).

3.2.11. Regulatory/Political Aspects

This literature review also noted circumstantial evidence suggesting that a lack of
regulatory frameworks, political support, and missing or complex approval processes may
influence iCCS adoption.

The findings highlight a fundamental need for strong regulation and policy on iCCS,
both to leverage the skills and experience of the private sector and to maintain the common
good and public interest [65]. For example, a UK opinion poll cited by [62] found that a
majority (74%) of adults support policies to regulate heavy industry to ensure emissions
reductions in the sector. Focus group participants from a region of Scotland that has
historically been closely associated with energy-intensive industry (Port Talbot steelworks)
assume that there will be stricter emissions legislation for these industries in the long
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term, and therefore refer to iCCS as an “inevitable” option [62]. This would imply that
expectations of stricter emissions legislation in the future from national and EU levels
alone can convince people that iCCS is inevitable in the future. On the other hand, the
participants of this study also valued the European Union as an important partner for the
implementation of iCCS technologies [60], especially by providing the necessary funding.
In this context, ref. [69] also mention the funding for the development of the necessary CO2
transport infrastructure.

Ref. [30] go one step further and assume that an important factor for further iCCS
development is international cooperation. On the one hand, so that individual countries
can embed and position their iCCS policies internationally [14], and on the other hand,
international cooperation would make it possible to combine national efforts, create favor-
able conditions for project proposals and adopt successful experiences of other countries.
Thus, it would be necessary to create a political context that can strengthen public trust due
to the importance of collaborative decision-making [30]. Local and regional networks alone
would be insufficient to influence national policy [14,63]. In addition, ref. [65] describe
that there would be limited public communication of an iCCS project proposal if political
uncertainties prevail. For this, it is also important to have political long-term strategies
that create reliability, for example, regarding BECCS technology and its integration into
the European Union Emissions Trading Scheme (ETS-EU) [77]. This integration would
be important for Finland, for example. Without BECCS, it would be challenging to meet
emissions targets, but with BECCS, Finland could gain benefits by saving and trading
emissions allowances [75]. The need for ETS-EU was frequently mentioned in the analyzed
studies, but mostly by industrial actors and other experts [69,75,77].

4. Discussion

The present study is the first literature review to address the acceptance of iCCS. The
objective of this study was fourfold. Firstly, it is examined to what extent the acceptance
of iCCS is already being empirically investigated. Secondly, an analytical framework is
proposed in order to systematically review the existing literature. Thirdly, based on the
review, factors influencing the acceptance of iCCS are identified and discussed. Fourthly,
results for the acceptance of iCCS are compared to CCS, highlighting some important
differences between the two areas of application.

First, the results show that there is still only limited research on the acceptance of
iCCS. Between 2012 and 2020, 25 scientific articles were published on the subject, with very
different and incomparable methodological tools and research questions.

Secondly, during the evaluation process, it became apparent that the analytical frame-
work transferred from CCS acceptance research, with its well-established dimensions (cf.
Table 1), was sufficient to systematically gather the results from the articles. The research
findings of the analyzed articles could be assigned to one or more dimensions, such as
findings on local aspects (as suggested by Table A1 in the Appendix A, see column “Im-
portant statement related to iCCS”). Influencing variables that emerged in the analyzed
articles and initially deviated from the established factors for CCS acceptance research
(for example, the employment factor) could be assigned to the existing dimensions by the
author during the evaluation. Accordingly, no further factors were inductively added to
the analytical framework established in Section 2. As a result, many factors explaining
the acceptance of CCS seem to be decisive for the acceptance of iCCS as well. However,
it became apparent that the weighting and the expressions of acceptance factors to iCCS
appears to vary compared to CCS, as shown in the following. Moreover, only tentative
trends for the acceptance of iCCS can be derived from the studies analyzed. It remains
unclear whether iCCS applications are more likely to be accepted or rejected by society
in the future. Moreover, from a scientific point of view, a methodological concept for
analyzing iCCS acceptance is still lacking, even though the factors considered here already
provide a good starting point for operationalizing the research subject. Given the wide
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range of technological options and the resulting societal implications, this task also appears
to be non-trivial.

The discussion of objectives 3 (factors influencing iCCS) and 4 (differences of CCS and
iCCS) of this content analysis are now discussed in conjunction.

More specifically, acceptance at the regional level, for example, appears to depend even
more significantly on the perceived societal benefits that people associate with iCCS. The
potential to maintain and increase local employment through the use of iCCS applications
was frequently mentioned [13,64,66,71]. This represents a difference from the debate in
perceptions of the societal benefits of CCS. In sum, it appears as if the population expects
the safeguarding or even increasing of economic performance in their local environment
with the use of iCCS. Previous research findings illustrate that societal benefits have
either the same or slightly higher explanatory power for CCS acceptance than societal
risks [31,35,47,83] (see Table 1). Whether this is also valid for the acceptance of iCCS
remains to be investigated.

What is clear is that both factors will also be very significant in the context of iCCS.
Subjectively perceived risk associated with CO2 storage has been a crucial factor in explain-
ing local and regional resistance in the context of CCS technologies [11,16,44]. It is different
from factual risk in this regard as [53] illustrated with their approach to misconceptions.
The fact is that CO2 pipelines are state of the art and have been operating in the United
States for example since the 1970s. Additionally, no significant research and development
budgets are being spent on CO2 transport and the associated potential risks worldwide. In
contrast, geological storage of CO2 has been the subject of intensive research and devel-
opment work internationally for many years, even though CO2 storage is already being
successfully operated in many countries [84]. Here, the exploration methods for CO2 stor-
age, the procedures for storage monitoring, the competition with other storage utilization
options, the impact on geothermal energy utilization, and the theoretically possible effects
on drinking water supplies are often the subject of interest [85]. In sum, the question is not
so much whether CO2 storage is fundamentally possible, but under what conditions it is as
safe as possible. Besides these science-based facts of technical and environmental aspects,
the subjectively perceived risk factor will be important in the context of iCCS acceptance, as
many of the studies analyzed have made clear [13–15,30,62,65,68,71,73–77]. It seems that in
this context the aspect of fair distribution of risks and benefits has to be more in focus than
in the context of the CCS debate. If, in the future, the benefits associated with the use of
iCCS are perceived by the population primarily at the global level in the context of climate
protection and the local population gains the impression that, in contrast, they are more
likely to be confronted with the disadvantages of iCCS applications, this would probably
be a barrier to the development of acceptance. In relation to the perception of an equitable
distribution of risks and benefits, the explicit understanding of the benefits associated with
iCCS for a region therefore seems to be of importance. This starting point of an unequal
distribution of risks and benefits in the context of the future deployment of iCCS offers
a possible field of action, both for research and for the implementation of practical iCCS
projects. The previous research approaches of possible compensation benefits in the context
of CCS will be examined here for their transferability and applicability.

Furthermore, the factor trust, which was evaluated in most studies as an important
tipping point for or against the acceptance of iCCS (see [13–15,30,62,64,65,74]), should
be further investigated. It became clear that in the development of local iCCS projects,
trust in the stakeholders involved becomes especially important when it comes to large
infrastructure measures related to CO2 transport [13,16,41,62]. It seems that the process
step of transport has become critical to the CCS debate, even though the negative sign in
the assessment of CO2 pipelines does not seem to have changed. With respect to transport
infrastructure, more knowledge is still needed on the acceptance of iCCS. It is unclear
whether, for example, the “joint” use of infrastructure or the use of existing infrastructure
by industry clusters or hubs leads to an improvement in the acceptance of iCCS. Another
research question could be whether the CO2 source has an influence on the acceptance
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of CO2 transport, for example if the source is associated with an industry that is deeply
rooted in the local society and contributes to its identity.

In this context, the role of framing or a possible narrative for iCCS (and also the
greenhouse gas CO2) implementation should also be further explored. The studies have
illustrated that framing iCCS as a climate change mitigation technology can lead to both
positive and negative acceptance tendencies [13,16,53,63–65,71]. There does not seem to
be a determination yet as to whether or not iCCS technologies are perceived by society as
a climate change technology. This framing was hardly conceivable in the context of the
CCS debate since there were sufficient technological alternatives for sustainable generation
of electricity through the use of renewable energy technologies. Anyway, it is clear that
iCCS operators would benefit from such “green” framing of iCCS applications, especially
in marketing potential products along the value chain. This framing approach, based on
a rather economically oriented marketing strategy, would certainly fall short. Ultimately,
there is an obvious need for a more overarching narrative that takes into account both
the aspect of sustainability and the reduction of CO2, as well as economic issues that not
only affect individual technology paths, but in sum relate to the economic viability of an
entire region. As a consequence, this would mean embedding iCCS in a discourse around
sustainable structural change. After all, regions with energy-intensive economic sectors are
particularly affected by the challenge of structural change.

The articles analyzed have also made it clear that the factors of social “values and
attitudes” can be significant for the acceptance of iCCS [13,14,30,62,64,65,71,74,76]. In
this context, further research is particularly needed on the question of whether a certain
environmental awareness has a positive or negative influence on the perception of iCCS.
Compared to the CCS context, the clarification of this research question seems to be much
more complex due to the many different possible applications of iCCS. In the context of CCS
acceptance, existing studies indicate that people with high environmental awareness tend
to evaluate the technology negatively [49,86]. Some authors mentioned that, triggered by
the Paris Agreement, the absolute urgency of the transformation to a sustainable economy
and way of life has now arrived in the perception of society. In light of this urgency, the
evaluation of iCCS could also be developed in a more positive direction [63,65]. Again,
there are only assumptions and no evidence-based findings yet. Interestingly, in one study,
this urgency emerged as a driver of iCCS acceptance. This happens when this urgency is
interpreted by society as a threat to their current lifestyles and cherished habits for everyday
life, and iCCS is perceived as an option to hold on to these habits without regret [71]. This
approach could also be a starting point for new research questions on the acceptance of
iCCS. In addition to this urgency, another aspect could influence the perception of iCCS
in the future. For example, the Global Assessment Report on Biodiversity and Ecosystem
Services (IPBES) [87] does not exclude CCS (and thus iCCS) as a measure to mitigate
negative impacts on biodiversity (see Glossary). Consequently, iCCS could be considered
not only an option to reduce global CO2 emissions, but also a generally accepted measure to
avoid or limit potential negative impacts on biodiversity. If such a perception is perpetuated
among individuals with a high level of environmental awareness, this aspect could be
interpreted as an advantage for the use of iCCS and possibly have a positive impact on
social acceptance. Whether this assumption is well-founded needs to be explored in future
studies on the acceptance of iCCS.

5. Conclusions

The IEA [88] estimates that iCCS in the cement, iron and steel, and chemicals sectors
will need to deliver around 28GtCO2 of emission reductions between now and 2060 to
meet the climate target of the Paris Agreement. To achieve these reduction goals globally,
strategies for robust and timely market introduction of iCCS technologies need to be
developed. For such a market introduction of iCCS, social acceptance is of particular
importance in addition to technical-economic and environmental indicators, as the example
of CCS has illustrated.
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In the studies analyzed, a large number of indications for the design of a communi-
cation strategy were derived, largely on the basis of the findings from CCS acceptance
research as well as on the basis of all the research on energy transformation (see Table 3). In
view of the abovementioned abundance of requirements for such an iCCS communication,
the question arises as to which institution is capable of organizing such a permanent and
trust-based process and in which larger thematic context this communication can be embed-
ded? This appears to be a difficult question to answer, especially against the background of
often missing political strategies and the related regulatory frameworks on the national
level. The present literature analysis shows on the one hand which starting points for
the market introduction of iCCS exist so far from social science research for political and
economic actors and on the other hand which research efforts are still required.
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Appendix A

Table A1. Overview of the analyzed articles.

First Author (Year
of Publication)

[Reference]
Method Country iCCS-Related

Technology
Important Statement in Relation to

iCCS

Alcalde et al. (2019)
[78]

Evaluation of ACT
Acorn findings

and review
of schol-

arly/industrial
literature

UK Complete iCCS value
chain (Acorn Project)

Seven key elements for iCCS projects:
Infrastructure reuse, storage

development plan, low-carbon
build-out options, full-chain

development plan, policy support,
just transition, public engagement,

and knowledge exchange.

Aursland et al.
(2019) [66]

Case study with
local residents and
Norcem employees
(n = 15, face-to-face)

NO CO2 capture from the
cement industry

Positive image of cement company
conducive to acceptance, effects on
local employment and environment
perceived as benefits. However, also
concern whether project affects local

living conditions.

Boomsma et al.
(2020) [74]

Literature review
from academic

literature
(non-systematic,

n = N/A) and
publicly available

documents (n = 25)

Academic
literature:

international;
public documents
(DE = 7, NL = 4,
RO = 5, UK = 9)

No specific iCCS
technique defined

(focus on community
compensation)

When implementing iCCS projects, it
is important to understand local social
conditions and examine what impact
they have. Sites where the local public
feels connected to the industry may be

more positive about iCCS
development. Compensation for

communities needs to be integrated
into broader public

involvement strategies.

Broecks et al.
(2016) [63]

Quantitative online
survey

representative for
NL (n = 920) and

discrete choice
experiment

NL

No specific iCCS
technique defined

(=industrial
applications)

“Industrial applications” is the most
convincing pro-argument for CCS,

followed by “dispose of CO2
garbage”, “safety of natural gas

fields”. Arguments on climate change
are less convincing.
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Table A1. Cont.

First Author (Year
of Publication)

[Reference]
Method Country iCCS-Related

Technology
Important Statement in Relation to

iCCS

de Best-
Waldhober et al.

(2012) [17]

Quantitative study
(ICQ 1)

representative for
NL (n = 971)

NL
Large plants where

gas is converted into
hydrogen with CCS

iCCS option rated lower compared to
other energy production/mitigation

options (except nuclear).

Dütschke et al.
(2015) [61]

Quantitative online
experimental
survey design

representative for
DE (n = 1.672),
assessment of
18 scenarios

DE
Industry and biomass

power plant as
CO2 source

CCS scenarios that include either an
energy-intensive industry or a

biomass power plant as a source of
CO2 are perceived more positively
than scenarios in which the CO2 is
captured from a coal-fired power

plant. Rating of the respective CO2
source as the strongest predictor.

Glanz et al.
(2021) [15]

Qualitative
explorative
stakeholder

interviews (n = 10)

DE
Hydrogen and carbon
capture and storage

infrastructure/ chain

Restricting the use of CCS for certain
applications (industry, bioenergy)

represent trade-offs that are supported
by various stakeholder groups and

offer a balance of environmental and
economic arguments. Assumption:
only large industries can address
iCCS/H2 and its infrastructure

challenges, but local trust is given to
other stakeholders.

Gough et al.
(2018) [14]

Mixed-methods
approach:

stakeholder
interviews (n = 12)

and two focus groups
(n = 8 each group)
with lay public

UK iCCS with focus on
CO2 storage

Success of iCCS activities in a
community dependent on social
context, trust in key actors, track

record of previous industrial
processes. Hurdles related to

procedural justice.

Haikola (2019) [76]

Qualitative analysis
of (popular) science

and news media
from 2008—2018

(n= ca. 800)

International BECCS

Scientific discussion about BECCS is
becoming more neutral due to the

time pressure to take action on climate
protection. Debate moves away from

the question of moral hazard and
focuses instead on the need to act.

Haug et al. (2016)
[64]

Interviews with
municipalities

(n = N/A 2) and
literature review

DK, NO, SE No specific iCCS
technique defined

Communities can consider iCCS as an
advantage for regional value creation.
Positive evaluation if local population
is used to industrial activities and has
concrete iCCS experience. Potential

for offshore storage in a region is
evaluated as an advantage.

Ilinova et al.
(2018) [70]

Case studies
(n = N/A),
stakeholder

management tools,
and a checklist

method

International No specific iCCS
technique defined

Most attention in CCS project
planning/implementation should be

focused on industrial
companies/investors, government and
society. CCS projects are mostly local

projects; however, they are implemented
in the context of national and even

international interests. Therefore, the
circle of stakeholders is large and

establishing a constructive dialogue
with all proves to be a difficult task.
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Table A1. Cont.

First Author (Year
of Publication)

[Reference]
Method Country iCCS-Related

Technology
Important Statement in Relation to

iCCS

Kashintseva et al.
(2018) [65]

Empirical model
based on

representative
online survey

(n = 564)

CZ, DE, IT, NL,
PL, SK, UK

No specific iCCS
technique defined

(iCCS products and
technologies)

Increase of iCCS sites, including those
in the neighboring regions and

countries, leads to the increase of
negative consumer attitudes to iCCS

and renewable energy policies.
NIMBY effect is considered relevant.

Kojo et al.
(2017) [75]

Quantitative
longitudinal
analysis of

newspaper articles
from 1996–2015

(n = 282)

FI
No specific iCCS

technique defined
(pertains to BECCS)

Agenda setting of the media regarding
CCS is strongly dependent on real
plant projects and communication
measures of industrial actors. iCCS

actors are not yet involved in
communication in Finland. Business

models are missing, costs are
overestimated, a debate specifically

about possible international
developments is missing.

Offermann-van
Heek et al.
(2020) [41]

Quantitative online
survey

representative for
DE (n = 300) and
best-/worst-case

scenarios

DE DAC, biogas and
chemical plant

Capture and transport process step
more relevant to public than further

use of CO2, use of existing
infrastructure conducive to

acceptance, CO2 use from BECCS and
chemical plants viewed positively,

DAC not an accepted option.

Pihkola et al.
(2017) [69]

PESTEL 3

framework
(analysis macro-
environment of

industries),
stakeholder

interviews (n = 12)
from 2011–2012,
media analyses

(n = N/A),
literature reviews

FI
No specific iCCS

technique defined
(pertains to BECCS)

iCCS needs a regulatory framework
and political support, especially for
the development of infrastructure.
More systematic and differentiated

consideration of iCCS applications is
required for Finland. BECCS/CCU is
seen as an opportunity for iCCS due

to the central role of the Finnish
energy-intensive industry.

Rodriguez et al.
(2020) [77]

Qualitative
inductive

interviews with
company

representatives
(n = 20)

FI, SE BECCS

BECCS is technically feasible; what
remains unclear is who will create a
financially viable business case and

establish supporting policies, as well
as who will build the necessary

transportation and storage
infrastructure. In addition, customer
requirements for negative emissions

are still lacking.

Serdoner (2019) [73]

Qualitative
interviews (n = 3)

with representatives
of EU

environmental
organizations,

analysis of their
public relations
activities and

literature review

EU No specific iCCS
technique defined

Positions of ENGOs operating in
Europe on iCCS are closely related to
previous debates on the application of

the same technology in the power
sector. Previous experience has led
ENGO to approach the technology

with skepticism and caution. They are
either neutral toward iCCS or

opposed to it.
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Table A1. Cont.

First Author (Year
of Publication)

[Reference]
Method Country iCCS-Related

Technology
Important Statement in Relation to

iCCS

Swennenhuis et al.
(2020) [65]

In-depth
semi-structured

interviews (n = 25)
with regional

stakeholders and
workshops (UK)

NO, NL, UK No specific iCCS
technique defined

Narrative that iCCS is deployed for
benefit of

citizens/communities/workers and
not in support of private sector, policy

that leverages private sector
capabilities without setting aside the

public interest, need for deeper
engagement with local governments

that act as facilitators for
iCCS deployment.

Tcvetkov et al.
(2019) [30]

Literature review
from 2002–2018

(n = 135)
international No specific iCCS

technique defined

Development of a regulatory
framework to control the industry,
important for public trust.Public

preferences regarding capture plants
are explained by problems with

existing energy infrastructure. Public
trust in environmental arguments of
industry lower compared to NGOs,

arguments of industry about economic
aspects of project implementation are

better perceived than by NGOs.

Thomas et al.
(2018) [71]

Two qualitative
deliberative

workshops with
local population

(n= 12 each)

UK Industrial CCS and
BECCS

Depending on the context, iCCS may
be perceived as a threat or a support

to local social and economic
interdependence. As a threat, for
example, through costs that could

harm employment in local industries,
as a benefit through protecting and at
the same time rejuvenating historical
employment patterns through iCCS.

van Os (2018) [72] Interview with
Peter van Os NL

Complete iCCS value
chain (ALIGN CCUS

Project)

Assumption that there will be a more
positive perception of CCUS as the
public becomes more aware of their

individual impacts on climate.
Uncertainties related to the cost of

implementing CCUS, costs will
decrease as implementation of CCUS

technology progresses.

Wallquist et al.
(2012) [16]

Online Experiment
(n = 139) CH BECCS

CO2 source decisive for acceptance of
storage site, avoidance of CO2 pipeline
transport in densely populated areas,

avoidance of the NIMBY effect through
the use of BECCS.

Whitmarsh et al.
(2019) [13]

International
experimental online

study (n = 5.406),
national and
local samples

CA, NL, NO,
UK, US

No specific iCCS
technique defined

Bioenergy with CCS is more
supported, while shale gas,

underground coal gasification, and
heavy industry with CCS are less

supported. Areas where CCS facilities
are likely to be built are typically

locations where (analogous) industry
already exists. Subjective familiarity

with this industry could serve to
reduce perceived risks associated with

new infrastructure.
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Table A1. Cont.

First Author (Year
of Publication)

[Reference]
Method Country iCCS-Related

Technology
Important Statement in Relation to

iCCS

Williams et al.
(2021) [62]

Two qualitatively
designed focus

groups with
citizens (n = 11 and

n = 10)

UK iCCS in the steel
industry

Community could endorse use of
iCCS if developer/government

collaborate from local to national level,
provide transparent dialogue process

that supports community trust in
intent, integrity, and competence of

implementing organizations.

Xenias et al. (2018)
[68]

Mixed-methods
approach:

interviews (n = 13)
and online survey

(n = 99)
with experts

Interviews: NO,
NL, UK; Online
survey: DE, NL,
NO, UK, others

No specific iCCS
technique defined

Need to expand CCS discussion to
heavy industry, iCCS benefits at global

level and greater risks at local level,
learning from public engagement

research literature

1 ICQ = Information-Choice Questionnaire; 2 N/A = not available; 3 PESTEL = Political, economic, social, technological, environmental, legal.
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Abstract: With a growing global population and energy demand, there is increasing concern about
the world’s reliance on fossil fuels, which have a negative impact on the climate, necessitating the
immediate transition to a cleaner energy resource. This effort can be initiated in the rural areas of
developing countries for a sustainable, efficient and affordable energy source. This study evaluated
four types of renewable energy (solar, wind, biomass, and mini-hydro energy) using the integrated
Life Cycle Assessment (LCA) and Analytical Hierarchy Process (AHP) approaches to select the best
renewable energy source in Tatau, Sarawak. The criteria under consideration in this study included
the environment, engineering and economics. The LCA was used to assess the environmental impact
of renewable energies from gate-to-grave boundaries based on 50 MJ/day of electricity generation.
The AHP results showed that solar energy received the highest score of 0.299 in terms of the evaluated
criteria, followed by mini-hydro, biomass and wind energy, which received scores of 0.271, 0.230 and
0.200, respectively. These findings can be used to develop a systematic procedure for determining
the best form of renewable energy for rural areas. This approach could be vital for the authorities
that are responsible for breaking down multi-perspective criteria for future decision making in the
transition into renewable energy.

Keywords: renewable energy; life cycle assessment; analytical hierarchy process; multi-perspective
criteria

1. Introduction

Petroleum crude oil and natural gas are the main energy sources in Malaysia [1]. The
overall conventional fuel business, on the other hand, has deteriorated due to price insta-
bility, supply insufficiency, and the environmental damage it causes, thereby ushering us
into the inevitable era of renewable energy [2]. In 2017, renewable energy only accounted
for approximately 5.8% of Malaysia’s total energy consumption [1]. The Malaysian gov-
ernment has set a target of 20% renewable energy, in terms of total electricity generation,
by 2025 [3]. According to Abdullah et al. [4], Malaysia has a wide range of opportunities
and potential for focusing on renewable energy, particularly solar, wind, hydro, biogas
and biomass. However, realizing this potential would necessitate an immense effort from
the government in terms of providing incentives as well as developing and implementing
systemically effective policies.
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It was estimated that 4% of the region in Sabah and 15% of that in Sarawak still have
no access to electricity. In response to this, the Malaysian government has set a goal of
providing modern energy facilities to as many people as possible, particularly in the remote
parts of Sarawak and Sabah [5]. Due to the geographic profile of such places, increasing the
grid’s electricity supply is a challenge. Power distribution is uneconomic due to uneven
terrain and dense forest. High transmission loss is also an issue, implying that a grid
power supply in remote areas is not possible [6]. On the contrary, off-grid electricity,
which can be generated using renewable energy sources such as solar, wind, or hydro
technologies, can be used to power remote areas. The available resources can boost rural
electrification capacity and benefit the villagers as an economic strategy and a sustainable
source of energy.

In rural areas, the local electrical authorities commonly opted for diesel-powered
generators or, most recently, the hybrid-solar system as a quick and short-term fix to supply
electricity to essential facilities such as remote schools, clinics, administrative offices, and
small villages for a limited period of time per day [7]. Nonetheless, the Sarawak state
government deserves credit for increasing the state-level electricity coverage from 79.2%
to 90% between 2009 and 2015 [8]. To avoid this rural electrification initiative failing on
a long-term basis, extensive planning in terms of implementation, technical and social
difficulties must be done [9]. Therefore, energy planning analysis should be done in a more
holistic manner, such as integrating the methods of the Life Cycle Analysis (LCA) and
Multi-Criteria Decision Making (MCDM) [10]. This would allow for a more comprehensive
analysis, as well as the development of a new analytical tool to replace the conventional
cost-benefit or techno-economic analysis.

The practical application of the LCA to product or process design and development in
order to reduce aggregate environmental impacts is gaining traction, either through the
modification of some input variables or a scenario analysis. Based on the LCA analysis of
supercritical carbon dioxide extraction of caffeine from coffee beans, De Marco et al. [11]
claimed that when a portion of the electricity at the grid was replaced with electricity
produced by photovoltaic (PV) panels, the environmental impact could be reduced by 176%
in terms of human health, 10.3% in terms of ecosystem diversity, and 16.1% in terms of
resource availability. On the other hand, based on the LCA analysis conducted by Gallucci
et al. [12], the authors reported that using PV energy as a renewable energy source in the
production of hollow glass containers for food packaging was able to significantly reduce
the global warming potential.

Likewise, MCDM has been implemented in recent years to evaluate many solutions
to real-world problems relating to policy and strategy [13]. Hassan et al. [14] used a multi-
criteria decision-making tool in the form of the Analytical Hierarchy Process (AHP) in
order to analyze renewable generation sources in Saudi Arabia. A similar approach was
also taken by Algarín et al. [15] in evaluating the renewable energy sources of rural areas
in the Caribbean region of Colombia. A study was done by Das [16] that integrated the
AHP and Quality Function Deployment (QFD) methods in order to determine the most
viable renewable energy source for the state of Maharashtra. Hilorme et al. [17] developed
a decision-making model for introducing energy-saving technologies based on the AHP.
Zhang et al. [18] studied the economic development of the biomass energy industry in the
Heilongjiang province based on the AHP. Nevertheless, the application of the combined
LCA-MDCM methodologies for the analysis of renewable energy in an Asian context is
limited, with Ren et al. [19] evaluating the sustainability of renewable fuel production,
i.e., bioethanol. Hence, in this study, a robust systematic evaluation of renewable energy
systems, using the integrated LCA-AHP methodologies, was expanded for the analysis of
the Asian regions, particularly Malaysia, in order to promote the sustainable development
of zero-carbon technology.

In recent years, several studies have been conducted to assess the current state of
renewable energy in Malaysia. According to Hannan et al. [5], the rural electrification effort
in Malaysia requires more attention in order to contribute to the country’s future energy
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security and sustainability. Based on a study by Basri et al. [20], the abundance of renewable
energy resources in Malaysia could potentially produce a stable supply of renewable energy.
Despite this, there is no clear approach for choosing the most suitable type of renewable
energy to meet the complicated economic, social, and environmental requirements.

Unsystematic decision making in the determination of the best renewable energy that
can satisfy the needs of each individual rural location could hamper the successful imple-
mentation of the rural electrification initiative. Various elements, including environmental,
engineering and economic factors, must be considered in order to overcome this. The
application of the Life Cycle Assessment-Analytical Hierarchy Process (LCA-AHP) as a
decision-making tool would allow for a comprehensive evaluation that could take such
considerations into account. Tatau in Bintulu, Sarawak, was chosen as the case study for
this study.

This research aims to characterize pollutant emissions and to determine the cost of
generating electricity using different renewable energy systems. The environmental impact
of different renewable energy systems was determined using the LCA method while the
best renewable energy for Tatau, Bintulu from a combined engineering, environmental
and economic perspective was evaluated using the AHP method. The findings of this
study would provide a systematic process for determining the most appropriate renewable
energy system for the rural area of Tatau, Sarawak. This approach will be critical for the
authorities that are responsible for breaking down the multi-perspective criteria that may
be used in the future system design.

2. Materials and Methods
2.1. Life Cycle Assessment (LCA)

The LCA was used to determine the environmental impact of the renewable energy
sources. In this study, the LCA data for each renewable energy system was extracted
from sources in the literature in order to reflect the global warming potential (GWP)
and acidification potential (AP) as their respective environmental factor score. GWP is
correlated to greenhouse gas emissions, and it is an indication of the system’s potential
contribution to climate change. Meanwhile, the AP could indicate the environmental
impact of the system as it relates to the acidification of water bodies and soil [21]. This LCA
approach, which was based on ISO 14040 and ISO 14044 [22], was comprised of four steps,
as shown in Figure 1. The first step was to define the goal and scope of the project. This
measure determined the objective, system boundaries, functional unit and assumptions.
Then there was the life cycle inventory (LCI), which involved data collection from all stages
within the life cycle boundary, including the input, intermediate processes, and output.
The third step was the life cycle impact assessment (LCIA), whereby the potential impact
on the environment by the system was evaluated. Lastly, the data was interpreted based
on the goal and scope definitions, as well as the LCI and LCIA data. The vital points were
assessed and suggestions for future improvements were made.

Figure 1. Framework of the life cycle assessment (LCA).

2.1.1. Goal and Scope Definition

This study focuses on the potential electrification of the rural area of Tatau, Bintulu
using renewable energy. The goal of this assessment was to determine the overall impact of
selecting the different renewable energy systems that were evaluated in this study, which
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included solar, wind, biomass and mini-hydro energy, for every 50 MJ/day of energy
output. This is equivalent to a total of 13.89 kWh/day of electricity, which was sufficient
to power an estimated 25 houses in Tatau, Sarawak, with an average of 2 MJ/day per
household of the rural community [23]. Tatau is a district in Bintulu, Sarawak, with a total
land size of 4945.80 km2 and a population of approximately 25,000 people. The economic
background of Tatau mostly involves the timber and agricultural industries. The rural
areas of Tatau are only travelable via timber routes and palm estate paths, one of them
being Kakus road [24].

Jong et al. [25] found that Tatau has an abundance of potential for renewable energy
due to its strategic location relative to the renewable resources, reasonable distance to
road access, considerable population and mild land slope. However, they only focused
on evaluating the potential of renewable energy for Tatau, and several other locations
in Sarawak, based on geographical data. Therefore, the evaluation that was done in this
study aimed to further evaluate the potential renewable energy sources that could be
sustainable for rural areas in terms of engineering feasibility, environmental impact, and
economic feasibility.

For the four renewable energy systems under evaluation, the environmental impact
was assessed from the point of manufacture (gate) to the point of end-of-life (grave).
This included the stages of component manufacturing, construction, operation, mainte-
nance, and finally, disposal. Figure 2 illustrates the system boundaries for the renewable
energy systems.

Figure 2. System boundaries for all alternatives in this study.

The energy consumptions and the materials consumed throughout the system bound-
aries for each renewable energy system were used as inputs in this study. As shown in
Figure 2, the system boundary is made up of four stages of processes: production, con-
struction, usage and end-of-life. The production stage of renewable energy started with the
extraction of raw materials for the manufacturing of components and their assembly. This
includes the assembly of panels, mounting systems, cables, and other components that are
required to generate sufficient amounts of electricity. At this stage, only the main materials
and quantities required for the production were defined.

Meanwhile, in the construction stage, local land routes and maritime deliveries were
considered as the means of system transportations to the site. This study did not take
into account transportation from outside of the country, as the energy system could be
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procured from any country, but the entry route to Tatau is consistent, which is through its
port. According to Google Maps, the distance for local land transportation from Bintulu’s
nearest port to the rural area of Tatau was 63 km. The energy consumption during the
construction and installation of the foundation, structures and fencing were also included
in this stage.

The usage stage of the system involved the demand for auxiliary electricity when
necessary. Scheduled maintenance of the system was included as it was vital to inspect its
performance and maintain the system’s efficiency. This stage also took into consideration
any necessary repairs or replacements during the course of its use.

The final phase of the system was the end-of-life stage, which included deconstruction,
transportation, recycling and reuse where applicable, and waste processing. The aim was to
evaluate the impact of waste recycling and disposal on the environment. It was estimated
that the system has a lifespan of 25 years.

• The data for this LCA analysis were extracted from reviews in the literature and
publicly available databases. The data were scaled to 1 kWh of electricity produced
for all stages before being normalized to 13.89 kWh, which is the functional unit of
this study. The following assumptions were made for the inventory data collection:
Only electricity was included as the input for this study. Other materials were not
considered as alternatives would have required the use of exclusive materials for the
manufacturing of components [26].

• Electricity used during the production stage was assumed to be generated using
natural gas, which had the specific natural energy of 53.6 MJ/kg [27] and an efficiency
of 55.13% [28]. During the usage stage, self-generated electricity was used for auxiliary
electricity demand.

• The transportation stage only included land transportation and did not include sea or
air transportation.

• Only output and pollutants, i.e., methane (CH4), nitrous oxide (N2O), carbon dioxide
(CO2), sulfur dioxide (SO2), nitric oxide (NOx), hydrogen chloride (HCl) and ammonia
(NH3), which were related to GWP and AP, were taken into consideration in the LCI.

2.1.2. Life Cycle Impact Assessment (LCIA) Scope Definition

The aim of this step was to extract the relevant environmental indicator from the results
of the inventory analysis. The impact classification included global warming potential
(GWP) and acidification potential (AP). The characterization factors were taken from the
literature [26,29–31].

2.2. Simulation of HOMER Pro

This study used HOMER Pro version 3.11.2 simulation software to design an optimize
a renewable-energy-electrification system for the case study area, i.e., Tatau, Sarawak. The
information and details of the actual location served as the input data for the simulation.
The details included the renewable resources of the alternatives evaluated, which were
solar irradiation, wind speed, biomass resource, and stream flow with regards to the load
profile of the case study area. The information was obtained from the coordinates of Tatau,
Sarawak. Next, the system was designed based on the specifications and costs of the
components that were obtained from sources in the literature and previous project data.
The results from the HOMER Pro simulation provided the relevant costs required, which
included the capital cost as well as the operation and management costs [32]. The flow
chart of the use of HOMER for the optimization process of the proposed renewable energy
system is shown in Figure 3.

In terms of load profiles, the average electric consumption for the case study area of
Tatau, Sarawak was assumed to be 50 MJ/day or 13.89 kWh/day, based on the average
household energy consumption. It is also worth noting that the assumed load profile was
based on a working day during the dry season of the year. The energy consumption profile
may differ from the input load profile during other seasons.
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Figure 3. Flowchart of HOMER Pro simulation method.

2.3. Analytical Hierarchy Process (AHP)

The initial phase of the AHP involved the division of the multiplex problem into
several levels of a hierarchy [33]. The topmost level of this hierarchy represented the main
goal of a decision maker. The second level represented the evaluated criteria, and the
bottom level corresponded to the alternatives that were under consideration. In some cases,
sub-criteria can be considered under the main decision criteria in order to incorporate
additional problem-specific decision levels. Following that, pairwise comparison was
performed by weighing and ranking the priorities and alternatives. Saaty [34] advocated
for the use of measurements on a scale of 1 to 9 and the eigenvector approach for this
comparison. This pairwise comparison could be executed on both the quantitative and
qualitative characteristics of the alternative energy sources.

The outcome of these steps helped to forecast the impact of each alternative on the
overall goal of the hierarchy decision. It also helped to distinguish competing criteria and
eventually rank them according to their priorities. Following that, the data were examined
in order to identify inconsistencies in the judgements made. As the result obtained may
have been subjective, this consistency check was an important step in the AHP method [14].
The final stage of this approach was to evaluate the scores of each criterion, sub-criterion,
and lastly, alternative.

AHP Model

A hierarchical structure was developed in this study which incorporated four levels:
goal, main criteria, sub-criteria and alternatives.

(a) Level 0: Goal To determine the best renewable energy system for Tatau, Sarawak.
(b) Level 1: Main Criteria Main criteria in this study were the environment, engineering

and economy.
(c) Level 2: Sub-criteria The sub-criteria in this study were the land requirements, envi-

ronmental impact (global warming potential (GWP) and acidification potential (AP)),
resource availability, efficiency of the system, technology maturity, capital cost and
operating and management costs.

(d) Level 3: Alternatives The alternatives being assessed in this study were solar, wind,
biomass and mini-hydro energy system. The layout of this hierarchy is represented in
Figure 4.
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Figure 4. AHP model for this study.

3. Results
3.1. Environmental Impacts of Renewable Energy Alternatives

Table 1 shows the pollutants emitted by the renewable energy sources that were
evaluated in this study, namely solar, wind, biomass, and mini-hydro energy. The pollutants
that contributed to the impact assessed in the LCA boundary of this study, which were
GWP and AP, were included in the results. The pollutant emissions were classified into
four stages within the gate-to-grave boundary of manufacturing, construction, usage and
end-of-life.

Table 1. Pollutant emissions of solar energy system [35,36]; wind energy system [35,37,38]; biomass
energy system [39,40]; and mini-hydro energy system [41,42].

Energy
System

Type of Pollutants
(kg/kWh)

Manufacturing
(×10−2)

Construction
(×10−2)

Usage
(×10−2)

End-of-Life
(×10−2)

Solar

CO2 156.14 26.80798 0.00 11.03
CH4 346.98 59.55 0.00 24.52
N2O 80.50 13.82 0.00 5.69
SO2 80.50 13.82 0.00 5.69
NOx 27,271.27 4680.52 0.00 1927.15
HCl 232.61 39.92 0.00 16.44
NH3 56.95 9.77 0.00 4.02

Wind

CO2 18.82 0.24 0.17 0.18
CH4 44.46 0.56 0.39 0.43
N2O 0.37 0.01 0.00 0.00
SO2 3799.77 48.20 33.23 36.54
NOx 2991.72 37.95 26.16 28.77
HCl 19.24 0.24 0.17 0.19
NH3 2.89 0.04 0.03 0.03

Biomass

CO2 1.21 0.03 1.64 0.03
CH4 1.81 0.04 2.46 0.04
N2O 3.54 0.08 4.79 0.08
SO2 1091.65 25.04 1479.81 25.04
NOx 10,832.53 248.46 14,684.22 248.464
HCl 209.93 4.82 284.58 4.82
NH3 587.81 13.48 796.82 13.48

Mini-hydro

CO2 10.42 5.56 1.39 0.02
CH4 21.89 11.68 2.92 0.04
N2O 0.42 0.22 0.06 0.00
SO2 1010.25 538.80 134.70 1.68
NOx 2139.34 1140.98 285.25 3.57
HCl 5.94 3.17 0.79 0.01
NH3 2.38 1.27 0.32 0.00
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Based on the aggregated pollutants, the GWP and AP of the renewable energy al-
ternatives are shown in Figure 5. The results showed that solar energy had the greatest
impact in terms of GWP and AP, followed by biomass energy and wind energy. Mini-hydro
energy exhibited the lowest environmental impact of the four renewable energy sources
that were evaluated. Figure 6 shows the percentage of environmental impact contribution
in order to further analyze which stage within the gate-to-grave scope was responsible
for the GWP and AP emission levels. A significant portion of the aggregated pollutants
from solar and wind energy came from the manufacturing stage of the system. According
to Mulvaney [43], this was due to the high energy consumption of the solar panel manu-
facturing process in particular. The processing of raw silicon requires a huge amount of
energy as the process involves high temperatures that contribute significantly to carbon
emissions. Similarly, the manufacturing phase of the wind energy system requires heating
and cooling processes for the fabrication of turbines [44,45]. While the manufacturing stage
contributed less to the environmental impact of mini-hydro energy, the construction stage
accounted for a significant portion of the pollutants in this system. Concrete production
and the transportation of rocks for the construction of dams and tunnels were among the
major contributors to the pollutant emissions of a mini-hydro energy system [46]. Biomass
energy, on the other hand, was found to emit a higher percentage of pollutants during the
usage stage when compared to the other evaluated stages in the system boundary. This
could be due to the release of pollutants during the operation of the system as a result of
biomass combustion [40].

Figure 5. Impact assessment results of the renewable energy alternatives.

3.2. Cost for Electricity Generation

Based on the HOMER Pro Simulation, it was found that solar and wind energy
demanded the highest costs in terms of building and operating the energy system, with
an estimated total of US $14,821.01 and US $14,626.00, respectively. The capital costs for
both energy systems were significantly higher due to the expensive materials needed to
manufacture the energy systems [47,48]. It was also noted that, according to the simulation,
the operational and maintenance costs of a biomass energy system was the highest, at
approximately US $5,447.09. This was due to the cost of replacing the electrical generator
over the course of a year. The replacement was necessary to maintain the efficiency of the
system in meeting the electrical load demand [49]. Table 2 shows the summary of the costs
needed for renewable energy alternatives in this study, which were simulated using the
HOMER Pro simulation software version 3.11.2.
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Figure 6. Percentage of emission contribution.

Table 2. Summary of cost * needed for renewable energy alternatives.

Expenditure Solar
Energy

Wind
Energy

Biomass
Energy

Mini-Hydro
Energy

Capital cost (US$) 11,618.67 12,337.18 841.75 5,782.83
Operational and maintenance cost (US$) 3,202.34 2,288.82 5,447.09 773.38

Total (US$) 14,821.01 14,626.00 6288.84 6556.21

* The currency exchange rate used was US$1 = RM4.16.

3.3. Analytical Hierarchy Process (AHP)

The results of the environmental impact study and the costs from LCA and HOMER
Pro simulation from the previous section yielded the score for the GWP, AP, capital cost,
and operational and maintenance cost sub-criteria of the AHP model in Figure 4. In this
section, the remaining sub-criteria data were analyzed based on sources in the literature
from various studies. The results of various studies were compared to determine the data
deviation and average value. Figure 7 shows a summary of the land requirements for each
renewable energy alternative that was investigated in this study.

Figure 7. Land requirement of the renewable energy alternatives [50–57].

Biomass energy required the most land in terms of site area, with an average of
7000 m2/kWh. This was because the biomass resource required a large receiving and
processing area [58]. Other studies revealed highly variable land sizes due to the use
of different technologies with varying equipment sizes to process the biomass resource.

85



Sustainability 2021, 13, 11880

As a result of this finding, it was observed that solar energy was the most sustainable
renewable energy in terms of land requirement, as it required the least amount of land to
build the energy system. This was largely due to the fact that the components of the energy
system were small and did not take up much space [59]. Figure 8 shows the availability
of resources for all renewable energy alternatives. The results showed that solar energy
was leading in terms of its resource availability in Malaysia, with a generation potential
as high as 6500 MW due to the high annual solar irradiance of the country [60]. This was
followed by mini-hydro energy, with the capacity of 28.9 MW. The high annual rainfall and
river flow in the proximity of the case study area were deemed as advantageous for the
mini-hydro energy system [61].

Figure 8. Resource availability of the renewable energy alternatives [32,58,62,63].

In terms of resource availability, solar energy was the most suitable type of renewable
energy with the highest generation potential. Wind energy, on the other hand, was the least
suitable as the wind speed in the case study area was not sufficient to meet the electrical
load demand. This was compounded by the high variability of wind speeds throughout
the year in Malaysia, which was not ideal for the output efficiency [48].

Technological maturity was the next sub-criterion under the engineering perspective.
Figure 9 shows the maturity of renewable energy alternatives in Malaysia based on the total
number of projects completed in the past [59,64–66]. The number of projects considered
in this study referred to projects that were initiated under the Malaysian Government’s
Small Renewable Energy Programme (SREP) in order to promote small-scale renewable
electricity in the country. The result showed that solar energy had the most projects in
Malaysia in the past, with a total of 38 successful projects. This indicated that solar energy
was the most established and reliable technology, which was also supported by Tang
et al. [67], who found that this energy system had a high installation capacity compared to
the other alternatives. Meanwhile, wind energy was considered to be the least matured
technology with a low number of projects in Malaysia. This was due to numerous projects
breaking down during operation, which raised concerns about their reliability and long-
term prospects [68].

Another sub-criterion under the engineering criteria was the efficiency of the system.
Figure 10 shows the efficiency of the renewable energy alternatives. When compared to
other resources, mini-hydro energy had the highest output efficiency with an average 67%
efficiency. This was largely due to the availability of water flow throughout the day. The
high annual rainfall and river flow also contributed to this, as the abundance of resources
benefitted the output efficiency of the energy system [61]. On the other hand, solar energy
displayed the lowest efficiency at 11% compared to other alternatives. This was because of
the low purity of the materials used in photovoltaic cells, which resulted in the low overall
efficiency of the solar energy system [69].
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Figure 9. Technology maturity of the renewable energy alternatives [59,64–66].

Figure 10. Efficiency of the renewable energy alternatives [70–78].

Following the data collection for the sub-criteria of the AHP model, the importance
scores for the criteria and sub-criteria were compiled and normalized. This step was
conducted based on the AHP model depicted in Figure 4 from the top level, which was the
goal, to the bottom layer of alternatives.

(a) Level 0: Goals To determine the best renewable energy for Tatau, Sarawak.
(b) Level 1: Main Criteria Since the relative weight and score for the criteria were ex-

tracted from literature sources with equivalent goals, the pairwise comparison was
disregarded at this level. The importance score was derived from a review of the
literature. Figure 12 presents the normalized scores that were used to fit the values
into the project model.

(c) Level 2: Sub-criteria Figure 11 shows the importance scores for each sub-criterion and
the overall importance score for sub-criteria that corresponded to the main criterion,
as extracted from the literature sources. All scores were normalized to fit into the
AHP model.

(d) Level 3: Alternatives Table 3 tabulates the definition of the importance score and the
literature source for each of the environmental, engineering and economic criteria,
respectively.

In terms of land requirement, the larger the land area required to build the energy
system, the lower the importance score. In this case, solar energy was given the highest
priority over the others. The calculation of the score was based on Saaty’s importance score
of 1–9. The pairwise comparison data were then tabulated and normalized in order to
produce the priority vectors shown in Table 4.
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Table 3. Definition of importance score and literature sources for environmental, engineering and economic sub-criteria.

Criteria Sub-Criteria Definition of Importance Score Data Source

Environmental

Land requirement
Larger land required indicates lower

importance score (lower environmental
sustainability)

Solar energy: 35 m2/kWh [51]

Wind energy: 100 m2/kWh [53]

Biomass energy: 7000 m2/kWh [52]

Mini-hydro energy: 961 m2/kWh [51]

GWP and AP
Higher impact value indicates lower

importance score (lower environmental
sustainability)

LCA

Engineering

Resource availability
Higher generation potential indicates

higher importance score (higher
engineering sustainability)

Solar energy: 6500 MW [62]
Wind energy: 1.5 MW [4]

Biomass energy: 1.7 MW [63]

Mini-hydro energy: 28.9 MW [32]

Efficiency of the system
Higher efficiency indicates higher

importance score (higher engineering
sustainability)

Solar energy: 11% [62]

Wind energy: 35% [71]

Biomass energy: 32.5% [72]

Mini-hydro energy: 67% [70]

Technology maturity
Higher number of past projects

indicates higher importance score
(higher engineering sustainability)

Solar energy: 38 projects [59]

Wind energy: 7 projects [65]

Biomass energy: 17 projects [66]

Mini-hydro energy: 13 projects [64]

Economic
Capital cost

Higher cost indicates lower importance
score (lower economical sustainability). HOMER Pro resultsOperation and

maintenance cost

Figure 11. Overall importance score for sub-criteria [14,15,79–83].
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Figure 12. Importance score for main criteria [14,15,79–81].

Table 4. Priority vector with regards to land requirement sub-criterion.

Energy System Priority Vector

Solar Energy 0.312
Wind Energy 0.284

Biomass Energy 0.180
Mini-hydro Energy 0.225

The same techniques were used for other sub-criteria in the AHP model. Following
that, the linear multiplication of the priority weightings for each segment within all levels
for each alternative was conducted in order to determine the final importance score with
regards to the AHP model’s goal of determining the best renewable energy source in Tatau,
Sarawak. Table 5 shows the overall importance scores for all renewable energy alternatives
and Table 6 tabulates the final importance scores of all energy sources with respect to the
goal of the AHP model.

Table 5. The overall important scores for all renewable energy alternatives.

Level 1 Level 2 Level 3

Criteria Importance
Score Sub-Criteria Importance

Score
Solar

Energy
Wind

Energy
Biomass
Energy

Mini-hydro
Energy

Environmental 0.237
Land

requirement 0.412 0.064 0.149 0.461 0.326

LCA 0.588 0.127 0.310 0.247 0.316

Engineering 0.363

Resource
availability 0.410 0.995 0.000 0.000 0.004

Efficiency of
the system 0.435 0.076 0.241 0.223 0.460

Technology
maturity 0.155 0.507 0.093 0.227 0.173

Economic 0.400
Capital cost 0.562 0.207 0.199 0.324 0.270

O & M 0.438 0.242 0.268 0.178 0.311
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Table 6. The final importance scores of all energy alternatives with respect to the goal of the AHP model.

Alternatives Final Importance Score

Solar Energy 0.299
Wind Energy 0.200

Biomass Energy 0.230
Mini-hydro Energy 0.271

The final importance scores for solar, wind, biomass and mini-hydro energy were
0.299, 0.200, 0.230 and 0.271, respectively. In terms of the overall criteria under considera-
tion, which were environmental, engineering, and economic perspectives, solar energy was
found to be more sustainable than the other alternatives for the region of Tatau, Sarawak.
The main reason for this was the engineering superiority of solar energy over the other
alternatives, especially with regards to the resource availability of solar energy in Malaysia.
The high solar irradiance of Malaysia outweighed the other resources, as the country is
strategically located to have an ideal climate for solar energy [67]. Despite this, other
alternatives could still operate within the minimum requirement of the electrical load in
the case study area. In terms of technological maturity, the numerous successful solar
energy projects in the past have proved that this type of energy system is highly reliable
and established in the Malaysia region [68]. This had a significant impact on the decision
as other alternatives were either still in development or had failed during previous deploy-
ment, thereby casting serious doubt on that energy system, particularly the wind energy
system [84].

Despite its excellent engineering characteristics, solar energy underperformed in terms
of environmental and economic perspectives, as it received a relatively low importance
score in this area. Further research and development can be done in order to discover
more affordable and environmentally friendly solar energy systems [84]. This can further
mitigate the high energy consumption required for the manufacturing of solar energy
components, which is energy intensive and may still rely on fossil fuel sources [85].

4. Conclusions

The integrated LCA-AHP approach was successfully applied to determine the best
type of renewable energy for the rural area of Tatau, Sarawak. The gate-to-grave LCA
was used to assess the manufacturing, construction, usage and end-of-life stages of the
renewable energies under evaluation, which were solar, wind, biomass, and mini-hydro
energy. Global warming potential (GWP) and acidification potential (AP) were the two
environmental impacts that were evaluated. Solar energy had the greatest impact in terms
of both GWP and AP, with 104 kg CO2 eq and 528 kg SO2 eq, respectively. The least
impact among the alternatives was from mini-hydro energy, with a GWP of 10 kg CO2
eq and an AP of 42 kg SO2 eq, indicating that this type of renewable energy was the
most sustainable environmental option. In this study, an AHP model was developed in
order to determine the best renewable energy source for Tatau, Sarawak based on three
criteria, namely environmental, engineering and economic. The hierarchical structure
provided an easier route for evaluation, which went through every level, from the goal
of the project to the criteria, then to the sub-criteria, and finally to the alternatives. The
obtained AHP results differed from the LCA results in that solar energy scored the highest
priority weight of 0.299, compared to 0.200, 0.230 and 0.271 for wind, biomass and mini-
hydro energy, respectively. Although solar energy was not the most sustainable option from
an environmental standpoint, the engineering aspect of the energy system was superior
compared to the other alternatives, which heavily influenced the decision model. Prior to
the actual start of the project, the decision-making process in the energy planning sector
is crucial in the determination of the ideal energy system. The LCA-AHP framework in
this study was proven to be robust in comparing the renewable energies that were under
evaluation. With the input of coordinates for a specific area of interest into the simulation
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software, this framework can also applicable be for other locations, be it in Malaysia or
other countries.
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Abstract: Hydrocarbon production, electricity transmission, and other energy-related activities affect
the environment. It is expected that environmental issues can be among strategic priorities summa-
rized in mission statements of energy companies. The present analysis of the mission statements
of 43 leading energy companies implies that these issues are considered by 36% of the top energy
companies and 37% of the fastest-growing energy companies. These considerations often co-occur
with attention to a company’s higher tasks and image. Most often, production ecologization is
posed as a priority. The fastest-growing companies pay insufficient attention to climate changes.
Conceptually, reflection of environmental issues in mission statements depends on the managerial
awareness of these issues; additionally, the development of separate sustainability strategies may
make environmental priorities somewhat marginal. The ‘greening’ of mission statements of energy
companies is recommended.

Keywords: business communication; energy corporations; greening; responsibility; strategic man-
agement

1. Introduction

Environmental issues (climate change, pollution by hydrocarbons, heavy metals, and
microplastics, land degradation, biodiversity loss, deforestation, etc.) cannot be ignored by
contemporary business leaders. This almost philosophical idea is developed in numerous
works, including those by Bukhari et al. [1], Çop et al. [2], Lawler and Worley [3], Lenka and
Kar [4], and Lozano [5]. On the one hand, the biggest corporations are often responsible
for environmental damage, but they also suffer from natural resource impoverishment
and an ecologically-altered workforce. On the other hand, environmental issues are on
the global agenda, and showing awareness of them contributes to a positive image of
corporations in the eyes of customers, business partners, and states. In other words,
environmental issues are linked to both risks and opportunities. A few years after the
‘Management 2.0’ concept was proposed and modern managers claimed that they to aim to
achieve socially-important higher tasks under this framework [6], Lawler and Worley [3]
demonstrated that environmental higher tasks are also a must for business leaders caring
about the sustainable growth of their corporations. Recently, Ji and Miao [7] argued
that environmental responsibility is of utmost importance for achieving really successful,
innovative business development.

The leading energy companies of the world are expected to be especially tied to en-
vironmental issues. A broad spectrum of relevant ideas can be found, particularly, in the
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works by Clerici and Gallanti [8], Dangelico and Pontrandolfo [9], Ezeonu [10], Fethi and
Rahuma [11], Hashmi et al. [12], Hoffmann and Busch [13], Linn and McCormack [14],
Morrow and Rondinelli [15], Raugei et al. [16], Sánchez–Ortiz et al. [17], and Smirnova and
Rudenko [18]. Such companies are responsible for greenhouse gas emissions and seawater
pollution, and these are also prone to developing eco-innovations and exploiting renewable
energy sources. Surprisingly, the knowledge of corporate strategic treatment of environ-
mental issues remains incomplete. Communication is vital in strategic management of
organizations [19–21]. According to Steensen [22], the very type of organizational strategy
chosen depends on how the strategic knowledge is communicated. Tuppen [23] and Tao
and Wilson [24] emphasized the environmental aspect of corporate communication and
stressed its importance, complexity, and challenges. In regard to the aforementioned factors,
the documents explaining strategies of energy companies should treat the environment as
a top priority.

Mission statements, which are brief, almost slogan-like summaries of strategic pri-
orities, constitute an important channel of corporate communication. Their significance
was shown by Pearce and David [25] in their already classical paper. During the three
past decades, this channel has become an important research object [26,27]. Already in the
pioneering works [25], attention was paid to how mission statements reflect environmental
attitudes of corporations. However, the following research did not focus much on this
topic. Baral and Pokharel [28] examined basic strategic documents of the largest global
companies and discovered limited consideration of environmental issues. Garnett et al. [29]
documented the improvement of mission statements through time in regard to how these
statements take environmental sustainability into account. Molchanova et al. [30] stressed
that the Russian energy corporations are more successful in posing eco-priorities. Yozgat
and Karatas [31] established that less than a fifth of the leading Turkish companies have
environmentally sensitive mission statements. It is also sensible to consider the work by
Lenkova [32] that dealt specifically with energy companies.

The scarcity of literature on this potentially highly-important issue reveals a significant
research gap: the knowledge of how mission statements of the world businesses reflect
environmental issues remains incomplete, especially with regard to particular countries
and industries. This gap and the relevant research question must be addressed for both
theoretical and practical reasons. Theoretically, it is important to understand whether
mission statements can serve as a channel for communicating the environmental prior-
ities of energy companies. In practice, it is necessary to understand how the corporate
communication policies of real companies can be improved to develop a bridge between
energy leadership and environmental leadership. The present study aims at filling this
gap via an examination of environmental issues in the mission statements of the world’s
leading energy companies. First, it is intended to document whether corporations from
this important industry recognize environmental issues as a strategic priority deserving
of being reflected in their mission statements and how they treat these issues. Second,
the approach of a mission statement analysis for finding the environment-related notions
is proposed. Third, ‘greening’ is conceptualized and related to corporate strategies and
policy. The research question is how common and ‘deep’ is consideration of environmental
issues in the mission statements of the leading energy companies. This study is essentially
empirical, and it answers this question with analysis of the collected mission statements.
This study also fill a gap by linking the understanding of business communication of
environmental issues in the industry with significant environmental impacts.

2. Materials and Methods
2.1. Research Direction

A mission statement is thought to be an important tool for effective corporate commu-
nication [25,27,33–37]. On the one hand, it summarizes the very essence of a company’s
strategy, and, thus, it clarifies the direction(s) this company chooses to grow towards,
i.e., it indicates strategic priorities. On the other hand, mission statements present the
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preferred business strategy in a very compact way, which is ideal for communication of
the noted priorities to managerial and other staff, customers, partners, competitors, media,
governments, and the general public. Such communication is especially important in
the case of big corporations with significant social, political, and environmental impacts.
It is also known that mission statements directly and sometimes significantly influence
business performance because they permit managers to identify and to maintain priorities,
employees to understand and to share these priorities, and third parties to find key points
for successful collaboration. The relevant evidence is provided in numerous publications,
including the works by Atrill et al. [38], Bart and Baetz [39], Bart et al. [40], Cortés–Sánchez
and Rivera [41], Gharleghi et al. [42], Jovanov Marjanova and Sofijanova [43], Mersland
et al. [44], and Sheaffer et al. [45]. Generally, mission statements reflect managerial opinions
of their own company. Although these may only be formulated with the aim of main-
taining a better company image, these statements remain ‘attached’ to the strategy and to
managerial thoughts.

Mission statements are included in company strategic documents and official reports.
These are often provided on the official web-pages and, thus, they become available for
analysis [29,46–48]. In the latter case, mission statements should be distinguished from
design and promotion components of web-pages because the former are official strategic
statements. For the same reason, analysis of mission statements that are available on-line
differs from examinations of web-page content.

One of the main directions in the study of mission statements is conducting content
analysis aimed at registering the presence/absence of several standard components [26].
These components were proposed originally by Pearce and David [25] and then updated
slightly by David [49]. A total of nine components are distinguished (see below). A given
mission statement may include one to all nine of these standard components. The presence
of some components can be registered only formally. One example of this is when a
company states that it appreciates its customers. However, in the other cases, the presence
of components is marked by extensive explanations. For instance, a company states that it
aims to conquer the USA and Canada, and these countries are thought to be its principal
markets. Generally, the content analysis of mission statements is a qualitative analytical
procedure that requires deciphering of the meaning of each word and each expression in
relation to the standard components.

Reflection of environmental issues in corporate mission statements was addressed
by several previous researchers [25,30,31]. These issues seem to be closely related to the
philosophy component, and their deeper understanding requires special (‘non-standard’),
more detailed component analysis [30]. Some companies stress their care towards the
natural world, contribution to solutions for global environmental problems like climate
change, implementation of ‘green’ practices like waste recycling, disclose environmental
effects, etc. Energy efficiency and ecological standards are also reflected [30]. Indeed, this
is often done for a better company image, although environmental priorities can really be
part of the ‘core’ of strategies for some, if not many companies.

2.2. Sample

The present study focuses on the leading energy companies, which include hydro-
carbon production companies, power generation companies, electricity transmission com-
panies, etc. Such a broad meaning of the term ‘energy company’ matches its use in some
highly-reputed company rankings (see below). Provisionally, the leading energy compa-
nies were compiled from two related, but essentially different rankings. The first ranking
includes the top global energy companies on the basis of their business performance [50].
The second ranking comprises the fastest-growing energy companies that demonstrated
the biggest growth over three years [51]. These rankings reflect the state of the world
energy industry in 2019, and both lists were provided by the high-reputed ‘S&P Global
Platts’, which is a division of the ‘S&P Global’ agency.

97



Sustainability 2021, 13, 2192

Fifty companies from each ranking are considered (a few exist in both rankings).
Consideration of a larger number of companies is not sensible for two reasons. First, only
the 50 fastest-growing energy companies are listed in the second ranking, and, thus, the
information taken from the first ranking should be comparable in size. Alternatively, the
sample would be unbalanced. The top energy companies and the fastest-growing energy
companies both deserve to be judged, although they reflect different approaches to achieve
success. Second, it is expected that mission statements of the less important companies
differ from those of the world’s leading companies [52]. Then, the official web-page of
each selected company was checked in order to find its mission statement. In rare cases,
clear mission statements are available only on the web-pages facilitating search of business
information, i.e., outside the official web-pages. Although Pearce and David [25] originally
attributed various strategic documents to mission statements, only documents specifically
named as being mission statements or looking as such are considered in the present study.

Mission statements were found for half of the top energy companies and less than a
half of the fastest-growing energy companies (Figure 1). These were collected for a total
of 43 companies (Supplement S1). This sample seems to be appropriate for subsequent
analysis, as it represents the communicated ([22]) strategic priorities of the leading com-
panies, although they either demonstrate high performance or rapid growth (or both)
(Figure 2). Only English versions of the mission statements were considered, although
some companies do not represent English-speaking countries. Supposedly, corporate com-
munication in English is not a problem for the world’s leading companies, irrespective of
their national affinity. It should be added that the mission statements were treated in this
work anonymously to avoid occasional violation of corporate reputations.
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disclosed to avoid occasional violation of company reputations.

2.3. Analytical Procedures

The present analysis employed both qualitative and quantitative approaches. Gen-
erally, the former are linked to interpretation of text passages, and the latter are linked
to calculation of component frequencies in the entirety of mission statements. The latter
serves as a factual basis, gathering of which is also a part of the present study (see above).

The content of each mission statement was analyzed chiefly qualitatively, but in-depth
as follows. All words and expressions relevant to environmental issues were identified
(Supplement S1). As this study focuses on environment-related strategic priorities, the
only relevant, ‘green’ mission statements were the subject of deeper analysis. The content
of the mission statements considering environmental issues was analyzed in regard to
the standard components of Pearce and David [25] and David [49]. The presence of
the nine standard components, namely customers, markets, image, products and/or
services, technology, survival, growth, and profitability, philosophy, self-understanding,
and employees was checked via word-by-word interpretation. This was necessary to
understand the general context of the occurrence of environmental priorities.

Then, the considered environmental issues were examined specifically. For this pur-
pose, the classification of such issues in mission statements proposed earlier by Molchanova
et al. [30] was employed, with certain modifications (with regard to the specific features
of the collected mission statements of the leading energy companies). The presence of a
total of five specific, environment-related components was checked, namely care for nature,
production ecologization, ecological standards, climate change, and eco-responsibility. The
average number of standard and specific components, and the frequency of occurrence of
each component in the analyzed components were calculated.

The importance of various spatial dimensions for managers was established and
conceptualized recently by Weinfurtner and Seidl [53]. Time also matters to managers,
especially in regard to diversification [54], projects [55], and innovations [56,57]. Future
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orientation may be found in many mission statements [58]. It appears sensible to establish
the spatio-temporal context of the consideration of environmental issues in the analyzed
mission statements. For this purpose, we checked whether phrases bearing environment-
related words and expressions deal with local, national, or global issues and treat them in
past, present, or future perspectives. Indeed, spatial and temporal contexts can be indefinite
in some cases. The frequencies of occurrence of each spatial and temporal context in the
statements were calculated.

It appears intriguing to check how consideration of the environmental issues corre-
sponds to consideration of the people’s needs. Two reasons for such an analysis are as
follows. First, it was found that social and environmental responsibilities have different
importance [7]. One can even discern a company’s ‘competition’ by their strategic prior-
ities. Second, Pearce and David [25] did not recognize employees among their standard
components, and this component appeared later, in the work by David [49]. Nonetheless,
companies need to consider employees in their mission statements due to the general
importance of social responsibility [59] and because employees are the target group of
strategic corporate communication [60]. Moreover, Kopaneva [61] and Kopaneva and
Sias [62] emphasized the efficacy of engagement of employees into company mission
development. For the purposes of the present study, the consideration of employees (the
employee component) and society (a part of the philosophy component) in the mission
statements of all selected energy companies was established on the basis of information
from Supplement S1. The distribution of these considerations was compared to those of
environmental issues in order to judge their correspondence.

Finally, the mission statements were analyzed quantitatively with the ‘WordItOut.com’
engine. This created the so-called ‘word clouds’ depicting words from text passages in
regard to their frequency. The ‘world cloud’ approach has become useful for finding
text emphases [63–67]. For the present study, ‘word clouds’ were created for all mission
statements of the top and fastest-growing energy companies, as well only for those consid-
ering environmental issues. Further comparison of these ‘word clouds’ sheds light on the
importance of environment-related notions in the analyzed mission statements.

3. Results
3.1. General Patterns

Environmental issues were found in 36% of mission statements of the top energy
companies and 37% of mission statements of the fastest-growing energy companies, which
represent 18% and 15% of all leading companies, respectively (Figure 1). The former
numbers were higher than the number of the world-class companies considering the
environment in their basic strategic communications [28], which can be explained by the
bigger relevance of energy business to environmental issues. Nonetheless, the environment
seems to be a strategic priority for only about a third of all companies with mission
statements. Both groups of the leading companies follow the trend of mission ‘greening’
comparably. Notably, the energy companies with ‘green’ missions represent different parts
of the world (Asia, North America, and Europe) (Figure 3). Their relative concentration in
the USA can be explained by the higher number of leading companies in this country. One
should note the achievements of Thailand: two energy companies from this country are
ranked among the leading companies, and the mission statements of the both consider the
environment (Supplement S1).

The content of the mission statements of the leading mission companies differs sub-
stantially, and the combinations of the standard components also differ (Table 1). On
average, both the top and fastest-growing energy companies include 5 components into
their mission statements, which means these statements are not comprehensive, but are
relatively well-developed. For the top energy companies, the most frequently occurring
components are products/services and philosophy (100% of cases each) as well as image
(67% of cases), and the least frequent are customers and employees (11% of cases each). For
the fastest-growing energy companies, the most frequently occurring components are phi-

100



Sustainability 2021, 13, 2192

losophy (100% of cases) and image (86% of cases), and the least frequent is customers (14%
of cases). The principal difference between these two groups of components is the much
frequent presence of the employees component in the statements of the fastest-growing
companies. All these lines of evidence imply that the general context of environment
consideration in the analyzed mission statements is characterized by a moderately-diverse
set of strategic priorities, with a preference for higher tasks and caring for an image. Too
little attention to customers can be explained by the often-used B2B model of corporations
providing energy to other enterprises. Moreover, societal needs are often posed as priorities
(Supplement S1), and these are attributed to the philosophy component. This explains the
low frequency of the customers component.
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Figure 3. National affinity of the leading energy companies with mission statements considering
environmental issues (based on information from Supplement S1).

Table 1. Content of the mission statements considering environmental issues.

Companies
Standard Components of Mission Statements

CUS MAR IMA PRO TEC SGP PHI SUN EMP

Top energy companies
A v v v v v v
B v v v v
C v v v v
D v v v
E v v v v v v v v
F v v v
G v v v
H v v v v v v
I v v v v

Fastest-growing energy companies
J v v v v v v v v v
K v v v v v v
L v v
M v v v v
N v v v v v v v v
O v v v v
P v v v v

Components: CUS—customers, MAR—markets, IMA—image, PRO—products/services, TEC—technologies, SGP—
survival, growth, profitability, PHI—philosophy (including environmental concerns), SUN—self-understanding,
EMP—employees. Note: the order of the companies (labeled A, B, . . . ) differs from their order in Supplement S1,
i.e., the missions are treated anonymously to avoid occasional violation of company reputations.
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The analyzed mission statements also differ substantially by how they reflect environ-
mental issues (Table 2). The average number of specific components is the same for both
groups of energy companies, although the statements of the fastest-growing companies are
slightly less diverse: 86% of them consist of a single component in comparison to 67% of
the top companies. In the mission statements, the production of ecologization (including
‘green’ technological processes and ‘clean’ energy) is the most important issue. It is estab-
lished in 56% of the statements of the top energy companies and 57% of the statements
of the fastest-growing companies. Care for nature is relatively frequently found, and the
ecological standards and especially the eco-responsibility are the least commonly found
issues. Of special interest is a specific component such as climate change. This is addressed
by 44% of the mission statements of the top energy companies and by no statements for
the fastest-growing energy companies. Hypothetically, the top-performing (‘stable’) corpo-
rations have enough inertia to address the global agenda of climate change, whereas this
issue is either too ambitious or simply disinteresting for the ‘accelerating’ businesses.

Table 2. Environmental issues considered in the mission statements.

Companies
Environmental Issues

Care for Nature Production Ecologization Ecological Standards Climate Change Eco-Responsibility

Top energy companies
A v
B v
C v v
D v
E v
F v
G v v v
H v
I v v

Fastest-growing energy companies
J v
K v
L v
M v
N v
O v v
P v

Note: the order of the companies (labeled A, B, . . . ) differs from their order in Supplement S1, i.e., the missions are treated anonymously to
avoid occasional violation of company reputations.

Comparing the general context of environment consideration in the analyzed mission
statements and the eco-content of the latter (Tables 1 and 2, see also explanations above), a
kind of controversy is revealed. On the one hand, many leading companies pose higher
tasks and care about their image. On the other hand, many of them do not consider the
appealing and well-known issue of climate change, and do not mention a sense of eco-
responsibility. Undoubtedly, focusing on production ecologization is useful for having
a better image, but this seems to be a too ‘narrow’ way of strategic eco-thinking. The
controversy is especially striking in the case of the fastest-growing companies: one would
expect diversification of environment-related priorities from them to gain a competitive
advantage. It cannot be tested whether the noted controversy is the result of any deficiency
in strategic thinking or inaccuracies of the statement writing, but to suppose that both are
true seems to be reasonable.

3.2. Spatio-Temporal Context

Consideration of environmental issues in half of the analyzed mission statements
demonstrates a certain spatio-temporal context (Table 3). Interestingly, the top energy
companies are more space- and less time-focused than the fastest-growing companies. This
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can be explained by the fact that the best-performing corporations care more about their
geographical dominance and less about their time frame due to their stability. In contrast,
time means more to the rapidly-growing businesses.

Table 3. Spatio-temporal context of environmental issues considered in the mission statements.

Companies
Space Time

Local National Global Indefinite Past Present Future Indefinite

Top energy companies
A v v
B v v
C v v
D v v
E v v
F v v
G v v
H v v v
I v v

Fastest-growing energy companies
J v v
K v v
L v v
M v v
N v v
O v v
P v v

Note: the order of the companies (labeled A, B, . . . ) differs from their order in Supplement S1, i.e., the missions
are treated anonymously to avoid occasional violation of company reputations.

The leading energy companies tend to adjust environmental issues to the global
and national scales (Table 3). None of the mission statements communicate about local
environments, which is surprising because local environmental impacts of hydrocarbon
production or power station work can be significant. As for the time, both present and
future perspectives of environmental issues can be found (Table 3). While the former is
preferred by the fastest-growing energy companies, the top companies are more future-
oriented.

3.3. Apparent People–Environment Alternative

The reflection of environmental, societal, and employee-related priorities in the ana-
lyzed mission statements is somewhat peculiar (Table 4). Although they are not opposed
directly, a very uncertain correspondence between them can be observed (Table 4).

The mission statements of the top energy companies deal with society in 52% of
cases, environment in 36% of cases, and employees in only 12% of cases (Table 4). As for
the fastest-growing energy companies, 53% of their mission statements deal with society,
37% of the statements deal with the environment, while employees are addressed in 42%
of cases (Table 4). The companies belonging to both groups tend to relate social and
environmental responsibilities, but the top companies concentrate on society, whereas
the fastest-growing companies balance outer (community-related) and inner (employee-
related) social priorities. Moreover, the environment seems to be slightly less important
than society and significantly more important than the staff for the top energy companies,
whereas environment seems to be a bit less important than society and employees for the
fastest-growing companies. In regard to the analyzed mission statements, it is possible to
conclude that the nature ‘costs’ more than the workers for the top companies. Although
this is a challenging and provocative proposition, it is confirmed by the findings of the
present study and questions the social-versus-environment justice in the energy industry
(at least, as seen in the mission statements).
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Table 4. Consideration of employees, society, and the environment in all analyzed mission statements.

Employees Society Environment

Top energy companies
- - v
- - -
- - v
- v -
- v v
- v -
- - -
- v v
- - -
- v -
- - -
- v -
v - -
v v v
- - -
- v v
- - -
- v v
- - -
- v -
- - -
- - -
v v -
- v v
- v v

Fastest-growing energy companies
- - -
- - -
- v -
v v v
v - -
v - v
v v -
- - -
- v v
- - -
- v -
v v -
- v v
v v -
- v -
- - -
v - v
- v v
v - v

Note: each line corresponds to a given company in Supplement S1, the order of the companies differs from their
order in Supplement S1, i.e., the missions are treated anonymously to avoid occasional violation of company
reputations.

Although one would expect that caring for their corporate responsibility means equal
attention towards both social and environmental responsibility, this is not supported by
the findings (Table 4). Apparently, some managers responsible for mission development
choose between social and environmental priorities and between ‘our’ people and ‘them’
in many cases. Such a choice is not only unexpected, but somewhat illogical. Although
special investigations are necessary in order to understand its cause, it is possible to hypoth-
esize that some companies either demonstrate a biased vision or they really face limited
opportunities and need to choose which responsibility-related priorities to communicate. It
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is also necessary to add that caring for the environment can be understood by some energy
corporations as a simultaneous caring for people, and vice versa.

3.4. ‘Word Clouds’

The ‘word cloud’ created for all top energy companies considered in the present study
implies that their mission statements emphasize energy, whereas the use of words such
as the ‘environment’ and ‘climate’ is marginal (Figure 4). The situation does not change
when only the environment-related statements are considered (Figure 5). The ‘world cloud’
created for all fastest-growing energy companies implies that their mission statements
have a more diverse focus, with significant attention towards safety and value (Figure 6).
Moreover, one needs to note the relatively high frequency of the word ‘environment’.
When the only environment-related statements of these companies are considered, the
word ‘environmental’ becomes even more accented than ‘energy’ (Figure 7).
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The results of the ‘word cloud’ analysis stress differences between the top and fastest-
growing energy companies. The latter are more concerned about environmental issues, as
reflected by their mission statements. Moreover, it is necessary to add that simple notion of
these issues does not make statements of the top companies substantially more eco-friendly.

4. Discussion
4.1. General Interpretation

The results of the present analysis of the mission statements imply that the environ-
ment is only considered to be a strategic priority by some leading energy companies, and
the environmental issues are understood rather ‘narrowly’. However, the situation in
this segment of the world economy is better than in other industries [28,29], similarly
to what has been reported for Russia [30]. Moreover, attention to environment-related
priorities raises new challenges like the apparent alternating between employee-related
and environment-related priorities.

Generally, the collected evidence means the analyzed mission statements taken to-
gether are still far from the ideal corporate strategic treatment of environmental issues (of
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course, the situation is much better in the case of some particular companies). This is a
characteristic of both the top and fastest-growing energy companies. This finding can be
explained differently. First, it is possible that some leading companies are too business-
focused and do not pay adequate attention to environmental responsibility. Second, it is
possible that these companies prefer to focus on environmental issues in other strategic
documents like sustainability reports. Third, it is also possible that their top managers
responsible for strategy development and/or involved in mission statement writing are
not well aware of environmental issues or do not have the necessary education to com-
municate about these issues properly. Although further investigations are necessary to
choose between these explanations (hypothetically, all these matter), the problem with
underrepresentation of environmental issues in the mission statements of the leading
energy companies remains. This problem also appears to be even bigger, as these leading
companies serve as examples to smaller players of the world energy industry.

Azad et al. [68] demonstrated how environmental management in energy companies
can be improved, Ruka and Rashidirad [69] documented such an improvement, whereas
Prechel and Istvan [70] demonstrated how internal company characteristics lead to dispro-
portionality of environmental pollution. The present study contributes to this discourse by
indicating certain weaknesses in the strategic communication of environmental corporate
responsibility by the leading energy companies.

4.2. Tentative Conceptualization

In order to conceptualize the findings of this paper, a scheme of communication of
environmental issues via mission statements is proposed (Figure 8). Managers responsible
for strategy development may be directly aware of environmental issues (not necessarily
directly related to her/his company). This is especially the case if these are new-generation
managers that are always looking for higher tasks [3,6]. However, the activities of a given
company may raise some environmental issues that cannot be ignored by even unaware
managers, or the latter can be pressured into making changes by the broader public, media,
or the state. As energy companies are closely tied to environmental issues, it would be
difficult to them to avoid adding these issues to their company’s agenda and reflecting
them in their company’s strategies. However, they need to choose the best way to do this.
One option is to consider the environment as a top priority and to include this into the
mission statement, which the quintessential company strategy. The results of the present
study imply that just a bit more than a third of the leading energy companies pursue this
option. Another option is to consider the environment somewhere in full-scale strategic
documents or to limit its consideration to a separate sustainability strategy. Development
of the latter is very typical for modern corporations, especially in the energy sector of the
world economy [69]. The importance of these sustainability strategies is undisputable, but
restriction of the environment-related priorities to only these issues makes these priorities
marginal. The proposed scheme offers some other ways for corporate strategic treatment
of environmental issues (Figure 8). One of them is linked to image concerns that seem
to be very important in light of the findings of this study (see above). Apparently, such
concerns encourage managers to reflect the environment in mission statements, irrespective
of whether ‘greening’ is judged to be a top or marginal priority.

The proposed conceptualization is based on assumption that the leading energy com-
panies both intend to carry out and communicate their strategies (shared strategies [22]).
However, false (strategic communication, not intention), hidden (strategic intention, not
communication), and especially learning (neither communication, nor intention) strate-
gies [22] do not trigger urgent reflection of environmental issues in mission statements.
The possibility cannot be excluded that some companies incline towards some of these
strategies, which also explains the still insufficient ‘greening’ of the mission statements
of the leading energy companies. Additionally, mission statements as a communication
channel are linked to corporate dynamics capabilities and the relevant transformations and
gaining a competitive advantage [71,72].
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4.3. Policy Implications

The results of the present study can be implied for the improvement of corporate
policies in the energy industry. In particular, these results permit making several recom-
mendations to energy company managers. First, the energy companies need to make
their mission statements more eco-friendly. This would help to increase the awareness
of ‘greening’ among managers, employees, and the entire business community, as well
as to improve a company’s corporate image. Second, environmental priorities should be
treated broadly. In particular, the issues of climate change, eco-responsibility, etc. deserve
mentioning. This would make the environmental agenda of each given company richer
and ‘deeper’, as well as strengthen that company’s eco-image. Third, the spatio-temporal
context of the consideration of environmental issues needs improvement. For instance, the
local dimension of an environmental priority would make a given mission statement more
appealing to society (due to its sensitivity to real problems), and consideration of corporate
‘greening’ in the past perspective would increase public trust towards a company (due
to underlining the long-term, already-conducted pro-environmental behavior). Fourth,
the ‘nature or people’ alternative (if it really exists) must be erased. Attention towards
the environment should not diminish attention towards society and employees, and vice
versa. Moreover, joint consideration of environment, society, and employees would have a
synergetic positive effect on a company’s image. Fifth, the development of sustainability
strategies and consideration of environmental issues in lengthy strategic documents should
not substitute for communication of environmental priorities via mission statements.

The leading energy companies need to care about the implementation of their mission
statements. This is a highly-complex task that faces certain barriers and requires significant
management commitment [73–75]. Some relevant problems in the hydrocarbon industry
have been reported earlier by Sæverud and Skjærseth [76]. Broad public, media, and states
should pay attention to companies’ strategic statements and, particularly, to stimulating
their ‘greening’. As shown by the results of the present study, some companies provide
excellent examples of such ‘greening’, and their efforts should be appreciated. The state
may play a role in the improvement of corporate strategic statements, and this is especially
the case for the countries launching nation-scale ecological projects [77,78]. Additionally, it
is very probable that when representatives of the young generations, which demonstrate
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appropriate environmental awareness and readiness to act accordingly [79,80], become
top managers, mission statements and relevant strategic actions will improve. Although
some evidence of the young generations’ environmental concerns is ambiguous [81,82], the
modern education environment can really stimulate their pro-environmental thinking [83].
Indeed, ‘cultivation’ of such an environment in business schools developing future top
managers is strongly desirable.

5. Conclusions

The analysis of the mission statements of the leading energy companies permits
making three general conclusions. First, the number of the mission statements consid-
ering environmental issues remains limited, and the environmental priorities are often
understood ‘narrowly’. Second, the top energy companies focus on climate change more
frequently than the fastest-growing energy companies. Third, there are some side effects
of the consideration of environmental issues in the mission statements like the apparent
alternating between protecting the environment and people. In practice, these findings
indicate the remaining urgency of the improvement of the mission statements in the energy
sector of the global economy, which is linked to managerial awareness of environmental
issues, caring for a company’s corporate image, and the role of sustainability strategies.

The main limitation of this study is the size of the dataset. Although it is representative
of the leading energy companies, other companies, including some of the biggest companies
in particular countries, deserve similar analysis. This clarifies important direction for
further investigations. Methodologically, this study reveals the an importance of analysis
not only of the biggest companies, but also of the fastest-growing companies. Both groups
constitute the leading companies, and joint examination of their mission statements allows
us to overcome the problem where industrial leadership is restricted to only the corporation
size. It is likely that further investigations need to diversify the spectrum of leading
companies. It should be underlined that the basic approach of the present study is the
content analysis of the selected mission statements, i.e., finding the evidence of ‘greening’
in them. In-depth statistical analyses are left for the following studies, which will require
more information on companies and, probably, knowledge of how mission statements
changed over time.
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Abstract: Bioclimatic housing design is regarded as an important pillar towards energy policies.
Additionally, it is closely affiliated with the performance of energy efficiency of buildings. The citizens’
views and their adaptation to energy saving practices can be utilized as an important data base in
order to design, improve and properly manage urbanization and environmental challenges in the
residential sector. For the capitalization of the citizens’ views in Orestiada, the newest city in Greece,
simple random sampling was applied on data that were collected via personal interviews and with the
use of a structured questionnaire. Reliability and factor analyses were applied for the data processing
along with hierarchical log-linear analysis. The latter was utilized for the statistical clustering of
citizens into given distinct groups—clusters, arising by factor analysis. The main findings revealed
that the citizens are merely aware of bioclimatic principles, while only a small percentage of 28.8%
adopts some primary bioclimatic disciplines. Conclusively, it should be noted that there is a need
for effective planning towards empowerment on energy efficiency in the residential sector of the
city. Notwithstanding, it should not be disregarded the need for the incorporation of conceptual
frameworks in urban planning. This is an approach that prerequisites public awareness and the
stakeholders’ participation in decision making processes.

Keywords: bioclimatic buildings; sustainable buildings; bioclimatic housing design; energy efficiency;
citizens’ views; raising-awareness; adaptation; decision making

1. Introduction

The current allocation of urbanization indicates that some 55% of the population worldwide live
in cities. It is true that if this trend continues by 2050, the urban population will exceed the double of
its current size [1]. Intense urbanization could be explained as an indicator of economic and social
advance. However, it constitutes an important means that puts pressure on the infrastructure and
resilience of our planet [2]. At the same time, cities have to deal with great technological advances,
which inevitably cause constant environmental degradation and exhaustion of the natural resources.
In particular, most of the countries worldwide are called to handle high urbanization, which in turn
leads to an increase of their ecological footprint. There is also a record indicating the deterioration of the
ecosystem’s capacity. Cities are the main pillars of both economic motion and energy consumption [3].
Certainly, urban areas constitute complex ecosystems with special features. In fact, they operate as
integrated units and extensive entities of multilevel and critical interactions that demand significant
amounts of energy for their operational needs [4]. Intrinsically, this is how they should be considered,
as integrated systems.
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However, a crucial sustainability challenge still remains on how to enhance environmental quality
and simultaneously accomplish the humans’ development goals. Therefore, a challenging target
in urban planning stands in the development of cities that will provide the prerequisites for better
standards in the quality of life. Some of the most important ones are quality, health and safety and
sustainability in all aspects of societal cohesion. Though, in setting a conceptual basis for effective
urban planning, it presupposes the balance of natural ecosystems and the viability of cities [5].

The geographical allocation of the urban population is considered as an important characteristic
for the better understanding of the citizens’ environmental awareness and consciousness [6]. Moreover,
the identification and efficient management of vital developments in the performance of ecosystem
services should be used for sustainability purposes and in order to ensure a better quality of life for
citizens. To this end, the citizens’ adaptation to energy efficiency measures is considered as a priority.
Special attention has been shown over the last decade, by the European policies on operational energy
use. In fact, all the European Commission (EC) strategies and new measures are moving towards the
design of new smart buildings. These buildings are supposed to have extremely low energy demands.
Additionally, the EC policies include embodied energy of buildings and the development of sustainable
buildings. More specifically, EC policy decisions aim to sustainable use of resources throughout their
life cycle in achieving significant reduction on their environmental impacts [7]. In addition, the concept
of smart cities is listed as a substantial goal for EC. Under this scheme, European cities are expected to
transform into units that will provide a better quality of life for their citizens, taking into consideration
both technical and political processes. Thus, the exploitation of smart citizens’ typology is critical in
order to design the required infrastructures. The latter should be determined through a procedure that
has the citizens’ participation in decision making as a major prerequisite [8].

Moreover, it should be noted that houses represent the major part of the existing buildings in
most urban areas. For this particular purpose, bioclimatic housing design should be regarded as a
field of special attention. Bioclimatic architecture principles are used to improve the housing energy
efficiency through the proper capitalization of the existing environmental and location conditions,
such as temperature, humidity, solar radiation and prevailing winds [9]. An expected solution among
several habitability optimum conditions, is the thermal comfort achieved by least energy consumption,
so that a residence satisfies the citizens’ needs for health and wellness. Thus, the citizens’ views,
as building users, are important sources of information towards effective indoor environmental quality
performance and adaptation level on bioclimatic measures [10]. Moreover, recent research has indicated
that bioclimatic design should not be focused exclusively on indoor environments. In fact, outdoor
assets such as balconies and the outdoor surroundings should be regarded as an integrated unit in
efficient bioclimatic design, while it is of utmost importance for future research to shed light into the
associations among certain community practices, features and their adaptation to bioclimatic housing
design [11].

The Energy Efficiency Performance Status for Buildings in the Study Area

The building sector is very significant for energy and environmental goals of EC. Not to mention,
that smart and sustainable buildings are proven to effectively contribute to the social and financial
level of cities, formatting the standards for a better quality of life [12]. Energy efficiency is considered
as a major matter for the building sector in Europe. Therefore, EC has issued two directives for all its
members to comply with in the energy sector. Namely, Directive 2010/31/EU (EPBD), attributed to
Energy Performance of Buildings, and Directive 2012/27/EU, addressing the Energy Efficiency scheme.
In Greece, EPBD transposition was enacted by the national law N.3661/2008. The “Hellenic Regulation
on the Energy Efficiency of Buildings—KENAK” outlines the general calculation approach in line with
the European principles. Indeed, the Technical Chamber of Greece has prepared and elaboratively
explained all the technical requirements included in KENAK.

In 2010, a Presidential Decree (PD 100/2010) was issued including: the qualifications required
from the construction field professionals; new capacity building and vocational training framework;

114



Sustainability 2020, 12, 4984

monitoring systems; the specific regulations needed by experts in order to perform the energy audits of
buildings; and inspections of heating and air-conditioning systems. Consequently, from January 2011,
the energy performance assessment was mandatory for new buildings including energy performance
certificates [13].

According to the 2011 Census of Buildings by the Hellenic Statistical Authority, 55% of the country’s
residential buildings were built before 1980, which means that they are thermally unprotected. Due to
the economic crisis, the number of buildings built after 2010 with KENAK’s minimum requirements
were estimated as being only 1.5% in the building stock of Greece. In the Region of Eastern Macedonia
and Thrace, that the Municipality of Orestiada administratively belongs, the vast majority of buildings
are residential ones. Taking for granted that KENAK came into force in 2010, it is clear that the building
stock of the Municipality of Orestiada does not meet the energy efficiency standards according to the
European directives.

The age of the buildings can be divided into three main periods. These are grouped according to
the existing legal framework. The legislation was initially adopted in 1980 with the introduction of
Hellenic Building Thermal Insulation Regulation and updated in 2010 with the implementation of
KENAK. Consequently, the age classes that affect energy efficiency in the buildings of Orestiada are
the following four:

(1) First class: Buildings constructed before 1980. There is no thermal insulation regulation and these
buildings are thermally unprotected.

(2) Second class: Buildings constructed from 1981 to 2000, when the Building Thermal Insulation
Regulation was put in force.

(3) Third class: Buildings constructed from 2001 to 2010. These buildings meet more construction
standards, namely the standards of Hellenic Building Thermal Insulation Regulation; Greek
seismic code; and the Greek Regulation for Reinforced Concrete that was put in force in 2000.

(4) Fourth class: Buildings constructed from 2010 until today, in which KENAK is applied.

The aim of the study was to investigate the citizens’ views on the basic principles of bioclimatic
housing design and further analyzes their adaptation level to certain patterns and measures
implemented in their houses. The study is expected to serve as indicative for areas with similar
characteristics as Orestiada, while a point to underline is that the oldest buildings are less than 100 years
old in the total area of the Municipality. The specific objectives focus on the citizens’ facilitation in
adapting energy efficiency attitudes in the residential sector, serving the need for a transition to a
low-carbon society. The main findings underscore low adaptation on bioclimatic housing design
principles mainly restricted on passive solar systems. Furthermore, light was shed on the institutional
framework that should be developed, including the development of decision making processes towards
multilevel cooperation of key stakeholders in the energy performance of buildings. It is therefore
apprised the imperative for environmental raising awareness strategies devoted to the citizens.

2. Materials and Methods

2.1. Study Area

The Municipality of Orestiada (Figure 1) as an administrative unit belongs to the Prefecture of
Eastern Macedonia and Thrace, situated in the Regional Union of Evros in Greece. This municipality
was established in 2011. Before 2011 the former Municipalities were four including Orestiada, Vissa,
Trigono, and Kiprinos. Orestiada is situated in the northernmost part of Greece, bordering with
Bulgaria to the north and Turkey to the east. The total holding of the Municipality is 955.6 km2 and
the population is estimated as being 37,695 inhabitants according to the 2011 census. The seat of the
municipality is the city of Orestiada, with a population of 18,426 citizens according to the 2011 census.
Orestiada has an altitude of 40 m above sea level. It is the most newly established city in Greece that
was constructed after the Lausanne Treaty in 1923. The first citizens were refugees from Karagats and
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Andrianoupolis. In terms of urbanity, it is mainly an urban municipality with an important primary
development sector. Regarding its architecture, it is characterized by its modern street plan, while the
topographic plan of the city aged in 1923, is characterized by the exemplary road construction, wide
one-way streets and large squares (Figure 2) that most of the modern Greek cities lack.
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2.2. The Survey

The population that took part in the study included the households in the Municipality of
Orestiada. As sampling procedure framework, the domestic electricity consumers’ list was chosen.
The utilization of households for the sampling procedure constitutes a common example of using
teams rather than sample units. In fact, it is considered as an efficient method which is also less
pricey [14]. Moreover, interviews took place with a face-to-face method and simple random sampling
was applied [15,16]. The average time for the interview was estimated as lasting approximately 25 min.
The survey was divided into four sections:

(1) The demographic profile of the locals;
(2) Bioclimatic housing design and the house surroundings;
(3) Adaptation to environmentally friendly and energy efficiency practices;
(4) The implementation of Hierarchical log-linear analysis on the citizens’ awareness on bioclimatic

housing design.
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The data collection was conducted in 2018 from March to May. The interviews were assigned to a
skilled student on the interviewing method, and were conducted during 17:00–21:00 on both weekdays
and weekends. The households were selected in a random way by the use of random number tables.
The personal interviews took place with the contribution of one family member per household. The rate
of response was estimated as being very high (98%) for the survey. The participants ought to have
been 18 years old or older in order to comply with the restrictions in Greek law. In case a member of a
household could not be found or denied to fulfil the questionnaire, new sample units were chosen.

In order to collect the data, there were organized face-to-face interviews by the use of a structured
questionnaire. The questions involved various topics and they were formatted by Likert-scaled and/or
close-ended questions. The questionnaire aimed to investigate the citizens’ views on bioclimatic
housing design principles, energy efficiency practices they implement, the establishment and utilization
of green spaces in the buildings, the means of heating and cooling installations they use, the utilization
of renewable energy, and their attitudes addressing participation in environmental decision making
and awareness. The questionnaire used in the survey is provided in the Supplementary Materials.

2.3. Research Method

The research method used simple random sampling and according to its formulas, there were
estimated the numerical mean (y), the standard error (s) for the quantitative variables, and for the
standard error for population proportion (Sp) addressing the qualitative variables [14]. The survey was
conducted through personal interviews and with the use of a structured questionnaire. The population
that took part in the study was the total of the citizens in the households of Orestiada, Greece.

To estimate the sample size, pre-sampling was implemented. The sample size was determined
as being 50 citizens. Thus, for each quantitative variable, its variation or standard deviation was
determined, and for each qualitative variable, the proportion was calculated [14]. The finite population
correction should be disregarded due to the fact that n the size of the sample is high compared with
the population N 30 size [16]. The utilization of a questionnaire is not restricted in the estimation of a
single variable of the population, yet is addressed to more variables. Thus, the calculation provided a
sample size of 400 citizens (for probability (1 − α)100 = 95%, e = 0.049 and without the correction of
the finite population). The collection of the research data was conducted in 2018 with the use of SPSS
statistical package for the data processing.

Two analyses—reliability and factor were used for the multivariable processing [17]. In order,
to examine the questionnaire’s internal reliability [18], namely if the data had the tendency to evaluate
the same thing, the Cronbach’s reliability coefficient was used. A coefficient is regarded satisfactory
when its value is equal or higher than 0.70 [19]. Moreover, coefficients with values higher than 0.80 are
regarded very satisfactory. Practically, values lower than 0.60 for reliability coefficients are acceptable
in various studies [14].

In order for the tests to be useful, reliability must be ensured. In particular, reliability must also
be valid, which is controlled via the implementation of factor analysis [16]. The latter constitutes
a statistical method that is used in order to examine the existent common factors inside a group of
variables [17]. Especially, another analysis was implemented, termed principal component analysis.
This analysis is using a spectral analysis of the variance (correlation) matrix. The option of the specific
number of factors is a process characterized by special dynamics. It also requires the assessment
of the model in a repeated performance. The solution of two factors was applied in the case study.
Furthermore, the rotation of the matrix principal components was implemented with the aim of the
maximum variance rotation method, suggested by Kaiser [20,21]. It should be taken into consideration
that when it should be determined which of the variables belong to a specific factor, the loads in this
factor play a critical role. This means that after their rotation, the variables belong to that factor where
their loads appear higher than 0.5 [18].

Hierarchical log-linear analysis was utilized for the statistical clustering of citizens into given
distinct groups—clusters arising by the factor analysis. This analysis was used to examine two groups
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of variables. Namely, the adaptation to environmentally friendly practices for energy efficiency
(continuous variables) and the citizens’ views on the bioclimatic housing design (categorical variables).
This analysis serves as an exploratory tool that aims to identify clusters of similar objects in a large
number of observations. The condition is then accepted that the variables are independent, which
allows the manipulation of categorical and continuous variables simultaneously, with the former
following a polynomial distribution and the latter a normal distribution. Before the implementation of
hierarchical log-linear analysis, the anticipated frequencies in the contingency table were examined.
The classes were practically grouped in order to meet the criteria described by Tabachick and Fidell [22].

In addition, with the implementation of Pearson’s X2 check, the relationship between other
variables and each cluster was investigated separately. Therefore, for each cluster, it was possible to
recognize its identity in a more accurate way.

3. Results

3.1. The Demographic Profile of the Citizens

The investigated population included the citizens of the Municipality of Orestiada, Greece.
The establishment of the municipality is the most recent one in Greece, and accordingly, the housing
took place from 1923 and beyond. It is characterized by modern street and topographic plans, while the
oldest house is built after 1923. The locals’ demographic features were collected during the interviews.
From the representations of Table 1, it is apparent that the majority are men (57.2%), aged between
18–30 years old (39.0%); married (74.5%) with two children (41.0%), having completed high school
education (29.5%). Regarding their occupation, they were mostly public servants (28%).

Table 1. Demographic characteristics of the locals.

Gender Male Female

57.2% (sp = 0.0247) 42.8% (sp = 0.0247)
Age 18–30 31–40 41–50 >50

39.0% (sp = 0.0244) 23.5% (sp = 0.0212) 36.2% (sp = 0.0240) 30.5% (sp = 0.0230)
Marital Status Unmarried Married Divorced or Widowed

19.2% (sp = 0.0197) 74.5% (sp = 0.0218) 6.2% (sp = 0.0121)
Childhood

without Children One Child Two Children Three Children More than Three
22.2% (sp = 0.0208) 22.0% (sp = 0.0207) 41.0% (sp = 0.0246) 14.5% (sp = 0.0176) 0.2% (sp = 0.0025)
Educational Level Primary School Secondary School Technical School

4.2% (sp = 0.0101) 8.2% (sp = 0.0138) 15.0% (sp = 0.0179)
High School Technological Ed. University

29.5% (sp = 0.0228) 16.8% (sp = 0.0187) 25.2% (sp = 0.0217)
Profession Farmers

Livestock farmersLaborer Private Employee Public Servants Pensioners
0.8% (sp = 0.0043) 18.2% (sp = 0.0193) 28.0% (sp = 0.0224) 7.2% (sp = 0.0130) 14.5% (sp = 0.0176)

Freelancers Students Housewives Unemployed
21.2% (sp = 0.0205) 1.8% (sp = 0.0066) 5.0% (sp = 0.0109) 3.2% (sp = 0.0089)

3.2. Bioclimatic Housing Design and the House Surroundings

The majority of the citizens agreed that there is need to embrace bioclimatic housing design by the
design phase of the buildings that will passively meet their needs for heating and cooling. In particular,
more than half of the residents (55.8%, sp = 0.0248) totally agree to its implementation in houses, while
an important percentage of 35.5% (sp = 0.0239) also agrees. 7.5% (sp = 0.0132) of the citizens have no
opinion as they stated neither agree nor disagree. Finally, a small percentage of 1.2% (sp = 0.0056)
disagree and consider that bioclimatic design is not necessary in homes.

However, their knowledge on passive solar systems appears to be limited as merely the 29.80%
are aware that the south side of the building is important for the efficient exploitation of solar radiation
(Table 2). On the contrary, more than half (55.0%) seem to recognize the importance of the northern side
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for proper wind protection and heat retention; yet, even in this case, the results indicate that citizens’
awareness on bioclimatic housing design remains at low levels.

Table 2. Building side—exploitation of solar radiation and protection from winds and removal of
the heat.

Building Side Exploitation of Solar Radiation Protection from Winds/Removal
of the Heat

to the north 17.2%, sp = 0.0189 55.0%, sp = 0.0249
to the east 27.5%, sp = 0.0223 10.0%, sp = 0.0150

to the south 29.8%, sp = 0.0229 15.2%, sp = 0.0180
to the west 17.0%, sp = 0.0188 8.2%, sp = 0.0138
not aware 8.5%, sp = 0.0139 11.5%, sp = 0.0153

More specifically, 37.8% of respondents state that there are openings (doors and/or windows) of
average size to the north side of the building, while only 34.0% state that there are openings of average
size with a south orientation (Table 3) in their residence. The openings to the south serve as a solar
collector, so there should be double glazed, insulated window coverings and proper placement of the
door frames [23].

Table 3. The openings’ size (doors and windows) on the north-south axis in the citizens’ residences.

Openings’ Size Wide Average Narrow Do Not Exist

to the north 8.8%, sp = 0.0141 37.8%, sp = 0.0242 25.0%, sp = 0.0217 28.5%, sp = 0.0226
to the east 39.5%, sp = 0.0244 38.0%, sp = 0.0243 6.2%, sp = 0.0121 16.2%, sp = 0.0184

to the south 32.2%,sp = 0.0234 34.0%, sp = 0.0237 6.5%, sp = 0.0123 27.2%, sp = 0.0223
to the west 21.0%, sp = 0.0204 48.5%, sp = 0.0250 7.5%, sp = 0.0132 23.0%, sp = 0.021

Thus, for the northern latitudes (including the research area), large openings are suggested to be
designed to the south including single or double glazing. Moreover, openings of average dimensions
on the eastern and western walls are also ideal for this geographical area, while narrow openings with
double glazing should be considered as efficient for the northern side of the buildings [24]. The findings
reveal that in Orestiada, the suggested principles of bioclimatic housing design are not widely adapted.
Namely, the openings oriented to the south are recorded as average size by 34% of the citizens and
as wide by 32.2%. As regards to the openings to the east, 39.5% claim to have wide openings and
38% have average ones. The north openings are of average size for 37.8% of the houses and there
are narrow openings in 25% of the homes with no openings to the north for 28.5% homes (Table 3).
The data reflects a neutral conceptualization by the citizens regarding passive solar systems applied
as part of bioclimatic housing design that is focused on the placement of openings (windows, doors,
etc.). Indeed, the design of openings took place during the design phase of the building. However,
it could be regarded as positive that primary steps towards bioclimatic housing design are adopted by
the construction field and professionals of Orestiada for the orientation of openings.

Concerning the interior space installations on the north-south axis, it is evident that for the dining
room and living room, there is preference for installation in the middle of the house (35.8% and 32.8%
respectively). The kitchen and the toilet are located to the north (35.5% and 34.8% respectively); and the
bedrooms to the south (39.2%) and to the north (35%) (Table 4). During the design phase of interior
spaces, these rooms should be organized and grouped in a more efficient way. Design should be based
on the fact that spaces which will be used the most should be placed to the south side of the building
in order to ensure the desired thermal comfort where high levels are usually preferred. In contrast,
for tspaces that are not used as often, there are restricted demands for thermal comfort conditions such
as high temperatures. These spaces should be placed in the intermediate thermal zone. The rest of
the spaces, usually the auxiliary ones, should be placed on the north side of the building, in order to
provide a kind of “protection zone” and insulate the other two space categories. By following these
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basic installation principles for interior spaces, it is possible to separate the external environment from
the internal one, in which mainly higher temperatures prevail. This is a convenient way to reduce
energy losses from the most used spaces of the house [25]. According to the findings, interior space
installations on the north-south axis are randomly set in the houses of Orestiada. An explanation could
be that the designers did not prioritize this principle. In other cases, we would expect, at least for the
living room, to be situated mainly to the south. Construction experts might list, as more important,
other features such as the better utilization of the plot and the premises of the building, or the view
from the rooms.

Table 4. Interior space installations on the north-south axis.

Interior Space
Installations North In the Middle of

the House South Do Not Exist

Bedrooms 35.0%, sp = 0.0238 18.5%, sp = 0.0194 39.2%, sp = 0.0244 7.2%, sp = 0.0130
Living room 29.2%, sp = 0.0227 32.8%, sp = 0.0235 27.8%, sp = 0.0224 10.2%, sp = 0.0152

Kitchen 35.5%, sp = 0.0239 27.8%, sp = 0.0224 25.2%, sp = 0.0217 11.5%, sp = 0.0160
Dining room 22.0%, sp = 0.0207 35.8%, sp = 0.0240 27.2%, sp = 0.0223 15.0%, sp = 0.0179

Toilet 34.8%, sp = 0.0238 25.2%, sp = 0.0217 19.0%, sp = 0.0196 21.0%, sp = 0.0204

Only a low percentage (25%) of buildings have a southern orientation. The urban planning and
layout of the main road network along the east-west or north-south axis is what predetermines the
orientation of the facades of the buildings. This causes certain constraints to the designers as it is
not possible to take advantage of the available environmental and thermal benefits. Inevitably, they
are led to design buildings with many problems, such as overheating of interiors (in buildings with
east or west orientation), as well as insolation from solar radiation concerning buildings with north
orientation. Added to that, it should be noted that although southern orientation may be possible for
the construction of a building, shading conditions that are established by the surrounding buildings
could provoke an unpleasant thermal situation for residents. Thus, interactions between the height of
the buildings and the width of the streets should be also taken into account [26].

The citizens were asked about the type of their residence. Respectively, 32.2% (sp = 0.0234)
answered that they live in a detached house, 25.5% (sp = 0.0218) on the first floor, 26% (sp = 0.0219)
on the second and 16.3% (sp = 0.0184) reside in an apartment on a higher floor. Another issue to
investigate for the type of residence is the surroundings and the outdoor environment. Trees and high
neighboring buildings could affect homes from a bioclimatic point of view. Thus, the citizens were
also asked about the house orientation on the north-south axis of the land upon which the building
is situated. 34.5% (sp = 0.0238) are said to have a house in the middle of the plot, 34% (sp = 0.0237)
south of the plot and 30.2% (sp = 0.0230) north of the plot, while 1.2% (sp = 0.0056) of the residents did
not respond.

Furthermore, a high percentage of 64.2% (sp = 0.0240) answered that there is a garden in their
residence while 35.8% (sp = 0.0240) claimed not to have one. The citizens that stated they had a
garden were then asked to provide more information. Namely, regarding the size of the garden, 3.5%
(sp = 0.0092) said that it is over 300 m2; 7% (sp = 0.0128) have a garden between 150 and 300 m2; 19.8%
(sp = 0.0199) between 50 and 150 m2; 24% (sp = 0.0214) have a garden sized from 20 and 50 m2 and
10% (sp = 0.0150) have one smaller than 20 m2. Additionally, 17% (sp = 0.0188) of the citizens stated
that the garden is located around the plot, 16.8% (sp = 0.0187) to the north, 15.5% (sp = 0.0181) to the
south and 14.8% (sp = 0.0177) in the middle of the plot.

The number of evergreen and deciduous trees found in home gardens is given in Table 5, while
the type of trees depended on the planting location as shown in Table 6. Trees and shrubs, which are
porous barriers, allow crossing a part of the wind, reduce turbulence and create a wider protection
zone. They are superior in terms of fencing in and reducing wind speed, as they can reduce wind
speed by 50% at a distance equal to five times their height [27]. However, it seems that the citizens are
not able to conceive that evergreen trees should be planted in northern locations to serve insulation
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means for cold northern winds in winter. In fact, they associate garden trees with the shade they offer
during seasons of high temperatures. Thus, 36.8% (sp = 0.0241) of the citizens state that the best season
to relax in their garden is spring, 19.8% (sp = 0.0199) in summer, 7.2% (sp = 0.0130) in autumn and
0.5% (sp = 0.0035) in winter. It should also be noted that 35.8% do not have a garden.

Table 5. Number of trees in the residence garden.

No. of Trees in the Garden Evergreen Trees Deciduous Trees

No tree 47.0%, sp = 0.0250 51.0%, sp = 0.0250
1 10.0%, sp = 0.0150 13.5%, sp = 0.0171
2 14.8%, sp = 0.0177 12.0%, sp = 0.0162

3–5 18.0%, sp = 0.0192 16.5%, sp = 0.0186
>5 10.2%, sp = 0.0152 7.0%, sp = 0.0128

Table 6. Tree species depending on the planting location.

Location in the Garden More Evergreen Trees More Deciduous Trees

North side 20.5%, sp = 0.0202 15.0%, sp = 0.0179
East side 13.5%, sp = 0.0171 14.5%, sp = 0.0176

South side 15.0%, sp = 0.0179 11.8%, sp = 0.0161
West side 5.2%, sp = 0.0112 8.8%, sp = 0.0141

Did not answer 45.8%, sp = 0.0249 50.0%, sp = 0.0250

In order to make a forward to bioclimatic design, interior spaces do not suffice. Surroundings
are also significant spaces that should be designed in line with bioclimatic principles. For the
successful incorporation of green practices, it is crucial for citizens to adopt them in their residence.
Basic guidelines include the proper landscape design, ideally with the introduction of low demanding
native species [12], while the construction of green roofs could also be used for the balance of the
microclimate in many cases [28].

3.3. Adaptation to Environmentally Friendly and Energy Efficiency Practices

The level of the citizens’ adaptation to environmentally friendly and energy efficiency practices
was examined and analyzed with the aim of descriptive statistics and the use of the statistical mean.
In particular, citizens were asked to evaluate the capitalization of certain practices aiming to prevent
energy losses in their houses including insolation preservation during winter; means and installations
for the protection from strong winter winds; ways for the minimization of heating losses during
winter; the protection from the summer sun; taking advantage of the summer breezes; and as regards
to the removal of the heat which accumulates in summer in their residence. In Table 7, the results
are interpreted, showing that the most important practices that have been adopted by the citizens of
Orestiada are the minimization of the heating losses during winter, the protection from the summer
sun and the protection from strong winter winds. It should be noted that the climate in the broader
region is characterized by severe winters and hot summers.

Reliability analysis was performed to examine the consistency of the equivalent questions of the
above multivariable. There is a significant ranking of the reliability coefficient alpha with a value
of 0.808. This is strong evidence for the research data in evaluating the same thing. Prior to the
implementation of factor analysis, all the necessary checks were conducted. More specifically, the data
appropriateness was checked; while it was also examined for the appropriateness of all the variables
used in the model. The results of the factor analysis are shown in Table 8. The representations of the
loads have shown that there is partial correlation in two factors for the six variables. There is a positive
correlation between the variables’ loads and the factor that is affecting the total degree fluctuation for
this variable. The variables “belonging” to a specific factor are the ones with loads that overcome
0.5 value.
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Table 7. The citizens’ adaptation on environmentally friendly and energy efficiency practices in
their residence.

Variable Statistical Mean Standard Error

Insolation preservation during winter 5.77 2.576
Protection from strong winter winds 5.79 2.464

Minimization of the heating losses during winter 6.34 2.193
Protection from the summer sun 6.00 2.156

Take advantage of the summer breezes 5.29 2.210
Removal of the heat which accumulates in summer 5.11 2.121

Table 8. Factor analysis loadings after rotation (numbers represented in bold indicate the factor that
belongs to each variable).

Variables
Factor Loadings
1 2

Insolation preservation during winter 0.384 0.673
Protection from strong winter winds 0.854 0.125

Minimization of the heating losses during winter 0.840 0.146
Protection from the summer sun 0.724 0.328

Take advantage of the summer breezes 0.075 0.905
Removal of the heat which accumulates in summer 0.198 0.820

The burdens in bold represent the variables that belong to the specific factor.

The first factor termed as Energy efficiency practices of major acceptance consists of the variables
“Protection from strong winter winds”, “Minimization of the heating losses during winter” and
“Protection from the summer sun”. Accordingly, the second factor named as Energy efficiency practices
of minor acceptance includes the variables “Insolation preservation during winter”, “Take advantage of
the summer breezes” and “Removal of the heat which accumulates in summer”. The extraction of the
two factors reveals that this grouping addresses the basic interventions which are closely affiliated
with primary construction issues and are proven to be more acceptable by the citizens (listed in the
first factor). On the other hand, the adaptation to some particular practices that prerequisite further
investments, installation of a special equipment for the saving of energy or further construction works
seem to have lower acceptance by the citizens.

3.4. The Implementation of Hierarchical Log-Linear Analysis on the Citizens’ Awareness on the Bioclimatic
Housing Design

In the next stage of data processing, the hierarchical log-linear analysis was conducted, in order
to further examine the citizens’ awareness on the bioclimatic housing design in line with the energy
efficiency practices they adopt (Figure 3). Hence, with the application of two-step cluster analysis,
the observations were listed into three clusters comprising the optimum solution.

Particularly, from the 385 citizens, 28.8% are listed in the first cluster, 33.2% in the second cluster
and 37.9% in the third one. As regards to the variables’ (continuous and categorical) relative significance
towards the clusters’ formation, the diagrammatic representations of Figure 3 indicate the tests with
statistical significance. Variables are important in creating the cluster when the statistical value exceeds
the critical value. In particular, for the continuous variables, it was observed that the variable “Energy
efficiency practices of major acceptance” is in a close proximity with the critical value limit of the first
cluster. Furthermore, the variable “Energy efficiency practices of minor acceptance” tends to hold an
important role for the second cluster formation. Concerning the third cluster, both variables of “Energy
efficiency practices of major acceptance” and “Energy efficiency practices of minor acceptance” are the
reason for this formulation (Figure 3a,c,e). Whereas, concerning the categorical variables, the value of
the statistical X2 addressing both variables in the three clusters was higher compared with the limits
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of the critical value. This was explained by the fact that all the categorical variables in the analysis
strongly affected the shaping of the three clusters (Figure 3b,d,f).
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The characteristics of the three clusters are represented in Table 9. In particular, the practices
adopted in the houses, with the highest acceptance by the citizens, have a positive value in the first
and second cluster and a negative value in the third cluster. In addition, the practices adopted in
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houses with the lowest acceptance have a positive value in the second cluster, neutral to positive
in the first cluster and negative in the third cluster. According to these findings, it seems that the
citizens of the first and second cluster consider the adoption of environmentally friendly and energy
efficiency practices under a more positive light. In addition, their positive concept is mainly estimated
on practices engaging the efficient management of solar and wind energy.

Table 9. Interpretation of the cluster observations.

Variables Cluster 1 Cluster 2 Cluster 3

Energy Efficiency Practices of
Major Acceptance positive positive negative

Energy Efficiency Practices of
Minor Acceptance neutral to positive positive negative

Building Side—Exploitation
of Solar Radiation south something else something else

Building Side—
for the Protection

from Winds
north north something else

With the use of Person X2 check

Need for Bioclimatic
Housing Design disagree or totally agree agree neither agree

nor disagree

Openings’ Size (Windows
and Doors to the North) narrow average or narrow do not exist or wide

Openings’ Size (Windows
and Doors to the South) wide or average wide do not exist or average

Interior Space Installations
on The North-South
Axis—Living Room

south in the middle of the
house or do not exist

in the middle of the
house or do not exist

Interior Space Installations
on the North-South
Axis—Dining Room

south or north in the middle of
the house

in the middle of the
house or do not exist

Type of Residence detached house or on a
higher floor

detached house or on the
first floor first and second floor

House Orientation on the
North-South Axis

north of the land upon
which the building

is situated

south of the land upon
which the building

is situated

in the middle of the land
upon which the building

is situated

Educational Level university technological ed. and
high school lower level of education

The characteristics of each cluster of citizens are supplemented by the results of the analysis of
the categorical variables. More specifically, it was observed that the citizens of the first cluster are
aware and seem to comprehend that the side of the building that is important for the insolation is the
south part. Moreover, they also acknowledge that the north part of the building is important for the
protection of winds.

On the other side, as regards to the citizens of the second cluster, they only understood that the
side of the building that should be given importance for the protection from the winds is the north part.
Eventually, the citizens of the third cluster show the least knowledge on bioclimatic housing design
patterns and disciplines.

Indeed, with the aid of Pearson’s X2 (α < 0.005) and in the lower part of Table 9, it is provided the
correlation among the three clusters with other variables about the citizens’ characteristics.

The representations are the following:

• The citizens of the first cluster disagree or totally agree with the need for bioclimatic housing
design. They also claim that as regards to the construction and architecture of their houses,
there are narrow windows and door openings to the north and wide or average to the south.
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Furthermore, as regards to the interior space installations that are most occupied, the living room
is in the south and the dining room is located in the south or north part of the house. Finally,
the citizens of this cluster own a detached house or an apartment on a higher floor of a building.
Their residence is in the north part of the land upon which the building is situated. The correlation
with the education level shows that these citizens are of an advanced educational status as they
mainly hold a university degree.

• Citizens that belong to the second cluster merely agree with the need for integrating bioclimatic
housing design. The same also state that they reside in a house with average or narrow openings
of windows and doors to the north and that these openings are wide to the south axis. Added to
that, they declare that their living room is situated in the middle of the house. The citizens of the
second cluster are owners of a detached house or an apartment on the first floor and their house is
built on the south part of the land upon which the building is situated. Finally, their education
level is intermediate in comparison with the citizens of the first and the third cluster.

• The third cluster citizens neither agree nor disagree with the need for establishing bioclimatic
housing design. Concerning the existing status of their residence in terms of basic bioclimatic
housing design, they describe the window and door openings as being wide to the north or not
existing at all. As regards to the south axis, they claim to have average window and door openings
or none at all. Moreover, interior space installations in their residence involve a living room in
the middle of the house or these do not exist. As for the dining room, they indicate the same
positioning. Concerning the type of residence, they have an apartment on the first or second floor,
in the middle of the land upon which the building is situated. In this cluster, citizens are of a
lower educational level.

4. Discussion

It is evident that the existing situation of the building stock in the Municipality of Orestiada is a
challenging issue as part of an effort to harmonize elements of bioclimatic housing design and their
adaptation in the existing of future buildings. In fact, the embracing of this point of view coincides with
the fact that only 1.5% of the buildings in Orestiada were constructed after 2010 and accordingly meet
the minimum energy performance requirements of the Hellenic Regulation on the Energy Assessment
of Buildings—KENAK. Additionally, it should be taken into consideration that the majority of the
citizens are not aware of the need and benefits arising with the establishment of bioclimatic systems;
although, according to Manzano-Agugliaro et al. [29], such systems will serve as a reduction of energy
consumption along with the enhancement of the climate comfort level in their houses.

In fact, the hierarchical log-linear analysis revealed that despite the fact that the citizens of
the first and second cluster hold a positive view on the adoption of environmentally friendly and
energy efficiency practices, this mainly addresses energy efficiency on solar and wind systems that
are established with the basic architecture principles. These interventions mostly took place during
the construction phase of their residence, such as the determination of the side of the building that
can take advantage of the insolation or, respectively, provide protection from winter winds. However,
the majority of citizens that belong in the third cluster seem to hold poor knowledge on bioclimatic
housing design patterns and disciplines.

Moreover, it is of outmost importance for the citizens to understand and adopt new green practices
and efficiently use energy in their residence [15]. The basic principles of this effort are related with
sustainability goals, namely the sustainable exploitation of the natural environment and its resources.
Thus, the citizens’ adaptation to primary and, in turn, to advanced bioclimatic patterns aims to preserve
energy and establish a holistic approach towards environmentally friendly attitudes at both passive
and active levels of construction solutions.

Furthermore, bioclimatic housing design implies the construction of houses designed in a way
that will meet the citizens’ energy needs, through the optimal utilization of the building comfortably
and the existing local and microclimatic environment [30]. The adaptation to a bioclimatic residence
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presupposes that the main openings and the main face of the house should be oriented to the south,
while, in the north, there should be small openings and solid walls. Additionally, the openings should
be designed in a way to provide transparent ventilation [31,32]. Nonetheless, most of the citizens of
Orestiada seem not to be aware of energy and/or bioclimatic contemporary architecture interventions.
In fact, only the citizens of the first cluster are the advocates of adapting bioclimatic housing design.
The adaptation of specific patterns and systems plays a crucial role in achieving improved interior
environments by the conservation of energy and the incorporation of practices that have proven to
be more efficient in the building construction sector; such as the passive thermal systems for the
improvement of thermal comfort in heating and cooling of interior spaces [12]. In order to achieve
efficient energy management on a city level, it is of great importance to make a forward in utilization
of green energies. Self-efficiency in energy production on site could be an innovative solution the
housing sector; namely by the use of renewable energy [33] such as solar or wind energy.

The citizens of the third cluster, who are apparently the most reluctant in adapting bioclimatic
housing design, argue that their windows and door openings are wide and oriented to the north or that
they do not exist. Moreover, as regards to the south axis, they claim to have average window and door
openings or none at all. However, there is a different view concerning the citizens of the first cluster;
they stated to have, at least, narrow windows and door openings to the north in their houses and
wide or average ones to the south. The citizens of this cluster have proven to adapt more efficiently
to passive solar strategies that are based on cooling or heating strategies, which passively absorb or
protect from solar radiation and are using slightly or not at all mechanical devices [34]. According to
Bughio et al. [10], cross-ventilation via the proper placement of openings, could improve external
shading devices, and create more comfortable indoor environmental quality.

As regards to the positioning of the most used rooms of the house, namely the living room and
the dining room, only the citizens of the first cluster have stated to have the living room in the south
part of the house. The citizens of the second and third cluster claim to have placed the living room in
the middle of the house, while, for some citizens of the third cluster, the living room does not exist at
all. Similar responses were recorded for the dining room positioning. From the first phase of designing
a building, designers should consider the internal existing conditions required to control variation of
room temperature and humidity, and the positioning of specific rooms such as the kitchen, laundry and
bathroom. The design and recommendation for the position of the rooms should be in combination
with the external climatic local conditions [35]. Indeed, the room design should fulfill the standards for
optimum thermal comfort with low energy consumption and sustain a good indoor air quality [36].
Concerning the positioning of the living room, this should provide good indoor conditions during
daytime, when it is mainly used [37].

Concerning the orientation of the house in the plot and the ownership status of the house,
the citizens of the first cluster that belong to the highest educational level seem to be the most privileged
and in accordance with basic bioclimatic housing design principles. This arises by the fact that they
own a detached house or an apartment on a higher floor of a building, which is situated in the north
part of the land upon which the building is situated. In line with Akadiri et al. [12], the orientation
of the building is part of bioclimatic design that aims to passive energy utilization. Thus, it should
be taken into consideration and conceptualized in a macro and microclimate framework from the
beginning of the design procedure by the architects. In a similar study that was conducted in Finland,
a country with a different climatic condition, it seems that there is a strong association between the
citizens’ income and amount of energy they consume to fulfill their needs. The same study also
revealed that carbon emissions are similar for detached houses in suburban regions and for dense
building blocks in rural areas [38].

A gradual relegation of the ownership conditions and bioclimatic benefits is observed respectively
in the second and third cluster. Particularly, the citizens of the second cluster are of an intermediate
educational level, owners of a detached house or an apartment on the first floor, and their house is
situated at the south of the property land. The citizens of the third cluster have the lowest educational
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level and they reside in an apartment on the lowest floors, that is situated in the middle of the land upon
which the building is situated. It was proven that the proper orientation of the building contributes to
natural ventilation, to lighting and to the reduction of energy consumption and emissions by devices
for artificial light and air-conditioning systems [39]. In addition, other findings from areas with similar
climate conditions and Mediterranean climate, such as Italy, have shown that except for orientation,
openings, exposure to weather conditions and employment of the local natural resources, that the
building shape plays a critical role in the thermal behavior of buildings [40].

5. Conclusions

The majority of the respondents are aware of the term ‘bioclimatic housing design’ yet, their
knowledge on passive solar systems is limited. The citizens of Orestiada recognize the importance of
the northern house orientation that is foreseen in order to ensure protection from winds as well as heat
retention. However, some of the basic principles of bioclimatic design, such as the southern location of
the building, seems not to have a significant adaptation in the housing of Orestiada.

On the other hand, the majority of the citizens believe that the basic principles of bioclimatic
design are applied in their houses. Indeed, for an important amount of the citizens, it seems that there
is a partial application of bioclimatic housing design. Notwithstanding, for the minority of the citizens,
there is no adaptation, even as regards to the basic principles of bioclimatic design.

In line with the findings highlighted by the application of hierarchical log-linear analysis, it could
be underscored that the citizens of the first cluster seem to adapt at least to the basic principles of
bioclimatic housing design; while for the ones that belong to the second cluster, there is a mere adaption
to the primary principles. Nonetheless, in the last group of citizens, none of the basic principles of
bioclimatic design seems to be adopted.

Reasonably, there is a gap of awareness on innovative energy saving systems. It is evident that
there was low acceptance by the citizens on the need to install advanced systems of energy saving
purposes such as active solar energy systems. Possibly, this was regarded as a questioning issue as
these systems demand further investments and direct costs that are included at the first stage of their
installation. In Greece, there is an ongoing financial program for the transformation of the building
sector into the sustainable sector. The program “Saving at home” was introduced in 2007 and it is
supported by the European Regional Development Fund and national funds. Unfortunately, there is
still low absorption of structural funds. An answer for this situation could be the low dissemination of
the program and its potential. Another important issue is that citizens regard it as questionable. In fact,
there is a lot of mistrust due to the fact that most of the candidates for implementing the program
and improving their residence in line with KENAK standards, have applied in the past and had no
feedback for years. Added to that, a lot of bureaucratic and demanding procedures constitute another
reason for the citizens’ abstention.

Another point to consider is the microclimate of the area. Particularly, the significant humid
climate of Orestiada, the moderate sunshine and the restricted but intensely hot summer period,
comprise some of the key factors for which bioclimatic housing design should be adapted in the major
part of the buildings in the broader area. This means that there is an indisputable need for the designing
of buildings with the engagement of proper and rational principles in terms of location and orientation
of the building; size—orientation and allocation of the door and window openings; the protection of
the building shell (thermal insulation, wind protection and solar radiation protection)—which is the
most important feature that designers of housing in Greece, such as engineers and architects, should
take into account. It is also essential for the homeowners to be aware of the bioclimatic framework
and set performance indicators as a prerequisite for a contract assignment to a housing designer or to
a technician.

Taking everything into consideration, it would be argued that sustainable and bioclimatic buildings
do not suffice to protect the natural environment. Raising awareness and creating consciousness in
environmental, sustainability and energy efficiency issues stands as a necessary condition for the
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citizens to be able to recognize the value of embracing bioclimatic housing design practices. The citizens
Orestiada are quite aware and environmentally conscious. Therefore, with the aim of raising awareness
programs, they will have access to higher levels of information, which, in turn, will serve as a means of
adaptation to bioclimatic practices.

Nevertheless, the measures taken within a policy framework of sustainable development ought
not to be considered as fragmented and isolated. In fact, efficient city management should regard cities
as integrated units. Nowadays, an incorporated strategy is the first and foremost demand in order to
address the intense problems of the natural and urban environment under a holistic point of view. If we
are willing to establish strategic planning for the integrated management of smart cities, aiming both
at sustainability and the improvement of citizens’ quality of life, this implies the effective participation,
cooperation and interaction of key stakeholders in decision making. In conclusion, it appears that the
props of this procedure are the public services for construction and technical schemes, as well as the
enforcement of certain policies, measures and regulations in the field of transport, renovation, energy,
economic development, social cohesion and other parameters that set up the picture of a city.

Finally, due to research limitations, it was not possible to investigate some specific characteristics
of the housing sector in the Municipality of Orestiada in order to attribute a more elaborative view
of the existing establishments. To this end, it is highly recommended, for future research, a deeper
examination of specific features that comprise the city housing typology such as building heights,
floor numbers, structural materials, orientation and household size. Additionally, a better analysis is
suggested for the outdoor spaces such as access to gardens and watering mechanisms used. Other points
that need to be investigated in the future is if renewable energy systems can be established and used
to cover the household energy needs, the introduction of innovation and smart systems for energy
efficiency and also the citizens’ performance in taking up funding programs such as the periodical
European structural and investment funds, for the transition to an energy efficient community.
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Abstract: The move towards a climate neutral economy and society requires policymakers and
practitioners to carefully consider the core technical, social, and spatial dimensions of a just transition.
This paper closely examines the processes undertaken during the development of EU Territorial Just
Transition Plans (TJTPs) for the three Swedish regions of Gotland, Norrbotten, and Västra Götaland.
The aim is to establish whether the content and actions outlined in the TJTPs were driven by the
technical, social, or spatial dimensions of a just transition. The analysis is primarily based on a
socio-economic and governance impact assessment conducted in each region as part of the TJTP
formulation process. These data are also supported by observations of the TJTP development process
by the article authors who were part of the team put together by DG Reform to work with the
preparation of the TJTPs. The paper finds that the TJTPs development process was largely driven
by technical considerations, rather than spatial and socio-economic issues. This indicates that a
more open and inclusive place-based territorial approach to climate transition policy formulation
and implementation is required. A balance between the technical, social, and spatial elements of a
just transition is needed if policies are going to meet the requirements of local and regional citizens
and provide sustainable socio-economic growth and environmental protection, without risks of
delocalizing energy-intensive processes to other regions.

Keywords: climate transitions; climate justice; regional development; territorial plans; place-based
policy

1. Introduction

Climate transitions will challenge our economies and societies during the years to
come. These transformations provide a great opportunity to avert climate risks and
define long-term sustainable socio-economic and environmental development pathways;
however, before the benefits of systemic climate transition can be fully realized, societies
will have to deal with the short-term socio-economic and governance-related impacts
caused by these changes. The impacts of climate transformations will not be neutral from
a territorial perspective. On the contrary, due to agglomeration economies and regional
specialization trajectories over the past decades, the impacts of climate transitions will
be highly concentrated in specific countries and regional areas across Europe and the
world [1].

The concept of the ‘just transition’ is starting to gain momentum as it lays at the heart
of the European Union’s (EU) Green Deal [2] and the United Nations (UN) Agenda 2030
and Sustainable Development Goals [3]. While the just transition is an amorphous concept
defined and interpreted differently by diverse actors, an overview of the literature on this
topic highlights three core conceptual dimensions. Firstly, the technical dimension relates
to the shift towards climate neutral carbon free technologies; secondly, the social justice
dimension focuses on citizen involvement in the transition process, preserving jobs and
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protecting the most vulnerable in society from the potentially damaging socio-economic
impacts of climate policies; and thirdly, the spatial dimension aims to ensure that transition
policies are based on territorial specificities that meet the needs of local and regional
citizens [4].

The EU fully recognizes that all three dimensions need to be assessed in relation to
the development and implementation of just transition climate processes and policies [1].
The EU’s Just Transition Mechanism, under the European Green Deal, is committed to
identifying and supporting Europe’s most affected regions to cope with the technical, social,
and territorial specific impacts of the transition to a low carbon economy, focusing on those
regions and sectors highly dependent on fossil fuels and energy-intensive processes. A core
instrument of the Just Transition Mechanism is the Just Transition Fund, which aims to
facilitate socio-economic diversification in regions most affected by climate transition. EU
member state access to the Just Transition Fund, implemented within the remit of EU
Cohesion Policy, is conditional on the development of Territorial Just Transition Plans
(TJTPs) [1].

TJTPs outline regional climate transition processes up until 2030. They identify which
EU member state territories should be supported, the main climate-related challenges
they face, and the targeted socio-economic and environmental actions and governance
mechanisms needed to help meet the threats and opportunities posed by the transition.
Central for the European Commission is that the TJTPs are developed and implemented
through open and inclusive processes, based on local and regional knowledge and expertise
to ensure that climate transition policies meet the needs of citizens and leave no one
behind [1].

In Sweden, the draft TJTPs have been developed in close collaboration between
national government representatives, national agencies, regional and municipal authorities,
and key sectoral actors. The European Commission and Swedish government identified
four counties eligible for the Just Transition Fund based on their dependence on carbon
intensive industries, namely, Gotland county, Norrbotten county, Västerbotten county,
and Västra Götaland county [5,6]. Based on the EU Commission’s and the Swedish
Government’s assessment, the implementation of the fund in Sweden is to be concentrated
on those regions where the most greenhouse emissions-heavy industries are located [7].
The TJTP development process took place between October 2020 and January 2021 and the
regional TJTP drafts developed are now in the process of being reviewed and validated by
the Swedish government and EU.

Nordregio’s research team was tasked by DG Reform to directly assist and support
national and regional actors in the preparation of the Swedish TJTPs. As part of this process,
Nordregio conducted a territorial socio-economic and governance impact analysis within
three of the four eligible Swedish regions, Gotland, Norrbotten, and Västra Götaland.
The Swedish Agency for Economic and Regional Growth (Tillväxtverket) conducted the
analysis for the fourth eligible region, Västerbotten, and the authors of this paper were not
involved in this process. Therefore, Västerbotten is not part of this article.

The impact analysis of the three Swedish regions was based on a mixed quantitative
and qualitative research approach, including: (1) a socio-economic impact analysis using a
combination of socio-demographic and regional economic assessment methods, including
a classic economic base and input-output analyses; (2) a desk-based review of primary
national and regional climate strategy documents and transition roadmaps developed
by regional industries; and (3) semi-structured interviews conducted with national and
regional policymakers, public officials, and key sectoral actors. The empirical results
presented in Section 6 are based on these analyses.

This paper aims to identify the main technical, social, and spatial challenges each
region faces in relation to the green transition and establishing which of the core just
transition dimensions informed the overall direction of the contents of the TJTPs. The
analysis is primarily based on the socio-economic and governance impact assessment
conducted in each region as part of the TJTP formulation process. This information is
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supported by direct observations made by the authors, who were directly involved in the
TJTP formulation process.

The paper is structured as follows. The first section examines the evolution and key
features of the just transition concept, closely examining their central technical, social, and
spatial dimensions. This is followed by a discussion of how these different dimensions
are interpreted and reflected on within key EU and Swedish climate transition policy
documents. The next section provides an empirical overview of the territorial analysis
conducted to inform the development of TJTPs for the three Swedish regions of Gotland,
Norrbotten, and Västra Götaland, focusing on the main economic, social, and governance
challenges presented by the transition. The discussion section reflects on these empirical
findings, particularly to what extent the final TJTPs were driven by technical, social,
and spatial dimensions of a just transition. We conclude by providing some reflections
on the future direction of climate transition policies, in particular the need to take an
open and inclusive place-based territorial approach to transition policy formulation and
implementation, and the importance of policies striking a balance between the technical
and spatial and social justice elements embedded in the notion of just transition towards
climate neutrality.

2. Defining the Just Transition

The origins of the term ‘just transition’ can be traced back to the United States during
the 1970s when the leader of the American Oil, Chemical, and Atomic Workers Union, Tony
Mazzacchi, encouraged the labor unions and national government to engage in peacetime
planning to support wartime workers at risk of losing their jobs due to disarmament.
Later, in the 1980s, Mazzacchi argued that a “super fund for workers” was required to
provide financial and education support for blue-collar workers at risk of unemployment
in industries threatened by new environmental legislations [8]. In the 1990s, the ‘super
fund’ was retroactively described as a ‘just transition fund’ and the term was officially
endorsed by various North American labor organizations. In the 21st century, the concept
of just transition has become synonymous with the global policy discourse around the need
to combat climate change and the shift towards a climate resilient low-carbon economy [9].

The term ‘just transition’ has been defined and applied differently depending on the
context in which it is being used in and who is using it. The just transition concept has
been used as a framework by the International Trade Union Confederation (ITUC) to strike
a balance between meeting climate and environmental objectives, while protecting and
equipping workers whose jobs, livelihoods, and communities are most at risk from climate
change or climate interventions [10]. This is confirmed by Rosemberg [11] who notes that
the just transition “can be understood as the conceptual framework in which the labour
movement captures the complexities of the transition towards a low-carbon and climate-
resilient economy, highlighting public policy needs and aiming to maximize benefits and
minimize hardships for workers and their communities in this transformation”.

In a report by the ‘Just transition initiative’, it is stated that the methods for achieving
just transitions are unclear and that the outcome is dependent on how the transition
is implemented in terms of scale, context, and time [9]. The report also addresses the
importance of understanding the core principles of the just transition, while at the same time
accepting the range of definitions held among stakeholders. While different actors define
the just transition differently, including international organizations, unions, environmental
lobbyists, and civil society groups, there is broad agreement that its implementation
depends on more equitable and inclusive governance processes, policies, and investments.

The concept ‘just transition’ builds on two related concepts, namely social justice and
socio-technical transitions. The term ‘transition’ was applied and developed further by
Frank Geels in his 2002 paper on innovation and climate adaptation [12]. In this paper,
Geels introduced the notion of ‘sociotechnical transitions’ and explained why and how
these occur. Geels argues that sociotechnical transitions are an outcome of recurrent in-
novation and technology substitution processes, such as those required to move from a
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fossil dependency to climate neutrality. Geels explains that technical transitions occur as
the outcome of linkages between developments at multiple levels (multilevel perspective).
Here, he distinguishes between ‘sociotechnical regimes’ and ‘sociotechnical landscape’, the
former being a group of key stakeholders and the latter an asset of heterogeneous exoge-
neous and endogenous factors at play. These include determinants like oil prices, economic
growth, conflicts, migration, broad political coalitions, cultural and normative values,
environmental problems, or climate change. According to Geels, radical innovations are
developed when ongoing processes at the levels of regime and landscape create a ‘window
of opportunity’ [12]. These windows may be created by tensions in the sociotechnical
regimes or by shifts in the landscape which put pressure on the regime. In the case of the
just transition, we can interpret climate change as the sociotechnical landscape, which has
put pressure on businesses, stakeholders, and institutions (the sociotechnical regimes) to
make changes.

The term ’just’ in just transitions relates to the concept of social justice developed by
philosophers and thinkers, including Rawls, Locke, Rousseau, and Kant [13]. This literature
identifies a tension between two important paradigms of social justice, namely the distri-
butional and procedural components of justice. These two paradigms are not considered
as opposites but are both required to uphold justice. The distributional paradigm relates to
the equal distribution of goods, services, and opportunities, as well as burdens [14], while
the procedural paradigm revolves around just institutions and procedures, focusing on the
extent to which individual and organizational actors are able to meaningfully participate
in the decision making process [15]. Just procedures are necessary, but not sufficient for
the fairness of the outcome, while attention to the outcome may mask the injustices of
the process. Social justice is, therefore, a normative concept which implies that society
and the state should strive towards achieving social justice for all citizens. Recognitional
considerations form an important part of the procedural dimension with an emphasis
on the role of disadvantaged and vulnerable minority groups whose voices are often left
unheard in decision making processes, including policy making [4].

Both the ‘socio-economic’ and ‘just’ elements are clearly reflected in the just transition
guidelines developed by the ITUC and International Labor Organization (ILO) [16]. These
outline the need for high levels of investment in low-carbon technologies; a social dialogue
and consultations between policymakers and affected groups; proactive labor market
policies based on social protection and worker rights, including financial support and
retraining opportunities for the unemployed; early-stage research into the potential socio-
economic impacts of climate policies; and the development of local economic diversification
plans [10]. The guidelines also make a distinction between social investment policies
(e.g., active labor market policies, training and re-skilling policies to increase workers’
employability in a greener economy) and social protection policies (e.g., unemployment and
minimum income benefits) and mean that both are needed in a just transition framework.

The local and regional implications of the climate transition also highlight the need for
a spatial dimension to justice. Spatial justice emphasizes how macro forces can cause local
injustices, which resonates with how some regions or municipalities dependent on indus-
tries with high emissions will be unevenly impacted by the climate transition. The spatial
element of the just transition has been a focal point for international policymakers who
have highlighted the importance of regional context and place-based responses in the de-
velopment and implementation of spatially just transition plans. The different dimensions
of the just transition in relation to EU policy are discussed more in the following section.

3. The EU Just Transition—A Territorial Specific Approach

The EU has a long history of supporting and guiding regions in industrial transition.
The original European Coal and Steel Community provided technical and economic assis-
tance for different regions to undergo transitions or reconstructions of industries. More
recently, the 2017 Initiative for Coal Regions in Transition focused on the transition of
European coal regions, which included the development of the EU Just Transition Platform
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to facilitate the exchange of best practices and discuss strategies and projects with the
potential to kick-start the transition process in declining coal regions [17].

In 2019, the European Commission adopted the European Green Deal [2]. The strategy
states that the European Union should have no net emissions of greenhouse gases in 2050
to reach the Paris Agreement’s goal of holding warming “well below” 2 ◦C and pursuing
efforts to keep warming below 1.5 ◦C. To achieve this goal and ensure that ‘no person or
place is left behind’ as a consequence of climate transitions, the Just Transition Mechanism
(JTM) was introduced [18]. Its main objective is to ensure that the transition takes place in
an effective and fair manner. The JTM is split into three main pillars. Pillar one, the Just
Transition Fund, provides financial support to those regions and sectors most dependent
on fossil fuels, and thereby also more affected by the transition. Pillar two, the InvestEU
Just Transition Scheme, provides budgetary support for private sector investments that
support transition. Finally, pillar three, the Public Loan Facility, supports public sector
transition investments.

The Commission notes that support will be available to all member states, focused on
regions that are the most carbon-intensive and people and citizens most vulnerable to the
transition. The JTM will protect them by:

• supporting the transition to low-carbon and climate-resilient activities;
• creating new jobs in the green economy;
• offering re-skilling opportunities;
• investing in public and sustainable transport;
• providing technical assistance;
• investing in renewable energy sources;
• improving digital connectivity;
• providing affordable loans to local public authorities; and
• improving energy infrastructure, district heating, and transportation networks [1].

The aims and objectives outlined by the JTM indicate an attempt to balance the socio-
technical and social justice related elements of the just transition. The socio-technical
elements are reflected in the EU’s commitment to investing in carbon-neutral and envi-
ronmentally friendly production technologies, transport, renewable energies, and digi-
talization, whereas the social elements are highlighted in the worker protection rights
and reskilling opportunities offered. In a key passage within a communication document
on the EU Green Deal, the Commission further outlines the core social elements of the
just transition:

“This transition must be just and inclusive. It must put people first, and pay
attention to the regions, industries and workers who will face the greatest chal-
lenges. Since it will bring substantial change, active public participation and
confidence in the transition is paramount if policies are to work and be accepted.
A new pact is needed to bring together citizens in all their diversity, with national,
regional, local authorities, civil society and industry working closely with the
EU’s institutions and consultative bodies.” [2]

In this excerpt, there is a strong emphasis on the social justice element of the transition,
particularly in relation to the need for open and inclusive social dialogue with citizens to
promote the trust and acceptance of policies.

Sabato and Fronteddu [19] argue that the understanding of the just transition in the
European Green Deal promotes social investment policies (e.g., active labor market policies,
training and re-skilling policies to increase workers’ employability in a greener economy)
in favor of the need to ensure the protection of citizens through traditional social protection
policies (e.g., unemployment and minimum income benefits). [1] They argue that EU’s
policy approach to the transition is not consistent with the Guidelines of the ILO [16] which
emphasize the need to place territorial/sectorial policies and social investment policies
within a strong social protection system guaranteeing social rights to all citizens. As will be
discussed further, the Swedish welfare system is relatively strong in comparison to many
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other countries which means that social investment policies to some extent will be placed
in a social protection system, as guided by the ILO. However, this will not be the case for
all member states. That said, the Communication of the European Green Deal refers to
the European Pillar of Social Rights principles as a reference framework to promote equal
opportunities and access to the labor market; fair working conditions; and social protection
and inclusion [20], which emphasize a broader objective of the promotion of social rights,
even though the practical implications of this are unclear.

Other priorities are implicit and embedded in the concept of just transition, as for-
mulated in the JTM. The spatial and territorial dimensions of the just transition is one of
those embedded principles. This priority is regularly advocated within the EU transition
policy documents, with the Commission highlighting the important role of regions and
cities in guiding just transition processes: “Citizens, depending on their social and geo-
graphic circumstances, will be affected in different ways. Not all Member States, regions
and cities start the transition from the same point or have the same capacity to respond.
These challenges require a strong policy response at all levels.” [2]. The territorial focus
of the EU’s just transition plans is in keeping with the Commission’s recent emphasis on
territorial governance and place-based policymaking, such as the development of regional
smart specialization strategies, in addition to applying the concept of ‘active subsidiar-
ity’ which advocates a central role of regions and cities in EU policy formulation and
implementation [21].

The region-specific focus also links climate transition to the concept of ‘regional
resilience’ of local communities and regions [22]. Regional resilience refers to a set of
regional and local economic, social, and institutional traits that characterize the ability
of regions to respond to a shock and maintain system stability and durability, as well
as adapt to structural changes and move to new development pathways [23]. Although
the carbon transition is often closely linked to more or less ‘spontaneous’ technological
changes and innovations, it can be considered a policy-induced shock to regions, with
new rules putting pressure on policymakers, industries, businesses, workers, and citizens
alike (e.g., new tax regimes, shift on investments, trade deals, revised regulations and
laws, or as in the case of the JTM, supportive investments and incentives). Many variables
are identified as important to endure an economic shock, such as the existing economic
path of a region, regional economic structures, resources, capabilities, and competences.
It can also be business cultures and any supportive measures implemented by different
institutions at national and subnational levels (e.g., welfare policies and programs). The
OECD has identified four areas that drive regional resilience, including clear leadership
and management; strategic and integrated approaches; public sector skills; and open and
transparent governments [24]. This highlights the importance of regional governance
processes and actors in formulating and implementing a just transition.

The significant role of regional structures and actors is most visible in the Commission
proposals for member states to develop TJTPs in regions most affected by climate issues.
The TJTPs are to be developed through a dialogue between the European Commission,
national government representatives, and regional actors. As the European Commission
notes, “these plans set out the challenges in each territory, as well as the development needs
and objectives to be met by 2030” [1]. They identify the types of operations envisaged and
specify governance mechanisms. The approval of the TJTPs opens the doors to dedicated
financing under the pillars of the JTM. EU member states are currently in the process of
developing and ratifying their TJTP draft proposals. The following sections examine and
analyze the process of developing TJTPs in three Swedish regions, focusing on the extent
to which the TJTPs developed were driven by technical, social, and territorial place-based
dimensions which meet the needs and requirements of local stakeholders and citizens.
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4. Research Methods

The following analysis of the processes undertaken to develop TJTPs in three Swedish
regions is primarily based on an economic, social, and governance impact assessment
conducted by Nordregio researchers at the request of DG Reform and the Swedish govern-
ment. This assessment was conducted using a combination of qualitative and quantitative
research methods. The three analytical strands presented below were performed on each
of the three regions in scope.

A socio-economic analysis included a regional economic base analysis and an impact
assessment. The economic base analysis was conducted to characterize regional economies
and their evolution prior to the adoption of the TJTP. This included the calculation of
location quotients for selected sectors and a shift-share analysis focusing on employment
patterns in the industries under investigation. Such empirical analyses were performed
using regional statistics on economic production (in value added) and employment (in
full-time equivalents) provided by Statistics Sweden and the regional statistical offices.
The analysis of potential socio-economic impacts linked to the decarbonization of the
industries under scrutiny were evaluated by means of an input-output analysis. This
assessment was performed on the symmetric input-output tables (SIOT) for year 2018
provided by Eurostat. The regional employment and value-added effects were estimated
through regionalized input-output coefficients. The potential impacts were modeled under
worst-case scenarios that assumed a discontinuation of the activities of the major industrial
emitters in each region.

A social analysis looked at demographic dynamics, including aging processes, mi-
gration trends, population projections, and statistics related to educational outcomes in
the different counties. Particular attention was put on the capacity of regional economies
to attract and retain trained workforce. Gender aspects were considered both from the
demographic balance as well as from labor segregation perspectives.

A governance assessment was based on a desk-based examination of primary EU,
national, and regional level climate strategy documents, including climate roadmaps de-
veloped by key sectoral actors within the three Swedish regions. The data and information
were supplemented by authors’ observations of the TJTP development process. Authors
formed part of the team assembled by DG Reform and Swedish government representatives
to produce first drafts of the TJTPs. As part of the process, the Nordregio research team had
first-hand access and involvement in meetings in which they could observe discussions
between key stakeholders including government representatives, national agencies, and
regional and local public authorities. Finally, semi-structured interviews with national and
regional level actors were also performed which allowed for more detailed discussion in
relation to the main economic-, social-, and governance-related issues posed by climate
transition policies.

5. The Swedish Climate Policy Framework

In 2017, the Swedish Parliament adopted a climate policy framework outlining Swe-
den’s approach for complying with the Paris Agreement. The framework sets ambitious
targets for climate and energy and goes further than the EU’s 2050 climate neutrality foci
and current energy and climate objectives for 2030. Sweden has committed to reducing
all net emissions of greenhouse gas (GHG) into the atmosphere to zero by 2045 and using
100 percent renewable energy in 2040. The Climate Policy Framework also includes a
Climate Act which regulates the government’s climate policy work, including its overall
aims and how they should be implemented. The Framework is based on the development
of a climate policy action plan every four years [5]. This plan should demonstrate how
the government’s overall policies in all relevant spending areas contribute to achieving
the 2030 and 2040 milestones and the long-term emissions target by 2045. A Climate
Policy Council has also been established as an authority in the form of an independent
interdisciplinary expert body that is tasked with evaluating how the government’s overall
policy is compatible with the climate objectives decided by the parliament and government.
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The term ‘just transition’ is rarely used within Swedish national and regional climate
and energy strategies, except for documents connected to the European Just Transition
Mechanism. The terms ‘climate transition’ and ‘green transition’ are instead commonly
used, often linked to sustainable development and the UN’s Agenda 2030. There are very
few public policies and policy documents exploring the socio-economic impacts of the
green transition in Sweden. However, many of the goals and objectives outlined within the
climate framework and other initiatives focus on the technical elements required to support
the transition. This includes financial support to improve energy efficiency, financial
support for industrial companies to reduce their emissions through technical advances, a
digitalization strategy, and a strategy for a circular economy. The Swedish Trade Union
Confederation (LO) has argued that the just transition in Sweden has mainly focused on
technological questions, and it is important that transition plans reflect the needs of both
industry and workers affected by climate policies [25].

In response, the undersecretary to the Minster for Climate and Environment in Swe-
den highlighted in 2020 that the ambitious Swedish climate policies need to develop in
parallel with social justice, social security, equity, and gender equality [25]. In June 2020,
the Ministry for Foreign Affairs also published a report that operationalized the “leave no
one behind” principle from the UNs Agenda 2030 in Sweden. The report stresses seven
main messages: realizing human rights and gender equality; strengthening empower-
ment and participation; advancing the transition towards resource-efficient, resilient, and
climate-neutral economies; promoting multidimensional poverty reduction; promoting
social dialogue and decent work; progressively realizing universal social protection; and
improving data and monitoring. The report states that “special attention must be paid to
the social and gender dimension of the transition, in order to ensure that no one, particu-
larly people living in poverty, is left behind when society implements measures to become
climate-neutral” [26].

The work to reach the environmental objectives has been designed as a concerted effort
across the whole of society, including public agencies, business communities, stakeholder
organizations, and, not least, individual citizens. Many regions, County Administrative
Boards, and municipalities have also developed climate and energy strategies [27–29]. As
part of Fossil-Free Sweden, 22 sectors have developed their own road maps for fossil-free
competitiveness, including the sectors in focus for the JTF, the cement industry, the mining
and minerals industry, the steel industry, and the petroleum industry. Regional and local
authorities play a central role in the implementation of climate and energy transition plans
in Sweden [30]. The implementation of the objectives outlined in the Swedish Climate
Framework draws on multi-level governance processes with a central role for regional
public authorities and industries with territorial knowledge and expertise. Table 1 provides
an overview of the key administrative levels involved in the development and realization
of the TJTPs in Sweden, along with their formal tasks.

138



Sustainability 2021, 13, 7505

Table 1. Overview of the key administrative levels in the process outlining the TJTPs.

European European Commission
Support for the development of the TJTPs is provided by DG REFORM.

National

National authorities
The national authorities are responsible for implementing the decisions made by the Parliament
and the Government.

Role in TJTP process:
An authority group has been established to lead and coordinate the process, align priorities as
well as to assist with expertise and data. These consist of:

• Swedish Agency for Economic and Regional Growth (managing authority)
• Swedish Public Employment Service
• Swedish Energy Agency
• Swedish Environmental Protection Agency

County Administrative Boards
National authorities operating at county level, responsible for the state administration in the
county (in those areas where no other authority is responsible for special administrative tasks).
The County Administrative Boards shall work to ensure that national goals have an impact in the
county, while also taking into account regional conditions.

Role in TJTP process: The county administrative boards have the mission to promote,
coordinate, and lead the regional work in the implementation of the government’s policy
regarding energy conversion and reduced climate impact with a long-term perspective. Together
with the regions, they have important roles in the implementation of the TJTP. These have
participated in meetings at regional level and provided input during the work.

County Administrative board
of Norrbotten

County Administrative board
of Västra Götaland

County Administrative board
of Gotland

Regional/
County

Regional Authorities
Led by political assemblies with responsibilities for, e.g., health care and social care, public
transportation, and regional development. Counties and regions cover the same geographical
area.

Role in TJTP process: The regions have the responsibility for regional development and thus a
key role in the implementation of the plan. The region has an active role in moving the regional
economy from fossil dependence to a sustainable society and an especially important role in
linking sectors as well as the regional and national level in the innovation system to create the
necessary triple-helix collaborations.

Region Norrbotten Region Västra Götaland Region Gotland

Local

Local authorities
Local government responsible for, e.g., primary and secondary school, preschool activities, elderly
care, physical and comprehensive planning, roads, water and sewage issues, and energy issues.
They also issue different types of permits, such as building permits.

Role in TJTP process: Municipalities play an important role in Sweden’s climate work. Due to
the proximity to the citizens, their roles for spatial planning and as large employers are the
significant climate actors in the work towards set climate goals. The municipalities drive local
development in collaboration with companies, organizations, and residents, and will therefore
play a significant role in the implementation of the TJTP. The municipalities participated in the
drafting of the TJTPs through a written consultation process on the plans and related outputs.

• Gällivare municipality
• Öxelösund municipality
• Luleå municipality

• Lysekil municipality
• Stenugnssund

municipality
• Gotland Municipality

Source: Government Offices of Sweden, 2020; TJTP Gotland; TJTP Norrbotten; TJTP Västra Götaland.
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6. Developing EU Territorial Just Transition Plans in Sweden

The industries and counties that are proposed to be covered by the EU’s new climate
fund are the steel industry in Norrbotten, the cement industry on Gotland, refineries and the
petro-chemical industry in Västra Götaland, and the metal industry in Västerbotten. These
counties and industries have been selected as they contribute to the largest shares of carbon
emissions in Sweden. In absolute terms, Gotland, Norrbotten, and Västra Götaland are
accountable for around 19.8 million metric tons of carbon dioxide equivalents (MMTCDE).
This represents a third (34.7 percent) of total fossil-based greenhouse gas (GHG) emissions
in Sweden [31]. The largest GHG contributor is Västra Götaland (11.9 MMTCDE; 20.8 per-
cent of total GHG emissions), followed by Norrbotten (5.2 MMTCDE; 9.2 percent of total
GHG emissions) and Gotland (2.7 MMTCDE; 4.8 percent of total GHG emissions). In 2018,
the two Swedish counties with the highest emission intensities in terms of fossil-based
GHG emissions per unit of Gross Regional Domestic Product (GRDP) were Gotland and
Norrbotten. Västra Götaland ranked sixth in the list. Even if Gotland in economic and em-
ployment terms represents a small share of Sweden’s economy (0.5 percent and 0.6 percent,
respectively), it contributes to almost 5 percent of total GHG emissions at national level.
As a result, Gotland is the most carbon-intensive county in Sweden [31].

The diagnostic work for developing the TJTPs in the four selected Swedish regions is
taking place in dialogue with different actors within existing collaborative structures across
multiple levels of governance. This work is being conducted in dialogue with different
actors within existing collaborative structures across multiple levels of governance. The
Swedish Agency for Economic and Regional Growth (Tillväxtverket) is tasked by the gov-
ernment to ensure preparations for the Fund. The government has identified the Swedish
Public Employment Service, the Swedish Energy Agency, and the Swedish Environmental
Protection Agency as especially involved agencies in the preparations. These government
agencies have worked in close collaboration with the County Administrative Boards, the
regions, and municipalities in the preparation of the TJTPs [7]. Local public authorities
have in turn engaged in dialogue with the public and private sector, academia, and other
interested parties. The plans are also drafted in dialogue with key industry stakeholders
such as Cementa AB and the HeidelbergCement Group representing the cement industry
on Gotland; SSAB, Lulekraft AB, and LKAB Kiruna from the HYBRIT initiative in the
Norrbotten county; as well as the chemical and refining industries, including Preem AB, Bo-
realis AB, and ST1 in the Västra Götaland county. Other key sectoral agencies, stakeholders,
and actors have been an important part of formulating the plans. These include Vattenfall
and Svenska Kraftnät in the energy sector, higher education institutions, academia, and
other interested civil society and labor organizations.

The TJTPs for each transition region have the same structure, including the following
seven core elements; one, an overview of the national climate policy framework, high-
lighting key national climate targets; two, a national level assessment of the territorial
impacts of climate change, identifying which regions within the country contribute the
most to gas and carbon emissions; three, an assessment of the potential economic, social,
and environmental impacts of the transition on the selected region; four, an analysis of the
development needs required in each region to meet climate targets; five, an outline of the
main type of actions planned to deliver the regional transition; six, performance-related
output and results indicators are highlighted for measuring the impact of the proposed
actions; and seven, the governance structured and key stakeholders needed to develop
and implement the plans are outlined. The proposed regional just transition fund support
actions are shown in Table 2. The outlined actions must contribute to a positive develop-
ment regarding gender equality, integration and diversity, the environment, and the living
conditions of young people. These horizontal criteria form the basis for the Just Transition
Fund support efforts, as outlined in the plans.
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Table 2. Proposed actions in the Swedish Territorial Just Transition Plans.

Type of Action Gotland Norrbotten Västra Götaland

Investments for the use of
clean energy technologies
and infrastructure, reduction
of greenhouse gas emissions,
energy efficiency, and
renewable energy.

Support the cement industry
with fuels substitution to
waste-based and bio-based
fuels as well as new cement
grades and materials in the
production.
Investments in improving
infrastructures for a flexible
and robust energy system in
the island and the connections
to the mainland.

Transition to carbon neutral
steel production (support to
EU ETS steel industry
facilities in Norrbotten).

Transition to the production
and use of green hydrogen in
production processes in the
refinery and petro-chemical
industry; increasing
production capacity for
biofuels to reduce
CO2 emissions.

Investments in research
and innovation and
promotion of advanced
technology transfer.

RD&I for developing efficient
and commercially available
technology for CCS,
alternative fuels and
electrification, as well as new
cement grades and materials
in the production

Innovation for the production
of innovation-critical raw
materials and materials
necessary for a transition to a
fossil-free society; RD&I for
large-scale energy storage and
development and
implementation of fossil-free
technologies and other
alternative energy carriers and
raw materials.

Support for mapping Västra
Götaland’s ability to form a
hydrogen cluster; RD&I for
new raw materials and
secondary materials,
including waste streams, for
biofuel production as well as
separation, use and storage of
carbon dioxide (CCS/CCU).

Skills upgrading and
retraining of employees. -

Mapping of the steel
industry’s skills needs;
support for networks and
clusters for skills-enhancing
initiatives in the steel industry
and its value chain, retraining
and skills development of
existing and new workforce,
skills validation measures and
strengthen the companies’
strategic work with
skills issues.

-

Investments to promote the
circular economy, including
through measures to prevent
and reduce waste, resource
efficiency, reuse
and recycling.

Minimize waste and increase
recycling in the
cement production.

Efforts to promote the use of
recycled materials as a raw
material; support for
environmentally friendly
production processes and
resource efficiency.

Improve the use of resources
and recycling in refineries and
the chemical industry; re-use
of waste oils (refineries) and
chemical recycling of plastics
(polyethylene) for
chemical industry.

Source: Swedish TJTPs for Gotland, Norrbotten, and Västra Götaland.

Draft versions of the TJTPs were sent out between November 2020 (Gotland and Nor-
botten) and February 2021 (Västra Götaland and Västerbotten) for collection of comments
from relevant authorities, companies, organizations, and municipalities. After compiling
the comments from the consultation, revision, and completion of the program proposals
from the Agency for Regional and Economic Growth and the Ministry of Enterprise and
Industry, the final proposals were presented to the Government Offices for validation in
March 2021. The following sub-sections provide an overview of the key findings from
economic, social, and governance analysis within the TJTPs, focusing on the main common-
alities and differences from across the three selected Swedish transition regions, Gotland,
Norbotten, and Västra Götaland.
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6.1. Economic Analysis

Discussions surrounding the development of the regional EU TJTPs revolved largely
around the technical dimension of the shift towards climate neutrality. The focus is on the
degree of maturity and feasibility of specific carbon-free technologies, vis-a-vis the socio-
economic costs of the transformation. The Swedish national government is committed
to devoting the EU Just Transition Fund to the development of climate-neutral processes
by existing regional fossil-dependent industries. This vision emerges in the proposed
actions within each TJTP, which are skewed towards the technical elements of climate
transitions (Table 2). Most of the interventions target specific industrial actors and some
have been even designed at plant level. These priorities are also reflected in regional
energy and climate policy documents. The primary focus on the technical dimension of the
transition is driven by the view that EU transition funding should cover the economic costs
of technological change. This might derive from the perception that the Swedish welfare
state and other funding sources have the capacity to address territorial socio-economic
challenges caused by the transition.

Large fossil fuel-based industries make up an important part of the economic profile
of the selected Swedish just transition regions. While these primary industries represent
a comparatively modest share of employment and gross value added (GVA), their rele-
vance in specific localities and their contribution to overall regional economic growth is
substantial. Moreover, the affected industries provide products with high strategic value,
including cement, steel, and basic chemicals. Most of these commodities still have limited
substitutability by fossil-free alternatives. This explains why national and regional policy-
makers are committed to achieving the technical dimension of transition policies. A failure
to support these industries in the shift to climate neutral technologies would have major
economic consequences at both national and regional levels.

This situation holds particularly in Norrbotten, where the manufacture of basic metals
and fabricated metal products sector (grouped in categories 24–25, according to Euro-
stat’s Statistical classification of economic activities, NACE Rev. 2) is the sixth largest
employer [32]. In total, 2610 persons worked in this sector in 2018. Still, since the iron ore
used by local steel plants is sourced locally, steel processing is closely connected to local
mining. Combined, the mining and steel sectors clearly dominate the regional economy.
In 2018, 6900 persons were directly employed in these industries, which corresponds to
10.7 percent of the total number of jobs in Norrbotten. Employment in both sectors is
often concentrated in a small number of large mines and plants. In Kiruna, for instance,
around 2175 workers are hired by the state-owned company LKAB, a producer of iron ore,
corresponding to 17.5 percent of local jobs [33]. In Gällivare, the same company employs
1175 people (13.5 percent of all employees in the municipality) [34]. Between 2010 and
2018, the manufacture of basic metals and fabricated metals sectors in Norrbotten suffered
a decline in employment (436 jobs lost) that contrasts with a period of relatively high
economic dynamism in the region and in Sweden as a whole. Still, in comparative terms,
the sector performed better in Norrbotten than in other Swedish regions. This suggests that
this county provides good conditions for this sector that still account for a very relevant
share of jobs in some localities. In Luleå, for example, the SSAB EMEA AB steel plant
employs 1325 persons, corresponding to 1.2 percent of all jobs in the region [35]. Based on
the employment multipliers from our input-output analysis (Table 3), if the activity of this
plant was discontinued as a response to stringent climate policies and regulations, a total
of 1965 full-time equivalent (FTE) jobs might be lost in Norrbotten. This includes the initial
jobs lost in the SSAB EMEA AB plant itself, as well as 640 indirect jobs lost in the region
because of backward linkages in the steel value chain.
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Table 3. Employment indicators and multipliers for selected economic sectors in Gotland, Norrbotten, and Västra Götaland
(2018).

Indicator

Gotland:
Other Non-Metallic

Mineral Products
(CPA_23)

Västra Götaland:
Coke and Refined Petroleum

Products (CPA_C19),
Chemicals and Chemical

Products (CPA_C20), and Basic
Pharmaceutical Products and
Pharmaceutical Preparations

(CPA_C21)

Norrbotten:
Basic Metals (CPA_C24) and
Fabricated Metal Products,

Except Machinery and
Equipment (CPA_C25)

Initial employment effect 0.329 0.119 0.308
First-round employment effect 0.051 0.057 0.104
Industrial support
employment effect 0.017 0.210 0.045

Production-induced
employment effect 0.067 0.034 0.149

Simple employment
multiplier 0.396 0.092 0.457

Type 1A employment
multiplier 1.154 1.481 1.339

Type 1B employment
multiplier 1.204 1.769 1.483

Note: Employment multipliers were calculated by means of input-output analyses on the symmetric input-output tables provided by
Eurostat (naio_10_cp1700). National input-output coefficients were calculated by direct allocation of competing imports. Input-output
coefficients were regionalized by applying Flegg’s location quotient (FLQ), method proposed by Flegg, Webber, and Elliott (1995). Even if
several methods can be used to regionalize the input-output coefficients, it is now well established that the FLQ method can give more
precise results than alternative approaches, like SLQ or the CILQ [36,37]. Employment multipliers highlighted in bold represent the extra
number of persons employed in all industries in the economy for one extra person employed in the industries under investigation. These
multipliers hence summarize the aggregated direct and indirect employment effects for every new job created in the relevant sectors,
including initial, first round and industrial support induced output effect. Type 1B employment multipliers were hence used to calculate
the employment effects described on the text.

In Gotland, the limestone and non-metallic mineral manufacturing industries are
small but important contributors to the island’s economy. Even if the number of direct jobs
provided by these sectors is rather limited (398 workers in 2018), its relevance for Gotland’s
economy is considerably greater than for other regions in Sweden. In 2018, these sectors
represented 3.2 percent of region’s total employment [32]. Based on the location quotients,
in employment terms, the industry for non-metallic mineral products is in fact the single
most overrepresented economic activity in Gotland’s economy. Cement and limestone
industries are particularly important for rural Gotland, and particularly the northern part
of the island, where the main extractive and processing plants are located. The shift-share
analysis performed for 2010–2018 data shows that Gotland’s economy has comparatively
lower competitiveness levels than other Swedish regions. These conditions also affect
the non-metallic manufacturing sector. Even if the sector is performing comparatively
better in Gotland than its peers at national level, it is still a very traditional industry with
a weaker competitive position in comparison to other sectors and high dependence on
national economic dynamics (essentially, its level of output is driven by the demand in the
building construction sector). Based on the worst-case scenario that all the 230 FTE jobs in
the Cementa AB plant at Slite could be lost as a response to climate-driven decisions, by
applying the regionalized employment multipliers for 2018 presented in Table 3, we find
that the hypothetical number of direct and indirect FTE jobs lost in the island would be
around 277.

Västra Götaland is one of the three largest regional economies in Sweden. The region
has an expansive economy and a strong and export-oriented industrial sector. The manufac-
ture of refined petroleum and chemical industry, (NACE sectors 19–20), excluding pharma
(NACE 21), represents a small share of the economy in the region. In 2018, these sectors
employed 5669 persons (1.5 percent of the total workforce in the region) and, together with
the pharmaceutical industry, generated 15,272 million SEK in value added (3.2 percent of
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region’s total GVA). [32] From a territorial perspective, the largest dependence on economic
activity in the petrochemical sector concentrates in a restricted number of municipalities in
Västra Götaland. Dependence is higher in smaller communities, particularly Lysekil and
Stenungsund, where chemical and refining sectors occupy a large proportion of the work-
ing population. In the Lysekil municipality, Preem is by far the largest private employer,
with 600 people directly engaged by the company [38]. In Stenungsund, it is estimated
that the chemical industry cluster provides at least 2350 direct jobs. [39] In the 2010–2018
period, both the regional economy in general and the petrochemical sector showed positive
economic trajectories. The refining sector (NACE 19) maintained a stable workforce over
the last decade (from 1430 in 2007 to 1611 in 2018). The chemical sector (NACE 20) oscil-
lated between 4500 employees in 2010 and 4058 in 2018 [40]. According to our shift-share
analysis, regional competitive factors seem to be driving the overall good employment
performance, particularly in the chemical sector. By applying the Type 1B multiplier on
employment data for the refining industry provided by the Västra Götaland region [40],
we estimated that the direct and indirect employment effects caused by a hypothetical
discontinuation of the activities of the local oil refineries might lead to a potential loss of
2850 FTE jobs in the county. This figure represents around 0.6 percent of total employment
in Västra Götaland.

6.2. Social Analysis

Contrary to our worst-case scenarios, national and regional policymakers and stake-
holders interviewed as part of the TJTP development process stressed that no job losses
are anticipated or considered likely as a result of the climate policies introduced in any
of the Swedish just transition regions [41]. On the contrary, the transition to a sustainable
industrial system could even lead to investments and job creation. This growth potential
could present challenges caused by existing socio-economic development trends occurring
within the three regions.

Regional labor shortages could pose a significant challenge to climate transition
processes due to negative demographic development trends. Population aging is creating a
shift in the labor force with the large number of people reaching retirement age leading to
higher recruitment needs. The population in Norrbotten is declining; the population size on
the county level decreased by around three percent between 2000 and 2020 due to negative
population growth and the outmigration of young skilled people [42]. Similarly, in Gotland,
the working age population fell from 32,700 persons in 2009 to around 32,100 persons in
2019 [43]. Consequently, both Norrbotten and Gotland today have a smaller labor supply
from which companies can recruit employees than ten years ago. These regions are reliant
on attracting skilled immigrants to overcome this shortfall, so regional authorities have
focused on making these areas more attractive places to live by providing affordable quality
housing and better transport accessibility links.

In order to reap the opportunities and benefits presented by the climate transition,
access to the right competencies and skills is required. Plans to increase energy efficiency, to
electrify industries, to increase the use of biogas, and to develop options for carbon capture
and storage require skills that are not always readily available. In Norrbotten, a relatively
high proportion of young people, particularly boys, leave school without qualifying for
higher secondary education (gymnasiebehörighet). In the school year 2018/2019, around
14 percent of pupils belonged to this group. The proportion of non-qualifying pupils was
higher in some smaller rural municipalities such as Pajala and Övertorneå than in the
regional centers Luleå and Piteå [44]. Low educational attainments are a challenge for
young people who may experience difficulties in finding employment, but they are also a
challenge for businesses. Already in 2017, one out of four businesses in Norrbotten stated
that they experienced challenges in recruiting people with the right competencies [45], and
that this was a major obstacle to development and growth. A positive development in this
context is that educational attainment levels in Norrbotten have increased during the last
decade. In 2019, 31.6 percent of the adult population had attained post-secondary education.
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This proportion is lower than for the Swedish population at national level (37.9 percent in
2019). Nonetheless, it is a substantial change in comparison to 2010, when only 27.3 percent
of people in Norrbotten had attended post-secondary education or training [43].

Similarly, in Gotland, 25 percent of employers report difficulties in finding staff, par-
ticularly with highly specialized competencies, as educational attainment levels of the
population are comparatively low [46]. In Sweden as a whole, more than 38 percent of
the population over 16 years have taken part in or concluded post-secondary education.
In Gotland, it is only 31 percent [43]. These trends are also reflected in Västra Götaland,
where several population groups struggle to enter the labor market due to low levels of
education, particularly younger people. Almost one out of five students in the county leave
comprehensive schools (grundskola) without qualifying for upper secondary education
(gymansieskola). This negatively influences their employment prospects and career op-
tions [39]. The proportion of students who do not qualify for higher secondary education
has fluctuated during the last years in Västra Götaland and in Sweden as a whole. Västra
Götaland has closely followed the Swedish trend, with proportions of non-qualifying
students increasing especially rapidly between the years 2015/2016 and 2016/2017. As a
result of these trends, all Swedish transition regions need to provide local citizens with
access to life-long learning opportunities, vocational training, and reskilling. This requires
establishing close links between industries and businesses to ensure that student education
courses match the needs of employers.

Women are another target group for sectors affected by the climate transition. The
labor markets within core transition industries in Gotland, Norrbotten, and Västra Götaland
are gender-segregated to a relatively strong degree. For example, in Gotland, around half
of all women work in the public sector, in particular in health care and social care, while
around 80 percent of men work in the sectors that are important in the climate transition—
including the cement and limestone industry, energy, transport, and the building sector [46].
In Gotland, there are strong educational attainment differences, with men less likely to
have obtained higher education than women. This is also the case in Västra Götaland
and Norrbotten, where the risk of leaving comprehensive schools without moving on
to higher education is more pronounced among young men than among young women.
Subsequently, attracting more women to work in these traditional sectors could be one
solution to potential labor shortages in these regions [39].

One social group that is particularly vulnerable to climate change and the climate
transition in Norrbotten is the Sámi people. Climate change, as well as policies and
measures to support the climate transition, affect the context in which the Sámi preserve
their unique culture and traditional livelihoods. Changes in temperatures and precipitation
influence the conditions for reindeer herding, for instance through changes in food supply
for reindeers as well as water and flooding conditions. At the same time, laws and policies
to accelerate the phasing out of fossil fuels, such as the increased use of biomaterial and
installations of wind turbines or hydropower infrastructure, also have implications for the
land and water use of the Sámi people [47]. Due to these potential negative impacts of
climate change and climate transition measures on the Sámi’s traditional way of life, it is
important that their right to be consulted is always respected. In terms of implementing
the TJTP for Norrbotten, public authorities have begun the process of presenting and
discussing proposals in meetings with the Council of the European Social Fund (ESF
Council), Vinnova, and the Geological Survey of Sweden (SGU), and the Sámi Parliament.
Dialogue with the Sámi Parliament is particularly significant as climate change has a major
impact on the conditions for Sámi culture and land use. Nonetheless, Sámi representatives
have argued that policies and legislation to support the climate transition have so far
not adequately reflected their interests and that their traditional rights have not been
respected. It is increasingly considered that, in order to increase the legitimacy of the
climate transition process in Norrbotten, the Sámi community needs to be more strongly
involved in decision making processes in the region, particularly in those related to land
management issues [48].
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6.3. Governance Analysis

Sweden has a decentralized system of governance in which regional and local pub-
lic authorities play a central role in delivering public policies and services due to their
close proximity to citizens. The institutional stakeholders at regional and local level in
the three counties include the County Administrative Boards (CAB)—a national govern-
ment authority operating in 21 counties with a responsibility for coordinating the climate
transition work at regional and local level and ensuring that decisions from parliament
and the Government are implemented in the counties. The CABs are also tasked with
coordinating the work on regional climate and energy strategies, but the responsibility is
shared. Regions and municipalities (self-governing local authorities) have a central role
in the climate transition, not least in relation to strategic and physical planning, regional
development work, education, stakeholder involvement, and advisory aspects. There
are also local climate and environmental action plans at municipal level with localized
climate policy targets [49]. Local authorities also play an important role in facilitating
stakeholder coordination and promoting the conditions for collaboration between actors
in the region, such as industries, businesses, associations, and other NGOs in relation to
regional development. Local authorities in Gotland, Norrbotten, and Västra Götaland have
facilitated dialogue between these key stakeholders in the development of regional and
climate energy strategies [7].

Joint efforts between public authorities, regional and local companies, professional
associations, and industry-relevant players are required to ensure that the climate transition
takes place while maintaining the competitiveness and value of regions [31]. In all three
Swedish just transition regions analyzed, high levels of cooperation and social capital
have been built up through various EU and national innovation projects. In Norrbotten,
the Hybrit Initiative, Reemap Project, and Sustainable Underground Mining Project have
brought together key industries including SSAB, LKAB, and Vattenfall to develop carbon
free production processes and circular economy initiatives. In Gotland, Cementa AB en-
gages in various partnerships and R&D initiatives for the transition to fossil-free industrial
processes. The industrial climate transition initiative Fossil-Free Sweden has set out a
roadmap for a climate neutral cement industry in Sweden. The initiative has been led
by Cementa AB [30]. The roadmap also notes that the construction sector and mining
industries are closely linked to the cement industry’s transition. Furthermore, Cementa AB,
SMA Mineral AB, and Vattenfall, among others, collaborate under the umbrella initiative
CemZero, conducting pilot studies and investigating the preconditions for climate neutral
production processes. CemZero involves three research projects carried out in collaboration
across the public and private sector as well as academia (Umeå University), partly funded
by the Swedish Energy Agency [50]. The business collaboration Tillväxt Gotland also
enables industrial actors to collaborate via the Industrigruppen Gotland in matters related
to business growth, skills, and competence supply issues and transition.

In Västra Götaland, several science parks gather research and academia, public actors,
businesses, and NGOs for the energy and climate transition. For example, Johanneberg
Science Park hosts the West Swedish Chemical and Materials Cluster. High levels of coop-
eration and social capital are demonstrated through numerous collaboration projects in the
region. The long-term project Climate Leading Process Industry supports the transition in
a region with intense production of chemicals and materials. Here, the large chemical com-
panies in Stenungsund (Adesso Bioproducts, Borealis, INOVYN, Nouryon, Perstorp) and
Västra Götalandsregionen work together with a joint vision on Sustainable Chemistry by
2030. The West Sweden Chemicals and Materials Cluster includes research and innovation
actors besides the chemical industry companies themselves, such as Chalmers University
of Technology, SP Technical Research Institute of Sweden, as well as companies from other
industry sectors, such as Renova and Göteborg Energi.

In Sweden, stable energy systems and electricity networks are key factors for the
transition. For instance, it is estimated that the new HYBRIT plant planned in Gällivare and
the H2 Green Steel plant in Boden together can increase the yearly electricity consumption
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in Sweden by around 45–50 percent: this will require significant expansion of the renewable
energy production [51]. This process is parallel to similar developments in the other
Swedish regions. In Västra Götaland, the capacity of the electricity networks risks being
insufficient in the short term [7]. In Gotland, developing the infrastructure that supports
the energy transition and electrification of the cement production is also a key challenge.
Cementa’s need for electricity is expected to increase tenfold by 2030, as a result of the
transition to carbon dioxide neutrality [7]. Improved transmission capacity of electricity
between Gotland and the mainland is a prerequisite for large-scale electrification of the
industry. A new cable connection needs to be in place within the next 10 years to align
with Cementa’s transition timeline. The relatively short time frame is emphasized as a
key challenge in terms of planning, permits, and establishment. The design of the cable
and investments is being investigated by Svenska Kraftnät, Vattenfall, Eldistribution, and
Gotland Energy (GEAB).

Public authorities in all three regions work closely with higher education institutes.
Gothenburg University, Chalmers University of Technology, Luleå Univeristy of Technol-
ogy, and Uppsala University Campus Gotland carry out multidisciplinary research projects
and have provided knowledge and expertise in the drafting of the regional energy and
climate strategies. Municipalities, lower education providers, companies, and universities
also play an important role in ensuring that there is a good match between access to a
skilled workforce and employers’ demand for skills. Public authorities in Gotland work
with Uppsala University Campus Gotland and Teknik College Gotland to ensure that
higher education and vocational training programs meet the needs of local industries
and businesses. Norrbotten’s Regional Competence Council coordinates actions on skills
development and governance in the region. The task force is made up of municipalities,
Swedish public employment service, Region Norrbotten (the County Council), the County
Administrative Board, Luleå University of Technology (LTU), and vocational education
schools. LTU also has an extensive range of training aimed at the steel industry’s value
chain and gathers research in mining and process technology. The Mining and Steel In-
dustry Research Institute, Swerim, with process engineering and equipment in Luleå, is
an important link between academia and industry. In Västra Götaland, there is a strong
foundation for municipal collaboration projects to ensure skills supply in different sectors
and industries in the region. These include for example Validation West (Validering Väst)
that supports structure in the region to strengthen the skills validation process. Throughout
the municipal associations branch, specific Competence Councils are also set up as a collab-
oration arena, ensuring coordinated efforts between labor market actors, academy, sectoral
organizations, and other regional actors. The Gothenburg Region also has a competence
hub to ensure coordinated efforts to support individuals and business life in transition.

7. Discussion

The core findings from the analyses presented above have informed and guided the
preparation of the EU TJTPs for the Swedish transition regions of Gotland, Norrbotten,
and Västra Götaland. These regional assessments highlight that the just transition has an
important spatial dimension as each Swedish region is different in terms size, governance
structure, and socio-economic dynamics. Gotland is a small rural and tourism-dependent
economy that has very specific economic environment conditions determined by its in-
sularity. Norrbotten is an extractive and increasingly technology and innovation-driven
economy that is performing rather well and will probably keep doing so in a global con-
text characterized by a transition from oil-based to metal-based energy carriers. Västra
Götaland is a leading economy in the Nordics, with a broad industrial basis and a long-
lasting tradition in innovation and technology-oriented productions. The diverse nature of
Swedish regions makes it important to note that there is no one-size-fits-all model for just
transition planning. This is largely reflected in the TJTPs that have been tailored to meet
regional and territorial specificities and needs requirements.
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Trade unions and civil society groups have voiced concern that the Swedish just
transition is too focused on the economic and technical dimensions of climate policies,
while neglecting the potential regional social impacts of transition. An assessment of the
main transition actions outlined within the draft regional TJTPs plans suggest that this
criticism is not unjustified, as they largely focus on developing the technical infrastructure
required for reducing emissions in fossil fuel-dependent industries. The economic and
technical imperative at the heart of the regional action plans has been driven by the national
government during the TJTP development process.

During TJTP development discussions, this proved a source of tension with the EU
who were more inclined to consider the social elements of the transition. The national
government relented on its position and accepted the introduction of more social-orientated
actions into the TJTPs when the regional territorial analysis highlighted that reskilling
and retraining was essential in all Swedish transition regions. While some more socially
targeted actions have been introduced within the plans, most of the actions remain focused
on the technological enablers of the transition. This confirms the thesis that, also in Sweden,
the national government tends to dominate multi-level discussions related to EU Cohesion
Policy funding, with sub-national regional and local actors being constrained by political
asymmetries of power [21,52].

Even though no job losses are anticipated within key regional industries, our analyses
have highlighted some important social development trends within each region that might
impact on the effective implementation of just transition plans. These issues need to
be more clearly addressed within the regional TJTPs, including recommendations and
solutions for overcoming these obstacles. Specific regions are more vulnerable to the effects
of transition not only because of the regions’ dependence on industries with high emissions,
but also because of intrinsic conditions. Regions outside larger cities are likely to be more
affected by industrial decline because of social development stressors such as the shrinking
population caused by low birth rates and outmigration to urban areas, which make them
more vulnerable to external shocks and policy reforms such as those brought about by
the climate transition. Similarly, low-skilled workers are usually more vulnerable since it
is more difficult to adapt to other occupations and because many affected industries are
located in regions where the economy is not diversified.

Indeed, ensuring that companies in the cement and limestone, petro-chemical, and
steel industries have access to the right skills and competencies is of fundamental im-
portance for green just transition in Sweden. The TJTPs outline specific actions for skills
development, but they are vague. Regional and local policy makers and stakeholders in
Gotland, Västra Götaland, and Norrbotten can add further specification by focusing on
four broad strategies to ensure future competence supply for the green just transition. Pos-
sible actions include: (1) providing access to higher education, re-training, and upskilling
courses expanded and offered to all population groups; (2) encouraging people who are
currently inactive or unemployed to upgrade their skills, facilitating their integration into
the labor market; (3) developing tailored programs to attract skilled staff from other parts
of Sweden and from abroad to fill competence gaps within regional labor markets; and (4)
in addition to the already existing industry road maps, social road maps could be created
to highlight the social dimension of the transition and to form collective social action.

The key governance structures and stakeholders needed for the development and
implementation of climate transition policies in Sweden are highlighted within the TJTPs.
This can be considered a key enabler for the technical solutions. For instance, in the
preparation of the new national electrification strategy it has been emphasized that ensuring
the electrification process to support the climate transition requires improved collaboration
between governance levels as well as streamlining and expansion of the network [53].
However, the plans do not provide any detailed specification on the role and responsibilities
of these governance levels and actors at different stages of the transition policy cycle.
According to Swedish climate policies, climate transition processes should be open and
inclusive of all stakeholders and citizens, particularly underrepresented minority groups [5].

148



Sustainability 2021, 13, 7505

There is little information within the TJTPs regarding public consultation on the transition
proposals. There is, therefore, a need for further analysis on how best to include the public
in the transition process from both a policy input and policy dissemination perspective.
This is particularly the case in the Norrbotten region where there are still tensions with the
indigenous Sámi community regarding transition proposals and discussions with the Sámi
Parliament remain ongoing. In order to meet the goal of ‘leaving no one behind’ during
the climate transition, but also to avoid breaching the legal rights and prerogatives of the
Sámi people, their involvement should be enhanced.

Our territorial analysis reveals that each region has the governance structures and
stakeholders needed to develop and implement transition policies. Existing governance
structures are based on strong links between national government, national agencies and
regional public authorities, and high levels of social capital and collaboration between key
stakeholders, including industries, businesses, high education institutions, labor unions,
and civil society organizations. Governance challenges remain, however, including a
lack of dialogue and co-operation between the regional and local electricity grid-owners
regarding conditions for energy supply in the comprehensive or physical planning that the
municipalities carry out. As the structures for coordination are weak, there is a risk that
electricity users, community planners, and network companies will not be made aware of
the limitations that exist in the electricity network. Lengthy permitting procedures may
also affect many sectors concerned by climate transitions. Current procedures have been
designed to ensure compliance with highly conservative technical and safety regulations
in sectors such as energy production, storage, and distribution. Permitting procedures
should be simplified in a way that safety and stability are maintained while ensuring that
the processes are significantly shortened. This example further reinforces the idea that the
Swedish just transition process should pay more attention to the governance dimension
of transitions to also enable its technical components. Further cross-sectoral collaboration
and communication will be required to overcome these challenges.

8. Conclusions

With the introduction of the EU’s Green Deal and Just Transition Mechanism, the
concept of the ‘just transition’ is starting to grow and gain momentum. There are many
lessons to be drawn for both Sweden and other EU member states from the Swedish
experience of developing TJTPs. Most significantly, it is important that EU action plans,
and other climate and energy related policies, are developed based on a well-defined
just transition concept. Because of the broad nature of the just transition notion, it is
used and interpreted differently in different contexts. It is important to balance between
acknowledging the rights of the EU, nation states, and regions to interpret and implement
the concept in different ways, while also attempting to provide some coherence, so that
plans can be implemented smoothly in a way that meets the needs of local citizens.

Swedish policymakers and the TJTPs they are developing need to fully recognize the
different technical, social, and spatial elements of the shift towards climate neutrality. In
the Swedish case, there has been a tendency for national policymakers to prioritize the
more technical elements of the transition, driven by the economic cost of helping industries
transfer to climate neutral, carbon-free technologies. It is not surprising that the actions
outlined in the TJTPs emphasize the technical and economic imperatives of transition
as the TJTP development process was driven by representatives of the Swedish national
government, regional public authorities, and sectoral actors. Indeed, the actions outlined
in the TJTPs are entirely consistent with their climate policies and roadmaps which are
focused on the technical aspects of shifting to carbon neutral technologies and processes
and neglect the potential social impacts of the transition. This position was exacerbated
by the processes used in the formulation of TJTPs, as societal groups, NGOs, and citizens
were largely excluded from this process, with the notable exception of the Sámi Parliament
in Norrbotten. The European Commission note that the transition can be successful only
if policies are designed with the involvement of citizens and accepted by them [2]. More
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specifically, an ‘active social dialogue’ is recognized as an essential element to ensure that
the transition is successful and accepted by workers and companies [2]. In Sweden, greater
consultation of societal groups and citizens in the TJTP process might have acted as a
counterweight to the political and technical priorities of the Swedish government, regional
authorities, and sectors, creating a balance between the technical and social actions outlined
in the TJTPs. It is, therefore, vital that social groups and local citizens be consulted in any
evaluation and amendments of the plans if they are to be fully accepted by society.

Transition plans need to strike a balance between these important economic and
technical imperatives, while ensuring that the social justice and spatial dimensions of
the transition are not ignored. To make sure that the social and spatial elements are
not neglected, policymakers and practitioners could, one, develop social roadmaps that
highlight the social challenges posed by climate policies within each transition region,
and two, ensure that climate transition policies are based on areas of regional resilience
strengths and opportunities. These measures would make policies responsive to local
needs and objectives, and more accessible to citizens in helping overcome the challenges
posed by regional socio-economic trends, including an aging work force, lower education
levels, outmigration, and gender imbalances.

The social impacts of the transition should be minimal in the Swedish transition
regions if, as noted by interviewees, there are no resultant job losses in the industries most
affected by the shift to carbon neutral technologies. Furthermore, the Swedish welfare
system is considered to be well equipped to deal with the possibility of job losses and
the resultant social challenges presented by increasing unemployment. In this regard, the
strength of the Swedish welfare system has played a significant role in driving the political
decision of the Swedish national government to focus TJTP actions on the more technical
and economic aspects of transition, including covering the costs of the development and
implementation of carbon neutral technologies and processes in key industries. The
structural limitations of the Just Transition Fund identified by Sabato and Fronteddu [19]
have not played such a significant role in influencing the content of the TJTPs in Sweden.
The narrow focus of the Just Transition Funds on skills and retraining they outline is
potentially beneficial to Swedish transition regions and industries, but has largely been a
secondary consideration within the actions outlined in the TJTPs, despite regional impact
assessments highlighting the need for both youth and elderly reskilling within Swedish
transition regions. In countries with less generous welfare systems, the narrow focus
on the Just Transition Funds on skills and retraining will not help overcome the more
short-term challenges presented by unemployment. There is, therefore, a need to ensure
that the focus on the Just Transition Funds on skills and retraining is not viewed as
an alternative to traditional social welfare measures and that the Just Transition Funds
effectively complement and fill gaps in national and regional level welfare policies [19].

An effective climate transition process requires smooth collaboration across multiple
levels of governance. Ensuring that EU, national, and regional level goals and objectives
are represented within transition plans requires decision-making based on equality and
reciprocal persuasion in which actors try to understand each other’s incentives and un-
derlying assumptions. Strong regional and local leadership is particularly important for
facilitating open and inclusive dialogue between key regional and local levels stakeholders
and citizens. The Swedish case regions have shown that effective collaboration is often
based on the social capital built up through existing regional networks, mainly involving in-
dustries, businesses, and higher education institutes. However, it is also vital that transition
processes are open and transparent to facilitate participatory governance throughout the
policy cycle which involves labor unions, civil society organizations, and minority groups.
Moving forward, the development of national and regional climate transition platforms
might be one way to maintain smooth and effective collaborations across governance levels.
Such platforms could help establish sectoral synergies and business value chains, coordi-
nate public and private financing, identify existing and newly emerging socio-economic
challenges and opportunities, and monitor the impacts of the transition. Collaboration in
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relation to these issues will be essential if the technical, social, and territorial dimensions of
the just transition are to be addressed in a balanced and equal manner.

An important criterion for just transitions is that ‘no one is left behind’, but the
transition plans should also ensure that environmental burdens and social impacts are
not transferred to other regions. The Swedish examples presented here show how that,
even if the socio-economic impacts of the transitions might be large in some settings, in
most cases, these impacts are highly localized and could be totally or partially overcome
by the strong economic inertia and innovation capacity of the Swedish economy. In some
cases, it might be even easier to replace jobs in certain activities by occupations in other
sectors with smaller climate footprints rather than investing in the transformation of the
problematic energy-intensive industries. Still, the products provided by these industries,
including cement, steel, and chemical compounds, will continue to be demanded and
consumed by the Swedish economy. Delocalizing the production of these materials to other
regions would not reduce the global environmental burden and would not contribute to
tackling the climate emergency either. In this sense, the just transition concept acquires
an ethical dimension that goes beyond the social justice principle that lays at its core. It
is essential that the just transition plans in Sweden and elsewhere in Europe take up this
challenge and contribute to ensuring that the climate transitions are performed in situ,
without alienating the employment basis, production capacity, and sectoral specialization
of the affected regions.
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Abstract: The purpose of this work was to determine the optimal percentage of wastewater from
cesspool in the mixture of wastes subjected to treatment processes, which will not have a negative
impact on the functioning of the collective treatment plant. The study was carried out over a period
of two years, with 48 samples of wastewater flowing in from the sewage network and delivered with
the slurry tanker collected and subjected to physical and chemical analysis. The analysis included:
Biochemical Oxygen Demand (BOD5), Chemical Oxygen Demand (COD), and Total Nitrogen (TN).
In addition, the study defined the daily balance of the amount of inflowing and transported wastewater.
Based on the analysis carried out, it was found that the unit loads of BOD5, COD and TN in the
mixture of wastewater subjected to the treatment process will be at the level of loads assumed in
the project, when the share of supplied wastewater, i.e., from cesspool, will be at the level of 5%
of the total amount of wastewater. Considering that in the analysed period the total average daily
amount of wastewater subjected to the treatment process was 253.5 m3·d−1, the optimal amount of
wastewater delivered should be 12.7 m3 in each day of the week.

Keywords: wastewater; sewerage; liquid waste tanks (cesspool); partial correlation; organic and
biogenic pollution

1. Introduction

Along with the growing expansion of housing construction in rural areas in Poland, the volume of
water used by residents increases, thus also the volume of generated sewage increases. Unfortunately,
in many cases, professional water supply and sewage systems are not provided along with the
expansion of housing. In Poland, in areas where there are no collective sewage systems, residents
use the so-called septic tanks (tanks for liquid waste) in which sewage is collected for disposal to a
collective treatment plant. The numbers show how big this problem is in Poland.

In rural areas, according to current Central Statistical Office (CSO) data [1], in 2018 there were
21,775.50 thousand tanks for liquid waste, commonly known as cesspool. It still is the most common
way of wastewater disposal in Poland, in rural areas where there are no collective or individual
sewage systems. The correct operation of such tanks consists in regular emptying of wastewater,
which should then be transported by a professional slurry tanker to a collective wastewater treatment
plant, whose technological line is suitable to treat this type of wastewater. Unfortunately, according to
national literature reports, many such tanks are improperly used by residents, because the wastewater
coming from them goes illegally to the environment, i.e., land or flowing water [2–4]. Such practices
lead to pollution of land, surface and underground waters [5]. The main reason for this is the intention
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of users to reduce the costs of exporting and utilizing wastewater from cesspits in a collective treatment
plant. To prevent this type of practice, it is necessary to control the leak-tightness of this type of tanks
and the regularity of their emptying by a professional company with the appropriate slurry tanker.

Another problem posed by wastewater from cesspool is their utilization in a collective wastewater
treatment plant, because the concentrations of pollutants contained in them are often several times,
and sometimes several dozen times, higher than typical wastewater flowing into the sewage system [6–8].
High concentrations of pollutants in wastewater from cesspool result from the saving habits of residents
to save and thus use a small amount of water, which results in an increase in the concentration of
pollutants [9,10]. In addition, the long-term storage of wastewater in tanks creates the conditions for
anaerobic decomposition of organic pollutants and the occurrence of sewage rotting, which causes the
release of an unpleasant odour of hydrogen sulfide [11–13]. The volume of liquid waste tanks should
be designed to be emptied with a 3–4 week time interval. Too long intervals between emptying these
tanks result in the wastewater being rotten and similar in composition to sewage sludge with very
high hydration [14]. In practice, wastewater from cesspools is transported to the area of the collective
wastewater treatment plant on an irregular basis on each day of the week [8,15], and this type of
practice is conducive to disruption of biological wastewater treatment processes, as these processes
are sensitive to major changes in both the quantity and quality of treated wastewater. Therefore,
the amount of wastewater from cesspool should be dosed (batched) with great caution to the total
amount of wastewater subjected to treatment [16–20]. Adding (mixing) in a short time, e.g., directly
from the slurry tanker sewage from cesspool to sewage flowing into the sewage network, will result
in a sudden increase in the amount of treated sewage, as well as a sudden increase in the so-called
“impact” of the pollutant load in the wastewater mixture subjected to the treatment process [21].

As it has been shown in the publications concerning the problem of neutralization of sewage from
septic tanks, there are alternative treatment systems to transport to collective treatment plants, which is
an expensive process and may have a negative impact on biological processes in collective treatment
plants. As Forbis-Stokes et al. [21] stated, it is possible to treat sewage from septic tanks with a mobile
installation at the place where they are generated. Another solution in this aspect is the treatment of
sewage from septic tanks in wetland sewage treatment plants. As Jong and Tang [22] stated, wetland
wastewater treatment plants, while maintaining an appropriate operating regime, demonstrate high
efficiency in septic tank waste material treatment. In addition, as Mancl and Rosencrans indicated, it is
possible to drain sewage from septic tanks into properly prepared fields, which allows water to be
retained in the soil, thus increasing water retention, which is crucial nowadays [23].

However, in Poland, now and in the following years, the basis for the disposal of sewage from
septic tanks is their selection and transport to a collective treatment plant. This applies to the majority
of collective treatment plants in rural communes in Poland. Therefore, there is an urgent need to
indicate the optimal proportion (volume) of sewage delivered by the slurry rolling stock, so that other
sewage does not adversely affect the treatment of all sewage.

The overall aim of the analysis was to calculation an optimal organic and biogenic load
into the wastewater treatment plant (WWTP) by blending strong cesspool wastewater with weak
sanitary wastewater.

The detailed aim of the study was to determine the optimal percentage (amount) of sewage from
cesspool in the mixture of wastes subjected to treatment processes, at which the unit load (Ul) of organic
and biogenic pollutants will be at the level of the unit load assumed in the project for the wastewater
treatment plant. The unit load of the analysed indicators assumed in the project is: 60 g·I−1·d−1

for Biochemical Oxygen Demand (BOD5), 120 g·I−1·d−1 for Chemical Oxygen Demand (COD) and
13 g·I−1·d−1 for Total Nitrogen (TN). The study results have an important practical aspect, as many
small, collective wastewater treatment plants in rural areas in Poland have problems with setting the
daily limit of sewage delivered by the slurry tanker, which will not adversely affect the functioning of
the facility. The novelty of this work is the answer to an important question asked by the operators
of wastewater treatment plants in Poland: “How much sewage from cesspool that is transported by
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slurry tanker can be introduced into the technological system of the wastewater treatment plant, so as
not to disturb the purification processes?” The test results presented in this publication indicate the
need to build or modernize technological systems for the collection and uniform dosing of collective
wastewater from cesspools, so that this wastewater does not adversely affect biological treatment
processes in wastewater treatment plants with bioreactors with activated sludge.

2. Materials and Methods

2.1. Characteristics of the Sewerage System

The analysed sewage system includes a sewage network with a total length of 6900 m and a
diameter of collectors DN = 0.2 m together with a collective sewage treatment plant, whose designed
daily average capacity is 500 m3·d−1. During the study period, 360 residential buildings were connected
to the sewer network. The technological system of the sewage treatment plant consists of a dense grate,
a sand pit with a grease and oil separator and a radial bioreactor with a central integrated secondary
settling tank. The diameter of the bioreactor is DN = 11 m, with a depth of H = 5.9 m, while the diameter
of the secondary settling tank is DN = 3.5 m, with a depth of H = 5.9 m. After mechanical treatment,
the sewage flows to the bioreactor, where its biological treatment takes place. The wastewater flows
into the nitrification zone and then into the denitrification zone. The sewage then flows to the secondary
settling tank from where, after the sedimentation of the deposits, it flows to the river (stream without
proper name). The wastewater treatment plant station also has a sewage catchment station transported
by a slurry tanker from cesspool. In the commune, where there is no sewage system, most residential
buildings have tanks for liquid impurities, cesspool from which wastewater is transported by means
of slurry tanker to the treatment plant on weekdays. The scheme of the technological layout of the
wastewater treatment plant is presented in Figure 1.
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Figure 1. Scheme of the technological layout of the wastewater treatment plant (WWTP).

2.2. Analytical Methods

The study was carried out in the period of two years, 2013 and 2014. During this period, 48 samples
of wastewater flowing in from the sewage network and delivered with the slurry tanker were collected
and analysed. Incoming wastewater samples were taken from the inflow channel using an autosampler
type wastewater sampling device that was programmed for the wastewater flow rate. On the other
hand, samples of wastewater from cesspool were taken from the drainage station (“Sink point” on
Figure 1). Impurity indicators, BOD5, COD, and TN, were analysed in both types of wastewater.
Samples of wastewater were subjected to the physical–chemical analysis in accordance with reference
methods set out in the applicable legal acts.

− BOD5—measurement of oxygen after 5 days of incubation at 20 ◦C in OXI TOP—197 WTW
− CODcr—the bichromate method according to PN-ISO 6060: 2006
− Total Nitrogen (Kjeldahl) according to PN-EN 25663: 200
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In the days on which the wastewater samples were taken, the amount of wastewater of inflowing
Q1 and the amount supplied of wastewater from cesspools Q2 were also determined. The amount
of flowing wastewater was measured using measuring systems consisting of a probe of the level of
the wastewater mirror above the triangular overflow located in the drainage channel. The amount of
sewage delivered was determined on the basis of entries in the operating log regarding the amount of
sewage delivered with the slurry tanker.

3. Results and Discussion

During the tests, the average daily sewage inflow from the sewage network amounted to
Q1 = 238.5 m3·d−1 to the said sewage treatment plant, while the average daily sewage delivered by
the slurry tanker was Q2 = 15.1 m3·d−1, which constituted 5.7% of their share in the total amount of
wastewater subjected to the treatment process. However, the amount and frequency of wastewater
from cesspool and transported by slurry tanker to the treatment plant was irregular on each day of
the week. Wastewater from cesspools was delivered only on weekdays, i.e., from Monday to Friday.
In the examined period, on weekdays, the amount of sewage delivered ranged from 5 to 28 m3·d−1.
This represented from 2.1% to 12.4% (median 13.5 m3·d−1) of their share in the total amount of treated
wastewater. This type of irregular delivery of wastewater from cesspools to the treatment plant is
undesirable, as the irregularity of the amount of sewage flowing in and the load of pollutants contained
in it causes disruption of wastewater treatment processes [7,16–18].

In the introductory part of the analysis on the quality of treated wastewater, the study presents
pollutant indicators in wastewater flowing in from the sewage network and in wastewater from cesspool
supplied by slurry tanker. In inflowing wastewater, the BOD5 median value was 236.0 mg·dm−3,
the COD median value was 390.0 mg·dm-3, while the median of TN concentration was 57.5 mg·dm−3.
In inflowing sewage, the coefficient of variation for BOD5 was Cv = 18%, for COD it was Cv = 14%,
and for Total Nitrogen it was Cv = 13%, which indicates in all cases a small differentiation of this indicator
according to the scale proposed by Mucha [24]. Based on the results of analyses regarding the size of
pollutant indicators in inflowing wastewater, it was found that their values corresponded to typical
domestic sewage described in the literature [25–28]. The median value of the analysed indicators in
sewage from cesspool was as follows: for BOD5—3825.0 mg·dm−3, for COD—7750.0 mg·dm−3, and for
TN—585.0 mg·dm−3. As demonstrated, the values of indicators in wastewater from non-drainage tanks
are much higher than the inflowing wastewater, which is confirmed by literature reports on the quality
of wastewater from cesspool [6,8]. The variability of the values of the analysed indicators in wastewater
was delivered at the level of mean variability according to the Mucha scale [24]. The coefficient of
variation Cv oscillated between 20% and 25%. Characteristic values of the analysed indicators in
inflowing and delivered wastewater are presented in Table 1.

Table 1. Statistical characteristics of concentration indicators of contamination in raw wastewater from
sewer system and from cesspool.

Parameters Types of
Wastewater

Statistics

Average
mg·dm−3

Median
mg·dm−3

Min.
mg·dm−3

Max.
mg·dm−3

Standard Deviation
mg·dm−3

Coefficient of
Variation %

Biochemical Oxygen
Demand (BOD5)

sewers 242.8 236.0 178.0 340.0 42.7 18
cesspool 4005.6 3825.0 1560.0 6530.0 1003.9 25

Chemical Oxygen
Demand (COD)

sewers 387.1 390.0 253.0 493.0 52.4 14
cesspool 7595.3 7750.0 4390.0 9870.0 1489.5 20

Total Nitrogen (TN) sewers 57.2 57.5 39.0 73.0 7.2 13
cesspool 592.7 585.0 380.0 810.0 124.9 21

To determine the optimal, i.e., design unit load of the analysed indicators, i.e., BOD5, COD and
TN in the wastewater mixture subjected to the treatment process, an analysis was carried out in the
following stages:

− Determination of the concentration of indicators in the mixture of inflowing sewage;
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− Determination of the unit load of indicators in inflowing sewage;
− Determination of the unit load of indicators in the mixture of inflowing and delivered wastewater;
− Determining the optimal share of the amount of wastewater delivered in the total wastewater

mixture so as to obtain the concentrations assumed in the project.

Based on the values of the analysed indicators, i.e., BOD5, COD and TN in inflowing sewage
and delivered sewage from cesspools as well as taking into account the quantitative balance of both
types of sewage, the value of these indicators was calculated in the mixture of sewage subjected to
the treatment process. In order to calculate the values of the analysed indicators in the wastewater
mixture, the weighted average formula was used (1):

Wa =
W1·Q1 + W2·Q2

Q1 + Q2
(1)

where:

Wa—value of the indicator in the wastewater mixture (g·m−3);
W1—value of the indicator in inflowing wastewater (g·m−3);
W2—value of the indicator in delivered wastewater (g·m−3);
Q1—amount of inflowing sewage (m3·d−1);
Q2—amount of sewage delivered (m3·d−1).

Based on the results of the calculated weighted average (1), it was found that the median BOD5

value in the wastewater mixture was 438.5 mg·dm−3, the median COD was 773.1 mg·dm−3 and
the median TN was 89.3 mg·dm−3. With regard to organic indicators in the wastewater mixture,
the range of values for BOD5 ranged from 247.0 to 815.6 mg·dm−3, while for COD it was from 415.6
to 1495.8 mg·dm−3. In both cases, the variability of the values of these indicators expressed by the
coefficient of variation Cv was 28%, which indicates their average differentiation. The range of TN
concentration in the wastewater mixture oscillated from 57.4 to 126.0 mg·dm−3 and was characterized
by a small variation at the level of Cv = 18%.

The next stage of the analysis was to determine in the wastewater flowing from the sewage
network a unit load of organic pollutants expressed as BOD5 and COD and a unit load of biogenic
pollutants expressed as TN. In order to calculate the unit load (per one inhabitant) of individual
pollution indicators, Formula (2) was used:

ULi =
Wx·Q1

In
(2)

where:

ULi—unit load of the indicator in inflowing wastewater (g·I−1·d−1);
Wx—concentration of indicator in inflowing wastewater (g·m−3);
Q1—amount of inflowing wastewater (m3·d−1);
In—total number of inhabitants connected to the sewage network (In = 1200).

In wastewater flowing from the sewage network, the median BOD5 unit load was 46.1 g·I−1·d−1

and it was a 23.2% lower BOD5 unit load than assumed in the project. The median COD load was
75.7 g·I−1·d−1 and was lower by 36.9% for the load assumed in the project. In the case of unit load of
TN in inflowing wastewater, it was found that the median of this parameter was 11.4 g·I−1·d−1 and
it was smaller than assumed by 18.6%. As can be seen in all 3 cases, the unit load of the analysed
indicators was lower as a result of design assumptions. Characteristic unit loads of the analysed
indicators in the inflow wastewater are presented in Table 2. Based on the calculated coefficients of
variation Cv for the unit loads of the analysed indicators in the inflow wastewater, it was found that
they were at the level of average differentiation during the test period.
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Table 2. Statistical characteristics of unit load of analysed indicators in inflow wastewater.

Parameters

Statistics

Average
g·I−1·d−1

Median
g·I−1·d−1

Min.
g·I−1·d−1

Max.
g·I−1·d−1

Standard Deviation
g·I−1·d−1

Coefficient of
Variation %

BOD5 48.3 46.1 29.4 81.3 11.5 24
COD 77.1 75.7 41.7 123.7 15.9 21
TN 11.4 11.4 6.9 17.5 2.3 20

The reason for the unit load lower than assumed in the design of the organic and biogenic indicators
tested is the inflow of accidental (rainfall) and infiltration waters to the sewage system. According to
the interview with the operator of the sewage system in question, rainwater is discharged into the
sewage network from illegally connected roof gutters from residential buildings. As Kaczor et al. [29]
and Nowobilska-Majewska and Bugajski [30] indicated, the inflow of rainwater to the sewage network
significantly reduces the concentration of organic and biogenic pollutants in the wastewater subject to
treatment. Rainwater entering the sewage system intended for the disposal of only domestic sewage
affects periodic disruptions in the operation of sewage treatment plants and causes higher costs of
wastewater treatment [29,31]. In addition, the analysed sewage network is partly located under the
groundwater occurrence level, which causes groundwater to flow into the sewer collectors through
leaks in their connections. The foundation of sewer collectors below the groundwater level causes that
these waters infiltrate the collectors through all kinds of leaks and causes an increase in the amount of
wastewater flowing into the treatment plant [32]. As Madryas et al. described in their research [33],
the intensity of the infiltration water inflow to sewage channels is directly proportional to the height of
the groundwater table above the pipe.

Because the treatment process is subjected to a mixture of inflowing and delivered wastewater
from cesspool, the size of unit loads for BOD5, COD and TN in the wastewater mixture is analysed
using Formula (3). To calculate the unit load in the wastewater mixture, the sum of Q1 inflows
and Q2 supplied wastewater was adopted, and its weighted average was used as the value of the
given indicator.

ULmix. =
Wa·(Q1 + Q2)

In + Ic
(3)

where:

ULmix.—unit indicator load in the wastewater mixture (g·I−1·d−1);
Wa—weighted average indicator in the wastewater mixture (g·m−3);
Q1—amount of inflowing wastewater (m3·d−1);
Q2—amount of wastewater delivered (m3·d−1);
In—total number of inhabitants connected to the sewage network (In = 1200);
Ic—number of inhabitants served by the slurry tanker-average per day (Ic = 10).

In the mixture of inflowing and delivered wastewater, which were subjected to the treatment
process, the median unit load of BOD5 was 90.5 g·I−1·d−1, and it was higher than the designed value
(60 g·I−1·d−1) by 50.8%. The median COD in mixed wastewater was 155.2 g·I−1·d−1. Compared to
the designed (120 g·I−1·d−1) unit load of COD, it was higher by 29.3%. The median TN in mixed
wastewater was 18.5 g·I−1·d−1 and it was higher than the value assumed in the design (13 g·I−1·d−1)
by 42.3%. As stated in all 3 cases, the unit load volumes of the analysed indicators in the wastewater
mixture were significantly higher than the load assumed in the project. At the same time, it should be
noted that this type of situation only took place on days when wastewater was delivered by means
of slurry tanker. In relation to the unit load of the analysed indicators in the wastewater mixture,
a greater unevenness was observed compared to the unit load of these indicators in the inflowing
sewage. The unevenness of the unit load in the wastewater mixture expressed as the coefficient of
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unevenness Cv was for BOD5—35%, for COD—35% and for TN—26%. Characteristics of unit load of
analysed indicators in mixed wastewater are presented in Table 3.

Table 3. Statistical characteristics of unit load of analysed indicators in mixed wastewater.

Parameters

Statistics

Average
g·I−1·d−1

Median
g·I−1·d−1

Min.
g·I−1·d−1

Max.
g·I−1·d−1

Standard Deviation
g·I−1·d−1

Coefficient of
Variation %

BOD5 99.5 90.5 39.8 185.7 35.1 35
COD 172.6 155.2 67.0 297.7 59.7 35
TN 18.7 18.5 10.3 30.5 4.8 26

Based on the analysis of the unit load of individual indicators in the inflow sewage and in the
mixture of inflowing and delivered sewage, it was found that the unit load of the indicators in the
inflowing sewage is lower than assumed in the project, while the unit load in the sewage mixture is too
high in relation to the specified load in the sewage treatment plant design.

Because it was found that in the wastewater mixture, the unit load of the examined indicators
increases with the increasing amount (percentage share) of added wastewater delivered by means of
Pearson’s linear correlation analysis, the following was determined:

− impact of the percentage (%) of wastewater delivered in the wastewater mixture on the unit load
of the examined indicators;

− impact of the concentration of the analysed indicators in the delivered sewage on the unit load of
these indicators in the sewage mixture.

Using the data covering the percentage (%) of the amount of wastewater delivered in the total
wastewater mixture (independent variable) and the unit load data of the examined indicators in the
wastewater mixture (dependent variable), the strength of the relationship of these two variables was
determined in Figures 2–4.Sustainability 2020, 12, x FOR PEER REVIEW 8 of 16 
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Figure 4. Connection share of wastewater from cesspool in wastewater mix (%) with unit load TN in
wastewater mix and results of linear regression analysis.

Based on the analysis of the impact of the percentage of sewage delivered to the BOD5 unit load in
the sewage mixture, a correlation of rxy = 0.73 was found, which in the scale proposed by Stanisz [34]
defines this level of correlation as very high. In the analysed case, the correlation is statistically
significant at the level of α = 0.05. From the equation describing the regression line presented in
Figure 2, it may be stated that a change (%) in the sewage supplied in the total sewage mixture by
1% causes a change in the BOD5 unit load by 11.1 g·I−1·d−1. The dependence of the influence of the
percentage of sewage delivered to the COD unit load in the sewage mixture was determined at the
level of rxy = 0.78, which also indicates the relationship of these variables at a very high level. In the
case of the COD load from the equation describing the regression line shown in Figure 3, it is stated
that a change in the proportion (%) of sewage delivered in the total sewage mixture by 1% causes a
change in the COD unit load by 20.1 g·I−1·d−1. In the case of the analysed biogenic indicator, i.e., TN,
the impact of the share (%) of sewage delivered on the unit load of Total Nitrogen in the wastewater
mixture was at a high level, as indicated by the calculated correlation coefficient of rxy = 0.59. From the
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equation describing the regression line presented in Figure 4, it can be stated that a change in the share
(%) of sewage delivered in the total sewage mixture by 1% causes a change in the unit load of TN by
1.2 g·I−1·d−1. In all analysed cases of studied relationships, the correlation is statistically significant at
the level of α = 0.05.

In relation to the analysis of the correlation relationship between the concentration of organic and
biogenic impurities (BOD5, COD and TN) in the supplied wastewater and the size of the unit load of
these parameters in the wastewater mixture, it was found that the correlation between the BOD5 size
of the delivered wastewater and the unit load of this parameter in the wastewater mixture is rxy = 0.61.
As follows from the equation describing the regression line in Figure 5, a change in BOD5 value in
the supplied sewage by 100 g·m−3 causes a change in the BOD5 unit load in the sewage mixture by
2.1 g·I−1·d−1. The correlation of the COD value in the supplied sewage and the COD unit load in the
sewage mixture was rxy = 0.52. The equation describing the regression line in Figure 6 indicates that
with a change in COD value of 100 g·m−3 in delivered sewage, there is a change in the COD unit load in
the sewage mixture by 2.1 g·I−1·d−1. Whereas the correlation of the Total Nitrogen concentration in the
supplied sewage and the unit load of Total Nitrogen in mixed sewage was rxy = 0.50, and as the equation
describing the regression line in Figure 7 shows, along with the change in the Total Nitrogen concentration
in the sewage delivered by 100 g·m−3, the unit load changes TN in sewage mixed by 1.8 g·I−1·d−1. The level
of correlation of the analysed variables in all cases in the scale proposed by Stanisz [34] was high. In the
analysed cases, the correlation is statistically significant at the level of α = 0.05.

Because the variability of the unit load BOD5, COD and Total Nitrogen in the wastewater mixture
depends on the percentage (%) in them of wastewater from cesspits delivered to the sewage treatment
plant by the slurry tanker and on the size of these parameters in the supplied sewage, a partial
correlation analysis was performed. Partial correlation analysis will allow to determine simultaneously
the strength (relationship) of the relationship of two dependent variables to one independent variable.Sustainability 2020, 12, x FOR PEER REVIEW 10 of 16 
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Based on the partial correlation analysis regarding the BOD5 unit load in the wastewater mixture,
it was found that the unit load of this parameter in the wastewater mixture depends on the percentage
(%) of sewage delivered to them, as well as the value of this parameter in the supplied wastewater.
However, the results of the partial correlation analysis indicate that the unit BOD5 load in the wastewater
mixture is more dependent on the percentage share of wastewater delivered than on the value of this
indicator contained in it. The impact of the percentage of delivered wastewater on the BOD5 unit load
in the wastewater mixture was determined at the correlation level Rc = 0.80, while the impact of the
BOD5 value in the wastewater on the BOD5 unit load in the total wastewater mixture was determined
at the level of Rc = 0.72. On the scale provided by Stanisz [34], in both cases the relationship is at a

164



Sustainability 2020, 12, 10196

very high level. The significance of the calculated correlation coefficients was tested by the Student’s
t-test at the significance level of α = 0.05. In both cases, the significance of the studied relationships
was found. In the case of partial correlation analysis regarding COD, it was found that the share
of supplied sewage has a greater impact on the COD unit load in the wastewater mixture than the
value of this parameter contained therein. The impact of the percentage share of sewage delivered
to the COD unit load in the wastewater mixture was determined at the correlation level of Rc = 0.87,
while the effect of the value of COD in the wastewater on the COD unit load in the total wastewater
mixture was determined at the level of Rc = 0.75. In both cases, the correlation relationship is at a
very high level, and the examined relationships are statistically significant at the level of α = 0.05.
With reference to the unit load of Total Nitrogen in the wastewater mixture, it was found that its
concentration in the wastewater mixture at a very high level has a percentage (%) of the supplied
wastewater, where Rc = 0.72, while at a high level, the effect of the concentration of this parameter in
the wastewater was noted as delivered, where Rc = 0.66.

In order to indicate the optimal amount of supplied sewage, which was added to the inflowing
sewage, so that the unit load of the analysed indicators was at the assumed level in the project,
the nomograms are presented in Figures 8–10. Nomograms for individual indicators were developed
based on the results of partial correlations. From the developed nomograms in Figures 8–10, it is
possible to forecast (predict) the unit load of a given indicator in the wastewater mixture depending on
the percentage (%) of wastewater delivered in the wastewater mixture and on the value (g·m−3) of this
indicator in the supplied wastewater and the share percentage (%) of sewage delivered. The optimal
load of the analysed indicators can be described by the formulas below:

− ULmixBOD5 (g·I−1·d−1) = −28.7907 + 9.8888·BOD5 in wastewater form cesspool + 0.0174% share
of delivered wastewater

− ULmixCOD (g·I−1·d−1) = −86.1077 + 19.4221·COD in wastewater form cesspool + 0.0190% share of
delivered wastewater

− ULmixTN (g·I−1·d−1) = −1.2271 + 1.3171·TN in wastewater form cesspool + 0.0205% share of
delivered wastewater
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Figure 9. 

Figure 8. Nomogram to forecast unit load BOD5 in the wastewater mix on the basis of percentage share
of the inflow wastewater in the wastewater mix and the value BOD5 in inflowing wastewater.
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Figure 9. Figure 9. Nomogram to forecast unit load COD in the wastewater mix on the basis of percentage share
of the inflow wastewater in the wastewater mix and the value COD in inflowing wastewater.Sustainability 2020, 12, x FOR PEER REVIEW 2 of 2 
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Figure 10. Figure 10. Nomogram to forecast unit load TN in the wastewater mix on the basis of percentage share
of the inflow wastewater in the wastewater mix and the value TN in inflowing wastewater.

That the unit load in the wastewater subjected to the treatment process oscillated within the limits
of the designed load, assuming that in delivered wastewater the median BOD5 value is 3825.0 g·m−3,
the COD value is 7750.0 g·m−3 and the Total Nitrogen concentration is 585.0 g·m−3, and the percentage
of wastewater transported in the mixture should be between 4% and 6% (average 5%). Assuming
the average daily amount of treated wastewater, which during the study period was 253.5 m3·d−1,
the amount of wastewater transported by the slurry tanker should be from 10.2 m3·d−1 to 15.2 m3·d−1

(average 12.7 m3·d−1).
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4. Conclusions

Based on the analysis carried out, it was found that the unit loads of BOD5, COD and TN in
the mixture of wastewater subjected to the treatment process will be at the level of loads assumed in
the project, when the share of sewage delivered from cesspool will be at the level of 5% in the total
amount of wastewater. Bearing in mind that the period of conducted research, where the total average
daily amount of sewage was 253.5 m3·d−1, the amount of wastewater from cesspool delivered should
be 12.7 m3·d−1. An important aspect and practical guideline for wastewater plants operators is the
need for sewage-transported wastewater from cesspool to be dosing evenly every day of the week,
including Saturday and Sunday, to the sewage flowing in from the sewage system. Because sewage
from cesspool is delivered and mixed with sewage flowing only on weekdays, i.e., from Monday to
Friday, it is advisable to build a tank with the right volume to collect sewage delivered so that it is
possible to collect these wastes and then their even-dosing in an appropriate proportion on every
day of the week. In the analysed case, the volume of the retention reservoir for the supplied sewage
should provide a two-day volume resulting from the guidelines indicated in the analysis, i.e., 25.4 m3

(2 × 12.7 m3·d−1). Moreover, it is very important that the wastewater from this reservoir is dosed evenly
to the treatment system over the weekend, e.g., with an interval of 0.5 m3·h−1. The technological
system of the wastewater treatment plant for the reception and dosage of sewage from septic tanks
should be rebuilt. All supplied sewage should go to the collection point, then flow to the retention
tank and then to the treatment technological system. The retention tank should be equipped with a
properly programmed system (pump + controller) for even dosing of sewage to the process line of the
treatment plant. Personnel servicing the sewage treatment plant should constantly monitor the amount
of inflowing wastewater and its quality (concentration of pollution indicators) in order to determine the
possibility of increasing the amount of sewage from cesspool, which may be an admixture of sewage
subjected to the treatment process. Along with the extension of the sewage network in the commune,
which will contribute to an increase in the amount of sewage flowing into the treatment plant, it is
possible to increase the number of farms from which sewage from cesspool will be transported to
the WWTP.
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32. Cieślak, O.; Pawełek, J. Dopływ wód obcych do kanalizacji sanitarnej na przykładzie gminy Mézos we
Francji. Instal 2014, 7–8, 90–95. (In Polish)

33. Madryas, C.; Przybyła, B.; Wysocki, L. Badania i Ocena Stanu Technicznego Przewodów Kanalizacyjnych;
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Abstract: Thermal comfort is one of the main factors affecting pedestrian health, and improving
thermal comfort enhances walkability. In this paper, the impact of various strategies on thermal-comfort
improvement for pedestrians is thoroughly evaluated and compared. Review studies cover both fieldwork
and simulation results. These strategies consist of shading (trees, buildings), the orientation and geometry
of urban forms, vegetation, solar-reflective materials, and water bodies, which were investigated as
the most effective ways to improve outdoor thermal comfort. Results showed that the most important
climatic factors affecting outdoor thermal comfort are mean radiant temperature, wind speed, and wind
direction in a microclimate. The best heat-mitigation strategy for improving thermal comfort was found
to be vegetation and specifically trees because of their shading effect. The effect of height-to-width (H/W)
ratio in canyons is another important factor. By increasing H/W ratio, the thermal-comfort level also
increases. Deploying highly reflective materials in urban canyons is not recommended, as several studies
showed that they could reflect solar radiation onto pedestrians. Results also showed that, in order
to achieve a satisfactory level of thermal comfort, physiological and psychological factors should be
considered together.

Keywords: thermal comfort; outdoor environments; pedestrians; heat mitigation; microclimates

1. Introduction

A significant part of the global rural population has migrated to cities, and urban populations are
rapidly growing [1]. In 2003, the United Nations predicted that about 61% of the global population
will live in cities by 2030 [2]; this has already happened in many developed and developing countries.
Population growth in cities is aligned with the increase in construction and urban densification [3],
which ultimately result in thermal discomfort in cities.

The outdoor environment is of high importance in cities, since it includes various pedestrian
activities. The comfort level of pedestrians in such spaces has direct impact on the presence of people
in outdoor environments [4–7].

Thermal comfort is one of the most important factors affecting the quality of outdoor environments
for pedestrians [8]. Better thermal comfort leads to the presence of more people in open spaces [9].
Urban open spaces such as town squares, green spaces, or parks bring different environmental, social,
and economic benefits [8]. Thermal discomfort, on the other hand, reduces the power of thinking and
concentration of pedestrians [10]. Therefore, thermal comfort in hot and cold seasons is considered
a necessity for users of outdoor environments. Thermal comfort in open spaces is crucial and must
be thoroughly considered when designing an open space since it is affected by a wide range of
variables [11].
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1.1. Research Method

These steps were followed to prepare the review paper:

(1) Data collection: research began with peer-reviewed papers published in English within the
ScienceDirect, Scopus, Wiley, and Springer databases.

(2) Postprocessing of collected data: papers were categorised on the basis of their general topics,
forming the four main sections of the paper.

(3) Classification: papers in each section (each heat-mitigation strategy) were studied, and the
findings of each study were recorded.

(4) Writing up the body: each section was comprehensively written, including studies from different
climates for each chapter (heat-mitigation strategy).

(5) Conclusion and final review: the conclusion was written considering that it should respond to the
reviewed sources in terms of the widely used research methods, used software, studied climates, etc.

Regarding the structure of this paper, the chronology of outdoor thermal-comfort studies is first
introduced. Our research keywords were “outdoor thermal comfort”, “heat-mitigation strategies”,
“thermal-comfort indices”, and “urban-canyon geometries”. Studies were covered that had been
published since the 1970s. Second, different research methods used in outdoor studies are presented,
and the frequency of using different methods is shown with a graph. Third, the different simulation
software used in modelling outdoor comfort studies is presented. Different indices used for measuring
outdoor thermal comfort are also addressed. Lastly, different heat-mitigation strategies within urban
environments are reviewed. The main contribution (and novelty) of this paper to the current body of
the literature is that, on the basis of different research methods and indices of thermal-comfort studies,
heat-mitigation strategies are comprehensively presented. In contrast to previous review studies that
focused on nature-based solutions, canyon geometries, or green/reflective materials, all these strategies
are reviewed here, considering their research method(s), geography, comfort index, and effectiveness in
improving pedestrian thermal comfort. Results of this review paper help to better understand different
outdoor-thermal-comfort approaches that are practised in different climates and countries, and the
selection of suitable strategies in practice (see Figure 1).
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Due to the complexity of outdoor environments (compared to indoor environments),
thermal comfort in open spaces is less studied. The beginning of such studies dates back to the
last few decades of the 20th century. Figure 2 shows the annual record of publications in this topic.
There were few studies in the 20th century regarding outdoor thermal comfort. In Figure 3, the most
common research methods on thermal comfort are shown with fieldwork, simulations, and their
combination. However, in recent years, the development of simulation software has led to a rapid
growth in the number of simulation-based studies in combination with fieldwork.
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Figure 3. Research methodology regarding outdoor thermal comfort.

Regarding the novelty of this paper:

(a) Outdoor-thermal-comfort papers published from 1977 onwards are comprehensively examined.
Papers from journals with high-impact factors were specifically considered. In total, 153 studies
were reviewed.

(b) Most previous studies focused on specific climates. In this paper, various heat-mitigation
strategies in different global climates, from Canada to Australia, were reviewed.

(c) Previous papers reviewed either nature-based solutions (green strategies such as living walls) or
urban design solutions (e.g., canyon effects). This study utilises a holistic approach to include all
aspects of heat-mitigation strategies for urban designers and planners.

1.2. Background of Outdoor-Thermal-Comfort Studies

In 1971, the first studies were carried out regarding the impact of microclimates on outdoor
activities [4]. Using the number of people sitting on shaded and unshaded benches showed that sunny
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or shady conditions affected people’s willingness to stay or leave. It could be concluded that the
physical conditions of a location affect thermal comfort.

In 1982, Fanger [4] suggested and presented the predicted mean vote (PMV), which predicts the
average heat response of people on a 7-point scale to assess their thermal comfort. In 1987, Mayer and
Hoppe [4] presented the physiologically equivalent temperature (PET) for the assessment of thermal
comfort in external environments (see Appendix A for PET ranges).

In 2001, one of the very first studies in the field of outdoor thermal comfort was based on people’s
behaviour. In this study, Nikolopoulou et al. [12] examined the thermal-comfort conditions within open
spaces in Cambridge, United Kingdom. They evaluated the sensory perception of every individual
on a scale of 1–5. In this study, only 35% of the participants experienced the desired thermal comfort.
It was concluded that a physiological approach for the assessment of outdoor thermal conditions is not
sufficient, while the health history and expectations of individuals play a significant role.

In 2004, Thorsson et al. [13] investigated the impact of biological conditions on people’s behavioural
patterns via 280 questionnaires in a park as a resting place in Gothenburg, Sweden. A comparison
of the results showed that thermal expectations had significant impact on the mental assessment of
individuals regarding the thermal comfort of their surrounding environment.

In 2010, Lin et al. [14] studied the effect of shadowing on thermal comfort in outdoor environments.
They conducted 12 field tests at a university campus in central Taiwan with a tropical climate.
They evaluated the thermal conditions of the campus using RayMan software to calculate the PET
index. It was concluded that in the very hot summers and mild winters of Taiwan, a thermally
comfortable microclimate is possible with the shading impact of trees and buildings.

In 2012, Makaremi et al. [11] used PET to assess the outdoor environment of the Malaysian Putra
University campus (tropical climate). They found out that shaded places have a longer period of
acceptable temperature range. Furthermore, while studying the temperature tolerance of native and
non-native students, they found out that native students could tolerate a higher temperature rate in
comparison with non-native students due to their thermal adaptation to Malaysia’s climate.

Huang et al. [15] investigated temperature differences within a university in northwestern China
considering different scenarios with increased green spaces, water elements, and highly reflective
surfaces using ENVI-met. It was concluded that increasing green spaces led to a maximal reduction of
temperature by 0.3 ◦C, as well as a decrease in maximal mean radiant temperature by 32.1 ◦C.

Taleghani [16] concluded that, among different climatic factors, mean radiant temperature has the
greatest impact on thermal comfort in outdoor environments. He also found that using vegetation in
urban environments is better than using highly reflective surfaces.

Salata et al. [17] measured air temperature within the campus of Sapienza University of Rome,
Italy (Mediterranean climate). They found that concrete pavements had higher albedo and lower
thermal capacity than those of asphalt, and this could improve thermal conditions.

Studies in the past few decades were mainly based on measurements, field observations,
and questionnaires. These studies further examined the causes and effects that affect human thermal
comfort in outdoor environments. In recent decades, simulation tools for outdoor environments have
revolutionised the development of these studies. These simulation programmes evaluate the outdoor
thermal environment using various indices. Figures 4 and 5 show the extent of using the software and
indices used in the reviewed studies in this paper.

On the basis of Figures 4 and 5, it is evident that ENVI-met and RayMan, respectively, are the
most popular simulation tools. In addition, PET and PMV indices are widely used to evaluate thermal
environments in various studies.

In many studies conducted in recent years, outdoor-thermal-comfort assessment was performed
on the basis of PET index. In these studies, there is a table defining the relationship between thermal
perception and PET index or acceptable temperature in the climate. Table 1 shows the neutral or
acceptable temperature in a number of studied climates, and the acceptable temperature range or
neutral PET for different climates in order to obtain a desirable thermal condition.
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Table 1. Neutral physiologically equivalent temperature (PET; acceptable temperatures) in
different climates.

Geographical Region Climate Temperature Range (◦C) References

Malaysia Temperate 18–23 [11]
Malaysia Subtropical 26–30 [11]

Isfahan, Iran Hot and dry 23.06–29.73 [18]
Central and western Europe Temperate 18–23 [19]

Taiwan Tropical 26–30 [19]
Crete, Greece Mediterranean 20–25 [20]

Athens, Greece Mediterranean 18–23 [21]
Hong Kong Hot and humid 28 [22]
Nis, Serbia Temperate 18–23 [23]

Sao Paulo, Brasilia Hot and humid 27.2 [24]
Hong Kong Tropical 25–29 [25]

Sydney, Australia Subtropical 26.2 [26]
Belo Horizonte, Brasilia Tropical 19–27 [27]
Belo Horizonte, Brasilia Tropical 16–30 [28]

Freiburg, Germany Continental 18–28 [28]
Ibadan, Nigeria Tropical 23–27 [29]

Dhaka, Bangladesh Tropical 28.5–32.8 [30]
Singapore Tropical 26–31.7 [31,32]

Guangzhou, China Subtropical 28.54–31 [32]

In this review, the impact of some of the most important and influential variables on the thermal
comfort of outdoor environments is investigated. Table 2 illustrates and categorises research themes in
the field of outdoor thermal comfort.
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Table 2. Themes in field of outdoor comfort. Note: H/W, height to width; SVF, sky-view factor.

Subject Number References

1- Climatic parameters affecting outdoor comfort 17 [8,10,16,18–20,31,33–42]

2- Effect of shading on outdoor comfort 15 [21–23,34,42–52]

3- Effect of H/W and SVF on outdoor comfort 25 [14,21,24,30,37,38,53–71]

4- Effect of trees (shading and morphology) on
outdoor comfort 26 [10,21,24,25,33,35,53,55,57,72–88]

5- Effect of orientation and geometric form of urban canyons
on outdoor thermal comfort 12 [24,37,39,63,89–96]

6- Effect of green, blue, and white surfaces on
outdoor comfort 12 [15,16,97–106]

7- Effect of vegetation on outdoor comfort 25 [17,48,56,67,102,103,107–125]

8- Effect of ceiling and green walls in urban canyons on
outdoor comfort 10 [62,68,82,126–132]

9- Impact of modern materials in urban canyons on
outdoor comfort 10 [133–142]

10- Effect of water elements on outdoor comfort 6 [36,143–147]

11- Impact of psychological factors on outdoor
thermal comfort 7 [9,12,26,148–153]

Figure 6 shows the type of urban spaces used in the reviewed thermal-comfort studies. Most studies
were performed in the field of outdoor thermal comfort in public spaces. The study of urban canyons,
university campuses, and urban parks follows. The fewest studies regarding this topic are about
historical sites, residential complexes, and urban squares.
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The distribution map of these studies in different climates is shown in Figure 7, showing that
these studies focused more on Europe and East Asia.
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2. Climatic Parameters Affecting Thermal Comfort

Climatic parameters that affect thermal comfort are air and mean radiation temperature,
relative humidity, and wind speed. Among climatic parameters stated in several studies, mean radiation
temperature (mostly derived from solar radiation) is known as the most influential factor affecting
thermal comfort in outdoor environments [16,18,31,33–38].

Taleghani et al. [39] researched outdoor external thermal comfort by examining five different
urban forms in the Netherlands. In another study on a university campus in Hong Kong, it was also
observed that radiation temperature and wind speed play major roles in creating thermal conditions in
outdoor environments [19]. Mahmoud [40] also investigated the thermal-comfort level in an urban
park in Cairo, Egypt with a hot and dry climate. They found out that the most important factors
affecting outdoor thermal comfort are mean radiant temperature and wind speed. In the analysis of
outdoor thermal comfort at the Guangzhou Higher-Education Megacentre, Li and Lixiu [41] found
that air temperature and mean radiant temperature are the most influential factors on outdoor thermal
comfort. In another study, Tsitoura et al. [20] obtained similar results with those of Li and Lixiu while
investigating thermal comfort in the island of Crete, Greece.

Yoshida et al. [10] showed that radiant and air temperature are the most important factors
with regard to outdoor thermal comfort while examining the effects of tree canopies on the thermal
environment of the University of Osaka, Japan. In a study of thermal comfort in Harbin, China,
Jin et al. [42] found that, in warm seasons, radiant temperature has the greatest effect on thermal
comfort in outdoor environments, followed by wind speed and air temperature.

Chen et al. [8] examined a city square/park during the cold seasons of Shanghai, and considered air
temperature and mean radiant temperature as the most important factors regarding outdoor thermal
comfort in winter. They also found that people’s presence in outdoor environments during winter is
directly related to available solar radiation; the longer the sun is available, the longer the amount of
time that people spend in outdoor environments.

Reviewing thermal-comfort studies in outdoor environments, it is evident that, in order to obtain
thermal comfort, it is important to address strategies such as shading and the use of green–white–blue
surfaces while considering the form and geometry of city canyons, and the psychological factors of
individuals. In most thermal-comfort studies, the main focus is on only one or two climatic factors
and the strategies to improve them. However, the strategies used for other climatic factors may
have an adverse effect on other factors. Therefore, comprehensive attention on all climatic factors
is recommended.
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3. Shading Effect

Controlling solar radiation is the most important factor affecting outdoor thermal comfort,
especially in hot seasons [43–45]. Kariminia et al. [34] investigated outdoor thermal comfort within
the two urban squares of Naghshe-Jahan and Jolfa in the hot arid climate of Isfahan, Iran. Using field
measurements and questionnaires, they found out that Jolfa has more comfortable hours mainly due
to the shading effect of its walls.

Hwang et al. [50] explored the effect of urban canopies on thermal comfort in different seasons.
By using RayMan software, they showed that, in summer, spring, and autumn, shading is recommended,
whereas in winter, there is minimal need for shadowing. Therefore, they proposed deciduous trees.

Ng and Cheng [22] investigated thermal comfort in the hot and humid climate of Hong Kong
using field measurements. They concluded that, at a temperature of 29.7 ◦C, surfaces exposed to direct
radiation experienced a surface temperature in the range of 50–60 ◦C, while this value for shaded
surfaces was in the range of 30–34 ◦C.

Watanabe et al. [51] studied thermal comfort within the campus of the University of Nagoya,
Japan in both shaded and unshaded areas. They found that, under solar-radiation intensity of 800 W/m2,
the universal-effective-temperature index was reduced by 18.4 ◦C by the shading of buildings, and by
16.2 ◦C by the pergola.

Morakinyo et al. [52], in an experiment on the outdoor thermal conditions of two buildings
(one with and one without tree shading) at Akure University in Nigeria (tropical climate), found that
the air temperature around the building without tree shading was always higher than that of the
building with shading.

Djekic et al. [23] studied the impact of sidewalk materials on raising the local temperature in
summer in Nis (Serbia; temperate climate). They showed that temperature differences between the
shaded and unshaded surfaces were up to 20 ◦C.

Most studies on the effect of urban canopy shading on outdoor thermal comfort were conducted in
warm seasons. Some canopies reduce the amount of sunlight in winter and increase thermal discomfort.
Therefore, the effect of shading on thermal comfort should be examined in both warm and cold seasons.

3.1. H/W and SVF

Shading by buildings is an important strategy for creating thermally comfortable conditions
for pedestrians in urban canyons. In addition, a low sky-view factor (SVF) or less openness to the
sky in urban canyons caused by tall buildings and trees improves thermal comfort during warm
seasons [14,53–56]. In several studies, various proportions of building height to street width (H/W)
were investigated with respect to thermal comfort [53–60].

Yang et al. [61] investigated thermal comfort in high-rise-building areas of Singapore using
ENVI-met. They concluded that, in a warm and humid climate, a height-to-width ratio of 3 and above
can provide outdoor thermal comfort for pedestrians.

Jamei and Rajagopalan [62] used ENVI-met and examined a microclimate in Melbourne, Australia.
They concluded that, by increasing the height of buildings, temperature drops by 1–4 ◦C.

Achour-Younsi and Kharrat [63] studied the H/W ratio of three urban streets in Tunisia with
subtropical Mediterranean climates using ENVI-met. They found that the universal-thermal-climate-index
(UTCI) difference between H/W of 0.25 and 4 was 8.48 ◦C. Furthermore, as H/W increases,
thermal comfort improves.

Johansson [64] investigated the effect of urban geometry on outdoor comfort by comparing a
shallow street (low H/W) with a deep street (high H/W) in Fez (Morocco; hot and dry climate). It was
concluded that, during warm summer days, comfortable hours at the deep streets were more than
those in the shallow one.

Kariminia et al. [38], using ENVI-met, looked at the role of geometry on the thermal comfort
of visitors from a historical site in Isfahan, Iran (hot and dry climate). Their results suggested
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that, by increasing the H/W ratio from 0.1 to 0.3 in a historic square, PET was decreased by 1.6 ◦C.
This decreased the discomfort period by 3 h.

Rodríguez-Algeciras et al. [65] studied 4 different H/W ratios within the central courtyards at
Camagüey in Cuba (warm and humid climate). They showed that a H/W ratio of 3 in comparison with
0.5 reduced mean radiant temperature by up to 20 ◦C.

It was concluded that increasing H/W and the consequent shading effect improve thermal
conditions in urban canyons [21,24,30,37,66–71]. Many studies were conducted in order to increase
thermal comfort by increasing H/W during warm seasons. However, increasing the H/W does not
improve thermal comfort in winter, so this solution is not recommended in cold climates. Further studies
are needed to determine how this solution could work in different climates.

3.2. Trees

Trees are considered as a strategy to enhance thermal comfort in outdoor environments for different
reasons, including their shading effect [72–76]. Several studies were used to reduce air temperature
and radiant temperature, control wind speed and moisture, and generally improve thermal-comfort
conditions [33,53,77–79]. In some studies, trees were identified as the most effective strategy for thermal
comfort in outdoor environments among various other approaches [21,57,80–82].

Ruiz et al. [57] investigated 12 different urban streets in Mendoza, Argentina and concluded that
there was a 60% improvement in thermal comfort in streets with trees compared to bare ones.

Johansson et al. [24] studied thermal conditions in 6 different urban environments (). The study
was performed in the warm and humid climate of Sao Paulo, Brazil using the BRAMS and ENVI-met
simulation packages. Results showed that the vegetated area had the highest thermal comfort.

Stocco et al. [55] studied 3 different areas in Mendoza, Argentina and found that areas with the
highest tree density had the lowest air temperature.

Tree-growth scenarios are being investigated using tree forecast prediction models in a span of
30 years ranging from 2002 to 2032 in Milan, Italy. It was observed that, with the growth of trees and
the increase in their umbrellas, a decrease in radiant temperature, and thermal-comfort improvement
were estimated [83].

Tree Morphology

Trees are of great importance in outdoor environments due to their effective shading effect and for
improving thermal-comfort conditions in urban streets. In some studies, a tree species with its specific
morphology and climatic conditions in the study area was discussed.

Kong et al. [84] looked at the impact of tree types on outdoor thermal environments in Hong
Kong. They concluded that trees with larger crowns, such as Macaranga tanarius, Ficus microcarpa,
and Acacia confusa are more recommended over those with small crowns such as Melaleuca, Leucadendron,
and Livistona chinensis.

Hanafi and Alkama [85] investigated the role of vegetation in outdoor environments in the warm
and dry climate of Biskra, Algeria. They observed that Ficus trees (as a group of large crowns) were the
most suitable.

Correa et al. [35] studied 3 different streets with widths of 16, 20, and 30 m in Mendoza, Argentina.
They concluded that Platanus × acerifolia had the best performance among 3 common tree species in
that area.

Yoshida [10], examining the effect of tree shadows on the thermal environment within the
University of Osaka, Japan, concluded that trees with smaller leaves perform better than those with
larger leaves in terms of thermal comfort.

In another study in Hong Kong (tropical climate), Morakinyo et al. [25] examined the influence
of 8 tree species on outdoor thermal environments and concluded that leaf-area index is the most
important physiological factor of trees. They recommended trees with narrower crown width,
less density, and greater trunk height in high-density canyons.
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Zhao et al. [86] analysed the biological properties of five different tree species in Harbin, China.
They found that the species of Populus × berolinensis, Populus alba, and Acer saccharum had greater
impact on climatic and thermal comfort during summer, with maximal PET reductions of 4.7 to 15.9 ◦C,
respectively. It was also concluded that tree umbrella width and density were the most important
biological factors in creating thermal comfort.

In another study, the impact of different tree-planting scenarios on the thermal comfort of outdoor
environments was examined in Phoenix, Arizona, United States (hot and dry climate). The most
appropriate scenario was the planting of trees with a distance of two trees, followed by a cluster model
without overlapping the canopy [87].

Morakinyo et al. [88] studied the influence of common tree species in Hong Kong regarding
thermal comfort of outdoor environments. They found that dense and medium-sized trees are suitable
for shallow streets, while low-density trees were suitable for deep canyons. They also found that the
most important features of trees for improving the thermal comfort of outdoor environments were
leaf-area index, trunk height, tree height, and crown diameter.

Despite the important role of trees in shading and improving thermal comfort, few studies
considered them in the context of various climates. This can help urban planners include the most
suitable types of trees in terms of thermal comfort before designing urban canyons.

3.3. Urban-Canyon Orientation

The orientation of urban canyons with regard to the direction of sunlight and the prevailing
wind in each climate is an important factor for creating the desired thermal comfort in outdoor
environments [89].

Targhi and Van Dessel [90] studied different points in north–south and east–west streets by using
ENVI-met and RayMan on 2 July 2014 (the hottest day of the year) in Winchester, USA. They found
that the north–south street was more comfortable due to the solar radiation.

Achour-Younsi and Kharrat [63] investigated the H/W of three streets in Tunis (subtropical
Mediterranean climate). The obtained results showed that, in all streets with a fixed H/W ratio, the best
orientation was north–south, while the worst orientation was east–west.

Johansson et al. [24] found that, in the warm and humid climate of Brazil’s Sao Paulo, streets with
northwest–southeast and southwest–northeast orientations performed better in terms of thermal
conditions in comparison with north–south and east–west orientations.

In another study, four different orientation scenarios were simulated at a university campus in
Dubai (hot and dry climate). Using ENVI-met(Essen, Germany), it was found out that 2 scenarios with
low-rise buildings that were facing the wind flow enhanced overall thermal comfort [91].

Ali-Toudert and Mayer [37] simulated a comparison between urban canyons with a similar H/W
and different orientations using ENVI-met in Ghardaia, Algeria (hot and dry climate). They found
that northeast–southwest and northwest–southeast streets thermally perform better than those with
north–south and east–west orientations. In Concepción, Chile (mild climate), diagonal urban canyons
were found to have the best performance in terms of both physical and psychological thermal
comfort [92].

Cao et al. [93] investigated the effect of street orientation on local thermal comfort in Guangzhou,
China using Fluent. Their final results showed that having the same wind flow and street direction
increases average wind speed while decreasing mean radiant temperature.

3.4. Geometrical Forms

Different urban forms can create various microclimatological conditions in regard to the pedestrian
comfort in cities.

Taleghani et al. [39] studied five different urban geometrical forms (singular north–south and
east–west, linear north–south and east–west, and central courtyard) in the Netherlands. The central
courtyards (that received low solar radiation) were the best form, while singular (with a high
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amount of received direct sunlight) were considered to be the worst. In another study, conducted by
Taleghani et al. [94] in the Netherlands, the central courtyard was considered to be the best and the
singular form the worst for heating and cooling energy consumption.

Xi et al. [95] researched various geometric forms at the University of Guangzhou (subtropical
climate) and concluded that the pilot form had the best thermal performance, and could reduce the air
temperature during the summer by 2 to 3 ◦C.

Field measurements of the building materials, pavements, and urban geometry of 4 residential
neighbourhoods in Rome during 2015 and 2016 showed that suburban areas were more thermally
comfortable in comparison with those downtown [96]. It was concluded that the denser urban geometry
in the Mediterranean region causes thermal dissatisfaction in outdoor environments [96]. However,
this conclusion cannot be considered valid for other climates, especially hot climates where shading
can improve thermal comfort.

4. Green, Blue, and White Surfaces

Among different available strategies to improve thermal comfort in outdoor environments, it is
important to consider surfaces covering urban streets such as pavements, building facades, and roofs.
Several studies addressed the role of green surfaces (vegetation), water surfaces (blue elements),
and white surfaces (high-reflection surfaces).

Taleghani [16] studied the role of vegetation and highly reflective materials as the most common
solutions for improving thermal comfort in urban canyons. It was concluded that vegetation and
reflective surfaces significantly decrease ambient air temperature. However, high albedo surfaces reflect
the sun’s rays and cause thermal discomfort, which is why the use of vegetation is recommended more.

Martins et al. [97] used ENVI-met to simulate thermal-comfort conditions within a new urban
area in Toulouse, France. It was concluded that increasing vegetation and water surfaces led to a 7 and
2 ◦C reduction in PET, respectively.

Morille and Musy [98] assessed three strategies of green, water, and reflective surfaces using
the SOLENE-Microclimate simulation tool in Lyon, France. They found that green surfaces had the
best thermal performance. However, highly reflective materials reflected solar radiation back to the
pedestrians, and poorer thermal performance was observed in comparison with that of green and
water surfaces.

Huang et al. [15] studied the impact of increasing green, water, and white surfaces at a university
campus in northwest China. Results showed that green surfaces decreased air temperature and mean
radiant temperature by 0.3 and 32.1 ◦C, respectively. However, the reduction in air temperature for
white surfaces was 1.1 ◦C, while mean radiant temperature was increased by 5.4 ◦C. Water surfaces
had minimal effect on reducing air temperature and mean radiant temperature.

The current climate in Athens, Greece (Mediterranean climate) was compared with scenarios
where green, water, and white surfaces were added to the land cover [99]. It was concluded that the
second scenario (more water bodies) provided better improvement for outdoor thermal comfort.

In another study, green, water, and reflective surfaces were analysed as the main strategies for
either preventing or decreasing the effects of heat islands in a university campus in Hong Kong, and the
authors concluded that green and water surfaces significantly reduced heat, while reflective surfaces
had an adverse effect [100].

Taleghani and Berardi studied a crowded area during the hottest days of 2015 in Toronto, Canada.
The increase in albedo level from 0.1 to 0.3 and 0.5 resulted in a decrease in air temperature by 0.5
and 1 ◦C, respectively. However, this increase in albedo led to an increase in the reflection of sun rays,
and subsequently an increase in the thermal discomfort of pedestrians [101].

Numerous studies indicated that highly reflective surfaces, despite reducing air temperature,
have an adverse effect in terms of a greater reflection of sun rays in urban canyons, which ultimately
increases the thermal discomfort of pedestrians [101–103]. In general, it is recommended to use surfaces
with high reflectivity on the roofs of buildings in order to reduce the energy consumption of the
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buildings [104–106]. However, the use of such materials in horizontal and vertical surfaces within the
urban canyons is not recommended.

4.1. Vegetation

Using vegetation in urban areas such as parks improves overall thermal conditions by decreasing
air temperature and mean radiant temperature, and increasing the humidity of the surrounding
environment [107–114].

In several studies, the role of vegetation in various urban areas was considered, and the need to
use vegetation to enhance thermal comfort was proven [17,48,56,67,103,115–120].

Radhi et al. [121] studied the effect of artificial islands in Bahrain on climatic parameters using
computational-fluid-dynamics (CFD) analysis. It was concluded that the mean radiant temperature
difference between a vegetated area and concrete surfaces was up to 5 ◦C.

Barakat et al. [122] assessed 3 different microclimates by using ENVI-met in Alexandria, Egypt (hot
and dry climate). They suggested that thermal conditions can be improved by reducing the pavement
areas, and increasing greenery surfaces, water bodies, and the number of trees. It is well documented
that these changes reduce air temperature and average radiation temperature while increasing humidity.

Georgi and Dimitriou [123] analysed the effect of vegetation on improving thermal conditions
of Chania in the island of Crete (Mediterranean climate). In an area of 100 m2, they assessed 3
different vegetation strategies, namely, the planting of 8 trees, using 4 cooling fans, and implementing
a cladding canopy. It was concluded that tree planting was financially the best strategy for improving
thermal conditions.

Jeong et al. [124] studied and compared the satisfaction degree of people in a forest–urban district
in the central area of Seoul. They found that 79.3% of the people in the forest–urban area experienced a
comfortable situation, while this value within the central region of the city was 31.1%.

Klemm et al. [125] evaluated 9 streets with a similar geometry in Utrecht, aiming to study the
physical and psychological impacts of green spaces on thermal comfort. Results showed that mean
radiant temperature in streets with trees was 39% lower than the bare streets.

In a study performed with ENVI-met on the thermal environment of a historic site in Rome,
researchers concluded that vegetation improved overall thermal conditions while decreasing the PMV
index by 1.5 ◦C at the middle of a hot summer day [102].

4.2. Green Roof and Wall

Roofs account for about 20%–25% of urban surfaces [126]. Green roofs and walls are two examples
of adding vegetation to urban canyons. In a study on Melbourne’s urban design with the use of
vegetation, it was found that green roofs did not improve the PET index for pedestrians [62].

Perini and Magliocco [68] analysed the cooling impact of green roofs and surfaces on the ground
level in the Mediterranean climate of three Italian cities: Genoa, Rome, and Milan. They concluded that
green surfaces on the ground performed more efficiently than green roofs did. This was because they
reduce air temperature and mean radiant temperature (and consequently PMV) at the height of 1.6 m
(pedestrian level). However, green roofs were effective in reducing the cooling load of the buildings.

Taleghani et al. [127] assessed two central courtyards at Portland State University
(Portland, OR, USA) during summer 2013. One wall was built using red bricks, while the other
was a vegetated green wall. They continuously measured thermal conditions within the centre of the
two yards bounded by both walls and found that air temperature in the centre of the yard with the
green walls at 16:30 was 4.7 ◦C lower than that of the bare courtyard.

Alexandri and Jones [128] found that green roofs and walls in hot and dry climates had the
greatest impact on the improvement of thermal comfort in 9 different cities. This conclusion regarding
green walls can be extended to all climates. They also stated that green walls have a greater effect than
that of green roofs on reducing air temperature in urban canyons.
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Zhang et al. [82] studied the thermal impact of three strategies, namely, green roofs, green facades,
and cool roofs in a school in Tianjin, China. They concluded that green facades had the least effect on
improving the thermal environment.

Morakinyo et al. [129] examined the thermal benefits of green facades in Hong Kong. They found
that, by greening 30–50% of the facades within the city, up to 1 ◦C air temperature could be reduced in
Hong Kong. This situation led to the improvement in thermal conditions by at least one unit.

In general, it can be concluded that green roofs reduce the energy consumption in
buildings [130–132]. However, they have little impact on outdoor thermal comfort, especially on the
pedestrian level [62,68,128]. On the other hand, green walls can be effective in improving the overall
thermal comfort of urban canyons [82,127,129].

4.3. Highly Reflective Materials

Reflective (white) and cold surfaces in urban canyons (especially in dense areas) can reflect the
solar radiation, allow for heat to flow back to the atmosphere, and mitigate urban heat islands [133–138].

Castaldo et al. [139] used two types of cold-red and cold-grey concrete composites to study a
dense historical site in Rome. They could observe reductions in the Mediterranean outdoor comfort
index (MOCI) of 15% and 30% for cold-red and cold-grey surfaces, respectively.

In another study on a historical site in Italy, Rosso et al. [140] used ENVI-met to simulate three
concrete types (red, white, and grey), and a specific type of marble in 7 different scenarios. They found
that using red concrete on the walls, and grey concrete or marble in horizontal surfaces on the
ground level of the urban canyons helped to decrease heat islands while increasing thermal comfort in
urban canyons.

Rossi et al. [141] combined thermal, visual, and acoustical comfort using an acoustic white velvet
fabric in an effort to study a historical site in Italy.

Lin and Ichinose [142] compared a type of travertine with concrete blocks commonly used on
sidewalks in Japan during summer and autumn. The travertine stone was recommended to be replaced
by the concrete blocks that have high thermal capacity, high reflectivity, and low thermal conductivity.

4.4. Water Bodies

Water bodies are considered to be a strategy to improve thermal comfort in outdoor environments
due to their ability to increase humidity and reduce air temperature in urban areas [143–145].

Xu et al. [146] explored the most suitable place for an exhibition in terms of thermal comfort in
Shanghai. They found areas with 10 to 20 m distance from the Huansha artificial water body as the
most comfortable places.

A study on thermal comfort around bodies of water in Japan, with the main focus the direction
and size of the ponds, suggested that larger ponds prone to prevailing wind can more significantly
improve thermal comfort [147].

Mazhar et al. [36] investigated thermal comfort in the outside environments of Lahore (warm and
dry climate). They compared Shalimar Gardens with a central courtyard in the Alhambra Arts Council,
and concluded that Shalimar Gardens provided a higher level of thermal comfort because of their
vegetation and huge water ponds.

5. Psychological Factors Affecting Thermal Comfort

In numerous studies, in addition to microclimatic parameters affecting thermal comfort in the
outdoor environment, the effects of psychological factors were investigated [148]. Many studies noted
that individuals can consciously or unconsciously adapt to their thermal conditions and achieve
thermal comfort [149].

Spagnolo and de Dear [26] rated the thermal comfort of 1018 people in open and semiopen areas
in a field study in Sydney, Australia. They found that the number of individuals feeling thermally
comfortable in indoor environments was far less than that of those comfortable in outdoor environments.
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This shows that people in outdoor environments have higher thermal expectations, and they accept a
wider range of temperature levels as comfortable.

Nikolopoulou et al. [12] investigated four major touristic sites in Cambridge during spring,
summer, and winter. According to their 1431 questionnaires, the thermal-comfort expectations of
each individual and their understanding of their thermal environment had significant effects on their
thermal perceptions.

In a study in Barranquilla, Colombia (tropical weather), the thermal conditions of pedestrians in
five points of the city were investigated. It was determined that people tend to find neutral thermal
conditions and cooler environments as ideal thermal conditions. However, in similar studies in tropical
climates, it was reported that warm and very hot conditions are desired. This reflects the impact of
psychological factors on the perception of individuals of the thermal environment [150].

Lin [151], in a study aimed at discovering the relationship between psychological factors and the
use of an urban square in a tropical region, found that, when people decided to stay within the square
(sitting in the square etc.), they had high thermal satisfaction, and this satisfaction level dropped when
they were forced to cross the square.

In general, thermal comfort relies on both physical and psychological factors. Therefore,
people’s thermal expectations are an effective factor that determines their level of thermal
comfort [9,148,152].

6. Conclusions

The main purpose of this study was to identify parameters affecting the thermal comfort of
pedestrians in outdoor environments. More than 150 studies were reviewed. These studies were
chosen because they addressed the improvement of outdoor thermal comfort in different climates,
used different indices of human thermal comfort, and implemented different research methods
(field measurements, computer simulations, or a combination).

The reviewed heat-mitigation strategies were divided into four sections: climatic parameters;
shading effects; green, blue and white surfaces; and psychological parameters. Here, the most important
lessons learnt from these studies are summarised:

• The conducted studies used different data-collection methods. Field measurements and computer
simulations are frequently used in order to analyse thermal environments. The most frequently
used strategies to improve pedestrians’ thermal comfort include climatic design solutions that
are related to the physical properties of urban spaces. These include shading (by buildings and
trees), street orientation, and geometrical forms of urban canyons, vegetation, water surfaces,
and highly reflective materials. However, many studies confirmed that, in addition to the
aforementioned strategies, the psychological factors (perception of people of their thermal
environment) and thermal expectations of individuals are also necessary in order to create
favourable thermal conditions.

• Among climatic factors affecting outdoor thermal comfort, mean radiant temperature has the
greatest effect, followed by wind speed and direction. As a result, strategies that reduce mean
radiant temperature (such as shading) are more effective. Results showed that increasing H/W in
urban canyons improves outdoor thermal comfort.

• Many studies concluded that deploying different types of vegetation is the best strategy to improve
thermal comfort, with an emphasis on trees. By comparing green roofs and walls, it could generally
be concluded that green roofs reduce energy consumption for buildings. However, they have
little impact on pedestrian thermal comfort. Green walls are more effective than green roofs in
improving thermal conditions in urban canyons.

• The use of highly reflective materials in urban canyons tends to increase thermal discomfort
due to the reflection of solar radiation (despite the fact that they reduce air temperature). It is
not recommended to use such materials in surfaces of urban canyons. Nevertheless, they could
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be deployed on roofs in order to reduce air temperature in buildings to reduce their overall
energy consumption.

• Regarding the orientation and geometries of urban canyons, orientation with respect to the
direction of sunlight and the prevailing wind is an important factor for creating favourable thermal
conditions. In addition, the various forms and geometries of urban canyons can affect microclimatic
and thermal conditions for pedestrians. There is a direct relationship between area density and
thermal comfort. In dense areas, heat is trapped due to less ventilation. Comparing different
urban forms, courtyards were found to be the best form in terms of thermal comfort and
energy consumption.

7. Recommendations for Future Studies

This paper recommends three topics for further research:

• Considering the significant role of trees in shading and improving outdoor thermal comfort,
studies are required on the geometry of trees in each climate. In this way, the most suitable tree
species could be used (planted) in order to more efficiently improve outdoor thermal conditions.

• Despite evidence showing that water bodies reduce air temperature and increase humidity,
there are not many extensive studies regarding the number, depth, form, and location of water
surfaces in urban areas with different climates.

• Using highly reflective surfaces in urban canyons is not recommended, as they reradiate solar
radiation back to pedestrians. Further studies can provide scientific solutions in order to regulate
and optimally use these materials.
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Appendix A

Table A1. Different ranges of physiologically equivalent temperature (PET) index for different grades
of human thermal perceptions [153].

Thermal Perception Grades PET (◦C)

Extreme cold stress Below 4

Strong cold stress 4.1 to 8

Moderate cold stress 8.1 to 13

Slight cold stress 13.1 to 18

No thermal stress 18.1 to 23

Slight heat stress 23.1 to 29

Moderate heat stress 29.1 to 35

Strong heat stress 35.1 to 41

Extreme heat stress Above 41
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Abstract: There is a rapid increase in inflows of foreign direct investment (FDI) into developing
countries such as India. Some researchers argue that FDI has a positive impact on sustainable
development in terms of environmental efficiency and brings innovative green technology to the host
country. In contrast, others claim that FDI brings considerable pollution to the host country, and their
motive is only to yield profit. To address this issue, this paper analyzes environmental efficiency
between FDI and domestic firms in India for seven years between 2012 and 2018. The research aims to
evaluate the performance of FDI firms in terms of environmental efficiency in India after implementing
certain policy regulations, nationally and globally. In this analysis, we use the non-radial metafrontier
Malmquist CO2 performance index (NMMCPI) with three decomposition indices: efficiency change
index, best practice gap index, and technological gap change index. Our empirical results indicate that
domestic firms have performed well in terms of better catch-up and innovation performance. On the
other hand, FDI firms only demonstrated higher technology leadership performance, indicating
weaker catch-up performance and weaker innovation performance. From the results, we proposed
that policymakers should harmonize between the FDI promotion and regulation in its sustainable
performance because global companies are not sensitive to the local regulations, and not very proactive
in implementing the global standard of eco-friendliness.

Keywords: foreign direct investment; environmental efficiency; non-radial metafrontier Malmquist
index; partial-factor CO2 emission performance; India

1. Introduction

At present, carbon dioxide (CO2) emissions from human activities have increased rapidly due to
the rapid industrialization, urbanization, population explosion, and exploitation of natural resources,
etc. According to the Mauna Loa Atmospheric Reference Observatory in Hawaii in 2018, CO2 levels
reached 411 parts per million, the highest monthly average ever recorded in history [1]. A recent report
indicates that countries like China, United States, and India are the major emitters of CO2 in the world.
In terms of CO2 output, India has recorded more than half of the increase in global CO2 since 2013 [2].

1.1. Socio-Managerial Contexts

Foreign direct investment (FDI): In recent decades, we have also witnessed a sharp increase in
inflows of foreign direct investment (FDI) to developing countries. FDI in India began in 1991 under
the Foreign Exchange Management Act (FEMA) with a baseline of USD 1 billion in 1990. Since then,
India has been one of the most popular destinations preferred for FDI. India ranks the 9th to receive
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FDI inflows as in 2019, against 12th in the previous year, among the largest recipients of FDI in the
world reported by UNCTAD, 2020. Indian government proactively induced FDI due to its quantitative
contribution in the local economy as well as the qualitative contribution for innovative technology
transfer and advanced know-how for the sustainable development of India. Unfortunately, it does not
always seem true in the performance of FDI firms. As shown in Figure 1, the trend in FDI inflows
from 2001 to March 2016 corresponds to CO2 emissions in India [3,4]. This means that there is a
direct relationship between CO2 emissions and FDI inflows into India. The Indian government may
be concerned about this phenomenon as it expects qualitative contributions from FDI companies,
including sustainable and environmentally friendly management of these global firms.
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Gross Domestic Products (GDP): FDI is one of the important factors that promote economic growth
in India. Thus, the Indian government has gradually relaxed restrictions on FDI to achieve rapid
growth. For example, on 25 September 2014, the Prime Minister of India published an international
marketing strategy called “Make in India” to encourage foreign firms to invest in India to strengthen
the country’s manufacturing sector [5]. Figure 2 provides some details on FDI equity inflows by sector
in India as of 2018 [4]. As shown in Figure 2, the main sectors of FDI inflows to India are services
sectors, computer software and hardware, telecommunications, construction development, trading,
automobile industry, chemicals, infrastructure, drugs and pharmaceuticals, etc.

Sustainability 2020, 12, x FOR PEER REVIEW 2 of 19 

the Foreign Exchange Management Act (FEMA) with a baseline of USD 1 billion in 1990. Since then, 
India has been one of the most popular destinations preferred for FDI. India ranks the 9th to receive 
FDI inflows as in 2019, against 12th in the previous year, among the largest recipients of FDI in the 
world reported by UNCTAD, 2020. Indian government proactively induced FDI due to its 
quantitative contribution in the local economy as well as the qualitative contribution for innovative 
technology transfer and advanced know-how for the sustainable development of India. 
Unfortunately, it does not always seem true in the performance of FDI firms. As shown in Figure 1, 
the trend in FDI inflows from 2001 to March 2016 corresponds to CO2 emissions in India [3,4]. This 
means that there is a direct relationship between CO2 emissions and FDI inflows into India. The 
Indian government may be concerned about this phenomenon as it expects qualitative contributions 
from FDI companies, including sustainable and environmentally friendly management of these 
global firms. 

 
Figure 1. CO2 emissions and foreign direct investment (FDI) inflows in India. 

Gross Domestic Products (GDP): FDI is one of the important factors that promote economic growth 
in India. Thus, the Indian government has gradually relaxed restrictions on FDI to achieve rapid 
growth. For example, on 25 September 2014, the Prime Minister of India published an international 
marketing strategy called “Make in India” to encourage foreign firms to invest in India to strengthen 
the country’s manufacturing sector [5]. Figure 2 provides some details on FDI equity inflows by sector 
in India as of 2018 [4]. As shown in Figure 2, the main sectors of FDI inflows to India are services 
sectors, computer software and hardware, telecommunications, construction development, trading, 
automobile industry, chemicals, infrastructure, drugs and pharmaceuticals, etc. 

 
Figure 2. FDI inflows by sectors in India (as of 2018). 
Figure 2. FDI inflows by sectors in India (as of 2018).

196



Sustainability 2020, 12, 8359

Corporate Social Responsibility (CSR): Due to strict environmental regulations in developed countries,
investors have been discouraged from investing in pathways that produce much natural pollution
and thus create a heavier response on its corporate social responsibility (CSR) for the community,
resulting in overseas investments toward developing countries, where the environmental regulations
are not very severe, and the global company has the invisible privileges on the local regulations.
For these reasons, FDI investors still prefer countries where legal, environmental regulations have
not yet been determined, ignoring the negative consequences of the investment they make, which in
turn leads to environmental degradation. Due to the need for all kinds of industrial activities such as
low-income level, insufficient property rights, and lack of development of environmental awareness,
developing countries do not give much importance to environmental regulations [6]. As a result,
the increased transfer from developed to developing countries by high CO2-emitting industries such
as energy-intensive industries has started to create an environmental hazard. Consequently, to avoid
this type of negative impact situation and to increase its rigor, developing countries have also begun
to improvise their environmental regulations. For example, the Reserve Bank of India has said that
political action is needed to put in place an enabling environment for fostering green investment as
well as advancing the net-zero carbon delivery program in India [7].

Energy-related policies in India: Some of the highlighted energy-related policy Acts and plans
proposed and adopted by the Indian government are Energy and carbon taxes supported by the United
Nations Framework Convention on Climate Change. A carbon tax is a step to help India reduce the
amount of CO2 released per unit of gross domestic product (GDP) and reach its voluntary target of
25% over 2005 levels by 2020. India has already introduced a national carbon tax, generally in the
transport and energy sector of 50 rupees (Rs) per ton of coal consumed by any economic sector on
July 1, 2010. The carbon tax has been further increased, and currently, the carbon tax amounts to Rs
400 per ton in India in all sectors emitting CO2. Nationally Determined Contributions (NDCs) under
the Paris Agreement, 2016. India is one of the few developing countries on the way to achieving the
goals of the Paris Agreement by the “nationally determined contributions” or NDCs. On 2 October
2016, India ratified the Paris Agreement with a 4.1% reduction goal by 2030 in global CO2 emissions.
Based on NDCs, the three main objectives have been set by the Indian government. The first objective
is to increase the share of non-fossil fuels to 40% of total electricity production capacity. The second
objective is to reduce emission intensity in the economy from 33% to 35% by 2030 compared to the 2005
level. The third objective is to create an additional carbon sink of 2.5–3 billion tons of CO2 equivalent
for the period 2020–2030.

Now, the question is whether this rosy pathway does affect the sustainable management of FDI
companies in India. The Indian government gave easier access on the market to the FDI firms with
the expectation of these FDI firms’ leadership coming from the global standard on the qualitative
contribution to the local economy, including the environmentally friendly economic activities in India.

1.2. Research Motivation and Objective

In the literature, however, many studies have argued on the potential impacts of FDI inflows
and environmental sustainability, such as pollution from CO2 emissions, energy consumption, etc.
The influence of environmental regulations on FDI firm performance for decades has been an
increasingly important subject for researchers around the world [8]. In one view, FDI can bring advanced
technologies to the host country and improve the country’s sustainable growth because FDI raises its
level of technical progress through “learning by doing” in sustainable ways [9,10]. Another extreme
point of view is that developed countries are shifting polluting industries to developing countries.
It has brought much pollution to developing countries by transferring energy-intensive and much
pollution-oriented plants. Therefore, the increase in the inflow of FDI could have adverse effects on the
host countries, causing severe environmental pollution and degradation of the environment [11–15].
It is a widely debated subject whether India benefits from FDI or not in environmental perspectives.
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Based on the above argument, this research aims to evaluate the environmental efficiency between
FDI and domestic firms in India and determine the performance of FDI in the period between 2012 and
2018. Since the evaluation should be based on the dynamic effect over time with multi-inputs/outputs
model, we will use the non-radial metafrontier Malmquist index to analyze our data.

1.3. Research Contribution

There are two types of firms in India; FDI and domestic firms. The FDI firm implies that a
company takes controlling ownership in a business entity in another country. To take advantage of
cheaper wages, FDI firms invest directly in the fast-growing Indian market and change the business
environment in India. A domestic firm is defined as a local investor who can conduct business in his
home country. Since this research aims to compare all FDI firms with domestic ones, it will be essential
to also focus on the average variation in the productivity of each firm over time.

This study contributes to understanding how vital FDI is to build a sustainable ecosystem in
India, taking into account the environmental impact. How will regulatory policies affect these firms
to reduce CO2 emissions and to improve environmental performance in India? To the best of our
knowledge, no one has explored this research area in India so far. Since there is no comprehensive
comparison between FDI firms and domestic firms to determine the environmental efficiency of FDI
in India, this paper attempts to compare FDI and domestic firms by measuring their environmental
efficiency. Therefore, the purpose of this research is empirically to analyze whether FDI inflows to
India increase its CO2 emissions or vice-versa.

The structure of the paper is as follows; in Section 2, we present a literature review in the related
areas to find out our strategic variables and methodologies; in Section 3, we develop our empirical
models to evaluate the environmental efficiency of FDI and domestic firms in India; we discuss our
empirical result and its implications in Section 4; in Section 5, we conclude our study by providing
some policy implications.

2. Literature Review

Many policymakers and academics professionals have paid considerable attention to the
relationship between FDI inflows and the effectiveness of environmental sustainability in the host
country. However, the impact of FDI on the environment is still unclear. Some studies argue that FDI
can improve the environmental efficiency of the host country [16–18], while others find that it can
damage the environment of the host country [19].

Most of the literature in energy and environment (E&E) analysis uses the multi-inputs and outputs
to handle the coupling and decoupling between the potentially conflicting variables of desirable
outputs such as profits or GDP, and undesirable outputs such as CO2 emission, as shown in Table 1.
Since the data envelope analysis (DEA) is very popular for handling multi-inputs/outputs models, it is
also possible to utilize this approach for our research in the comparison between FDI and domestic
firms as well [20,21]. The DEA approach does not need any specific form of the production function
for this multi-inputs/outputs model. Thus, it is very popular to evaluate the relative efficiency for
all decision-making units (DMUs), FDI, and domestic firms in our model. Thus, we first examine
research papers that are related to the environmental efficiency of FDI using DEA. As shown in
Table 1, we classify the previous research into three categories. First, FDI has a positive effect on the
environmental efficiency of the host country [16]. Second, FDI harms (negative) the environmental
efficiency of the host country [19]. Third, FDI may have a mixed effect with positive and negative
impacts on the environmental efficiency of the host country [22–24].
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Table 1. Comparison of the research on the environmental efficiency of FDI.

Reference(s) Field of Research Measurement Method Input/Output Conclusions

Pan et al. (2019) [25] FDI Quality in China Energy efficiency SBM-DEA

Input—energy, capital, and labor.
Desirable output-GDP of each

province.
Undesirable output—CO2

emissions.

Positive

Wang (2017) [26] FDI on energy efficiency
in China Energy efficiency Sequential DEA

Input—capital, labor, and energy.
Desirable output—GDP.

Undesirable output—SO2 and
CO2.

Positive

Mastromarco et al. (2017) [27] FDI and time Efficiency DEA Input—labor and capital.
Output—GDP. Positive

Yue et al. (2016) [28] FDI from China’s
Experience Efficiency SBM-DEA

Input—capital, labor, and energy.
Desirable output—GDP.

Undesirable output—SO2.
Positive

Song et al. (2015) [29] FDI in China Efficiency DEA
Input—variables passed the test.
Desirable output—the number of

patents.
Positive

Yang et al. (2019) [30] FDI and export in China Environmental
efficiency SBM-DEA

Input—labor, capital stock, energy
consumption, and water

consumption.
Desirable output—industrial

added value.
Undesirable output—CO2

emissions, SO2 emissions, and
wastewater.

Negative

Lei et al. (2013) [31] FDI attractiveness from
Chinese provinces Bottleneck DEA

Input—material capital, human
capital, energy, and degree of

openness.
Output—FDI Performance Index

and FDI Potential Index.

Negative

Zang et al. (2012) [32] FDI in developing
countries Energy efficiency Super-efficiency

DEA Negative

Monaheng et al. (2019) [33] FDI and economic
performance (BRICS)

Economic
performance

DEA (managerial
disposability)

Input—oil, labor force, and capital.
Desirable output—GDP.

Undesirable output—economic
production.

Mixed

Guo et al. (2013) [11] Regional Influence of
FDI in China Energy efficiency DEA

Input—capital, labor and energy.
Desirable output—GDP.

Undesirable
output—environmental pollution

Mixed

Luo et al. (2013) [34] FDI of China Environmental
performance DEA Input—capital, labor, and energy.

Output—GDP. Mixed

Pan et al. [25] used the slacks-based measure (SBM)-Data Envelopment Analysis (DEA) model to
measure more accurately the energy efficiency of the quality of FDI in China. They found that the
quality of FDI had a significant positive effect on energy efficiency in China. Wang [26] measured the
energy efficiency of FDI on energy efficiency in China and concluded that FDI significantly improves
energy efficiency. Mastromarco et al. [27] analyzed FDI and time on catching up and found that FDI
influences productivity by increasing efficiency and improving technological change. Yue et al. [28]
measured the effectiveness of FDI from China using the SBM-DEA. They found that FDI significantly
improved energy efficiency. Song et al. [29] examined FDI in China using the DEA model to measure
efficiency. They found that FDI inflows can play a positive role in local economic and technological
development in China, especially in some rapidly economically developing areas.

However, Yang et al. [30] compared the environmental efficiency of FDI and exports from China.
They concluded that FDI reduces industrial environmental efficiency in China. Likewise, export from
China also has a significant negative impact on industrial environmental efficiency. Lei et al. [31] have
researched the attractiveness of FDI in Chinese provinces and found that only eastern provinces have
great development potential. Zang et al. [32] have used a super-efficiency DEA model to evaluate
energy efficiency from FDI in developing countries and found that FDI has a negative impact in
developing countries.

Monaheng et al. [33] examined FDI and economic performance in BRICS countries. They found
that FDI had a positive impact on the economic performance of the BRICS countries except for China.
Guo et al. [11] analyzed the regional influence of FDI in China by measuring energy efficiency using
the DEA model. They recognized that FDI inflows improve local energy efficiency in the central and
eastern regions but reduce energy efficiency in the western region. Finally, Luo et al. [34] have studied
FDI from China to measure environmental performance. They have argued that FDI has a positive
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impact on the environment as well as a negative impact on the country’s environmental efficiency.
For example, FDI has improved local energy efficiency in the eastern and central regions due to the
aggregate result of the technological effect, the scale effect, and the structure effect of FDI. However,
FDI has reduced energy efficiency in the western zone due to the lower level of economic development.

As shown in Table 1, the authors used diverse DEA models to measure economic performance,
environmental efficiency, energy efficiency, CO2 emission performance, and efficiency of FDI in the
host country. Existing literature has extensively studied the effects of FDI on a country’s economic
development and environmental pollution simultaneously. However, there is no comprehensive
comparison between FDI firms and domestic firms to evaluate the environmental performance of FDI.
Therefore, this paper attempts to measure the environmental efficiency of FDI in India by comparing
the environmental efficiency of FDI and domestic firms in India.

3. Model Design and Specification

3.1. Production Technology Set

In E&E studies, the term “environmental production technology” is defined as the basic directional
distance function of all the interrelated variables without any specific production frontier constraints a
priori, because environmental production technology unambiguously encompasses multiple outputs,
differently from other parts of traditional production theory in economics. This environmental
production technology encompasses two classical inputs of the capital (x1) employees (x2) and the
specialized input of energy (x3), with the sales turnover variables (B) as desirable output and CO2 (C) as
an undesirable output. Therefore, we selected the three inputs and two outputs in this study, based on
the traditional approach to the production function. We collected data from the annual reports of each
FDI and domestic firms from different sectors that emit CO2. Environmental production technology is
defined as the causal relationship between the firm’s capital (x1), employee (x2), and energy (x3) as
an input, and the desirable as well as undesirable outputs of firms’ sales turnover (B) and CO2 (C),
respectively. According to Lee and Choi (2018), this can be expressed in the mathematical form [35]:

T =
{(

x1, x2, x3, B, C : x can produce (B, C)
}

(1)

where the set of production possibilities T is assumed to satisfy the standard axioms of the production
theory [36]. For example, finite amounts of input can only produce limited amounts of output because
inactivity is always possible [37]. Additionally, inputs and desirable outputs are often assumed
with undesirable output freely disposable (weak disposability), implying that a reduction of the
undesirable output such as CO2, should match with less desirable outputs in the production process.
The elimination of CO2 can be possible if and only if by stopping production, on T concerning regulated
environmental technologies (null-jointness) [38]. These two hypotheses can be expressed in the
mathematical expression as follows:

i. If
(
x1, x2, x3, B, C

)
∈ T and 0 ≤ θ ≤ 1, then

(
x1, x2, x3, ΘB, ΘC

)
εT

ii. If
(
x1, x2, x3, B, C

)
∈ T and B = 0, then C = 0

Once the environmental production technology (T) is defined, we can specify the frontier.
Consequently, we can formulate T for N FDI and domestic firms under constant returns to scale as
follows [39]:

T = {
(
x1, x2, x3, B, C

)
:

N∑
n−1

Znxin ≤ xi , where i = x1, x2, x3

N∑
n−1

ZnBn ≥ B,
N∑

n−1
ZnCn = C,

Zn ≥ 0, n = 1, 2, . . . , N}
(2)
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where Zn is an intensity variable. By using a convex combination, it can build environmental production
technology. Although the assumptions of variable returns to scale are widely adopted in the various
literature, we selected the constant returns to scale (CRS) for T in this study because the CRS method is
easily generalized to multiple types of firms.

3.2. CRS Non-Radial Directional Distance Function

There are two types of distance functions for E&E studies, which are widely adopted Shephard
distance function and the directional distance function (DDF) [40,41]. Shephard distance function is
known for minimizing the inputs and undesirable output, at the same rate, maximizes the desirable
output simultaneously. However, this function has several limitations. The most outstanding difficulty
in Shephard distance function may come from the radial approach for its coupling issues between the
desirable and undesirable outputs. To solve this coupling issue of the radial approach, the generalized
directional distance function is introduced. The common limitation is that the Shephard distance
function may overestimate the effectiveness when some slacks exist [42]. Using the directional weight
vector (g), conventional DDF can overcome this overestimation. It can be expressed in mathematical
form as follows:

→
D

(
x1, x2, x3, B, C; g

)
= sup{β :

((
x1, x2, x3, B, C

)
+ g.β

))
∈ T} (3)

On the other hand, the non-radial efficiency measure is more generalized and personalized for
E&E studies due to its advantage to overcome the many limitations of the radial efficiency functions,
with a more generalized form that takes into account undesirable outputs [37,43,44]. Thus, our study
also adopts the non-radial DDF (NDDF), which is expressed mathematically as follows:

→
D

(
x1, x2, x3, B, C; g

)
= sup{WTβ :

((
x1, x2, x3, B, C

)
+ g.diag(β

))
∈ T} (4)

The symbol ‘diag’ in the Equation (4) denotes diagonal matrices, which are related to the
numbers of all variables and can be expressed as follows: WT = (Wx1 , Wx2, Wx3, WB, WC)

T denotes
a normalized weight vector; g denotes an explicit directional vector which can be expressed as
g =

(
−gx1 ,−gx2 , −gx3 , gB, −gC

)
; β = (βx1 , βx2 , βx3 ,βB, βC)T ≥ 0 represents individual inefficiency

measures by denoting the scaling vector for all variables. In order to avoid the diluting effect of
non-energy variables, we set the directional vector of capital and labor to be zero, because capital and
labor do not directly affect CO2 emissions [45]. Therefore, the directional vector of this study is g =(
0, 0, −gx3 , gB, −gC

)
and the weight vector is (0, 0, 1/3, 1/3, 1/3). We can, therefore, define NDDF value

in the mathematical form [46]:

→
D

(
x1, x2, x3, B, C; g

)
= maxWx3βx3 + WBβB + WCβC

N∑
n=1

Znx1
n ≤ x1

n′
N∑

n=1
Znx2

n ≤ x2
n′

N∑
n=1

Znx3
n ≤ x3

n′ −βx3 gx3

N∑
n=1

ZnBn

≤ B n′ + βBgB

N∑
n=1

ZnCn = C n′ −βCgC

Zn ≥ 0, n = 1, 2, . . . , N
βx1 , βx2 , βx3 , βB, βC ≥ 0.

(5)

In Equation (5), we can modify the directional vector g, according to our different political
objectives of reducing CO2 emissions. If→

D
(x1, x2, x3, B, C; g) = 0, this would indicate that a specific

FDI or domestic firm under the evaluation is located in the best-practice production frontier in the g
direction [37]. We also formulated the static total-factor CO2 emissions performance index (TCPI) as
the ratio of the actual carbon intensity to the potential target carbon intensity [43]. If β∗C and β∗B are the
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optimal solutions that correspond to undesirable output CO2 emissions and desirable output sales
turnover in Equation (5), then, the TCPI can be described as follows,

TCPI =
(C−β∗CC/

(
B + β∗BB

)

C/B
=

1−β∗C
1 + β∗B

(6)

In this study, Equation (6) can be used to measure the performance of CO2 emissions from FDI and
domestic firms and measure the maximum possible reductions in CO2 intensity over the 2012–2018
period. If the TCPI is higher, then the CO2 emission performance will be better. Besides, the TCPI lies
between zero and unity; therefore, the best CO2 emission performance of FDIs and domestic firms will
be located along the frontier when the TCPI is equal to unity.

3.3. Non-Radial Metafrontier Malmquist CO2 Performance Index (NMMCPI)

Based on the metafrontier Malmquist index, some authors have proposed a Non-radial Metafrontier
Malmquist CO2 Performance Index (NMMCPI) to measure the dynamic total-factor CO2 emission
performance [47,48]. Here, the MMCPI is defined as the difference between the weighted average rates
of change of (negative) inputs, (positive) outputs, and (negative) outputs. The NMMCPI measures
the change in TCPI during period t and t + 1. It is useful to evaluate environmental performance
change over time. Thus, we adopted the non-radial metafrontier Malmquist CO2 Performance Index
(NMMCPI) to examine the environmental efficiency of FDI and domestic firms in India.

To define and decompose the NMMCPI in this study, we need to define the three sets
of environmental technologies, i.e., contemporaneous environmental technology, intertemporal
environmental technology, and global environmental technology. We determine these sets as
follows [49]. The first sets of environmental technologies called the contemporaneous environmental
technology of Rh can be expressed as TC

Rh
=

{(
x1t, x2t, x3t, Bt, Ct

)
:
(
x1t, x2t, x3t

)
can produce

(
Bt, Ct

)}

where t = 1 . . .T For a particular period t and group Rh, it constructs production technology set
in Equation (2). The second set of environmental technologies is an intertemporal environmental
technology and its Rh an be expressed as TI

Rh
= T1

Rh
∪ T2

Rh
∪ . . . ∪ TT

Rh
. This is constructed from

observations for group Rh which consists of a single technology over the whole period. This implies
that the observations for an intertemporal environmental technology are assumed to be unable
to access different intertemporal environmental technologies easily. For the distinct intertemporal
technologies, we assumed that there are h groups subsequently. Finally, global environmental
technology is considered in the third set of environmental technologies that can be expressed in
the form: TG = TI

R1
∪ TI

R2
∪ . . . ∪ TI

R H ′ which is constructed from all observations for FDI and
domestic firms groups over the 2012–2018 period. This implies that global environmental technology
encompasses all intertemporal environmental technologies. For the sake of analysis, we assume that
every observation (theoretically and potentially) can access global technology through its innovations.

Based on these three decomposed technologies, our environmental technologies under the
non-radial directional distance functions in Equation (4) can be expanded as follows. First, based
on contemporaneous environmental technology

(
TC

Rh

)
we define contemporaneous NDDF of a

specific group Rh as →
D

C (.) = sup
{
wTβC : ((x1, x2, x3, B, C) + g * diag (βC)) ε TC

Rh
Second,

we define intertemporal NDDF as →
D

I (.) = sup {wTβI: ((x1, x2, x3, B, C) + g * diag (βI)) εTI
Rh

of

a specific group Rh based on the intertemporal environmental technology TI
Rh

Following global

environmental technology, we define global NDDF as→
D

G (.) = sup {wTβG: ((x1, x2, x3, B, C) + g *

diag (βG)) ε TG
Rh

Therefore, the following six different NDDFs could be solved in order to decompose

and compute the NMMPI as follows: →
D

C = (x1S
, x2S

, x3S
, BS,CS), →

D
I = (x1S

, x2S
, x3S

, BS, CS),
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and→
D

G = (x1S
, x2S

, x3S
, BS, CS), where S = t, t + 1. With these three technologies, NDDF can be solved

using Equation (5) as follows:

→
D

d = (x1S
, x2S

, x3S
, BS, CS; g) = maxWx3βd

x3 + WBβ
d

B + Wcβ
d

c
∑
con

ZS
nx1S

n ≤ x1
n′

∑
con

ZS
nx2S

n ≤ x2
n′

∑
con

ZS
nx3S

n ≤ x3
n′ −βd

x3gx3
∑
con

ZS
nBS

n ≥ B n′ + βd
BgB

∑
con

ZS
nCS

n ≥ C n′ −βd
CgC

ZS
n ≥ 0, βd ≥ 0

(7)

where the superscript d on→
D

d (.) can be a contemporaneous, intertemporal, and global environmental

technology, which represents the type of NDDF. Besides, the symbol “con” under
∑

designates
the construction conditions of three environmental technologies. If we want to construct the
contemporaneous NDDF, we required the conditions d≡C and con ≡ {n εRh to build the intertemporal
NDDF, we need the conditions set d≡I and con ≡ {n εRh s ε1, 2, T]}; and the requirements should
be d≡G con ≡ {n ε[R1∪ [R2 ∪ . . .∪ RH ], s ε1,2, . . . , T]}, for the global NDDF. Using Equation (7),
we can solve the six different NDDF models in Equation (6).

TCPId
(
x1S

, x2S
, x3S

, BS, CS
)
=



(C−βd∗

C C/
(
B + βd∗

B B
)

C/B




S

=




1−βd∗
C

1 + βd∗
B




S

(8)

where S = t, t + 1 and d = (C, I, G). We define the NMMCPI, based on the formulation of the metafrontier
Malmquist index within the framework of the global environmental technology set [46]. It can be
expressed as the ratio.

NMMCPI
(
x1S

, x2S
, x2S

, BS, CS
)
=

TCPIG
(
x1t+1

, x2t+1
, x3t+1

, Bt+1, Ct+1
)

TCPIG
(
x1t , x2t , x3t , Bt, Ct

) (9)

NMMCPI measures the variations of the TCPI from Equation (9), on the TG for the period between
t and t + 1. Now, NMMCPI can be decomposed into a technical efficiency change (EC) index of CO2

emissions, a best-practice gap change (BPC) index of CO2 emission reduction technologies, and a
technology gap change (TGC) as follows [47,48]:

NMMCPI
(
x1S

, x2S
, x3S

, CS
)
=

TCPIG(.t+1)
TCPIG(.t)

=

{
TCPIC(.t+1)

TCPIC(.t)

}
∗
{

TCPII(.t+1)/TCPIC(.t+1)
TCPII(.t)/TCPIC(.t)

}
∗
{

TCPIG(.t+1)/TCPII(.t+1)
TCPIG(.t)/TCPII(.t)

}
.

=
[

TEt+1

TEt

]
∗
[

BPRt+1

BPRt

]
∗
[

TGRt+1

TGRt

]
= EC ∗ BPC ∗ TGC

(10)

In the Equation (10) the term efficiency change or EC index measures the “catching-up” effect,
which measures the technical efficiency changes of CO2 emissions for a specific FDI or a domestic firm
for two time periods (t, t + 1) within a specific group. The EC Index captures how close an FDI or a
domestic firm is toward contemporaneous environmental technology. If EC > 1, there is an efficiency
gain, and if the EC < 1, there is a loss of efficiency [39]. The best practice gap change or BPC index is
the change in the best practice gap in two adjacent periods between contemporaneous environmental
technology and intertemporal environmental technology. Here, if BPC > 1, the contemporaneous
environmental technological frontier in period t + 1 is closer to intertemporal environmental technology
than in period t, and if BPC < 1, the contemporaneous technological frontier is further from the
intertemporal environmental technological frontier [45]. BPC is also seen as the innovation effect since
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innovation allows a shift of the frontier. The Technology Gap Change or TGC Index is the change in
technological leadership during the two periods between the intertemporal environmental technology
frontier and the global environmental technology frontier for reducing CO2 emissions. For example,
TGC> (or <) 1 indicates that a technical gap between a specific group of intertemporal technology
and global technology is reduced (increased). Therefore, TGC measures the effect of technological
leadership for a given group.

Figure 3 shows NMMCPI and its decomposed components. Here, contemporaneous
environmental technology is presented as TC

R1
and TC+1

R1
in the group R1 or the periods t and t + 1.

Intertemporal environmental technology is presented as TI
R1

for group R1 and global environmental

technology for two groups is presented as TG
R1

[50]. Here, the intertemporal technological set is the
envelope of all contemporaneous technological set in the current period of a particular group, and the
global technological set is the envelope of all intertemporal technologies set. Here, the observed FDI
and domestic firms for the two periods t and t + 1 are a1 and a2 because it is a case of two groups
(R1, R2) and two periods (t, t + 1), respectively.Sustainability 2020, 12, x FOR PEER REVIEW 11 of 19 
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4. Analysis and Discussion

4.1. Data Collection and Preprocessing

Since this study aims to compare the environmental efficiency of FDI firms with domestic firms,
we collected data on 50 firms belonging to both groups from 2012 to 2018. Concerning the industrial
sector, the following sectors were chosen: chemicals, constructions, pharmaceuticals, power, automobile,
infrastructure, and others. We selected these sectors because they have the largest inflow of FDI to
India, subject to the percentage of total inflows in 2018 (see Figure 2). Additionally, we selected 25 FDI
companies and 25 domestic companies in India, based on the availability of firm data and FDI equity
inflows by sector in India as of 2018. These firms could be considered the representative companies of
these sectors, which have high CO2 emissions [51]. The service sector and telecommunications sectors
were excluded because of their low emission volume and the scarcity of data. Based on the argument
on Table 1, we collected three input variables, capital (x1) labor (x2) and energy (x3) and two output
variables, sales turnover (B) and CO2 emissions (C). All the data concerning capital, labor, energy,
sales turnover, and CO2 were collected in the annual report of each FDI and domestic firm between
2012 and 2018. We selected seven-year data from 2012 to 2018 because the classification in this study
was based on two types of the policy paradigm shift in India to reduce CO2 emissions. These two
policies are energy and carbon taxes under the United Nations Framework Convention on Climate
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Change, 2010, and Nationally Determined Contributions (NDCs) under the Paris Agreement, 2016.
According to THE HINDU in 2018, environmental regulations in India have very few impacts on FDI
firms [13]. The World Resources Institute India declared in June 2019 that after biomass combustion,
companies are the second largest contributor to PM2.5 in India [52]. Concerning this, we wanted to
analyze the environmental efficiency of FDI and domestic firms in India based on the policy paradigm
shift in India.

For the capital input, we extracted the data on fixed assets from the published annual reports of
each FDI and domestic firms from 2012 to 2018. We collected the employees per head of each company,
as shown in the annual report of each DMU. For energy input data, since there is no right amount
of energy consumption provided by each firm in their report, we had to convert the power and fuel
consumption into total energy consumption equivalent value from the annual report published by the
firms. For sales turnover output, we collected the revenues of the firms generated by the operations.
For the CO2 emissions data, we extracted the CO2 values using the macro level of the FDI and domestic
firm’s data of power and fuel consumption rate [37,53]. These descriptive statistics (all the variables)
are shown in Table 2.

Table 2. Descriptive statistics of input and output variables from 2012–2018.

Group Variable Input/Output Unit Mean Std.
Deviation Maximum Minimum

FDI

Capital Input Million rupees 16,134.19 29,101.62 145,220.00 103.85
Employee Input Per person 3387.12 4968.39 24,491.00 48.00

Energy Input Gj 362,115.59 654,115.20 3,195,000.00 3116.16
Sales Turnover Desirable output Million rupees 49,033.27 90,114.70 493,699.73 813.75
CO2 Emissions Undesirable output Tons 17,782.89 36,434.82 218,541.00 111.40

Domestic

Capital Input Million rupees 173,821.11 4,315,63.83 3,004,470.00 549.20
Employee Input Per person 10,790.33 14,906.18 71,826.00 133.00

Energy Input Gj 1,981,662.00 3,012,483.17 13,180,794.43 17,142.97
Sales Turnover Desirable output Million rupees 305,544.82 738,513.58 3,990,530.00 1082.51
CO2 Emissions Undesirable output Tons 100,795.48 159,748.60 636,676.79 612.86

Table 3 illustrate the correlation matrix of input and output variables of FDI and domestic firms
from 2012–2018. The result shows that the correlation between all types of input and output variables
is positive. Capital and labor are positively linked to sales turnover because they are representative
variables to explain production; in particular, capital and turnover show a highly significant relationship.
On the other hand, energy shows a positive relationship for both sales turnover and CO2 emissions;
in particular, energy and CO2 emissions show a highly significant relationship [54,55]. In this study,
the result verifies the suitability of analyzing the data from an environmental point of view.

Table 3. Correlation matrix of input and output variables.

Variables Capital Employee Energy Sales Turnover CO2

Capital 1.00
Employee 0.27 1.00

Energy 0.50 0.50 1.00
Sales turnover 0.82 0.22 0.29 1.00
CO2 emission 0.48 0.41 0.96 0.26 1.00

4.2. Result and Its Implications

Table 4 shows the average value of the NMMCPI index and its decomposition for FDI and the
domestic firm in India. Due to the firm’s confidentiality, we used the firm’s id in our results in Table A1.
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Table 4. Comparison of average NMMCPI and its decomposition.

FDI Domestic

Year NMMCPI EC BPC TGC NMMCPI EC BPC TGC

2012–2013 1.0046 0.9972 1.0457 0.9634 0.9925 0.9554 1.0075 1.0311
2013–2014 0.9989 0.9932 1.0316 0.9749 1.0029 0.9766 1.0075 1.0193
2014–2015 0.9969 1.0189 0.9649 1.0140 1.0101 1.0481 0.9800 0.9834
2015–2016 1.0019 0.9970 1.0044 1.0005 1.0129 1.0094 1.0054 0.9981
2016–2017 1.0007 1.0190 0.9466 1.0374 1.0120 1.0618 0.9854 0.9672
2017–2018 1.0062 1.0065 1.0007 0.9990 1.0585 1.0174 1.0281 1.0120

Average 1.0015 1.0053 0.9990 0.9982 1.0148 1.0115 1.0023 1.0019

First, we can see that the overall NMMCPI of the FDI firms remains stable with a slightly lower
growth rate of 0.15%, while domestic firms show 1.48%. This result implies that domestic firms
improve their performance in implementing the environmental regulatory regime during the study
period, compared to FDI firms in India. In terms of the average EC index of FDI firms, the growth
rate is 0.53%, indicating a lower growth rate in efficiency during the study period. At the same time,
domestic firms show an annual increase of 1.15%, implying that domestic firms do better for the best
catch-up effect, suggesting the more proactive movement towards the contemporary environmental
technological frontier. In terms of the average BPC index, FDI firms show the value lower than unity
(0.9990), while domestic firms show a 0.23% increase. Since the BPC index captures the “innovation
effect,” this result implies that domestic firms expanded their production level under the environmental
regulatory regime. The average annual TGC index of FDI and domestic firms is 0.9982 and 1.0019,
respectively. This implies a lack of technological leadership among FDI firms in India during the study
period. The gap between the intertemporal frontier and the global frontier has narrowed for FDI firms,
as the TGC index is a measure of changes in technological leadership for a given group.

Figure 4 shows the trends in the NMMCPI for FDI and domestic firms during 2012–2018. Regarding
the dynamic perspective over time, we can see that the performance of FDI firms in annual total factor
CO2 emissions shows a lower growth rate during the study period, which is close to unity. This could
be due to the lack of policy effect on FDI firms in India because policy in India has a soft signal for the
foreign market [13]. Therefore, there is a missing link in the role of the Indian government for FDI
firms. We suggest that the Indian government should be aware of this phenomenon and take certain
measures to reduce the differences between local firms and FDI firms. Like FDI firms, domestic firms
also show a low growth rate in the performance of total factor CO2 emissions from 2012 to 2017, which
is 1.0120. However, after 2016–2017, the graph shows an upward trend, which is above the unity of
5.85% in 2018. This J-curve effect means that there is an effect of government regulation on domestic
firms in India. This may be due to the implementation of the policy that the Indian government has
adopted. Indian government set a very clear and strong CO2 reduction target in 2016, called Nationally
Determined Contributions (NDC), under the Paris Climate Agreement. Consequently, all of the firms
that emit the most CO2 are under pressure to reduce their CO2 emissions. Due to the higher regulatory
costs, this type of strict regulation could affect a firm’s performance at the initial level. That is why
the performance of domestic firms was observed highly enhanced after 2016–2017. Even if there are
no strong regulations yet for the FDI firms in India, they should show their efforts to reduce CO2

emissions under the mixed economy such as India. It also supports Porter’s hypothesis that if a country
has tighter environmental regulations, it will increase the efficiency of that particular country and
encourage innovation for a more environmentally friendly production process [53].
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Figure 4. Change in the NMMCPI for FDI and domestic firms during 2012–2018.

Figure 5 shows the trends in the EC index of FDI and domestic firms from 2012–2018. In this
figure, the FDI shows an M-shaped trend. The EC index of FDI firms for 2012–2014 shows a value less
than or equal to unity, indicating the loss of catch-up performance. However, the EC index alternately
goes above or below, for the 2014–2018 period, but remains close to unity. This means that the catch-up
performance of FDI firms remains unchanged during the study period. This needs to be investigated
by Indian policymakers to determine why there is a lower growth rate efficiency of FDI firms in
India. Policymakers should, therefore, come up with appropriate policy solutions that will be easily
adopted by FDI firms in India, as some foreign firms are not very sensitive to local regulations. The EC
index of domestic firms for the period 2012–2014 shows a value of less than unity. This indicates that
during these years, the catch-up performance decreased. However, after 2013–2014, the EC index was
higher than unity, which suggests that their catch-up performance in reducing CO2 emissions has
improved. Given that, in a specific group, the EC index measures to what extent an FDI and domestic
firm increase its efficiency. There is a gain in efficiency if EC > 1, and there is a loss in efficiency if
EC < 1 [39]. Therefore, in terms of the catch-up effect, domestic firms perform better than FDI firms.
This means that domestic firms in India have improved efficiency by the catch-up effect of the best
practice frontier during the period 2012–2018. This may be because most of the FDI companies come
from market-oriented economies and are therefore not very serious about emission reduction policies.
Therefore, Indian policymakers should adopt more robust, transparent, and predictable policies for
FDI companies in India.
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Figure 6 shows the trends in the BPC index of FDI and domestic firms during the period 2012–2018.
From Figure 6, we can see in the BPC index that FDI and domestic firms show a similar trend.
For both the FDI and domestic firms, the BPC index was higher than unity during the 2012–2014

207



Sustainability 2020, 12, 8359

and 2017–2018 periods, which suggests a benefit from better innovation performance as well as fast
upgrading of equipment and technology. However, during the 2014–2015 and 2016–2017 periods,
the BPC index of FDI and domestic firms declined, while 2016–2017 was the lowest growth rate in
FDI firms. The reasons could be due to the slowdown in Indian economic growth in 2016–2017,
reflecting lower growth of industry and other sectors due to several factors [56]. Overall, domestic firms
perform better than FDI firms in terms of the innovation effect in the Indian firm scenario. We suggest
that policymakers should support innovative companies and offer them a reward for sustainable
development. Additionally, other companies should consider particular innovative companies as their
benchmark for creating sustainability.
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As shown in Figure 7, the TGC index of FDI and domestic firms shows the contradictory
trend between them. For example, in 2012–2014 and 2017–2018, the performance of FDI was less
than unity, indicating a decrease in the performance of technology leadership. At the same time,
the performance of domestic firms in terms of technology leadership is greater than unity in the
same year. However, in 2014–2017, the results show that the performance of FDI was greater than
unity, indicating an improvement in the performance of technology leadership and vice-versa for the
domestic firms. This suggests that there has been conflicting technological leadership performance
by FDI and domestic firms during the study period. Compared to unity, if TGC> (or <) 1, there is
a decrease (increase) in the technology gap between the intertemporal technology and the global
technology for a specific group. Although the average annual value of domestic firms in the TGC
index is a little higher than that of FDI firms, dynamic trends show that there is an increase in the
performance of FDI firms during the study period from 2012–2018. Policymakers should understand
technological revolutions and encourage companies to initiate and lead the commercialization of
technological advancements and coordinate their use of technology to achieve sustainable goals.
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5. Conclusions

In this study, we analyzed the environmental efficiency of both FDI firms and domestic firms in
India for the seven years (2012–2018), based on NMMCPI. This methodology could incorporate group
heterogeneity; it could provide each firm with more optimized implications and solutions.

Our main findings and suggestions are summarized as follows: first, according to the NMMCPI
index, the result implies that domestic firms have improved their performance in the implementation
of the environmental regulatory regime, compared to FDI firms in India. This could be due to the
lack of policy effects on FDI firms in India. Therefore, there is a missing link in the role of the
Indian government for FDI firms. We suggest that the Indian government should be aware of this
phenomenon and take certain measures to reduce the differences between local firms and FDI firms.
Second, based on our study, we found that domestic firms showed better catch-up performance (EC)
and better innovation performance (BPC) than FDI firms in India. This may be since most of the
FDI firms come from market-oriented economies, and thus they are not very serious for the emission
abatement policies. Therefore, Indian policy-makers should adopt stronger transparent and predictable
policies for the FDI firms in India. Otherwise, it is just a tiger drawn in the paper for the FDI firms with
negotiable powers with the local government. Third, although the average annual value of domestic
firms in the TGC index is higher than that of FDI firms, the overall dynamics of the TGC index of
FDI firms show an increasing trend. In contrast, domestic firms decline from the period 2012–2018.
Many global companies are not sustainable in their host country due to their weak accountability of
global standards in the host economy and lack of surveillance of local government. Finally, many
local governments expect too much of FDI firms with the same level of regulations as domestic firms.
Still, this is not strong enough for global companies. Therefore, they must understand that their bad
behavior can have a significant negative effect not only on the host country but also on all other local
markets in the world, especially developing countries. It is time for FDI firms to shift their paradigm
of local management in the host country into sustainable and inclusive economic perspectives.

Due to the scarcity of data and the low volume of emission, we excluded the service sector and
telecommunications sectors, which represented the highest FDI inflows to India in 2018. Our future
research will include both the service sector and the telecommunications sectors to analyze the efficiency
of FDI and domestic firms in India. In addition to our model, we could use regression analysis for
local and global companies to thoroughly test Porter’s hypothesis through statistical analysis on the
determinants of CO2 emission performance. On the other hand, this paper could be further extended
with the MNMCPI bootstrap for total factor CO2 emission performance and its decompositions to
perform statistical inference.
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Appendix A

Table A1. The average value of the NMMCPI for FDI and domestic firms.

DMU Group NMMCPI EC BPC TGC

FDI 1 FDI 1.0001 1.0008 1.0217 0.9781
FDI 2 FDI 0.9997 1.0057 0.9971 0.9969
FDI 3 FDI 1.0015 1.0056 1.0001 0.9958
FDI 4 FDI 1.0004 1.0024 0.9705 1.0283
FDI 5 FDI 0.9989 0.9999 0.9973 1.0017
FDI 6 FDI 0.9964 0.9997 0.9897 1.0071
FDI 7 FDI 1.0029 1.0143 0.9932 0.9955
FDI 8 FDI 1.0007 1.0022 1.0345 0.9652
FDI 9 FDI 1.0013 1.0071 1.0474 0.9492

FDI 10 FDI 1.0152 1.0383 1.0150 0.9633
FDI 11 FDI 1.0014 1.0041 0.9984 0.9989
FDI 12 FDI 1.0004 1.0013 1.0019 0.9972
FDI 13 FDI 1.0285 1.0389 1.0503 0.9426
FDI 14 FDI 1.0001 1.0016 0.9893 1.0093
FDI 15 FDI 1.0000 1.0004 0.9911 1.0086
FDI 16 FDI 1.0002 1.0011 0.9982 1.0009
FDI 17 FDI 1.0000 1.0004 0.9899 1.0098
FDI 18 FDI 0.9876 0.9805 0.9991 1.0081
FDI 19 FDI 1.0003 1.0011 0.9650 1.0354
FDI 20 FDI 1.0023 1.0115 0.9945 0.9964
FDI 21 FDI 0.9999 1.0051 0.9942 1.0006
FDI 22 FDI 1.0003 1.0016 0.9790 1.0201
FDI 23 FDI 1.0009 1.0031 0.9977 1.0001
FDI 24 FDI 0.9997 1.0002 0.9598 1.0414
FDI 25 FDI 0.9996 1.0062 0.9999 0.9935

FDI 1.0015 1.0053 0.9990 0.9978

Dom1 Domestic 1.0535 1.0000 0.9993 1.0542
Dom2 Domestic 1.0011 1.0041 1.0023 0.9947
Dom3 Domestic 0.9465 0.9523 1.0126 0.9815
Dom4 Domestic 1.0003 1.0020 0.9981 1.0002
Dom5 Domestic 1.0012 1.0040 0.9990 0.9982
Dom6 Domestic 0.9915 0.9900 1.0137 0.9880
Dom7 Domestic 1.0012 1.0081 1.0063 0.9869
Dom8 Domestic 0.9949 0.9821 0.9986 1.0145
Dom9 Domestic 1.0524 0.9892 1.0111 1.0522

Dom10 Domestic 1.0182 1.0000 0.9813 1.0376
Dom11 Domestic 1.0908 1.0662 0.9973 1.0258
Dom12 Domestic 0.9978 0.9962 0.9990 1.0026
Dom13 Domestic 1.0148 0.9709 1.0055 1.0395
Dom14 Domestic 1.0024 1.0136 0.9988 0.9901
Dom15 Domestic 1.0033 1.0130 0.9996 0.9908
Dom16 Domestic 1.0002 1.0001 0.9992 1.0009
Dom17 Domestic 0.9995 1.0017 1.0163 0.9818
Dom18 Domestic 0.9985 0.9995 1.0102 0.9889
Dom19 Domestic 1.0148 1.0575 1.0158 0.9447
Dom20 Domestic 1.0003 1.0041 0.9916 1.0047
Dom21 Domestic 1.1657 1.1630 0.9951 1.0073
Dom22 Domestic 0.9563 0.9837 0.9987 0.9734
Dom23 Domestic 1.0001 1.0008 0.9978 1.0015
Dom24 Domestic 1.0650 1.0846 1.0162 0.9663
Dom25 Domestic 0.9997 0.9998 0.9941 1.0058

Domestic 1.0148 1.0115 1.0023 1.0013
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Abstract: The thirty journal articles dealing with the relationship between climate change and
agriculture (the latter is treated in general, i.e., as an industry) and which have gained >1000 citations
are thought to be sources of the most precious information on the noted relationship. They were
published between 1994 and 2011. Many are authored by West European and North American
experts. The most-cited articles are attributed to three major themes and eight particular topics,
and the best-explored topic is the influence of climate change on agriculture. Moreover, they provide
some essential information about the strong relation of both agriculture and climate change to
energy transition. The general frame characterizing complex interactions of climate change and
agriculture development is proposed on the basis of the most-cited works, but it needs further detail,
improvement, and update. The considered articles are basic sources with historical importance.

Keywords: bibliographical survey; climatic factor; energy industry; sustainable development;
world agriculture

1. Introduction

Global climate change has intensified in the last third of the 20th century, and it remains one
of the most important environmental problems [1,2]. This phenomenon, as well as its multiple
consequences for biodiversity, several planetary systems, and ecological processes have been addressed by
the Intergovernmental Panel on Climate Change (IPCC) [2] and discussed, particularly, by Adger et al. [3],
Bellard et al. [4], Crowley [5], Giorgi [6], Parmesan and Yohe [7], Patz et al. [8], Ramanathan and
Carmichael [9], Solomon et al. [10], Trenberth [11], and Walther et al. [12] and more recently by Edmonds
et al. [13], Huang et al. [14], Konapala et al. [15], Molina et al. [16], and Sanderson and O’Neill [17].
These works (among many others) provide clear evidence that human activity challenges the global
environment in the form of the climate change, and this challenge affects society and its sustainable
development. Adaptation, mitigation, and, more generally, creative thinking are required to address
this challenge.

Undoubtedly, all major industries of the world economy are and will be disturbed by climate
change, but agriculture seems to be the most vulnerable from them because its productivity depends
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on climate conditions; moreover, agricultural development has a heavy environmental impact
(see the literature reviewed below). The relevant knowledge, which has accumulated during several
decades of intense international research, is outstandingly rich. According to the bibliographical
database Scopus, boasting significant completeness and embracing thousands of scientific journals,
there are about 40,000 works discussing various aspects of the relationship between climate change
and agriculture (see the parameters of such a literature search below). If so, every researcher in
this field (especially the newcomer) faces a serious challenge: the number of the sources is too
big to treat them efficiently with qualitative literature reviews or even bibliometric approaches.
Moreover, frequent additions to this knowledge undermine the utility of such reviews soon after
their publication. To concentrate on more or less ‘narrow’ lines of this research is another possible
approach [18,19], but the relationship between climate change and agriculture is too complex to avoid
tracing far-going and very general consequences and feedbacks. For instance, energy transition is
evidently related to both agriculture and climate change, and their joint action seems to be highly
complex. So, a general (even very general) picture would be strongly demanded by both the newcomers
and the senior researchers searching for themes for high-impact writing.

Among about 40 thousands of literature sources, there are a few works that are thought to
be the most important, trustful, and influential. Their outstanding value is demonstrated by their
numerous citations in the other papers. Evidently, these works seem to be the most important, and, thus,
it appears to be reasonable to check what these works are and which issues they address. The objective
of the present paper is to re-visit the thirty most-cited articles dealing with the agriculture–climate
change relationship, with three particular aims. First, it is intended to collect the relevant bibliographical
information and to provide the general characteristics of the most-cited works. Second, it appears
necessary to link logically different pieces of the outstanding knowledge available ‘here and there’
in the literature. Third, it is intended to discuss whether the most-cited works provide a more or
less comprehensive vision of the relationship between climate change and agriculture. This paper
is not a subject review and does not aim at comprehensive characteristics of the noted relationship.
Actually, it is based on a bibliographical survey and qualitative content analysis, with details explained
below. This paper starts with the general characteristics of the selected literature. Special attention
is paid to the relevance of the agriculture–climate change relationship to the problem of energy
transition. This problem is emphasized because one of the aims of the energy transition is climate
change mitigation and agriculture, on the one hand, depends on the energy transition, and, on the other
hand, it is able to contribute to this (e.g., via biofuel production). Then, the main research themes
linked to the relationship between climate change and agriculture are identified. Finally, the general
contribution of the most-cited articles to the understanding of this relationship is discussed.

2. Bibliographical Survey

2.1. Methodological Remarks

The literature describing the relationship between climate change and agriculture constitutes
the material of the present study. The online bibliographical database Scopus is used to select
the most-cited articles dealing with this relationship. This database is preferred because of its
significant coverage (especially after 2005) and easy functionality. The search is generally realized with
the basic keywords, and the procedure is explained below.

The analysis itself consists of two procedures. First, the basic characteristics of the selected
articles are examined. These include the number of citations (total and average annual), the year of
publication, the number of authors, the authors’ country affiliations, and the bibliometric parameters of
the journals where the articles appeared. These characteristics shed light on the research that resulted in
the most-cited articles. Indeed, there may be some papers with the average annual number of citations
higher than those of the most-cited articles selected for the purposes of this study. This issue is not
addressed in the present paper because its analysis would require separate study; moreover, it is evident
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that the ordinary users of Scopus pay attention to the total number of citations only. Second, the content
of the selected literature is addressed qualitatively. The general/global versus regional/country focus is
established. Then, the topics of the articles are outlined (this is an intuitive and somewhat subjective
procedure, but it is essential for literature categorization). Articles with a similar focus are attributed
to the same topics. All topics are analyzed critically to find their logical connections, which allow
‘delineation’ of the major themes consisting from one to several topics. This analysis is tentative and
does not pretend to be fully universal. Nonetheless, the literature categorization provides useful
material for quick orientation within the general problem of the agriculture–climate change relationship
(as it is reflected by the most-cited works). The relevance of the considered articles to this problem
is examined: the most-cited works can bear important notions on this relationship linked to any
other issue (low relevance), mix the extensive treatment of this relationship with the other knowledge
(medium relevance), and be fully dedicated to the relationship (high relevance). This relevance indicates
the degree of development of each theme in the most-cited papers.

2.2. Selection of Articles

The on-line bibliographical database ‘Scopus’ is searched to find all sources bearing the words
‘climate change(s)’ and ‘agriculture(-al)’ in their titles, abstracts, and key words. The entire time span
represented in this database is taken into account. The number of these sources is ~38,000 (as of 7 July
2020). Naturally, these differ by the number of their citations in the other works. Among these sources,
there are <50 journal articles that were cited more than 1000 times. These seem to be the cornerstone
publications that are in the focus of the present study. The latter deals with only those papers
that consider agriculture in general, i.e., not those papers that pay attention to the very particular
issues (e.g., livestock practices) and omit notions to agriculture in their titles, abstracts, or key words.
Alternatively, the number of possible papers to filter would be larger, but it appears unrealistic to treat
all of them, as well as to make the sample fully homogeneous. Nonetheless, a tentative experimental
search in the database has shown that the words “agriculture” or “agricultural” exist often in the papers
addressing very ‘narrow’ aspects.

Initially, all journal articles (45 items) dealing with the relationship between climate change and
agriculture and with a number of citations higher than 1000 are chosen. However, it is evident that
these include several sources where the above-mentioned words appear ‘occasionally’ and in any other
context. The content of each initially chosen paper is checked ‘manually’ in order to select only those
articles that really deal with the noted relationship. A total of 30 articles are detected this way (Table 1).
These articles still differ by the number of citations and the relevance to climate change and agriculture,
and these issues are addressed below. Nonetheless, these seem to be really outstanding publications.

Table 1. The articles considered in the present study.

Article Year
Number of Citations in Scopus

(as of 7 July 2020) Number of Authors
Number of Countries

from the
Authors’ Affiliations

Total Average Annual

[20] 2010 1026 114 3 1
(UK)

[21] 2005 2079 149 33

9
(Belgium, Denmark,

Finland, France,
Germany, Italy, Spain,

Switzerland, USA)

[22] 2009 1126 113 28 1
(UK)
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Table 1. Cont.

Article Year
Number of Citations in Scopus

(as of 7 July 2020) Number of Authors
Number of Countries

from the
Authors’ Affiliations

Total Average Annual

[23] 1997 1474 67 3 2
(UK, USA)

[24] 2008 2585 235 5 1
(USA)

[25] 2005 6071 434 19 2
(UK, USA)

[26] 2011 3017 377 21
4

(Canada, Germany,
Sweden, USA)

[27] 2007 1128 94 6 1
(France)

[28] 2010 4613 513 10 1
(UK)

[29] 2003 1082 68 7 1
(Switzerland)

[30] 2003 1252 78 2 1
(USA)

[31] 2004 3360 224 1 1
(USA)

[32] 2004 1669 111 1 1
(USA)

[33] 2003 1332 83 3 1
(Belgium)

[34] 2008 1497 136 6 1
(USA)

[35] 2011 1606 201 3 1
(USA)

[36] 2010 3113 346 3 1
(Portugal)

[37] 2004 1012 67 5
4

(Austria, Spain, UK,
USA)

[38] 2004 1255 84 9 2
(China, Philippines)

[39] 2010 1564 174 16 3
(China, France, UK)

[40] 2010 2324 258 6
4

(Germany, Switzerland,
UK, USA)

[41] 1999 1196 60 2 1
(USA)

[42] 2009 1850 185 29

8
(Australia, Belgium,

Denmark, Germany, the
Netherlands, Sweden,

UK, USA)
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Table 1. Cont.

Article Year
Number of Citations in Scopus

(as of 7 July 2020) Number of Authors
Number of Countries

from the
Authors’ Affiliations

Total Average Annual

[43] 2009 4608 461 29

8
(Australia, Belgium,

Denmark, Germany, the
Netherlands, Sweden,

UK, USA)

[44] 1994 1033 41 2 2
(UK, USA)

[45] 2009 1079 108 2 1
(USA)

[46] 2005 1060 76 35

11
(Belgium, Finland,

France, Germany, the
Netherlands, South

Africa, Spain, Sweden,
Switzerland, UK, USA)

[47] 2010 1767 196 8 1
(Switzerland)

[48] 2001 2203 122 10 1
(USA)

[49] 2011 2435 304 4 1
(USA)

2.3. Basic Characteristics of the Articles

The selected articles dealing with the relationship between climate change and agriculture have
received from 1012 (minimum value) to 6071 (maximum value) citations (Table 1), with the mean value
of 2047 and the median value of 1585. Expectedly, the number of the articles with the higher number
of citations decreases exponentially (Figure 1). Although one can suppose that the ‘older’ papers
have gained naturally more citations than the ‘younger’ papers, this is not so in fact; for instance,
the papers with the noted maximum and minimum values were published very closely (Table 1).
Moreover, there were important papers before 1994 (when the ‘oldest’ of the considered articles that
reached the threshold of 1000 citations was published), but these ‘too early’ works, surprisingly,
have not gained 1000 citations (probably, they were published before the ‘critical mass’ of the literature
allowed extensive citation records or the scarcity of online bibliographical resources and open-access
mode of publishing limited their promotion among scientists). The average annual number of citations
of the considered articles differs substantially, from <50 to >500 per year (Table 1). Notably, the work
with the highest number of total citations [25] and the work with the highest average number of
annual citations [28] are not the same. Nonetheless, the correlation between the total and average
annual numbers of citations is strong (the correlation coefficient value is 0.91). The information from
Table 1 also stresses that the number of citations does not depend on the year of their appearance.
Some sources of the same year differ by the number of citations strikingly.
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The present study deals with the almost unlimited time span (it is limited by the only entire time
span of the resources of Scopus, which range from pre-19th century to 2021). However, the selected
articles were published within the time period of 1994–2011 (Table 1). Notably, the two most ‘productive’
intervals were 2003–2005 and 2009–2011, when the majority of the most-cited papers appeared (Figure 2).
Many most-cited articles appeared when the entire research field had started to grow (Figure 2).
As a result, these papers became the primary, contemporaneous sources for citations in the other
works. Together with the subsequent growth of the research, the specialists saw the already highly
cited sources that, thus, were cited even more. It is also notable that no paper published after 2011
attracted more than 1000 citations, although the number of the potentially citing works increased
substantially. Two possible explanations are the following. First, together with the increase in the number
of the relevant publications, the authors of the following works faced a necessity to choose which one to
cite. As a result, each new article, even if reporting results of outstanding importance, had less chance
to be cited. Second, it is also possible that the scientific progress required a shift from too general,
world-scale, and thus influential papers to those dealing with more particular issues in particular places
of the world, and such papers were cited less intensively. Anyway, the correspondence of the publishing
output and the citation dynamics is highly complex and non-linear, and, thus, it cannot be excluded that
the concentration of the most-cited articles on the two noted time intervals is occasional.
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agriculture (brown line—all papers, blue numbers—the number of the most-cited papers by years).
The information for 2020 is strongly incomplete, which explains the sharp drop.
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The most-cited articles differ significantly by their author teams (Table 1). Although the majority
have two and more authors (the only two papers have single author), the number of the authors is
either relatively small or big (Figure 3). The mean number of authors is 10, and the median number of
authors is 6. This means that the considered articles are the products of collective rather than individual
work. In other words, groups (even ‘pools’) of experts and, speaking more broadly, relatively extensive
research networks were required to generate such valuable knowledge. This inference also stresses
the role of scientists’ consensus on global climate change as the environmental challenge of the world
agriculture. It is interesting to state that the papers with a single author boast a number of citations
above the median (Table 1), although the correlation coefficient between the number of authors
and the number of citation is low (0.23 in the case of total citations and 0.24 in the case of average
annual citations).
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Of big interest is how international (in regard to the authors’ affiliations) was the research that
resulted in the most-cited articles. The bibliographical information allows ambivalent judgments
(Table 1). On the one hand, many articles were written by the representatives of one–two
countries (often, these are the UK and the USA) (Figure 4). On the other hand, there are articles
authored by truly international teams (Table 1), and experts from a total of 19 countries authored
the considered articles taken entirely (Figure 5). One should also note that the authors represent
chiefly Western Europe and North America (Figure 5). Generally, it appears that the most-cited articles
dealing with the relationship between climate change and agriculture resulted from the limited
collaboration of experts representing different countries (when existing, this is chiefly North
American–European collaboration). Notably, international collaboration does not affect the number of
citations, because the correlation coefficient between the number of countries indicated in the author
affiliations and the number of citations is very low (0.08 in the case of total citations and 0.09 in the case
of average annual citations).

221



Sustainability 2020, 12, 8015

Sustainability 2020, 12, x FOR PEER REVIEW  7 of 20 

 

 

Figure 3. Frequency distribution of the author teams size in the considered articles. 

Of big interest is how international (in regard to the authors’ affiliations) was the research that 

resulted  in  the most‐cited  articles. The bibliographical  information  allows  ambivalent  judgments 

(Table 1). On the one hand, many articles were written by the representatives of one–two countries 

(often, these are the UK and the USA) (Figure 4). On the other hand, there are articles authored by 

truly international teams (Table 1), and experts from a total of 19 countries authored the considered 

articles  taken entirely  (Figure 5). One should also note  that  the authors represent chiefly Western 

Europe and North America (Figure 5). Generally, it appears that the most‐cited articles dealing with 

the relationship between climate change and agriculture resulted from the limited collaboration of 

experts  representing different countries  (when existing,  this  is chiefly North American–European 

collaboration). Notably, international collaboration does not affect the number of citations, because 

the correlation coefficient between the number of countries indicated in the author affiliations and 

the number of citations is very low (0.08 in the case of total citations and 0.09 in the case of average 

annual citations). 

 

Figure 4. Frequency distribution of  the number of countries  indicated  in author affiliations  in  the 

considered articles. 

Figure 4. Frequency distribution of the number of countries indicated in author affiliations in
the considered articles.Sustainability 2020, 12, x FOR PEER REVIEW 8 of 20 

 

 

Figure 5. Geography of the authorship (country affiliations of the authors) of the considered articles. 

The thirty articles considered in this study appeared in fifteen journals (Table 2). Two of them, 

namely Science and Nature hosted half of all articles. Although all fifteen journals boast outstanding 

metrics (high impact factor, high CiteScore value, and top quartile), they differ substantially. For 

instance, the impact factor ranges between 3.3 and 60.4 (Table 2), which complicates the relationship 

between journal prestige and the number of citations of the papers published there. Apparently, 

publishing in a high-prestige journal (every journal listed in Table 2 is high-prestige) is enough to 

make the paper highly citable, irrespective of whether this journal has higher or lower metrics 

relative to the other prestige journals. 

Table 2. Bibliometric characteristics of the journals where the considered articles were published. 

Journal 
Number of 

Articles 

Bibliometrics (for 2019) 

Web of Science Scopus 

Impact 

Factor 
Quartile CiteScore Quartile 

Annual Review of 

Environment and 

Resources 

1 8.065 1 15.8 1 

Annual Review of Plant 

Biology 
1 19.54 1 32.8 1 

Ecology and Society 1 3.89 1 7.5 1 

Earth-Science Reviews 1 9.724 1 15.0 1 

Geoderma 1 4.848 1 7.6 1 

Global Biogeochemical 

Cycles 
1 4.608 1 9.4 1 

Global Environmental 

Change 
1 10.466 1 17.0 1 

International Journal of 

Life Cycle Assessment 
1 4.307 1, 2 8.5 1 

Nature 7 42.778 1 51.0 1 

Plant and Soil 1 3.299 1, 2 5.9 1 
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The thirty articles considered in this study appeared in fifteen journals (Table 2). Two of them,
namely Science and Nature hosted half of all articles. Although all fifteen journals boast outstanding
metrics (high impact factor, high CiteScore value, and top quartile), they differ substantially. For instance,
the impact factor ranges between 3.3 and 60.4 (Table 2), which complicates the relationship between
journal prestige and the number of citations of the papers published there. Apparently, publishing in
a high-prestige journal (every journal listed in Table 2 is high-prestige) is enough to make the paper
highly citable, irrespective of whether this journal has higher or lower metrics relative to the other
prestige journals.
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Table 2. Bibliometric characteristics of the journals where the considered articles were published.

Journal Number of Articles

Bibliometrics (for 2019)

Web of Science Scopus

Impact Factor Quartile CiteScore Quartile

Annual Review of Environment
and Resources 1 8.065 1 15.8 1

Annual Review of Plant Biology 1 19.54 1 32.8 1

Ecology and Society 1 3.89 1 7.5 1

Earth-Science Reviews 1 9.724 1 15.0 1

Geoderma 1 4.848 1 7.6 1

Global Biogeochemical Cycles 1 4.608 1 9.4 1

Global Environmental Change 1 10.466 1 17.0 1

International Journal of Life
Cycle Assessment 1 4.307 1, 2 8.5 1

Nature 7 42.778 1 51.0 1

Plant and Soil 1 3.299 1, 2 5.9 1

Proceedings of the National
Academy of Sciences of

the United States of America
3 9.412 1 15.7 1

Renewable and Sustainable
Energy Reviews 1 12.11 1 25.5 1

Science 8 41.845 1 45.3 1

The Lancet 1 60.392 1 73.4 1

Trends in Ecology and Evolution 1 14.764 1 22.3 1

3. Relevance to Energy Transition

The agriculture–climate change relationship has an important dimension that requires special
attention, also in regard to the reviewed literature sources. Energy transition is a fundamental
and multidimensional problem of modern civilization [50–54]. Particularly, its solution is aimed
at sustainable development of energy systems and industry in the whole, broad implementation
of clean, innovative energy-related technologies, more attention to renewable energy sources, etc.
Undoubtedly, the energy transition is not only important with regard to the global climate change and
sustainable world agriculture (and food security), but it is strongly related to these two planetary-scale
issues. The direct relevance of energy transition to the global climate change and the policies of
its mitigation on municipal, national, regional, and global levels is explained by Hoppe and van
Bueren [55], Fazey et al. [56], Newell and Bulkeley [57], Scheffran et al. [58], and Urban [59]. The strong
relation of agriculture to the energy transition is also discussed. Probably, the most important
contribution was made by Sutherland et al. [60] who explain how management of land and ecosystems
in agriculture relates it to the renewable energy transition, although this requires significant policy
support; moreover, these specialists note that agriculture competes with the electricity industry
over access to natural resources. Importantly, this study also demonstrates the full complexity of
the energy–agriculture–climate change nexus.

The literature reviewed in this work ‘touches’ the relevance of the agriculture–climate change
relationship, and not superficially. This issue is considered in several works. First, the rise of energy
demand together with the world agriculture development is noted by Foley et al. [25]. This means
that agriculture can be judged a factor challenging the energy transition. Second, several works focus
on energy crops and biofuel production. Fargione et al. [24] explain that whether low-carbon energy
sources and biofuels contribute to climate change mitigation or not depends on agricultural practices,
and extensive clearance of forests and grasslands for energy crops results in too big carbon dioxide
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emissions. Lal [31] focuses on the positive side of energy crops growing and lists this among the other
agricultural opportunities to mitigate the climate change. Mata et al. [36] stress the importance of
microalgae for biofuel production. This means that the new agricultural practice is able to facilitate
the energy transition with evident benefits for climate change mitigation. Generally, as biofuel production
is thought to be an instrument towards energy transition [61–63], this means that the success of
implementation of this instrument strongly depends on the mode of agricultural development. In other
words, agriculture plays a critical role for achievement of the energy transition in regard to biofuels
and the relevant policies.

Contrary to what will be said below about some thematic deficiencies of the most-cited articles
addressing the agriculture–climate change relationship, it appears that the selected piece of literature,
i.e., the thirty most-cited articles shed light on the relevance of this relationship to energy transition.
This issue is considered adequately and in a very balanced way. This means that the most-cited works
would be more or less enough for newcomers interested in the energy–agriculture–climate change nexus.
This finding can be also interpreted so that this nexus is of crucial importance for the understanding of
the relationship between climate change and agriculture. Nonetheless, the nexus has a lot of particular
aspects that are addressed in some important, but less-cited articles. For instance, Bardi et al. [64] raise
the theoretical question of agriculture adaptation to the energy transition and, particularly, to the use
of sustainable energy sources; Chai et al. [65] indicate the possible importance of agriculture-related
methane emissions as a new energy source; Safriel [66] hypothesizes that climate change and the relevant
desertification may create not only challenges, but also opportunities for solar energy production and
agricultural development. Importantly, the general ideas of the energy–agriculture–climate change
nexus and the above-mentioned particular aspects contribute to the understanding of how strongly
this nexus determines sustainable development in the modern world. It is worth noting the social
application (also in regard to sustainability) of the relevant issues [67].

4. General Research Themes and Key Findings

The most-cited articles dealing with the relationship between climate change and agriculture
are very different with regard to their content. Below, attention is paid to their geographical focus,
themes and topics, main findings, and relevance. These are detected on the basis of the critical reading
of each paper and the qualitative analysis of the context in which climate change and agriculture
are considered.

The most-cited articles are either of a general nature and address planetary-scale issues or region-
or country-focused. The former prevail, which is expected (Figure 6). Moreover, it is surprising that
there are some papers focusing on particular countries and, nonetheless, attracting such a big number
of citations. This means that there are issues of outstanding importance that can be analyzed deeply on
the basis of case examples. The papers with a regional or country focus deal with the USA, Brazil,
all of Europe, and China.
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The content of the articles is rather diverse. Three major themes can be outlined, namely,
technologies, links, and adaptations (Table 3). These themes correspond to the main contexts in which
climate change and agriculture are considered in the most-cited articles. The themes are represented by
several particular topics (Table 3). Apparently, the most attention is paid to climate change influences
on agriculture. The development of agriculture as a factor of climate change is considered in a slightly
smaller part of the works. The thematic affinity of each considered paper is summarized in Table 4.

Table 3. Categorization of the content of the considered articles.

Abbreviation Theme Topic Number of Articles

T1
Technologies

(approaches, working schemes,
procedures, etc.)

T1.1. Technologies
addressing climate change

and agriculture
5

T1.2. Technologies
addressing agriculture 2

T2
Links

(what influences on what)

T.2.1. Climate change
interacts with agriculture 3

T.2.2. Agriculture influences
on climate change 6

T.2.3. Climate change
influences on agriculture 9

T.2.4. Linking through
general frame 4

T.2.5. Joint action of climate
change and agriculture 1

T3 Adaptations
(pragmatic vision of the problem) T3.1. Incentives 1

Table 4. Thematic affinity of the considered articles.

Article Theme Topic Relevance to the Agriculture–Climate Change Relationship

[20] T1 T1.1 High
[21] T2 T2.1 High
[22] T1 T1.2 Low
[23] T2 T2.1 Medium
[24] T1 T1.1 High
[25] T2 T2.2 Medium
[26] T1 T1.2 High
[27] T2 T2.2 Low
[28] T2 T2.3 Low
[29] T2 T2.4 Low
[30] T2 T2.2 Low
[31] T1 T1.1 High
[32] T1 T1.1 High
[33] T2 T2.5 Medium
[34] T3 T3.1 High
[35] T2 T2.3 High
[36] T1 T1.1 Low
[37] T2 T2.3 High
[38] T2 T2.3 High
[39] T2 T2.3 High
[40] T2 T2.3 Medium
[41] T2 T2.2 Medium
[42] T2 T2.4 Low
[43] T2 T2.4 Low
[44] T2 T2.3 High
[45] T2 T2.3 High
[46] T2 T2.4 Low
[47] T2 T2.3 Medium
[48] T2 T2.2 Medium
[49] T2 T2.2 High
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Theme 1 (Technologies) is represented by two topics, one of which deals with approaches in both
climate change and agriculture (T1.1), and the other topic focuses on agricultural approaches, although with
reference to climate change (T1.2). Five papers contribute to the topic T1.1. Atkinson et al. [20] consider
biochar application to soils. On the basis of the example from the Amazon Basin, they argue that
highly stable organic black carbon waste increases the agronomic fertility of soils and contributes
simultaneously to carbon sequestration. The authors extrapolate this knowledge to temperate regions.
Fargione et al. [24] address a serious dilemma of biofuel production. On the one hand, biofuel allows
reduction of greenhouse gas emissions. On the other hand, the relevant agricultural activities
require land clearing, which triggers increase in the amounts of carbon dioxide to the atmosphere.
The authors propose two solutions, namely, biofuel production from waste biomass and biofuel
production on degraded/abandoned agricultural lands. In his two articles, Lal [31,32] addresses
soil carbon sequestration as a tool to mitigate climate change. He indicates that the efficacy of this
tool depends, particularly, on agricultural practices, and the relevant technologies are ‘win–win’,
allowing to increase soil productivity and to reduce carbon dioxide emissions. Mata et al. [36] focus
on microalgae for biodiesel production. Their cultivation can be linked to agricultural activities and
facilitates renewable energy production, carbon sequestration, and improvement in agricultural food.
Two papers contribute to the topic T1.2. Costello et al. [22] call for improvement in agricultural
practices to increase carbon biosequestration. Foley et al. [26] review various solutions that would help
agriculture to minimize its environmental impact and, particularly, its contribution to climate change.
Essentially, the topic T1.2 is very similar to the topic T1.1. However, the authors of the T1.2 papers
pay more attention to a ‘green’ shift in agriculture. Taking the entire theme T1 critically, it is possible
to judge that it highlights many interesting opportunities, but it does not make clear how extensive
these agriculture- and climate-friendly solutions may be and how long would be the road from their
initial implementation to reaching the planetary-scale effects. The willingness and the readiness
of the farmers and the other stakeholders to implement such advanced technologies appear to be
questionable. Nonetheless, the local contribution to agricultural and climate change benefits with
the mentioned approaches is undisputable. It should be stressed that the majority of the articles of
the T1 theme demonstrate high relevance to the relationship between climate change and agriculture
(Table 4), which implies significant development of this theme.

The theme T2 (Links) includes five topics, each of which corresponds to a definite causal
relationship between climate change and agricultural development, namely their interaction (T2.1),
agriculture as a factor of climate change (T2.2), climate change as a factor of agriculture (T2.3),
phenomena linking through any general frame (T2.4), and joint action (T2.5). This theme is the most
diverse, and it embraces 73% of the considered articles. The topic T2.1 is represented by two papers.
Ciais et al. [21] explain that heatwaves in temperate regions (like the heatwave that struck Europe
in 2003) cause reduction in ecosystem productivity (also agricultural), increase in carbon dioxide
release to atmosphere, and reversal of carbon sequestration. Drake et al. [23] document the plant
response to the elevated concentrations of carbon dioxide in the atmosphere and argue for an increase
in nutrient use efficiency. These specialists extrapolated the noted effects to agricultural systems and
stressed their fundamental changes. Six papers can be attributed to the topic T2.2. Foley et al. [25] note
that the agricultural land expansion has limited the ability of natural ecosystems to regulate climate.
Fontaine et al. [27] propose that agricultural practices are able to destabilize carbon pool in soils and,
thus, to contribute to greenhouse gas emissions. Kalnay and Cai [30] model land-use changes linked to
urbanization and agricultural activities, and these changes are able to contribute sufficiently to climate
warming. Ramankutty and Foley [41] investigate changes in the global croplands during three centuries
and claim that such changes could influence climate. Tilman et al. [48,49] pay attention to extraordinary
environmental and climate change effects of the agricultural development and the relevant land
clearing. These specialists call for improvement in agricultural practices in the both ‘rich’ and ‘poor’
countries. The topic T2.3 includes 30% of all considered articles. Godfray et al. [28] state that climate
change is among the threats for the agricultural production and food security. Lobell et al. [35] consider
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climate change as a significant negative factor of agriculture. They demonstrate that the decline in
the global maize and wheat production in the 1980s–2000s was driven by climate change, and the latter
can minimize positive effects of agricultural innovations. Parry et al. [37] consider several scenarios of
the agricultural response to the climate change. Particularly, they find that the latter will strengthen
regional differences of crop yields, with the negative socio-economic consequences (e.g., crop price
increase). Peng et al. [38] explain that global warming triggers higher night temperatures decreasing
rice yields. Piao et al. [39] conclude that it is impossible to state definite effects of climate change on
agriculture in China in the past decades. Potts et al. [40] find that climate change and agricultural
development are related, particularly, through pollinators, and the decline of the latter due to several
factors, including climate change, challenges crop production. Rosenzweig and Parry [44] suppose
that climate change will not alter significantly global food production, but such an influence will be
really major in developing countries. Schlenker and Roberts [45] forecast a significant drop in crop
yields (corn, soybeans, and cotton) in the USA in the 21st century because of the modeled climate
change. Finally, Seneviratne et al. [47] propose that the understanding of the soil moisture–climate
interactions helps to understand the perspectives of agriculture under climate change.

The topic T2.4 is represented by four papers. The works by Jolliet et al. [29], Rockstrom et al. [42,43],
and Schroter et al. [46] indicate the relevance of climate change and the agricultural development
to the major environmental challenges of modern society and put these into the general frame of
sustainability-related mechanisms, factors, and consequences. In other words, the noted works link
climate change and agriculture through a general frame. Undoubtedly, these papers are thought to
be highly influential, although their focus is much broader than the relationship between the two
phenomena. The topic T2.5 boasts the only paper by Lambin et al. [33] who consider cropland changes,
agricultural intensification and expansion, land clearing, and some other processes that accompany
climate change. Importantly, these specialists distinguish the climate change–agriculture interactions
from the influences of these phenomena taken separately. Generally, the entire theme T2 sheds light
on the causes of the links between climate change and agriculture. However, three peculiarities
of the relevant literature deserve criticism. First, the links are treated too generally, and these are
‘secondary-order’ inferences from more general studies. Second, the topics are illustrated with
representative, but very particular examples, and, thus, these topics do not boast comprehensive
coverage. Third, there are conclusions based on modeling—on the one hand, the models need permanent
update and refinement; on the other hand, no model escapes simplifications and, thus, these need
to be tested by the factual information. Apparently, all principal mechanisms of the relationship
between climate change and agriculture are considered within the theme T2, but this knowledge
seems to be enough for the only very general conceptual frame. Notably, only 35% of the articles
attributed to the theme T2 boast high relevance (Table 4), which means certain underdevelopment
or even ‘marginalization’ of this theme in the most-cited articles considered in the present study.
Importantly, the articles attributed to the topic 2.3 are not only the most numerous, but also the most
comprehensive and boast high relevance (Table 4). This means that the climate change factor of
the agriculture development is largely well understood.

The theme T3 (Adaptations) includes the only topic T3.1 dealing with incentives, and this topic is
represented by the only paper of high relevance (Table 4). Lobell et al. [34] show that South Asia and
Southern Africa need adaptation to climate change to avoid agriculture failures and disturbance to
their food security. They call for adequate risk attitudes and investment activities. The importance of
this work is undisputable, but the entire theme T3 seems to be restricted in the most-cited articles.

5. Discussion

5.1. General Vision

The thirty most-cited articles considered in this study contribute substantially to a general frame
of the relationship between climate change and agriculture. First, these works prove that the global

227



Sustainability 2020, 12, 8015

environmental challenge has two sides, namely, the climate change influences and the agricultural
influences (Figure 7). These influences can be both positive and negative, and these are realized via
different mechanisms. Second, the relationship is highly complex because of feedbacks (Figure 7).
Third, the articles highlight not only challenges to sustainability, but also opportunities to achieve this
sustainability (Figure 7). One of the most important opportunities is linked to carbon sequestration
in soil that can be facilitated by agricultural practices. Many considered articles also imply that
the agriculture–climate change relationship cannot be understood comprehensively if consideted alone.
In fact, many other mechanisms and phenomena (biological, socio-economical, etc.) should be taken
into account.

The critical analysis of the themes of the considered papers (see above) indicates some incompleteness
(these are found in the only most-cited literature, not in all ~38,000 publications). Several potentially
important topics are not found in the analyzed literature. For instance, these include (and not limited
to) livestock farming in the changing conditions, climate change influences on distribution channels
of agricultural products (and food trade networks), new challenges for local communities and labor
force under the climate change–agriculture interactions, cost of climate-friendly agricultural innovations,
new agricultural opportunities after climate amelioration, tax policy modification, etc. (these topics are
selected provisionally as nothing more than examples and with regard to the authors’ research experience;
many other topics can be proposed). Indeed, the literature on these topics is available (Table 5), but these
works are not among the most-cited. Some sources were available decades ago, but these are also
not among the most-cited. When the amount of literature is really vast, it is very probable that
the researchers (especially the newcomers) tend to base their own ideas on the most respected works.
When the latter do not provide some information, the chances for the rise of the relevant topics are
lower. A possible solution would come from the authoritative books (e.g., [68–70]). However, the book
distribution channels are significantly more limited than those of journal articles, and not all potentially
interested specialists may easily acquire the necessary book. Moreover, searching for highly cited
papers in the on line bibliographical databases appears to be a technically easier and logical option for
a newcomer than struggling with book collecting. Additionally, as shown above (Figure 2), the most-
cited articles are older than 2012. This means they do not bear certain up-to-date knowledge.
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Table 5. Selected topics extending the vision of the agriculture–climate change relationship.

Topic Some Findings Literature Sources Year of Publishing;
Total Number of Citations

Livestock farming and
climate change

Negative effects on animal
husbandry with negative
socio-economic effects
(e.g., increase in food price)

[71] 2020; 1

Climate change and
distribution of
agricultural products

European meat and dairy
supply chains are linked to
greenhouse gas emissions

[72] 2020; 1

Climate change–agriculture
interactions as challenge to
local communities and
labor force

High percentages of labor forces
employed in agriculture of
an Australian region as a driver
of local vulnerability to
climate change

[73] 2018; 0

Economical and political
aspects of climate-friendly
agricultural innovations

The Climate-Smart Agriculture
Prioritization Framework
(CSA-PF) in Mali as example of
successful adaptation scheme

[74] 2017; 25

Agricultural opportunities
due to climate change

Extending potential for wheat
cultivation and higher wheat
yields in some areas of Russia

[75] 2018; 6

Tax policy modification in
regard to agriculture and
climate change

Nitrogen tax implementation in
Germany; more generally, new
taxes in the face of new
challenges, similarly to raising
new taxes together with Internet
service growth

[76]
(see also [77] for

general reference)
2020; 0

5.2. Utlity of the Most-Cited Articles

The results of the present study allow for discussion of the utility of the most-cited articles
for the understanding of the relationship between climate change and agriculture. Three lines of
evidence should be taken into account. First, the considered articles bear enough knowledge to
construct the conceptual frame of this relationship (Figure 7) and to realize the diversity of the latter
(Table 3). Second, not all articles demonstrate high relevance to climate change and agriculture
(Table 4), and the knowledge they provide may be incomplete (see above). The best-understood is
the influence of climate change on agriculture. Third, the most-cited articles reflect the opinion of
experts from a limited number of countries, not the entire international research community (Figure 5),
even if the scope of many articles is global. With regard to this evidence, it is possible to state that
the most-cited articles are really basic, ‘classical’ for the understanding of the relationship between
climate change and agriculture on the planetary scale, but their utility in modern research is somewhat
limited. Nonetheless, these articles are of evident historical importance, and they indicate the principal
research directions.

Previous research [78–80] has examined the role of the highly-cited papers in the modern
science. Some of their conclusions match the findings of the present study. Marx et al. [78] analyzed
the bibliographical records for climate change and noted some really outstanding papers, many of
which are of historical importance. The present study also indicates that the most-cited papers appeared
at the time of research acceleration (Figure 2), i.e., their historical role is outstanding. Liu et al. [79]
found that the highly cited papers in food science are often authored by US and Chinese specialists.
Ma et al. [80] investigated the highly cited papers from environmental science. They also found that
the number of these papers accelerates and that American and Chinese experts are especially productive.
These findings coincide with the outcome of the present study only partly: the most-cited papers are
not new and, thus, no acceleration in their number is visible (Figure 2), and the number of the Chinese
works among them is limited (Figure 5). Generally, the three above-mentioned papers, as well as
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the present study prove the utility of the highly cited papers in modern research. However, with regard
to the agriculture–climate change relationship, this utility appears to be lesser that in the other cases.

Currently, a discussion of the importance of the open-access mode of publishing articles for
attraction of the other researchers’ attention and citations goes on [81–83]. Undoubtedly, such a mode
can increase the influence of some articles. As for the literature considered for the purposes of
the present study, these works appeared before the mid-2010s when, apparently, the distribution
and the importance of open access was limited. However, when some sources gained importance,
their copies appeared for free in Internet. Such ‘open access’ contributes to the current promotion of
these papers and may stimulate the growth of their citations.

6. Conclusions

The present study combines the knowledge of the relationship between climate change and
agriculture from the thirty most-cited papers and examines the utility of the latter. Three very general
conclusions are possible on the basis of the findings of this study.

First, the thirty most-cited articles revealing the relationship between climate change and
agriculture were published within a limited time interval and chiefly by specialists from Western Europe
and North America. This implies certain biases. However, these articles appeared in high-reputation
journals, which is the sign of their outstanding importance (at least, historical).

Second, energy transition is reflected in several articles (the different functions of agriculture are
shown), which indicates a particular, but highly important issue. More generally, the content analysis
of the works implies that the complex interactions between global climate change and agricultural
development have as many negative effects as new opportunities for sustainable development.

Third, the most-cited articles can be judged as fundamental for the understanding of the relationship
between climate change and agriculture, but the knowledge from only them, when taken entirely,
does not avoid incompleteness. Nonetheless, the most-cited articles provide some essential knowledge
from a borderless research field (especially for the newcomers). Moreover, the most-cited articles form
a valuable basis for the understanding of the energy–agriculture–climate nexus.

The outcomes of the present paper imply that the conceptualization of the relationship between
climate change and agriculture is yet to become comprehensive in the most-cited articles. This conclusion
means new synthetic works by the world-leading experts are necessary to review this relationship on
a modern basis. Undoubtedly, a lot of knowledge is already available, but it is scattered over a big
number of works. In other words, specialists in climate change and agriculture need to make efforts for
systematization and proper communication of the available information, which is a task for theoretical
research. The researchers also need to train their vision to not miss some potentially valuable, even if
less-cited works, either old or new.
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Abstract: As a global actor, the European Union (EU) plays a leading role in international efforts to
promote sustainable development globally. All sustainable objectives and targets need Information
and Communication Technologies (ICTs) as key catalysts, since ICTs constitute tools of unprecedented
power which help people to face the growing challenges of rising population, poverty, epidemics and
climate change. Policy makers in the EU are increasingly putting ICTs into relations with sustainable
regional development. This paper aims to study and assess the impact of ICT on the EU regional
policy in terms of sustainable development by applying the multicriteria approach, PROMETHEE II,
using the software Visual PROMETHEE. The criteria that were used in this research are the criteria
that both the European Commission and member states define to assess the ICT implications of new
EU legislation since 2010. The results revealed that the impact of ICT on EU sustainable regional
policy has gotten stronger in the last two decades.

Keywords: ICT; EU regional policy; sustainable development; multicriteria approach; policy assessment

1. Introduction

Information and Communication Technology (ICT) advancements not only bring new
opportunities, but also bring to light new risks for the achievement of sustainable development
(SD) goals [1]. ICT proved to accelerate the worldwide socio-technological progress through
knowledge transfer, marketing goods or services, network externalities and the development of
cooperative relationships [2]. The contribution of ICT in addressing the major challenges of sustainable
energy, climate change and sustainable development is highlighted by researchers, entrepreneurs,
decision-makers and policy-makers [3]. The integration of ICT into social development and economic
growth provides better opportunities for enhancing competitiveness and satisfying human needs [4,5].

The initiatives required to help ICT enable transformation to sustainable development and global
competitiveness are as follows [6]:

• Improve the four inter-related dimensions of ICT (the 4C Framework): Computers, Connectivity,
Content, (human) Capacity.

• The successful application ICT for sustainable development depends on the scalability and the
sustainability.

- ICT constitutes just a means of achieving sustainable development.
- Active efforts are required to foster global inclusion.
- Sustainable ICT should be economically feasible and create end-user value.
- ICT for sustainable development research and practice should be participatory,

collaborative and empowering for the solutions to be globally consistent and relevant.
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• Sustainable ICT should become a globally recognized and funded industry.

- Inspire and effectively engage all relevant stakeholders to have a shared vision to implement
sustainable ICT.

- Develop metrics to quantify the level of success and effectiveness and consider new
academic rigor.

- Focus on the challenges of modernization.
- Plan innovative models for research and development.

ICT is supposed to trigger the co-evolutionary process that will meet sustainable development
goals in the EU through the efficient use of natural resources [7]. National and regional agencies
involved in activities related to the agenda about digital inclusion and web accessibility in rural and
underserved areas should adopt a new technology, engage community participation and incorporate
sustainable development as essential factors to link ICT with community development and prosperity [8].
ICT solutions constitute vehicles for sustainable development in a more effective and cost-efficient way,
as they have great potential to assist poor people to improve the quality of their life [9].

Information and knowledge are essential to achieve regional development and economic growth,
since they are performed as primal components of socio-economic activities for strategic management
in developing countries [10]. According to OECD Report Greener and Smarter in 2010, ICT is a crucial
component for green growth and green economy [11] as it promotes smart growth, “development that
is economically sound, environmentally friendly and supportive of community livability–growth that
enhances our quality of life” [12,13]. Realtime data streaming will support the process of effectively
monitoring the impact of regulations regarding the environment and society [14]. The multimedia
distributed systems such as ICT, communication networks and smart media are widely used for
electronic data interchange (EDI) [15]. The international community has integrated many goals in
public policy to ensure environmental sustainability since it constitutes part of global socio-economic
well-being [16,17]. The sustainable management of natural resources plays a vital role in the achievement
of global sustainability goals [18]. The aim of sustainable development is to “promote the human
well-being, meet the basic needs of the poor and protect the welfare of future generations (intra-
and inter- generational justice), preserve environmental resources and global life-support systems
(respecting limits), integrate economics and natural environment in decision-making, and encourage
public involvement in development processes” [19,20]. However, the current framework for sustainable
development is completely different from the framework developed over past years, as new factors (e.g.,
multinational corporate companies and civil society organizations) and modern ICT (computerized
communication channels, such as Internet) influence the environmental and socio-economic aspects of
the development [21].

According to the EU Green Paper on Innovation in 1995, the key factors to boosting innovation
potential are the following: environmental policy, regional industrial policy, technology policy,
education and training policy, research policy (RP), competition policy, Small and Medium
Enterprises (SMEs) policy and taxation policy [22]. In today’s digital era, the EU encourages the
international cooperation in research and innovation as a key success factor in sustainability [23,24].
Sustainable regional and local development constitutes an integrated approach to the planning and
development of our regions [25] but cooperation among different authorities is essential [26,27].
Regional Policy aims to create employment opportunities, support business agility and business
competitiveness, while promoting sustainable economic growth to all European regions [28].
EU regional policy funding focuses on four categories [29]:

• Information and Communication Technology (ICT).
• Research and Innovation (R&I).
• Enhancing the competitiveness of Small and Medium-sized Enterprises (SMEs).
• Transitioning to a low-carbon economy.

236



Sustainability 2020, 12, 4869

The main aim of the current policies and strategies for regional development is the flow of money
from the rich nations to the poor nations, as well as the support to confront regional challenges
through funding programs [30]. Aiming to create empowering partnerships among EU regions and
EU member states in the context of these policies’ implementation, the EU adopts some practices,
such as monitoring and policy evaluation, in order to enhance the effectiveness of the policies [30].
The European Commission’s involvement in regional development can be traced back to 1957 when the
Treaty of Rome required the community to ensure “harmonious” development by reducing regional
differences and the backwardness of less-favored regions [31].

According to the latest Eurobarometer regarding “Citizens’ awareness and perceptions of EU
regional policy” in 2017, almost 80% of the EU citizens were convinced that EU regional policy
investments had a positive effect on their region or city, while almost half of the EU citizens supported
the idea that EU regional investments should continue [32]. In order to be effective, a policy, such as
regional policy, necessarily involves multiple partners operating at different spatial scales and different
governance levels [33]. There are four structural funds: the European Regional Development Fund
(ERDF), which is intended to finance large infrastructure projects and has the largest weight in the
budget; the European Social Fund (ESF), which is the main financial instrument assisting the EU in
realizing the strategy and the main objectives of its implementing policy; the European Agricultural
Guidance and Guarantee Fund (EAGGF—Guidance Section), which accelerates the reformation of the
agricultural structure; the Financial Instrument for Fisheries Guidance (FIFG), which is the specific
fund for the reform of the structure of the fisheries sector [34]. The structural actions represent
approximately one-third of whole the budget of the EU [34]. Infrastructure expenditures by are
addressed to low-growth, low-employment and low-productivity regions [35].

It is widely accepted that EU regional policy has been an important contributing factor to the
promotion of EU political regionalism and decentralization [36]. This is primarily as a result of the
Funds of Partnership principle, taking into consideration that there are competent regional authorities
and they get actively involved in the developing and implementation of regional aid [36]. Whereas a
succession of income transfers may lead to a series of possible reductions in regional disparities,
it should not be confused with the process of convergence on the regional level, which would be
the successful implication of regional policies [37]. An emphasis on endogenous growth models has
developed, and in connection with this, the intention to enhance the competitiveness among EU regions
in contrast with simply getting involved in redistributive activities characterized by former regional
policy interventions [38].

The European Regional Policy Research Consortium (EoRPA), originally launched in 1978, and was
funded by government departments in Austria, Finland, France, Germany, Italy, the Netherlands,
Norway, Poland, Sweden, Switzerland and the United Kingdom. It involves the monitoring and
analysis of national regional policies in 30 European countries, and the study of the inter-relationships
between EU Cohesion policy and EU Competition policy control of state aid [39].

The objective of this study is to investigate the impact of ICT on EU regional policy in the terms of
sustainable development by applying the multicriteria approach, PROMETHEE II, using the software,
Visual PROMETHEE. This approach was used for the assessment of the impact of ICT and for the
ranking of the EU regional policies.

2. Materials and Methods

EU regional policies are retrieved from the official European Union website (www.europa.eu).
The first step was to record the regulations, the directives, the decisions, the communications and other
acts regarding the regional issues. EU sustainable regional policies form the alternatives. After the
collection of the policies, a two-dimensional table was developed in order to find out the existence or
lack of criteria that both the European Commission and member states have defined and proposed in
order to assess the ICT implications of new EU legislation since 2010 [40]. These criteria constitute the
variables X1, X2, ..., X12 (Table 1). Variable X1 refers to the requirement of the design of information rich
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processes by the legislation, while variable X2 refers to the requirement of the design of new business
processes. Variable X3 represents the requirement of large amounts of data gathering in these processes
and variable X4 represents the requirement of collaboration between ICT systems of multiple DGs or
institutions/organizations. Variable X5 is about the fact that the legislation concerns ICT systems or
that ICT is a supporting function of the legislation. The first five criteria/variables describe the level of
dependence on ICT solutions of the EU regional policies and the weight of each is 1. The rest of the
criteria/variables describe the levels of complexity of the ICT solutions and the weight of each is 0.83.
The weights of the criteria were defined according to the method used by the European Commission
to assess the ICT implications of EU legislation [40], giving the same importance to the level of
dependence on the ICT implications and the level of complexity of the ICT implications. Variable X6
refers to whether the legislation requires new ICT solutions or existing applications can fulfill the
requirements, while variable X7 refers to the existence of legacy systems which might hamper the
implementation. Variable X8 concerns the imposition of authentication requirements by the legislation
and variable X9 concerns the requirement of large amounts of data exchange between member states
and/or the Commission. Variable X10 is about the required lead-time of the implementation (urgency),
variable X11 is about the requirement of new interoperability specifications and variable X12 is about
the imposition of high security requirements on the ICT solution by the initiative. The total amount of
criteria achieved by each EU regional policy was also studied.

Table 1. Criteria [41].

Category Variable Criteria

Dependence on the ICT solutions

X1
Does the legislation require the design of

information rich processes?

X2
Does the legislation require the design of new

business processes?

X3
Are large amounts of data gathering required

in these processes?

X4

Is collaboration between ICT systems of
multiple DGs or

institutions/organizations required?

X5
Is the legislation concerning ICT systems or is
ICT a supporting function of the legislation?

Complexity of the ICT solutions

X6

Does the legislation require new ICT
solutions or can existing applications fulfill

the requirements?

X7
Are there any legacy systems which might

hamper the implementation?

X8
Does the legislation impose authentication

requirements?

X9

Is a large amount of data exchange between
member states and/or the

Commission required?

X10
What is the required lead-time of the

implementation (urgency)?

X11
Are new interoperability
specifications required?

X12
Does the initiative impose high security

requirements on the ICT solution?

Furthermore, the impact of ICT was assessed, and the EU regional policies were ranked using
the multicriteria analysis, PROMETHEE II. PROMETHEE constitutes a prescriptive methodology
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which enables the decision-maker to rank the actions regarding his preferences [42]. Two rankings
are calculated: the partial ranking is calculated mainly by undisputable preferences (PROMETHEE I),
while the complete ranking, which is probably weaker, is obtained according to the decision-maker’s
requirements, too (PROMETHEE II) [42]. The PROMETHEE IV method solves a choice problematic for
an infinite set of actions. It uses the same outranking relation, but the flows are defined on a compact
subset of R” [43].

The PROMETHEE method includes four processes [44]:

(1) Define the preferences: this function deals with the decision-maker’s preference for an alternative
xk with respect to another alternative xl regarding a criterion.

(2) Calculate the preference index: this index is used to compare the alternatives in pairs,
quantitatively taking into consideration all the defined criteria.

(3) Construct valued outranking graph: outgoing and incoming flows are determined by means of
relevant preference indices.

(4) Rank alternatives according to the valued outranking graph: determination of the weights is an
important step in most multi-criteria methods [45].

The method normalizes the weights of the criteria in order for their sum to be equal to 1.0
(100%) [44]. The PROMETHEE II method is described thoroughly in Brans and Mareschal (2005) [46]
and in Andreopoulou et al. (2017) [47].

PROMETHEE provides the researcher with rankings of the alternatives and GAIA with a graphical
representation of the decision problem [48]. The GAIA analysis is based on the uni-criterion net
flows [42]. GAIA uses the principal components analysis (PCA), a well-known dimension-reduction
technique for statistical data analysis [49].

PROMETHEE II methodology was selected in order to evaluate the impact of ICT on EU sustainable
regional policies and to rank the policies because [50]:

• there is now so much sensitivity of the estimated relation in small changes.
• the results can be easily interpreted and discussed.
• the use of the superiority relation is applied when the alternatives (sustainable regional policies)

have to be ranked from the alternative with the highest score to the alternative with the lowest score.
• the assessment and ranking process of complicated cases of sustainable regional policies is suitable

for the application of PROMETHEE II methodology in the way that it seems to be closer to reality.

3. Results

The research through the official European Union website (www.europa.eu) resulted in the
retrieval of 50 regional policies, which are presented in the Appendix A. In total, 19 out of the 50 EU
regional policies have been established since 2010 (when the European Commission began to assess
the ICT implications of EU legislation). Figure 1 presents the partial rankings of the 19 EU regional
policies based on the computation of the two preference flows (Phi+ and Phi-).

Figure 2 presents the complete rankings of the 19 EU regional policies, which are based on the
total net preference flow (Phi). According to the results of PROMETHEE I and PROMETHEE II,
COM(2012)19 “Waste Electrical and Electronic Equipment (WEEE)” is preferred to all other regional
policies. COM(2012)19 has the highest score on Phi (0.5841), followed by Reg.2015/207 “The models
for the progress report, submission of the information on a major project, the joint action plan,
the implementation reports for the Investment for growth and jobs goal, the management declaration,
the audit strategy, the audit opinion and the annual control report and the methodology for carrying
out the cost-benefit analysis” and COM(2014)473 “Sixth report on economic, social and territorial
cohesion: investment for jobs and growth”, while COM(2015)118 “The Agreement on the European
Economic Area” has the lowest score. The ranking of PROMETHEE I is confirmed by the ranking of
PROMETHEE II.
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Figure 3 shows the PROMETHEE diamond, which depicts in a better way the two rankings (Phi+
and Phi-), while the vertical dimension represents the total net flow (Phi) by the complete ranking
process. It can be observed that all action cones are located on the left axis (Phi+), which means that
the total net flow of the regional policies is less than 1.

Table 2 shows the Phi scores of all the EU regional policies. The values calculated for the total net
flows (Phi) present a large spectrum of values between +0.5841 and −0.4123, and that shows a great
difference concerning “superiority” between the first and the last case in the ranking of EU regional
policies according to the impact of ICT.
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Table 2. Preference flows.

Regional Policy Phi+ Phi- Phi

1 COM(2012)19 0.631 0.0469 0.5841
2 Reg.2015/207 0.3992 0.1391 0.26
3 COM(2014)473 0.3992 0.1391 0.26
4 Reg.1301/2013 0.2556 0.0778 0.1778
5 Reg.1304/2013 0.2556 0.0778 0.1778
6 Reg.1299/2013 0.2556 0.0778 0.1778
7 Reg.1303/2013 0.2556 0.0778 0.1778
8 Reg.231/2014 0.2556 0.0778 0.1778
9 COM(2010)553 0.2556 0.0778 0.1778

10 Reg.1300/2013 0.3401 0.184 0.1561
11 Reg.283/2014 0.2256 0.1983 0.0273
12 COM(2011)776 0.1752 0.1633 0.0119
13 COM(2014)490 0.077 0.3094 −0.2324
14 COM(2011)146 0.077 0.3094 −0.2324
15 Reg.347/2013 0.0667 0.3865 −0.3198
16 Reg.240/2014 0.0547 0.4445 −0.3899
17 COM(2014)494 0.0547 0.4445 −0.3899
18 COM(2013)463 0.0547 0.4445 −0.3899
19 COM(2015)118 0.0564 0.4687 −0.4123

In Figure 4, the GAIA plane is displayed. The red axis is the decision axis, which indicates the
direction for the best solution according to the weight vectors on the GAIA plane. Because the direction
of the decision axis is in the same direction as the variables X2 “The requirement of the design of
new business processes” and X4 “The requirement of collaboration between ICT systems of multiple
DGs or institutions/organizations”, it can be expected that the PROMETHEE II ranked actions to be
stronger on this variable and potentially weaker on variables X8 “The imposition of authentication
requirements by the legislation” and X11 “The requirement of new interoperability specifications”.
COM(2010)553 “Regional Policy contributing to smart growth in Europe 2020” and Reg.1300/2013
“Cohesion Fund and repealing Council Regulation (EC) No 1084/2006” are very close to each other and
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they have similar actions, whereas the other policies are in the opposite direction. It can be concluded
that they are different from other actions.
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4. Discussion

Research into the official EU website retrieved 50 regional policies, while 19 out of them have
been established since 2010 (when the European Commission began to assess the ICT implications of
EU legislation). The fulfillment of these 12 criteria, used by the European Commission, was studied in
order to depict the impact of ICT on EU sustainable regional policy. Multicriteria decision analysis and
GAIA analysis, are presented to identify the impact of ICT on EU sustainable regional policies.

The results and conclusions are summarized as follows:

• PROMETHEE II analysis shows that ICT has the strongest impact on COM(2012)19 “Waste
Electrical and Electronic Equipment (WEEE)”, while Reg.2015/207 “The models for the progress
report, submission of the information on a major project, the joint action plan, the implementation
reports for the Investment for growth and jobs goal, the management declaration, the audit
strategy, the audit opinion and the annual control report and the methodology for carrying out
the cost- benefit analysis” is ranked in the second position.

• The same analysis shows that ICT has the weakest impact on COM(2015)118 “The Agreement on
the European Economic Area”.

• Most EU sustainable regional policies adopt ICT solutions, as most of them contribute positively
to their total net flows (Phi).

• The large spectrum of the values of the total net flows (Phi) shows a great difference concerning
“superiority” between the first and the last EU regional policies, according to the impact of ICT.

• GAIA analysis depicts that COM(2012)19 has the strongest impact of ICT and COM(2015)118 has
the weakest impact of ICT.

• MCDA and GAIA analyses provide similar results in terms of scenario ranking.
• “The requirement of the design of new business processes” and “The requirement of collaboration

between ICT systems of multiple DGs or institutions/organizations” are found to be the most
robust criteria in the PROMETHEE II ranking.

242



Sustainability 2020, 12, 4869

• “The imposition of authentication requirements by the legislation” and “The requirement of new
interoperability specifications” are found to be the weakest criteria.

As most EU sustainable regional policies present positive total net flows, this research confirms that
the impact of ICT on EU sustainable regional policy has been getting stronger since 2010. The applied
methodology constitutes an efficient planning tool at EU level for the policy makers for the assessment
of sustainable regional policies, based on the impact of ICT. Furthermore, the findings of this research
can be a supportive tool for the policy makers, as the superior EU regional policies can be used
as benchmarks for future policies in terms of sustainable development. ICT adoption shows an
enormous potential for accelerating the progress towards SDGs (Sustainable Development Goals),
while at the same time it can improve the quality of life of people in fundamental ways [51]. However,
it would be very interesting to apply different methods for multiple criteria decision-making because
of some disadvantages of PROMETHEE method, such as the paradigm of the underlying method,
the determination of the weights and the rank reversal problem [52].
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Appendix A

Table A1. Sustainable regional policies.

Code Title

1 Reg.1083/2006 General provisions on the European Regional Development Fund, the European Social
Fund and the Cohesion Fund.

2 Reg.1081/2006 European Social Fund.

3 Reg.1082/2006 A European grouping of territorial cooperation (EGTC).

4 Reg.1290/2005 Financing of the common agricultural policy.

5 Reg.2012/2002 Establishing the European Union Solidarity Fund.

6 Reg.1301/2013 The European Regional Development Fund and on specific provisions concerning the
Investment for growth and jobs goal.

7 Reg.1304/2013 The European Social Fund and repealing Council Regulation (EC) No 1081/2006.

8 Reg.1299/2013 Specific provisions for the support from the European Regional Development Fund to
the European territorial cooperation goal.

9 Reg.1303/2013

Common provisions on the European Regional Development Fund, the European
Social Fund, the Cohesion Fund, the European Agricultural Fund for Rural
Development and the European Maritime and Fisheries Fund and laying down
general provisions on the European Regional Development Fund, the European Social
Fund, the Cohesion Fund and the European Maritime and Fisheries Fund.

10 Reg.1300/2013 Cohesion Fund and repealing Council Regulation (EC) No 1084/2006.

11 Reg.347/2013 Guidelines for trans-European energy infrastructure.

12 Reg.283/2014 Guidelines for trans-European networks in the area of
telecommunications infrastructure.

13 Reg.1828/2006

Rules for the implementation of Council Regulation (EC) No 1083/2006 laying down
general provisions on the European Regional Development Fund, the European Social
Fund and the Cohesion Fund and of Regulation (EC) No 1080/2006 of the European
Parliament and of the Council on the European Regional Development Fund.
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Table A1. Cont.

Code Title

14 Reg.1445/2007 Common rules for the provision of basic information on Purchasing Power Parities
and for their calculation and dissemination.

15 Reg.1059/2003 Establishment of a common classification of territorial units for statistics (NUTS).

16 Reg.231/2014 Establishing an Instrument for Pre-accession Assistance (IPA II).

17 Reg.1085/2006 Establishing an Instrument for Pre-Accession Assistance (IPA).

18 Reg.240/2014 The European code of conduct on partnership in the framework of the European
Structural and Investment Funds.

19 Reg.2015/207

The models for the progress report, submission of the information on a major project,
the joint action plan, the implementation reports for the Investment for growth and
jobs goal, the management declaration, the audit strategy, the audit opinion and the
annual control report and the methodology for carrying out the cost-benefit analysis.

20 COM(2014)473 Sixth report on economic, social and territorial cohesion: investment for jobs and
growth.

21 COM(2009)295 Classification of certain goods in the Combined Nomenclature.

22 COM(2008)371 Fifth progress report on economic and social cohesion Growing regions, growing
Europe.

23 COM(2007)273 Fourth progress report on economic and social cohesion Growing regions, growing
Europe.

24 COM (2004)107 Arsenic, cadmium, mercury, nickel and polycyclic aromatic hydrocarbons in ambient
air.

25 COM(2006)281 The Growth and Jobs Strategy and the Reform of European cohesion policy Fourth
progress report on cohesion.

26 COM(2005)192 Third progress report on cohesion: Towards a new partnership for growth,
jobs and cohesion.

27 COM(2007)798 Member States and Regions delivering the Lisbon strategy for growth and jobs
through EU cohesion policy, 2007–2013.

28 COM(2008)876 Cohesion Policy: investing in the real economy.

29 COM(2008)616 Green Paper on Territorial Cohesion: Turning Territorial Diversity into Strength.

30 COM(2006)30 Time to move up a gear: The new partnership for growth and jobs.

31 COM(2003)690 A European initiative for growth, investing in networks and knowledge for growth
and jobs. Final Report to the European Council.

32 COM(2014)490 The urban dimension of EU policies–Key features of an EU urban agenda.

33 COM(2010)553 Regional Policy contributing to smart growth in Europe 2020.

34 COM(2006)675
A contribution by the Swiss Confederation to the European Union military operation
in support of the United Nations Organization Mission in the Democratic Republic of
the Congo (MONUC) during the election process (Operation EUFOR RD Congo).

35 COM(2006)385 Cohesion Policy and cities: the urban contribution to growth and jobs in the regions.

36 COM (2009)103 Insurance against civil liability in respect of the use of motor vehicles, and the
enforcement of the obligation to insure against such liability.

37 COM(2015)118 The Agreement on the European Economic Area.

38 COM(1999)54 Amending Council Directive 66/402/EEC on the marketing of cereal seed.

39 COM(97)172 Amending the boundaries of the less-favored areas in the Federal Republic of
Germany within the meaning of Council Directive 75/268/EEC.

40 COM(2002)709 A framework for target-based tripartite contracts and agreements between the
Community, the States and regional and local authorities.

41 COM(2003)585 Structural indicator.

42 COM(2003)811 Dialogue with associations of regional and local authorities.
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Table A1. Cont.

Code Title

43 COM(2011)146 Reform of the EU State Aid Rules on Services of General Economic Interest.

44 COM(2012)19 Waste Electrical and Electronic Equipment (WEEE).

45 COM(2014)494
Guidelines on the application of the measures linking effectiveness of the European
Structural and Investment Funds to sound economic governance according to Article
23 of Regulation (EU) 1303/2013.

46 COM(2011)776 Seventh progress report on economic, social and territorial cohesion.

47 COM(2013)463 Eighth progress report on economic, social and territorial cohesion. The regional and
urban dimension of the crisis.

48 Dec.2006/702 Community strategic guidelines on cohesion.

49 Dec.1336/97 A series of guidelines for trans-European telecommunications networks.

50 Direct.2008/57 The interoperability of the rail system within the Community (Recast).
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Abstract: The fuel source of many simple and combined-cycle power plants usually comes from
a nearby natural gas transmission pipeline at a pressure from 50 to over 70 bar. The use of a
turboexpander instead of throttling equipment offers a promising alternative to regulate the pressure
of natural gas introduced to the power plant. Specifically, it helps recover part of the available energy
of the compressed gas in the transmission pipeline, increase the power output and efficiency of the
gas turbine system, and decrease the fuel use and harmful emissions. In this paper, the addition of
such a turboexpander in a gas pressure-reduction station is studied. The recovered power is then
used to drive the compression of extra air added to the combustion chamber of a heavy-duty gas
turbine. The performance of this configuration is analyzed for a wide range of ambient temperatures
using energy and exergy analyses. Fuel energy recovered in this way increases the output power and
the efficiency of the gas turbine system by a minimum of 2.5 MW and 0.25%, respectively. The exergy
efficiency of the gas turbine system increases by approximately 0.36% and the annual CO2 emissions
decrease by 1.3% per MW.

Keywords: gas turbine; air injection; turboexpander; performance enhancement; emission reduction

1. Introduction

A prominent technology today for the energy conversion of fossil fuels, such as natural
gas (NG) and oil, are the gas turbine systems. These machines reach high energy conversion
efficiencies due to technological progress and advanced materials in their design and
construction. Nevertheless, the associated environmental impact of these machines plays a
key role in climate change, highlighting the necessity of energy efficiency improvement
policy in power plants and energy policies overall [1]. Currently, such policies motivate
governments to improve the efficiency of gas turbines by further recuperating thermal
energy from the exhaust gasses to produce steam and drive a steam turbine [2]. However,
this kind of relatively high-investment cost of solutions force private companies to seek
cheaper solutions [3,4].

In a simple gas turbine system, the temperature and pressure of the ambient air
increases by passing through the compressor. After mixing with the fuel and the ignition,
the high-pressure combustion products reach the highest operating temperature. The hot
combustion product (gases) is expanded in the turbine, moving the rotating blades, and
consequently rotating the turbine shaft to provide power for rotating the compressor and
the generator [5]. The amount of required power for the compressor depends on the inlet
volumetric flow of the air; more power is required to compress the same mass flow of air
of lower density to a given outlet pressure.
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A means to decrease the inlet air temperature and boost the turbine output recom-
mended by most gas turbine manufacturers is the use of cooling equipment. Cooling
equipment includes evaporative coolers, fogging, and chillers that significantly increase
the capital cost of the plant. Although cooling systems improve operation, their efficacy is
highly dependent on ambient temperature [6] and humidity. Steam injection into the com-
bustion chamber for power enhancement is another method, but it requires large quantities
of demineralized water, and is linked to combustion and other operational challenges.

Another measure to increase the generated power of gas turbine systems is the com-
pressed air injection (CAI), i.e., the injection of additional pressurized air into the combus-
tion chamber or at the compressor outlet. This additional air flow requires then more fuel
to maintain the inlet temperature of the expander. Nevertheless, in such applications, the
fuel increase pales in comparison to the gas turbine power increase. The significant power
increase is due to the higher mass flow in the turbine, and consequently, the increased
work generated in comparison to the compressor’s required work. This leads to an overall
enhancement of the thermal efficiency of the gas turbine. Nakhamkin et al. [7] proposed
injecting compressed air in a highly efficient electrically driven compressor upstream of the
combustion chamber. The air can be injected through the ports of steam injection that are
already available in some commercial gas turbines. CAI also helps to increase the lifetime
of the gas turbine by reducing the inlet temperature of the turbine without a reduction in
the power generation. Akita et al. showed that the reduction of firing temperature with
air injection by approximately 110 ◦C increases the maintenance intervals and reduces
the maintenance costs by a factor of two in both cases [8]. Typically, up to 10% of a gas
turbine’s airflow at ISO conditions (temperature = 15 ◦C, relative humidity = 60%, and
pressure = 101.3 kPa) can be used for injection purposes. However, avoiding compressor
surge and the torque limit of the shaft restrict the maximum retrieved air at any given
ambient temperature. An electrical motor or an efficient reciprocating engine may drive
an intercooled compressor that compresses ambient air and adds it to the compressor
outlet [9]. Internal combustion engines are less sensitive to temperature and humidity,
maintaining their nominal power output and efficiency over a broader range of ambient
conditions. Hence, some companies designed a series of standardized building block mod-
ules which can be connected together to operate at high injection air flows [10]. Combined
diesel-engine gas turbine systems enable distributed power generation plants to attain
high thermal efficiencies while enjoying the operational advantages of both diesel engines
and gas turbines [11]. Abudu et al. evaluated the implication of the steady-state injection
of compressed air into two multi-spool gas turbines for power enhancement. The steady-
state analysis demonstrated that with an 8% flow injection, a power increase of at least
16% is obtained [12]. Gas turbines also play a key role in synchronous power generation
and back-up systems for intermittent renewable systems. Igie et al. [13] considered the
extraction of compressed air from a single-shaft gas turbine to store energy when surplus
power is available and then the reinjection of the pressurized air at peak demand. CAI
can constitute thus an alternative solution for energy storage, required by most renewable
power sources.

Although a wide range of fuels can be used in gas turbines, compressed natural gas
is the most common fuel used. Natural gas is transported through pipelines over long
distances. The pressure of the natural gas must be significantly decreased before it is
supplied to the combustion chamber of the gas turbine system. The pressure reduction
of the natural gas that usually occurs in throttling valves is accompanied by substantial
energy and exergy losses [14].

Today, many researchers study energy recovery devices for the decompression of
high-pressure natural gas. The amount of energy that can be recovered depends on various
parameters including both operating conditions (pressure difference, temperature, and
mass flow) and design parameters (efficiency, capacity, performance map, etc.) [15–19].
Furthermore, the quality of NG (in terms of hydrate formation) is also crucial [14]. Many
authors, such as Morgese et al. [20], propose an optimization design procedure of a tur-
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boexpander by considering fluid dynamic and technical requirements. Recovery of waste
energy of the gas stations can also be used for both producing power and freshwater with
a potentially substantial effect on the reduction of greenhouse gases and air emissions [21].
Golchoobian et al. [22] investigated the feasibility of using a turboexpander coupled with
a refrigeration cycle to decrease the inlet temperature of air and increase the generated
power. Although many studies evaluate waste energy recovery from pressure-reducing
stations and air injection into the combustion chamber separately, the combined use of
waste energy to inject air into gas turbine combustion chambers is still missing. This paper
aims to address this research gap with energy and exergy analyses of a hybrid system
of a gas turbine including a natural gas turboexpander and air injection for performance
enhancement. Lastly, since the capacity and operating conditions of pressure-reducing sta-
tions in power plants vary moderately, important parameters and their effects are studied
in this work as well.

2. Process Description

The pressure-reducing station is the endpoint of the natural gas transmission system.
There, the pressure of the delivered gas is decreased to the final domestic or industrial
consumer [23]. These stations have usually two or three parallel pressure regulator lines to
provide redundancy in case of changing filters and for safety purposes. There are several
pieces of equipment on each uniform line but their arrangement or configuration in each
station may change based on ambient and operating conditions. The common elements
of all stations, and probably the most important, are the control or reduction valves that
maintain the pressure downstream of the station constant. In some stations due to the
ambient conditions or the high-pressure reduction ratio, a heating element, such as a bath
heater, is provided to reduce the risk of hydrate formation from the Joule–Thomson effect.

Currently, a commercially available alternative technology to throttling is axial or
radial turbines (also called turboexpanders) coupled with a generator to convert mechanical
energy into electrical energy. Figure 1a shows the schematic placement of a turboexpander
unit in the bypass line which can be isolated by two shut-off valves. In some arrangements,
it is necessary to preheat the high-pressure gas because of the throttling process before the
entrance of the turbine.
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Figure 1. (a) Typical schematic view of a turboexpander arrangement in pressure-reducing stations; (b) schematic view of
the proposed hybrid system.

In this work, a novel cycle for the arrangement of a turboexpander in a gas station
of simple and combined-cycle power plants is proposed as illustrated in Figure 1b. The
turboexpander is connected to a compressor that compresses ambient air. The air that
is led to the combustion chamber of the gas turbine system after it is passed through a
heat exchanger to preheat the high-pressure gas. This reduces the risk of hydrate forma-
tion in the turboexpander. Injecting extra air to the combustion chamber increases the
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mass flow of the GT and produces more power. Moreover, using this arrangement elimi-
nates the need for a natural gas bath heater and generator, increases the plant efficiency,
and decreases the plant’s capital investment in comparison to individual turboexpander
energy-recovery systems.

3. Methodology

To determine the effects of the air-injection system on the performance of the chosen
gas turbine, a computer code was developed in the engineering equation solver (EES). The
calculation procedure of the EES code is summarized in Figure 2. This code calculates the
thermodynamic properties and off-design performance of the gas turbine with and without
the high-pressure injection system. Another model was simulated using the Thermoflex
software to validate the in-house code results. Operational compatibility between the
turbine and the compressor of the gas turbine (matching calculations) depends on mass
flow compatibility, pressure ratio (work), and rotational speed [24]. The characteristic
curves of mass flow, pressure ratio, and efficiency with rotational speed of the compressor,
turbine, and combustion chamber were obtained for the gas turbine model V94.2. It should
be noted that the demonstrated flow chart has been developed on the assumption that
the turbine inlet temperature (TIT) remains constant. This assumption depends on the
control system mode of the gas turbine, and it can be adjusted for other GT control modes.
Considering constant TIT and compatibility of speed and flow for a single-shaft machine,
the pressure ratio and other performance characteristics of the gas turbine were determined.
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In this study, the effect of the proposed air-injection system was studied on the
heavy-duty gas turbine of Siemens V94.2, a model widely used in power plants. V94.2
is a single-shaft gas turbine with a rated power of 162 MW. This turbine incorporates a
16-stage compressor, two large silo-type combustion chambers, and a four-stage turbine.
Performance data (including the compressor and turbine data) for the simulation were
found in various references and official original equipment manufacturer (OEM) websites
of Siemens and Alstom [25–28]. The design performance characteristics of the gas turbine
are presented in Table 1. Calculated performance parameters with the EES code, including
power and efficiency at various ambient temperatures, agree with published OEM data
with an accuracy of more than 98%.

Table 1. Design performance characteristics of the simulated GT.

Parameter Value Unit

Frequency 50 Hz
Gross power output 161.7 MW

Gross efficiency 34.8 %
Heat rate 10,350 kJ/kWh

Exhaust temperature 542 ◦C
Exhaust mass flow 518 kg/s

Pressure ratio 11.8 -
Fuel mass flow 9.47 kg/s

The pressure ratio of the gas turbine is a function of the compressor pressure ratio and
the pressure drop within the combustor.

P03/P02 = 1− ∆PCC/P02 (1)

where P02 and P03 are the pressures at the inlet and outlet of the combustor, respectively.
The mass flow that passes through the turbine is equal to the outlet mass flow of the
compressor plus the fuel flow and the additional compressed air:

.
m3 =

.
m1 +

.
mF +

.
minj. (2)

The turbine and compressor shafts were coupled together to assure compatible rota-
tional speed.

N√
T03

=
N√
T01
×
√

T01√
T03

. (3)

In most gas turbines, the TIT is constant during the operation due to metallurgical
limitations. Although there are various definitions and positions to measure the TIT (T03),
in this study it was considered constant so that for given ambient conditions, the square
root of the temperature ratio was constant as well. Moreover, the non-dimensional flow
term expresses the compatibility of the flow between the compressor and the turbine
as follows: .

m3
√

T03

P03
=

.
m1
√

T01

P01
× P01

P02
× P02

P03
×
√

T03√
T01
×

.
m3

m1
(4)

where
.

m1 is the inlet mass flow of the compressor,
.

m3 is the inlet mass flow of the turbine,
T01 is the ambient temperature at the inlet of the compressor, P01 is the pressures at the
inlet of the compressor. The adiabatic work of the compressor can be calculated with
Equation (5):

Wcompressor =
.

m1 ×CpA × (T02 − T01) (5)

where CpA is the specific heat capacity of the air at constant pressure and T02 is the outlet
temperature of the compressor.
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The actual compressor outlet temperature (T02), considering its isentropic efficiency
(ηc), can be estimated with the following equation:

T02 = T01 +
T01

ηc



(

P02

P01

)γ−1
γ

− 1


 (6)

where ηc is the compressor efficiency and γ the air-specific heat ratio.
The outlet pressure of the combustion chamber (P03) is also calculated from the com-

pressor’s delivery pressure (P02) and the pressure drop of the air in the combustor (∆PCC).
For most available combustors it is in the range of 0.03–0.05 of the inlet pressure [29].

P03 = P02 − ∆PCC (7)

With constant blade dimensions and negligible changes in efficiency, higher inlet
mass flow will lead to an off-design operation of the turbine. A similar equation to the
compression process is used for the calculation of the turbine’s expansion work (WT) by
considering the total mass flow of the gas calculated with Equation (2):

WT =
.

m3 ×CpG × (T04 − T03) (8)

where CpG. is the specific heat of the exhaust gas and T04 is the temperature at the outlet
of the turbine.

The actual turbine outlet temperature (T04). can be estimated with Equation (9),
considering the isentropic efficiency of the turbine (ηT):

T04 = T03 − ηT × T03


1−

(
P04

P03

)γ−1
γ


 (9)

The net or useful work of the gas turbine can be obtained by subtracting the consumed
work of the compressor from the produced work of the turbine.

WNet = ηm ×WT −Wc. (10)

where ηm is the mechanical efficiency of the gas turbine.
Similar equations can be used to determine the mass flow of the additional compressed

air in the turboexpander at different conditions.

ηm ×WTE = WAIC (11)

where ηm. is the combined mechanical efficiency, WTE. the produced work of the turboex-
pander, and WAIC the shaft power of the air-injection compressor.

In this study, the effect of various parameters on the mass flow of injected air were
investigated. The mass flow of the fuel that expands in the turboexpander plays a key
role on the mass flow of the injected air. Based on OEM data of several industrial gas
turbine models, up to 5% of the main gas turbine inlet flow can be injected into the
combustion chamber safely [30]. Table 2 presents selected parameters used to model the
proposed system.
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Table 2. Considered assumptions for model calculation.

Parameter Value Unit

Heat exchanger effectiveness 90 %
Fuel gas pressure 40–70 bar

Fuel gas temperature 0–45 ◦C
Extra air compressor

efficiency 90 %

Turboexpander efficiency 80 %
Ambient air relative humidity 60 %

Ambient air 15 ◦C
Ambient pressure 1.013 bar

To evaluate the environmental performance of the proposed system and compare
it to that of a conventional system, the amount of generated CO2, CO, and NOx have
been calculated. The emitted CO2 was calculated using the combustion and equilibrium
reactions. Empirical relations proposed in [31] are used to determine the emission of
CO and NOx, using adiabatic flame temperature in the primary zone of the combustion
chamber as follows [32]:





Tad = Aσα exp
(
β(σ+ λ)2

)
πxθyψz

x = a1 + b1σ+ c1σ
2

y = a2 + b2σ+ c2σ
2

y = a3 + b3σ+ c3σ
2

(12)

where θ is a dimensionless temperature, π is a dimensionless pressure, σ is the fuel to air
equivalent ratio, and ψ is the H/C atomic ratio. Parameters A, α, β, λ, ai, bi, and ci are
constants, depending on σ. and θ, available in [33]. Accordingly, by using adiabatic flame
temperature, the produced CO and NOx can be estimated based on the following empirical
equations in grams per kilogram of fuel flow:

.
mNOx =

1.5× 1015τ0.5 exp(−7110/Tad)

P0.05
2 (∆Pcc/P2)

0.5 (13)

.
mCO =

0.179× 109 exp(7800/Tad)

P2
2τ(∆Pcc/P2)

0.5 . (14)

where P2 is the pressure at the inlet of the combustor, ∆Pcc is the dimensionless pressure loss
in the combustion chamber, and τ is the residence time in the combustion zone (considered
constant at 0.02 s).

As mentioned, the validation of the energy model of the gas turbine with injection was
carried out with the Thermoflow software—commercially available thermal engineering
software for analyzing the performance of thermodynamic cycles. In this validation process,
the total pressure loss of intake and exhaust were assumed to be 10 and 5 mbar, respectively.
The air compressor was fed with power from the natural gas turboexpander. A schematic
of the Thermoflow model is shown in Figure 3.
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The validation results are reported in Table 3, where the gas turbine power and
efficiency were calculated with and without CAI. It is seen that there is generally good
agreement between the EES code and the Thermoflow results, with acceptable errors for
both power and efficiency.

Table 3. Validation of the EES energy code.

Parameter EES Code Thermoflow Error

Power w/o CAI 161.4 MW 161.8 MW 0.25%
Power with CAI 163.6 MW 164.1 MW 0.30%

Efficiency w/o CAI 34.45 34.51% 0.17%
Efficiency with CAI 34.62 34.7% 0.23%

By applying the laws of thermodynamics within component k, exergy destruction is
obtained, which is a relation between the fuel and product exergy as follows [34]:

.
ExD,k =

.
ExF,k −

.
ExP,k (15)

where
.

ExF,k and
.

ExP,k . are the fuel and product exergy of each component, respectively,
and

.
ExD,k is the exergy destruction within component k. Exergy loss is not defined at the

component level, as it is only relevant for the overall process [35–37]. All exergy calculations
of streams are based on the sum of chemical and physical exergies as follows [38]:

.
Ex =

.
Ex

PH
+

.
Ex

CH
(16)

The exergetic efficiency of each thermodynamic component is calculated as:

εGT =

.
ExP,k

.
ExF,k

= 1−
.

ExD,k
.

ExF,k

(17)

All components are analyzed based on their exergy destruction and exergy efficiency,
determined by the definition of exergy of the fuel and exergy of the product of each
component, as shown in Table 4.
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Table 4. Definitions of the fuel and product exergy for each component.

Components Fuel Exergy,
.

ExF,k Product Exergy,
.

ExP,k

Gas Turbine
.

ExF,GT =
.

Ex1 +
.

Ex3 +
.

Ex8−
.

Ex2
.

ExP,GT =
.

WGT
Turbo Expander

.
ExF,TE =

.
Ex4 −

.
Ex3

.
ExP,TE =

.
WTE

Air Injection Compressor
.

ExF,AIC =
.

WAIC
.

ExP,AIC =
.

Ex6 −
.

Ex7
Heat Exchanger

.
ExF,HX =

.
Ex8 −

.
Ex7

.
ExP,HX =

.
Ex4 −

.
Ex3

The calculated values of the thermodynamic parameters and the total rate of exergy
at various points of the system are shown in Figure 3 and listed in Table 5. To facilitate
comparison, these values are shown for both systems with and without the turboexpander
air-injection system.

Table 5. Thermodynamic data of the streams.

Stream M (kg/s) P (bar) T (C) h (kJ/kg) s (kJ/kgC)
.

Ex (kW)

Without turboexpander air injection
1 512.7 1.013 15 −10.13 0.1435 1584.7
2 522 1.013 544.4 568.4 1.338 145,426
3 9.39 60 25 50047 −2.266 492,640

With turboexpander air injection
1 512.7 1.013 15 −10.13 0.1435 1584.7
2 525.8 1.013 543.6 567.6 1.337 146,236
3 9.45 17 16.62 50,029 −1.56 493,698
4 9.45 58.8 88.5 50193 −1.747 495,667
5 9.45 60 25 50,047 −2.266 495,560
6 3.65 1.013 15 −10.13 0.1435 11.34
7 3.65 17.1 417.3 407.7 0.232 1447
8 3.65 17 55 27.5 −0.5415 898

4. Results

In a single-shaft machine, the air injection does not affect rotational speed of the engine
or the compressor airflow. With the inlet temperature and the fuel input of the turbine
fixed, the cycle pressure ratio of the system must increase. Figure 4a depicts a simplistic
interpretation of the effect of air injection on the T-s diagram of the Brayton cycle. This
figure, based on a semi-perfect gas model, shows that one of the main effects of air injection
is the increase of the pressure ratio. With fixed turbine blade design, higher flow rates
through the combustor result in a higher turbine pressure ratio and for a fixed compressor
inlet pressure, the compressor pressure ratio increases. Subsequently, with fixed turbine
inlet temperature, the turbine work output and exhaust temperature increase. It should be
mentioned that the power output and the efficiency of the gas turbine decreases with higher
ambient temperature, due to the lower density and, subsequently, the lower compressor
mass flow. Power and, to some extent, efficiency can be restored through the injection of
compressed air because the work required by the turbocompressor is covered with the
turboexpander. At higher ambient temperatures, the power output of the turbine decreases
at a rate of 1 MW per degree of centigrade (Figure 4b). Injecting approximately 5% of
the turbine’s exhaust mass flow at ISO conditions (or merely 25 kg/s) results in rapidly
increasing the power output by around 11% (16 MW).
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Figure 4. (a) Effect of air injection on a single-shaft gas turbine cycle; (b) air injection impact on the output power of the
V94.2 turbine.

Performance enhancement of the gas turbine leads to overall fuel savings. Although
the used fuel increases for a range of ambient temperatures due to the increased air mass
flow, the performance of the gas turbine improves considerably. The latter has a strong
impact on the overall consumption of fuel and, consequently, on the generated emission, as
also shown in Figure 5a. As seen, the proposed system results in approximately 200 kg/h
of fuel savings, while the CO2 emissions reduce by 500–600 kg/h (or 4000–4800 tons/year)
for a wide range of ambient temperatures.
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Figure 5. (a) Fuel savings and CO2 emission reduction; (b) normalized emission values of NOx and CO at various ambient
temperatures.

The generation of the air pollutants CO and NOx per megawatt have been calcu-
lated using Equations (13) and (14). Two factors play an important role in the generated
emissions: the combustor inlet pressure and the relative fuel savings (per megawatt of
produced power). Figure 5b demonstrates the variation of CO and NOx emissions relative
to the conventional gas turbine system. As it is seen, the ratio of pollutants per megawatt
are lower than those of the conventional system for most ambient temperatures studied.
At lower ambient temperatures, the proposed system results in a marginal increase of
the CO emissions due to the decrease of the inlet temperature of the turbine (constant
maximum power of GT and lower combustor inlet temperature). However, the NOx and
CO emissions reduce at higher temperatures by about 1% and 2%. Considering 8000 h
of GT operating per year and average ambient temperature of 25 ◦C, the overall fossil
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fuel savings and CO2 emission reductions are estimated at about 1600 and 4800 tons per
year, respectively.

As mentioned before, the required fuel of the gas turbine determines the recovered
energy and the mass flow of injected air. Figure 6a illustrates the variation of fuel flow in
the V94.2 gas turbine versus the ambient temperature. The pressure and temperature of the
gas transmission pipelines are assumed to be 60 bar and 25 ◦C, respectively. The required
fuel mass flow decreases as the ambient temperature increases due to the control system of
the GT that maintains the inlet temperature of the GT constant. Injecting high-pressure
air into the combustion chamber increases the mass flow of the exhaust and, subsequently,
the required fuel. As shown in Figure 6a, the proposed system does not improve the
performance at lower ambient temperatures, due to mechanical limitations of the GT.
However, at lower ambient temperatures, the constant power of the GT and the increasing
exhaust mass flow result in a decrease in the fuel mass. In other words, the GT control
system decreases the TIT to maintain the power constant at lower temperatures that results
in higher efficiencies. The high pressure of roughly around 9 kg/s of fuel can be recovered
and used to inject about 3–4 kg/s of air into the combustion chamber. This amount of air is
less than 0.8% of the air flow of the GT, and hence, has no drawback on the stability of the
gas turbine.
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Figure 6. Variation of the (a) consumed fuel and the (b) power output of the gas turbine with and without air injection at
various ambient temperatures.

Injecting high-pressure air into the combustion chamber can enhance the performance
of the gas turbine system. As shown in Figure 6b, recovering the available fuel energy in
the studied V94.2 gas turbine increases the output power by approximately 2.5 MW for a
wide range of ambient temperatures, and similarly, the efficiency can increase by about
0.25%. At lower ambient temperatures (about 5 ◦C), air injection has no major impact on
the gas turbine power due to GT mechanical and maximum power limitations, but it still
improves the efficiency by somewhat decreasing the required fuel flow. Although here,
one gas reducing station is included in the analysis, more than one station usually exists in
real power plants. Therefore, in most real cases, more high-pressure air can be generated
for injection into the combustion chamber. The potential energy recovery from gas can thus
provide the required energy to compress 3% to 5% more air into the combustion chamber.

It is estimated that in conventional pressure-reducing stations, roughly up to 40% of
the energy of the consumed fuel can be recovered to supply high-pressure air. Since air
injection can result in a decline of the surge margin, OEM recommends air injection with a
mass flow lower than 3% of the compressor’s inlet flow [39]. The impact on power and
efficiency of the amount of injected air into the V94.2 gas turbine is shown in Figure 7. It is
seen that adding 1% more air into the combustion chamber can increase the power and
the efficiency by about 2% and 0.75%, respectively. The addition of compressed air into
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the GT leads to a slightly higher compressor pressure ratio (Figure 8a). A 3% air-injection
ratio increases the compressor pressure ratio by about 3%. Although the temperature of
the inlet fuel of the turboexpander affects the outlet pressure, it plays a minor role and can
be considered negligible.

Sustainability 2021, 13, x FOR PEER REVIEW 11 of 17 
 

  
(a) (b) 

Figure 6. Variation of the (a) consumed fuel and the (b) power output of the gas turbine with and without air injection at 
various ambient temperatures. 

Injecting high-pressure air into the combustion chamber can enhance the perfor-
mance of the gas turbine system. As shown in Figure 6b, recovering the available fuel 
energy in the studied V94.2 gas turbine increases the output power by approximately 2.5 
MW for a wide range of ambient temperatures, and similarly, the efficiency can increase 
by about 0.25%. At lower ambient temperatures (about 5 °C), air injection has no major 
impact on the gas turbine power due to GT mechanical and maximum power limitations, 
but it still improves the efficiency by somewhat decreasing the required fuel flow. Alt-
hough here, one gas reducing station is included in the analysis, more than one station 
usually exists in real power plants. Therefore, in most real cases, more high-pressure air 
can be generated for injection into the combustion chamber. The potential energy recovery 
from gas can thus provide the required energy to compress 3% to 5% more air into the 
combustion chamber. 

It is estimated that in conventional pressure-reducing stations, roughly up to 40% of 
the energy of the consumed fuel can be recovered to supply high-pressure air. Since air 
injection can result in a decline of the surge margin, OEM recommends air injection with 
a mass flow lower than 3% of the compressor’s inlet flow [39]. The impact on power and 
efficiency of the amount of injected air into the V94.2 gas turbine is shown in Figure 7. It 
is seen that adding 1% more air into the combustion chamber can increase the power and 
the efficiency by about 2% and 0.75%, respectively. The addition of compressed air into 
the GT leads to a slightly higher compressor pressure ratio (Figure 8a). A 3% air-injection 
ratio increases the compressor pressure ratio by about 3%. Although the temperature of 
the inlet fuel of the turboexpander affects the outlet pressure, it plays a minor role and can 
be considered negligible. 

 
Figure 7. Performance variation of the V94.2 gas turbine with air-injection ratio. 

8.6

8.8

9

9.2

9.4

9.6

9.8

10

0 5 10 15 20 25 30

Fu
el

 m
as

s 
flo

w
 (k

g/
s)

Ambient Temperature (C)

Fuel flow with injected Air
Fuel flow w/o injected air

32

32.5

33

33.5

34

34.5

35

35.5

130

140

150

160

170

180

190

200

0 5 10 15 20 25 30 35 40 45

G
T 

Ef
fic

ie
nc

y 
(%

)

G
T 

Po
w

er
 (M

W
)

Ambient Temperature (C)

Enhanced GT
Base GT

Power

Efficiency

0

1

2

3

4

5

6

7

0.5 1 2 3

Po
w

er
 &

 E
ff

ic
ie

nc
y 

en
ha

nc
em

en
t (

%
) 

Ratio of air injection to compressor inlet flow (%)

Power
Efficiency

Figure 7. Performance variation of the V94.2 gas turbine with air-injection ratio.
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Figure 8. Variation of the (a) GT pressure ratio and the (b) inlet temperature of the turbine versus the air-injection ratio with
constant power output.

As seen in Figure 8b, air injection may be used to reduce the inlet temperature of the
turbine as well. Turbine inlet temperature reduction has a great impact on extending the
lifetime of gas turbines and increases the maintenance intervals and the overall GT life
cycle costs. Approximately, adding 1% extra air into the combustion chamber may result in
a 12 ◦C reduction of the TIT keeping the power output constant.

As mentioned, the amount of energy that can be recovered by the turboexpander
depends on various parameters including the expander pressure ratio and the temperature
of the fuel at the inlet of the expander. Figure 9a shows the power produced with the
turboexpander based on the expander’s operating parameters.

The amount of compressed air that can be supplied to the gas turbine can be estimated
by considering the power output of the turboexpander in conjunction to the air compressor.
As seen in Figure 9b, the mass flow of compressed air is directly related to both the working
pressure ratio and the inlet temperature of the turboexpander. To compare the two systems
with and without the air-injection unit, a component-level exergy analysis was performed,
and the results are presented in Table 6. As seen, with the proposed modification of the
gas turbine, exergy efficiency increases by approximately 0.36%. In addition, the exergy
destruction of the gas turbine with the turboexpander system is approximately 2 MW lower
than that of the gas turbine without the turboexpander.
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Figure 9. Effect of the turbocompressor pressure ratio and the fuel temperature on (a) the recoverable work and (b) the
amount of compressed air per kg of fuel.

Table 6. Exergy efficiency and destruction of each component.

Components Fuel Exergy
(kW)

Product Exergy
(kW)

Exergy Destruction
(kW)

Exergy Efficiency
(%)

Gas Turbine without TE 348,680 161,800 186,880 46.40
Gas Turbine 350,494 164,100 184,846 46.82

Turboexpander 1969 1536 433 77.98
Air Injection Compressor 1546 1447 99 93.60

Heat Exchanger 549 107 442 19.50
Total Gas Turbine with TE 350,919 164,100 185,832 46.76

The Sankey diagram of exergy flows can provide important information of the opera-
tion of an energy system. The Sankey diagram showing the distribution of exergy flows of
the proposed system is presented in Figure 10. In this diagram, the exergy destruction flows
are shown in red. As seen, the exergy destruction of the GT systems accounts for about
one third of the total exergy input to the turbine, mainly associated with irreversibilities
within the combustion process. Moreover, the total exergy destruction of other components
(including AIC, HX, and TE) is less than 1 MW.
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The total exergy destruction of the air compressor, heat exchanger, and expander vary
largely with the fuel transmission pressure. Specifically, it is found that the sum of exergy
destruction of these three components increases from 678 to 1266 kW for fuel pressures
from 40 to 90 bar. The bar diagram in Figure 11a presents the ratio of exergy destruction of
these components of the proposed system with the fuel feed pressure. Figure 11a shows
that the exergy destruction of the turboexpander increases with increasing fuel pressure,
while the exergy destruction of the heat exchanger presents the opposite trend.
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The exergy efficiency of the system with and without the turboexpander increases
directly with the ambient temperature (Figure 11b). However, the efficiency enhancement
of the proposed system is higher at elevated temperatures and varies from about 0.3% to
0.5% with increasing ambient temperature from 0 to 45 ◦C. Hence, at elevated ambient
temperatures, this system shows a higher efficiency than at lower ambient temperatures.

5. Conclusions

In this article, a turboexpander was introduced in a conventional high-pressure natural
gas pressure-reduction station. The power recovered from the expansion of the natural gas
was used to compress and introduce extra air into the combustion chamber of a heavy-duty
gas turbine V94.2 of Siemens for performance enhancement.

The exergy analysis revealed that the exergy destruction of the gas turbine with the
new turboexpander system is approximately 2 MW lower than that of the conventional
system without a turboexpander. In other words, the proposed system results in an increase
in the overall exergy efficiency of the gas turbine of approximately 0.36%. The recovery
of the potential energy of the fuel led to an increase of the power output and efficiency
of the gas turbine by 2.5 MW and 0.25%, respectively. In addition, the proposed system
led to considerable fuel savings and reduced generated pollutants. Considering 8000 h of
operating per year, annual fuel savings of at least 2 million cubic meters and an annual
CO2 reduction of 4000–4800 tons (depending on site conditions) are estimated. Finally, the
NOx and CO emissions of the system decrease by about 1% and 2%, respectively.

Overall, it was shown that a single-shaft gas turbine can benefit from this hybridization
not only as a strategy to increase the output power and efficiency of the gas turbine but
also as an innovative way to recover energy and reduce the required fuel and emissions.
It is noteworthy that this hybrid system results in better performance at higher ambient
temperatures, when compared to the conventional gas turbine. The amount of recoverable
work depends on the fuel feeding line and pressure ratio of the turboexpander. It is
estimated that in conventional pressure-reducing stations, roughly up to 40% of the energy
of the consumed fuel can be recovered. This power can be used to supply high-pressure air.
However, consulting with the gas turbine manufacturer is recommended for injecting air
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with a flow rate higher than 3% the compressor’s inlet flow. Another important point is
that the proposed system can be used in gas turbines to lower the inlet temperature of the
turbine by at least 10 degrees to extend the lifetime of gas turbine parts when more power
is not required.
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Abbreviations

Nomenclature
T Temperature (◦C)
p Pressure (kPa)
h Specific enthalpy (kJ/kg)
s Entropy (kJ/kgK)
.

m Mass flow rate (kg/s)
.

Ex Exergy rate (kW)
.

Q. Heat transfer rate (kW)
.

W Work rate (kW)
N Shaft speed (1/s)
Cp Specific heat at constant pressure (kJ/kg)
ε Exergy efficiency
η Isentropic efficiency
γ specific heat ratio
Tad Adiabatic flame temperature
σ Fuel to air equivalent ratio
π Dimensionless pressure
θ Dimensionless temperature
ψ H/C atomic ratio
Subscripts and Superscripts
TE Turboexpander
AIC Air injection compressor
CC Combustion chamber
Q Heat
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W Work
A Air
F Fuel
T Turbine
C Compressor
G Gas
M Mechanical
INJ Injected Air
D Destruction
L Loss
PH Physical
CH Chemical
Acronyms
TE Turboexpander
CC Combustion chamber
GT Gas turbine
TIT Turbine inlet temperature
CAI Compressed air injection
OEM Original equipment manufacturer
NG Natural gas
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Abstract: The Greek National Energy and Climate Plan was validated by the Greek Governmental
Committee of Economic Policy on 23 December 2019. The decisions included in this plan will have a
significant impact on the Greek energy mix as the production of electricity from lignite combustion
ceases in 2028, when lignite will be replaced by natural gas (NG) and renewable energy sources (RES).
This work presents an assessment of the Greek National Energy and Climate Plan by analyzing its
pros and cons. The main critiques made are focused on the absence of risk analysis and alternative
scenarios, the proposed energy mix, the absence of other alternatives on the energy mix and energy
storage, the low attention given to energy savings (transport, buildings), the future energy prices,
and the economic and social impacts. This analysis shows that delaying this transition for some
years, to better prepare it by taking into consideration the most sustainable paths for that transition,
such as using more alternatives, is the best available option today.

Keywords: climate change; energy and climate plan; energy price; energy transition; Greece; lignite;
natural gas; RES

1. Introduction

Climate change is one of the main current environmental problems [1] and its mitiga-
tion requires a great effort from scientists to find adapted solutions, from policy makers to
find adapted policy measures, and from different stakeholders to apply them. One of these
measures is the transition from the production of electricity via coal combustion to more
efficient or renewable energy sources.

Coal was and is still today one of the major sources for electricity production in Europe,
as it accounts for 22.9% of the total final energy production in EE27 in 2017 [2]. However,
the target set by the European Green Deal is to decrease greenhouse gas emissions by 40% in
EE27 in 2030, compared to the 1990 emissions [3], and to reach climate neutrality (80–95%)
in the EE countries in 2050 [4]. In that sense, coal’s participation in the EE energy mix has
to decrease to 12% by 2050, with the complete elimination of oil as a power-generating
source [5]. To achieve these goals, several countries set up measures to decrease coal’s
participation in their energy mix. Greece is one of them, as electrical energy production
from lignite was 29.3% in 2019 [6].

All EU countries recently released National Energy and Climate Plans [7]. The Greek
plan [8] sets the goal of greenhouse gas emissions in Greece for 2030 and the main actions
proposed to achieve this goal. It is an important milestone for the current national policy
on energy and climate, as it sets out climate goals at the heart of development policy
in Greece and actions to protect the environment. This plan sets several very ambitious
goals. However, the Greek NECP is one of the most critical for several reasons: Greece
was heavily impacted by the recent economic crisis, and for this reason both economic
growth and available funds are limited; also, Greece is very dependent on local lignite
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production and imported oil; thus, the radical change of the energy mix in just a few years
is very challenging.

The aim of this work is to address the points of this plan that could pose some issues
for the future, and to serve as a guideline for other European NECPs in the cases of similar
issues. This work follows the general structure of several similar policy works on energy
regulations, policies, or research agendas that can be found in the literature [9–13]. It should
be noted that this work assesses some major points in a high-level critique of this plan and
that this work is clearly of an application nature. For each one of these points, a specific
analysis will be conducted to precisely quantify the economic, social, and environmental
pros and cons. These detailed analyses will be presented in future dedicated works.

2. Presentation of the Mains Points of the Greek National Energy and Climate
Change Plan

The purpose of the NECP is described in detail in the introduction of the plan (pub-
lished on the website for the Greek Ministry of Environment and Energy [14]). More
specifically, it is stated that the National Plan for Energy and Climate is, for the Greek
government, a strategic plan for the issues of climate and energy. A detailed roadmap
for the achievement of specific energy and climate objectives by 2030 is given. The NECP
presents and analyzes policy priorities and measures in a wide range of development and
economic activities for the benefit of Greek society, making this text a reference for the
next decade.

It is noted that the NECP is a tool for national policy in the field of energy and for
the mitigation of climate change, which highlights the priorities of, and development
opportunities in, Greece. The aim of the NECP is to be the main tool for the establishment
of national economic, energy, and climate policies over the next decade, taking into account
the recommendations of the European Commission and the UN’s Sustainable Development
Goals. The strategic goals of the Greek government in the field of energy and climate are
set until 2030, and they aim to contribute decisively to the necessary energy transition
in the most competitive way for the national economy, achieving a drastic reduction in
greenhouse gas emissions. In this way, Greece can emerge as one of the member states
with the most ambitious climate and energy goals through a comprehensive and coherent
program of measures and policies for both 2030 and 2050.

The NECP sets specific targets for greenhouse gas emissions from Greece in 2030 and
determines the Greek energy mix until that year by increasing the participation of natural
gas and renewable energy sources [8], as well as by increasing energy efficiency. At the
same time, the NECP identifies the policies and measures that are necessary for achieving
those goals, analyzes the evolution of the Greek energy system until 2030, and reports the
investment needs and the different impacts on society, the economy, and the environment.

In summary, the objectives of this plan [8] are the following:

• Greece will cease the production of electricity from lignite combustion in 2023, except
for the Ptolemaida V thermal plant, which will close in 2028;

• Lignite will be substituted with imported natural gas;
• The RES participation in the Greek energy mix will be 35% in 2030 (60% in the case of

electricity production);
• For the year 2030, GHG emissions will be reduced by 43%, compared to the 1990

levels, and 56%, compared to the 2005 levels;
• The improvement of energy efficiency of the final energy consumption will be 38%

by 2030.

3. Methodology

The Greek National Energy and Climate Plan is analyzed from two points of view:
first, the general concept of this plan is analyzed; then, a specific analysis is conducted for
each one of its parts. For every one of these points, the general methodological approaches
are analyzed and the specific problematic points are revealed. Concrete proposals are
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formulated for these approaches and points. Then, an analysis of the specific parts of the
plan is performed; as previously, the general methodological approaches are analyzed and
the specific problematic points are revealed, followed by concrete proposals. In both cases,
alternatives are suggested for several points, following a high level of argumentation.

More specifically, the critiques analyzed in this article concern the application of a
single scenario and the absence of updating and alternatives, the de-lignification of energy
production and the proposed future energy mix (natural gas and renewable energy sources),
the absence of other alternatives for the energy mix/production (biomass, gasification of
lignite, carbon storage, and energy storage), vehicle electrification and public transport, the
energy savings in buildings, the local production of products and dietary habits, the cost of
energy and its economic and social consequences, the impact on labor issues, employees
education and training, the employees and citizen information, and the regional and
sectoral plans.

Several proposals, based on the general needs of the Greek economy, the protection
of the environment, and the mitigation of climate change are presented for the above
issues. Their general feasibility is also shown. These proposals aim to address the economic
development of Greece, the decrease of energy poverty, with the parallel respect of the
environment and the mitigation of climate change. As mentioned above, only a high-level
critique is addressed in this article; a specific and detailed study is necessary for each one
of the proposals presented here, and these studies will be presented in the near future.

4. Results—Assessment of the Plan
4.1. Implementation of a Single Scenario and the Absence of Alternative Scenarios

The submitted National Energy and Climate Plan is, with a few exceptions, a linear
implementation of a single scenario. However, it should be noted that the energy and
climate sectors are highly unpredictable. Taking this high variability into consideration, the
National Plan should include a risk assessment and multiple alternative scenarios. How-
ever, the possible cases of deviation from, or even the failure of, this linear implementation
are not analyzed, and no alternative scenarios are given.

Obviously, scientific progress leads to better materials, more efficient technologies,
and finally to a decrease in the cost of energy production. In the field of energy, many
technological achievements have been developed in recent years, such as the extraction
of marine shale gas [15] or new photovoltaic materials, such as the recent progress in
chlorinated organic photovoltaic materials, the discovery of two-dimensional photovoltaic
materials accelerated by machine learning, or their new applications, such as in highways
for signal systems, for agricultural and livestock purposes due to the need for water during
periods of intense sunshine, for charging car and boat batteries, etc. [16] However, while
technology has a positive effect on energy production, either in terms of efficiency or
price, geopolitical events can affect the price and availability of energy in the opposite
direction. The price of natural gas, which will be one of the major components of the future
Greek energy mix, can be very significantly affected by these events in the future. The
relationship between the geopolitical situation and energy is interdependent, as geopolitical
changes can affect energy markets and, conversely, energy trends can disrupt geopolitical
dynamics [17].

The 1973 oil crisis is the easiest example. Geopolitically, the Middle East, an important
oil-producing region, is a politically unstable region with two ongoing conflicts, one in
Iraq and one in Syria. Additionally, the political and economic developments in China
have a global impact. Libya is another hotbed of instability in the close-to-Greece region;
moreover, the relationship between Greece and Turkey is often very tense. Other global
tensions, however, especially those concerning oil-producing countries (such as Iran or
Venezuela), have a significant impact on energy prices.

Figure 1 shows the change in the price of crude oil for the period of 1946–2021. This
figure shows a course of sharp changes and alternating increases and decreases in crude oil
price; this price shows a range of variations, from less than USD 20 to near USD 180 during
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this time period. This sharply changing picture is also reflected in Figure 2, which shows the
changes in the price of crude oil during only the last two years (January 2020–October 2021).
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Figure 2. Change in the price of crude oil in the period January2020–October 2021 (Source of the data:
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While unexpected health crises, such as the current crisis of COVID-19, along with new
technological advances and geopolitical developments play an important role in the global
supply chain and the energy markets [18], it is a fact that the situation in the international
market becomes even more unpredictable given the uncharted course of the coronavirus,
the announcements about mutations, the preventive measures taken, as well as the course
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of vaccinations. These conditions directly determine consumption, which, in turn, affects
the supply–demand balance and the course of prices.

Figure 3 shows a well-known figure of the evolution of crude oil prices the last
20 years, indicating some major global political events [19]. This figure shows the great
impact of these events on the price of crude oil.
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Recent research has shown the correlation between daily new cases or total number
of deaths due to communicable diseases and adverse stock returns in the Chinese equity
market [20] and presented the negative, direct, and indirect effects of COVID-19 on global
markets [21]. Meanwhile, even the way that COVID-19 is covered by the media, or that
panic is caused by them, seems to affect stock market volatility [22].

In addition to the previous figures, Figure 4 shows the index of prices for the three
fossil fuels.
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The above figures show the instability and uncertainty of the price of fuels; however,
the linear application of only one scenario cannot take into consideration these changes.

At the same time, the Intergovernmental Panel on Climate Change (IPCC) has recog-
nized that many parameters affect the emissions of greenhouse gas and, therefore, there is
considerable uncertainty for the prediction of future emissions. For this reason, six groups
of greenhouse gas emission scenarios have been proposed (A1T, A1B, A1F1, A2, B1, and B2)
with a total of 40 scenarios, the implementation of which give different future temperatures
in the Earth’s atmosphere (Figure 5) [23].

Sustainability 2021, 13, x FOR PEER REVIEW 6 of 18 
 

At the same time, the Intergovernmental Panel on Climate Change (IPCC) has recog-

nized that many parameters affect the emissions of greenhouse gas and, therefore, there 

is considerable uncertainty for the prediction of future emissions. For this reason, six 

groups of greenhouse gas emission scenarios have been proposed (A1T, A1B, A1F1, A2, 

B1, and B2) with a total of 40 scenarios, the implementation of which give different future 

temperatures in the Earth’s atmosphere (Figure 5) [23]. 

 

Figure 5. Index of carbon dioxide emissions produced by energy and industry for the various IPCC 

scenarios (1990 = 1) (source: [23]). 

Based on the previous analysis, two additional works must be conducted to comple-

ment the NECP. The first one concerns the inclusion of alternative scenarios to cover the 

probability that unpredictable factors inhibit the implementation of the initial planning. 

The alternative scenarios should take into account both the positive and negative eventu-

alities, such as: 

• The technological developments that will improve the efficiency and effectiveness of 

technology and reduce the price of energy produced; 

• Economic issues, such as the evolution of the country’s GDP, the price of gas, of RES, 

of electricity, etc.; 

• Possible schedule delays due to unexpected factors and events (such as a new pan-

demic or a major natural disaster in Greece, e.g., an earthquake), changes in institu-

tional, economic, or social parameters, etc.; 

• Geopolitical issues that may affect the availability of an uninterrupted gas supply in 

Greece, or a great change in energy prices, etc. 

The second necessary work is to have a specific provision for the regular reporting 

of the progress of the plan’s actions and, based on this reporting, the establishment of an 

annual update of the objectives of the plan, of the policies to be set, and of the actions to 

be implemented. It should be noted that this regular reporting and the regular update of 

the objectives of the plan are not mentioned in the current plan. 

4.2. De-Lignification and Energy Mix 

The plan proposes the complete de-lignification of the country in 2028 and the in-

crease of the participation of natural gas and RES in Greece’s energy mix. This option has 

some positive and some negative points. The main positive point is the reduction of green-

house gas production. However, this advantage is not so obvious. Natural gas produces 

201.96 kg of CO2/MWh, compared to 363.6 kg of lignite [24]; or, put differently, natural 

gas produces 55% of the GHG produced by lignite. However, methane has a 100-year 

global warming potential, 25 times that of CO2, or 72 times for a 20-year period [25], and 

leaks of methane from the production, transport, and consumption of NG are significant 

[26]. For the above reasons, the gain in GHG emissions will be much smaller than initially 

Figure 5. Index of carbon dioxide emissions produced by energy and industry for the various IPCC scenarios (1990 = 1)
(source: [23]).

Based on the previous analysis, two additional works must be conducted to com-
plement the NECP. The first one concerns the inclusion of alternative scenarios to cover
the probability that unpredictable factors inhibit the implementation of the initial plan-
ning. The alternative scenarios should take into account both the positive and negative
eventualities, such as:

• The technological developments that will improve the efficiency and effectiveness of
technology and reduce the price of energy produced;

• Economic issues, such as the evolution of the country’s GDP, the price of gas, of RES,
of electricity, etc.;

• Possible schedule delays due to unexpected factors and events (such as a new pan-
demic or a major natural disaster in Greece, e.g., an earthquake), changes in institu-
tional, economic, or social parameters, etc.;

• Geopolitical issues that may affect the availability of an uninterrupted gas supply in
Greece, or a great change in energy prices, etc.

The second necessary work is to have a specific provision for the regular reporting
of the progress of the plan’s actions and, based on this reporting, the establishment of an
annual update of the objectives of the plan, of the policies to be set, and of the actions to be
implemented. It should be noted that this regular reporting and the regular update of the
objectives of the plan are not mentioned in the current plan.

4.2. De-Lignification and Energy Mix

The plan proposes the complete de-lignification of the country in 2028 and the increase
of the participation of natural gas and RES in Greece’s energy mix. This option has some
positive and some negative points. The main positive point is the reduction of greenhouse
gas production. However, this advantage is not so obvious. Natural gas produces 201.96 kg
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of CO2/MWh, compared to 363.6 kg of lignite [24]; or, put differently, natural gas produces
55% of the GHG produced by lignite. However, methane has a 100-year global warming
potential, 25 times that of CO2, or 72 times for a 20-year period [25], and leaks of methane
from the production, transport, and consumption of NG are significant [26]. For the above
reasons, the gain in GHG emissions will be much smaller than initially estimated, as already
reported [27,28]. The additional risk of accidents in the natural gas circuit also decreases
this difference. In conclusion, leaks of 5% of methane can completely cancel this difference.

Aside from the previous statement, there are also some other issues about the proposed
energy mix. The first one is the deterioration of the country’s trade balance, both from the
import of raw materials for the installation of RES and natural gas installations and also
from imports of natural gas to replace a domestic product, lignite. The other negative point
is the energy dependence of Greece on an imported fuel instead of a locally produced one,
leading to higher risks of national energy autonomy.

It is clear that the deterioration of the country’s trade balance will affect the entire
Greek economy, and heavy actions should be proposed to mitigate this. However, the
analysis of these actions and/or of alternative scenarios is not performed in this plan.

It should be also noted that countries that use natural gas to a large extent in their
energy mix, such as the Netherlands, have decided to become independent of it in the
coming years [29]. Taking this into consideration, natural gas can be considered only as a
transition solution, and the cost of replacing lignite with natural gas, which will be also
replaced in two or three decades, is not examined in the NECP.

The proposed energy mix also has several uncertain elements, such as the final price
of the energy, which can be much higher than the current one, or the uncertainty of finding
domestic hydrocarbon reservoirs, as the NECP estimates that the domestic fuel production
will increase from 281ktoe in 2020 to 536ktoe in 2030. However, this last estimation is not
consolidated, and no alternatives are examined in case of failure.

Even if a close economic analysis of the substitution of lignite by natural gas is out
of the scope of this work, some elements are given here. The current cost of electricity
production from lignite is EUR 105/MWh (EUR 35 is the direct cost and EUR 70 is the
emission price) [30], while the corresponding cost for natural gas is EUR 75/MWh, and for
RES is EUR 135.6/MWh [31].

However, these values, and the great instability of prices shown in Figures 1–4, indicate
that the complete abandonment of domestic energy sources (lignite) and the use of only
imported fossil fuels (oil and natural gas) can have a very high cost for the energy in Greece
and, as a consequence, for the entire Greek economy.

Therefore, a more detailed examination of the possibility of continuing to exploit
lignite, an available domestic fuel, for a longer time, instead of completely substituting it
for imported natural gas (at least until the cost of energy produced from RES decreases sig-
nificantly) is proposed. This can be done by using modern, more environmentally efficient
technologies, by combining lignite combustion with biomass combustion or gasification
technology, and using synthetic gas and, in addition, carbon storage technology, as will be
exposed here.

4.3. Biomass Combustion

The development of more renewable energy sources started in a more systematic
manner after the oil crisis of 1973. During this period, scientists adopted a systematic
approach to energy and coined the term biomass [32]. Biomass is a renewable energy
source because the CO2 released from its combustion is bound to the plants for their
development. Therefore, its use as a fuel can have a positive impact on the overall GHG
balance. Due to this positive impact, the use of biomass as fuel has increased during the
last years. In addition, biomass is abundant, which is why biomass energy has become the
world’s fourth largest energy source today, following coal, oil, and natural gas, indicating
its significant economic, societal, and environmental potential [33].
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In several countries affected by the economic crisis after 2008, or even in the case
of citizens with economic hardship in economically developed countries, the shift in the
use of biomass as a heating fuel is mainly due to its lower price, or to the ability to burn
materials that had not previously found a suitable route of exploitation through domestic
combustion. Several citizens of low economic status have used pruning or even organic
waste as heating fuel during the last years [34,35].

However, the combustion of biomass has a significant negative impact: the high
emission of pollutants, mainly of particulate matter (PM) [36]. The increased use of biomass
for domestic heating in recent years has led to a very poor air quality in Greek and many
European cities, especially in winter. This poor air quality has serious consequences for
both quality of life and human health, and these consequences will strongly appear in the
next years. The European Respiratory Society has already highlighted the serious effects
of biomass-burning on human health in cities in developed countries, and recommends
limiting its use [37]. However, the poor air quality comes from the domestic combustion of
biomass, where no pollution control system exists. Central power plants using biomass
and equipped with pollution-control systems are widely available. Biomass co-firing has
already received wide acceptance in many European countries, mostly in the northern
and central parts of Europe, such as the United Kingdom, Germany, and the Nordic
countries [38]. From this point of view, the use of biomass combustion to produce electrical
energy for central power plants can be a very serious alternative to lignite combustion.
This alternative is not proposed in this plan. Very roughly, the following data can show the
feasibility of this alternative.

The consumption of lignite in Greece is 4.5 million tons of oil equivalent [39] or
46 million tons of lignite [40]. The typical thermal power of wood is quite similar to that
of lignite, of course depending on the wood type [41]. The total timber production in
Greece was almost 1.1 million m3 in 2013 [42]; considering an average density of wood of
600 kg/m3 [41], almost 0.7 million tons of wood was produced in Greece in 2013. However,
in other neighboring or European countries with an equivalent or smaller surface area than
Greece, the production is several times higher: 6.1 million m3 in Bulgaria, 5.5 in Croatia,
15.3 in the Czech Republic, 7.6 in Estonia, 7.0 in Lithuania, 6.0 in Hungary, 17.4 in Austria,
8.0 in Slovakia, etc. [42]. Moreover, the forest cover of Greece is about 3.9 million hectares,
with 3.5 million available for wood production [43]. In addition to the previous data,
52 thousand acres of forests were burned in Greece in 2018. Considering a wood density of
about 10 m3/acre (although, depending on the tree species, it can reach up to 40 m3/acre),
the total volume of burned forests corresponds to 0.5–4 times the annual timber production
in Greece [44,45]. The data for the forest fires of 2021 are even worse, as 1.55 million acres
of the total forest area was burned in Greece [46], which corresponds to 4.2% of the total
forest area (of 36.8 million acres) [47].

It is important to mention that funds allocated in 2021 for fire protection was only
EUR 1,700,000, which corresponds to only 10% of the costs requested by the relevant
institutions [48]. This indicates that, with a very small increase of this fund, a significantly
decreased amount of forest fires will occur in the future, allowing for the better exploitation
of forests for timber to be used as fuel, rather than being devastated by fires.

The above data and calculations are approximate and, of course, a more detailed anal-
ysis is necessary. However, the above data show that a ten-times increase in the total timber
production in Greece in the coming years could be an achievable goal. This production
could be specifically focused on the mountainous areas of Western Macedonia, where the
majority of the lignite mines are found today, but also on the many mountainous/semi-
mountainous areas of Greece that are currently bare of forests and could accommodate
special fast-growing tree plantations. This amount could replace about 15% of the current
lignite consumption and will have several advantages, such as:

• Zero contribution to the emission of CO2, because the CO2 produced from biomass
combustion is absorbed by the plants for their development;
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• For equal energy production, natural gas produces about 55% of the emissions of
CO2 from lignite; however, the replacement of 15% of the quantity of lignite with
wood corresponds to the net production of carbon dioxide equal to 85% of the original
production. This decrease can be achieved with less effort than the complete transition
to natural gas (the disadvantages of this transition were shown previously);

• Biomass will be a domestic product and, thus, the dependence on energy imports will
be lower;

• The stimulation of jobs in Greece, and especially in the province, instead of the current
decrease in the number of jobs due to the closure of the existing thermal plants;

• The development of a cutting-edge technology and the creation of a Greek know-how
that can be exported; this will have multiple benefits for Greek society and economy;

• The possible co-combustion of waste will be another option;
• The protection and upgrade of Greece’s rural and mountainous environment by stimu-

lating ecosystems, reducing erosion, changing microclimate areas to less-warm, etc.

The decentralized electricity production, i.e., the creation of plants in many areas, e.g.,
1–2 per county, will be more efficient due to the shorter transportation distance of biomass.
This will also have a positive impact on the control of particles emissions, as the pollution
will not be emitted in the same area.

The above (approximate) analysis shows that this route, albeit complementary to the
import of natural gas, should be better exploited. In this case, the future use of lignite,
combined with carbon capture technologies, may be more advantageous for the Greek
economy than the transition to natural gas. A comprehensive study is necessary to take
into account all the pros and cons of this alternative. Of course, a comprehensive technical
and economic study should be carried out, including the external costs of this alternative,
ensuring that there are no major environmental nuisances or degradations [49].

The above analysis shows that the further exploitation of biomass, a domestic product,
can replace lignite to a certain extent with zero-equivalent CO2 emissions, and it is therefore
proposed that this is taken into consideration.

4.4. Gasification of Lignite

The gasification of lignite and the production of fuel gas is another alternative; how-
ever, this alternative is not considered by this plan. This technology, used in several parts
of the world in the past, is found in recession after the mid-20th century due to the high
competitiveness of oil and gas prices, but is again on the rise because of the necessity to
reduce greenhouse gas emissions [50].

It is therefore proposed that the use of this alternative technology is explored in more
technological, economic, and environmental detail. The gaseous fuel could be used for
electricity generation or in large central plants (industry, hot water production, etc.), or
even be considered as an addition to the domestic natural gas network.

The above process could continue the use of lignite, in combination with the use
of biomass and carbon capture technologies, and continue to produce energy with do-
mestic raw materials, lower costs for the Greek economy, and lower CO2 emissions. A
comprehensive technical, economic, and environmental study is again necessary to take
into consideration all the pros and cons of this alternative.

4.5. CO2 Storage

The use of CO2 storage technology is not mentioned in this plan and is proposed only
at one point, concerning future research actions.

It is true that this technology has, so far, been used worldwide in a limited number of
facilities [51]. However, many countries, such as Canada, or the Netherlands in the port
of Amsterdam [52], invest significantly in this technology. The plan proposes a research
action for this technology, but only after the end of lignite production. In this case, the
implementation of carbon storage technology will be of very limited value.
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An immediate examination of the technological and economic uses of this technology,
in combination with the continued use of lignite and in biomass combustion, is proposed
here. This alternative can possibly have lower CO2 emissions than the use of natural gas
combustion [53]. In addition, a combination of an existing domestic source (lignite) with a
new one (biomass), and a combination of a mature technology and infrastructure (lignite
combustion) with a new one (biomass combustion and carbon storage) will be used.

4.6. Energy Storage

It is well known that the production of electricity from RES does not necessarily go
hand-in-hand with consumption. The highest production of energy from photovoltaics
occurs during the sunshine hours of the day, falling to zero during evening hours, when
a peak in consumption occurs. The energy produced by wind turbines is quite unstable,
as it depends on the windy hours. Moreover, the distribution of winds in the year and in
space is also of high variability. In contrast to that, energy production from thermal plants,
using fossil fuels or biomass combustion, and from hydropower plants, can be adapted to
energy consumption.

Therefore, in order to efficiently use the energy produced from certain RES, such as
wind turbines and photovoltaics, it is necessary to store the energy produced during the
low consumption hours in order to use it during the high consumption hours. The main
available energy storage techniques are pumped storage hydropower (using the pumping
of water from a reservoir of low elevation to one of high elevation during low consumption
hours and then allowing the flow of water from the high to low reservoir for the production
of electric energy during peak hours), batteries, and hydrogen [54].

This plan mentions storage in batteries or in gas production (e.g., hydrogen), without
giving specific data, but pumped storage hydropower is not included. However, pump
storage could be an efficient way of storing energy. In addition, the creation of new water
reserves could be very beneficial for agricultural purposes. The storage of energy in
batteries on the level of an entire country can be quite problematic, as the cost of these
batteries may be too high. Moreover, the environmental consequences of this very high
amount of necessary batteries are not negligible [55,56].

Therefore, it is proposed that the alternative of pumped storage hydropower, instead
of the battery storage that is proposed in this plan, is developed.

4.7. Vehicle Electrification

One of the actions of the NECP to reduce the use of fossil fuels is to increase the
electrification of vehicles. The plan presents an estimation for the development of electric
mobility in Greece until 2030. However, the estimated numbers are rather high.

The total market for new passenger cars is projected to increase from 103,431 units in
2018 (reference year) to 275,133 units in 2030, which corresponds to an annual increase of
8–11%, which is rather high. It should be noted that sales of 280–320,000 units/year took
place in Greece during the period of 2000–2006.

However, the economic development of that past period cannot be compared to the
current economic situation of Greek households. In addition, the plan estimates that
Greece’s GDP will be approximately the same as in 2008, when the economic crisis started,
only by 2030. It should be noted that the rest of the European countries will have recovered
much earlier from this economic crisis and will be at much higher corresponding levels of
GDP in 2030. Having gone through a severe economic crisis, with declining incomes, high
unemployment, and a large exodus abroad, especially of young scientists, it is probably
very difficult to have such a large increase in the market for new passenger cars. Additional
components that support this argument are:

• The market of passenger cars is much more saturated than in the period of 2000–2006;
• The implementation of sustainable mobility should lead to an increase in the use of

public transport, so the needs for passenger cars will be lower in the future;

276



Sustainability 2021, 13, 13143

• This plan estimates an additional reduction in the country’s population, as a result
of either a decrease in births or migration abroad. It should be noted that the num-
ber of births per woman in Greece was only 1.4 in 2017, a value that is one of the
lowest not only in Europe, but also worldwide. Low birth rates and migration of
the Greek population abroad are both signs of economic recession and not of high
economic growth;

• A high increase in the prices of residences (both for acquisition and rent) has occurred
since 2017. Is should be noted that the index of the prices of dwellings constantly
increased from 1997 to 2008 and then constantly decreased until 2017, due to the
economic crisis. It is estimated that this increase will continue in the coming years [57].
This increase absorbs a higher and higher percentage of the income of households,
and is rather competitive to the automobile markets, as it reduces disposable income
for the purchase of a passenger car.

Moreover, the estimated rate of electric vehicle penetration (24–30% by 2030) may be
overestimated. Electric vehicles, from almost non-existent today, are projected to have a
quite-high penetration in 2030. Given the current available technology for electric cars
(such as the number of kilometers that an electric vehicle can travel, sufficient for urban
travel but not always for long-distance, or battery life, etc.), the necessary infrastructure to
be created to recharge a car’s battery, especially in public places, and the higher prices of
electric cars compared to conventional vehicles, the above objective for the penetration of
these cars may not be met so early. Several researchers already expressed their reservations
about the announced rapid introduction of electric cars to the market [58]. It should also be
noted that, as an additional difficulty, the battery-charging infrastructure of electric cars in
public places is quite problematic in Greek cities, due to the general insufficient width of
sidewalks and, moreover, to the high lack of parking availability in all Greek cities.

Due to the higher price of electric vehicles compared to conventional ones, high
financial incentives for their purchase will probably be required, and this will be another
additional charge for the Greek national budget and the Greek National Balance, as all
these vehicles are imported.

For the above reasons, the existence of several scenarios with alternatives is more
than necessary.

4.8. Public Transportation

Although there is a specific chapter in this plan on the electrification of passenger
cars, the increase of public transportation in Greece is not taken into consideration. It is
well known that the use of public transportation emits lower CO2 emissions than the use
of passenger cars [59], and this difference is even higher in a complete product life-cycle
analysis, with all the external costs taken into consideration, since the total impact of
policies or measures in the long term are unclear [60].

Greece has one of the lowest percentages of train-passenger kilometers, and the second
lowest percentage of railways for the transportation of goods in the EU [61,62]. Moreover,
Greece showed a very high decrease in the share of public transport in total passenger
traffic, from 28% in 2000 to 18% in 2018 [62].

The shift to public transport is therefore of paramount importance, and this action
should be immediately taken into consideration in this plan.

4.9. Energy Savings

The remarks concerning the energy savings are analyzed as a function of the type of
the building: public administration buildings or residential buildings.

4.9.1. Energy Savings in Public Administration Buildings

The plan provides an annual energy upgrade of 3% of the total surface of the buildings
of the central public administration. Some facts should be mentioned here. The first is
that the ages of Greek public administration buildings are quite high [63]. In addition,
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many of them are listed; therefore, they require a specific process for their restoration and
the targeted energy results cannot be achieved easily. Moreover, the procedures for such
upgrades in the public sector are very time-consuming. These facts show that the target of
the energy upgrade of 3% of the total surface each year is very probably unattainable, at
least during the first years. On the other hand, there is an urgent need to upgrade much
more than one-third of the total buildings’ area by 2030.

The above shows that it is initially necessary to radically review and accelerate the
current procedures for the energy upgrade of public buildings, of course with the necessary
protection of listed buildings, and set a more ambitious target. The energy-saving measures
must be first implemented, as saving energy is one of the most efficient measures to
decrease CO2 emissions.

4.9.2. Energy Savings in Residential Buildings

In Greece, there were about 3 million households and more than 6 million residences
in 2019 [63]. More than 55% of these residences were built before 1980, i.e., they have very
poor energy performance [63]. The plan proposes the energy upgrade of 60,000 residences
per year, a number that corresponds to less than 10% of all residences by 2030. This
percentage is obviously very small.

If the estimated economic growth is taken into account (the country’s GDP will be
by 2030 equal to that of 2008), it seems that the disposable income of citizens for energy
upgrades will not be very high. This statement indicates that either there will be financial
difficulty in upgrading many buildings, or that large public funds will be required for
subsidizing this upgrade. For an estimated cost of EUR 10,000–15,000 for a residence of
80–100m2 (depending on the climatic zone, the age of the residence, the exposure, etc.), the
total cost will be more than EUR 60 billion. For comparison, the public revenues, spending,
and the Program of Public Investment of the Greek state was, in 2019, EUR 53.02, 57.79,
and 6.75 billion, respectively, and the GDP of Greece was EUR 192.75 billion in 2020 [64].

The plan also proposes an increase of the use of domestic natural gas. Taking into
consideration the current coverage of Greece in the use of natural gas (only 5.4% of the
residences used natural gas from 2011–2012 [65]) and the large and time-consuming projects
required to increase the natural gas network, there are high reservations for the rapid
penetration of the use of natural gas. Therefore, it is necessary to change the priorities
and practices followed so far in order to achieve this goal. At this point, we can again
express the previous comment concerning the choice to use domestic natural gas while
other countries choose to abandon it.

4.10. Local Production of Products, Dietary Habits

There are several additional measures to decrease the emission of greenhouse gases.
One of them is local/global production/consumption. The large penetration of global-
ization led to the high increase of the transportation of products on a global scale. How-
ever, a very effective action to decrease CO2 emissions is to enhance the local produc-
tion/consumption of products, as their transportation is significantly decreased. This
policy has proven to be one of the most effective policies/actions to reduce greenhouse gas
emissions from product transport (e.g., “food-kilometers”) in the case of food transport [66].

However, this action is completely missing from this plan. In addition, this policy can
strengthen the Greek economy and Greek businesses, and help with the creation of new
jobs, especially in small cities or suburban areas. The dynamic integration of this policy is
proposed in this plan. Specific policies and actions must be implemented immediately, as
this policy will bring only positive results.

The food sector is responsible for a large proportion of greenhouse gas emissions,
stemming from the production of primary food products, their process, transport, etc. [67].
Greece has an average consumption of 3353 kcal/cap/day calories in 2017, against the
2000 calories a day for women and 2500 for men that is recommended by the WHO [68].
Meat consumption in Greece is 76.7 Kg/cap/year [69], compared to 63.12 Kg/cap/year in
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Europe in 2013 [70]. The decrease in extra calories and meat consumption can be two very
efficient methods for the decrease in the greenhouse gas emissions of a country [67], with a
very low cost and, moreover, with several other significant health advantages. However,
there is no mention in this plan about these, or similar, alternative and low-cost measures
for the decrease of greenhouse gases emissions.

4.11. Energy Price, Social Impact, Energy Poverty

The causes of energy poverty are low incomes, high fuel prices, and the poor thermal
conditions of houses [71,72]. A total of 35% of Greeks have debts to energy bills (first
place among the member countries of the European Union) and the percentage of Greeks
who cannot keep their home warm is very high, ranking Greece in third place among the
member states of the European Union [73].

It is, therefore, absolutely necessary that the actions of the plan should focus on
mitigating energy poverty. However, there are some reservations about the effectiveness of
the proposed actions. Reducing energy poverty requires either a high increase in income
or a high decrease in the price of energy. However, the plan does not foresee either of those
two options. Based on projected GDP growth in Greece, the Greek GDP will reach that of
2008, i.e., before the economic crisis, only in 2030.

The plan estimates a decrease in the price of RES in the coming years without provid-
ing more information about the final prices or about how this decrease will take place. It
should be noted that it is very difficult to obtain the real cost of energy production of RES
from official sources and, thus, this point cannot be verified.

It should be noted that the complete de-lignification and change of the energy mix of
Greece in such a short period of time carries the risk of a significant increase in the final
price of electricity. In recent years, from 2006 to 2017, there has been an increase of 28%
in the price of electricity for medium-sized industries and 177% for households [74]. The
current worldwide increases in fuel and energy prices are another example. Therefore,
several reservations can be expressed about the announced decrease of energy prices in the
coming years. In addition, the plan does not present alternative scenarios if the projected
final energy price does not occur, nor possible actions or legal shields in case of speculative
trends from the liberalized energy market.

Therefore, the decrease of energy poverty mentioned in the plan seems to be very
difficult to achieve. It is proposed here that more generous, but also more specific measures
to deal with this phenomenon are adopted. The control of household energy prices is the
first of those measures.

Is should be noted that the environmental and social impacts from the energy transi-
tion to the main lignite area of Greece, that of Western Macedonia, are analyzed in another
work [75].

4.12. Education, Public Awareness

The change of the energy mix of Greece with the shift to RES and natural gas, the
gradual change of the fleet of vehicles to electric cars, and the actions of energy-upgrading
buildings, etc., will bring significant changes in many technical professions directly related
to the above issues.

It is obvious that not only these professions must be protected from any downgrading,
but also that a substantial improvement of their role as well as their working conditions
should take place. To upgrade these professions, the role of education and training should
be enhanced, in addition to institutional and legislative upgrading. Education and training,
both conventional and lifelong, and both in presence and distance, need to be upgraded
to issues related to energy, the environment, and climate change. These issues need to be
more strongly integrated at all levels of education, starting from the lowest, even that of
primary school. However, in Greece, during the last years, there is a severe lack of technical
workers to face the necessary technical works of the energy transition, and this is not taken
into consideration in this plan.
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Additionally, it is already known that well-informed and sensitized citizens can
implement environmental protection actions much better than those who are not properly
or fully informed [76,77]. Several points of the plan refer to citizens/consumers’ actions
on energy and climate change; however, these points are quite unclear. A specification of
the increase of public information and awareness on issues of the safe and proper use of
energy, energy savings, environmental protection, and climate change is proposed.

4.13. Regional and Sectoral Plans

The plan proposes individual regional plans to better implement the objectives of the
project in the regions of Greece. According to the National Statistical Authority of Greece,
the regions of Greece have an imbalanced contribution to the country’s GDP [78]. Special
mention should be given to regions with a small contribution, so as not to exclude these
regions or to have them find themselves at second speed from the actions to be developed.

However, in addition to regional targeting, a sectoral dimension of this plan is missing.
The establishment of a sectoral plan is probably more important than those of regional
plans and should be established very soon.

5. Discussion

The main pillars of a National Energy and Climate Plan should first take into consid-
eration the future energy mix of the country to mitigate climate change. However, energy
is one of the main pillars of society and economy. For this reason, available energy, for
example, without power interruptions or blackouts, and energy at an affordable price must
be ensured so that the economy can function efficiently, but also to protect the disposable
income of citizens and small enterprises. The high price of energy is the main reason
for energy poverty, a very significant social problem in Greece, but also in many other
countries in Europe or worldwide.

As a first step, a policy maker should guarantee that his proposal is efficient. If, for
some reason, this proposal cannot be implemented, efficient alternatives should be applied.
It is very strange that the Greek NECP lacks a risk analysis and proposes no alternatives to
cover the probable cases of failure. This is a major shortcoming of this plan and should
be restored as soon as possible, especially taking the very high increase of energy prices
during 2020 into consideration. Greece, especially, is characterized as the most expensive
wholesale electricity market in Europe, with the wholesale price at EUR 157 per MWh, a
70% increase since the beginning of the year [79].

Energy mixes and alternative technologies are the other critical points of this plan.
The very rapid de-lignification of the country and the transition to natural gas can lead to a
very problematic situation. The first point is that the decrease in greenhouse gas emissions
will not be as high as is expected, mainly due to leaks of natural gas and its high global
warming potential [26–28]. Additionally, the deterioration of the country’s trade balance
from the transition to natural gas is not taken into consideration in this plan. However, this
is a major point, as the trade balance of Greece is, generally, highly negative. For example,
the trade balance of Greece reached its highest point in 2015 (EUR -1.8 billion), during the
debt crisis due to the collapse of aggregate demand, while it reached its lowest point on
2020 (EUR -12.52 billion) because of the collapse of tourism. Moreover, the trade balance of
Greece becomes more negative when the GDP increases [80].

The energy dependence of Greece is also not taken into consideration, as a local
product, lignite, is substitute with an imported one. A very specific analysis, using several
scenarios of energy prices, should have been conducted to prove the advantages of this
transition. However, this analysis is not shown in this plan. It is also clear that natural gas
will be used only for some decades, and this statement adds a supplementary cost for the
replacement of the infrastructure created only for a limited period of time.

More sustainable alternatives, such as the combustion of biomass, the gasification of
lignite, or carbon storage, are not considered in this plan. However, the precise economic,
environmental, and social evaluation of these alternatives, using different scenarios, should
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have been completed first. The same is valid in the case of energy storage, which is
necessary due to the high future penetration of RES, where no comparative analysis, with
different scenarios, is provided. Pumped storage hydropower, one of the established
techniques for energy storage, is not compared with the other techniques to prove that
storage in batteries has a lower cost, is more efficient, and more environmentally friendly.

The plan proposes a gradual shift to electric passenger cars. However, the targets set
are overestimated and cannot be reached very easily. Moreover, the increase in the use of
public transportation, one of the most efficient methods for decreasing CO2 emissions from
the transport sector, is not taken into consideration in this plan.

Energy saving is one of the most efficient ways to decrease greenhouse gas emissions.
However, the proposed energy savings in public buildings and private residencies are too
low and, moreover, will not be achieved very easily. Energy-saving measures must be first
implemented before examining a radical change to an energy mix, which will probably not
be adequate for the new consumption of energy.

Other alternatives for the mitigation of greenhouse gas emissions, such as the en-
hancement of local production/consumption, or the very low action of changing dietary
habits, which also have several other advantages for human health, are not taken into
consideration in this plan. In addition, the establishment of a circular economy is not strong
enough in this plan.

The social impacts of this energy transition are weakly taken into consideration in this
plan. Some examples are the provision for technical workers, and their education/training,
or the social awareness and information of citizens.

The absence of sectoral plans is another shortcoming of this plan; these plans should
be established as soon as possible.

Finishing the list of main shortcomings, the future low energy price is not guaranteed
in this plan. It is mentioned that future energy prices will be lower than the current ones
without providing, however, a precise analysis. Even if there are some actions to tackle
energy poverty, achieving this with a low economic growth, high energy prices, and a low
percentage of dwellings renovated each year is impossible.

From the previous analysis, a more detailed examination of the possibility of con-
tinuing to exploit lignite, an available domestic product, for a longer time, instead of its
complete substitution with imported natural gas, (at least until the cost of energy produced
from RES decreases significantly) is therefore proposed. This can be done by using mod-
ern, more environmentally efficient technologies, by combining lignite combustion with
biomass combustion or gasification technology, and by using synthetic gas and, in addition,
carbon storage technology, as is exposed here.

There is also a very strong necessity to ensure the availability of all forms of energy at
an affordable price. It is proposed that special care is taken to verify the projected reduction
in the prices of energy and that actions, institutional initiatives, and other arrangements
are taken so that the final price of energy does not increase and, additionally, so that any
speculative trends are avoided.

6. Conclusions

The Greek National Energy and Climate Plan set the priorities of the Greece in the
terms of Energy and Climate. A complete de-lignification by 2028 is proposed. The future
energy mix will be mainly composed of natural gas and RES.

This plan has several shortcomings: there is no risk analysis and no alternative
scenarios are proposed; the participation of other energy sources, such as biomass or the
gasification of lignite, is not considered; energy storage is mainly focused on batteries and
hydrogen, while pump energy storage is not considered; the targets set for the electrification
of the passenger car fleet are too difficult to achieve, and at the same time, there is no
provision for the enhancement of sustainable mobility by increasing the participation of
public transportation; energy savings in buildings are not so ambitious; the tackling of
energy poverty is almost impossible; and the same goes for the control of energy prices.
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It is suggested that this transition be delayed for some years, taking into consideration
the most sustainable paths for transitioning, such as using more alternatives.
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Abstract: South Korea has set up a plan to convert 24 coal-fired power plants into natural gas-fired
ones by 2034 in order to reduce carbon dioxide (CO2) emissions. This fuel transition can succeed
only if it receives the public support. This article seeks to investigate the public acceptance of the
fuel transition. For this purpose, data on South Koreans’ acceptance of the fuel transition were
gathered on a nine-point scale from a survey of 1000 people using face-to-face individual interviews
with skilled interviewers visiting households. The factors affecting acceptance were identified and
examined using an ordered probit model. Of all the interviewees, 73.6 percent agreed with and
12.2 percent opposed the fuel transition, respectively, agreement being about six times greater than
opposition. The model secured statistical significance and various findings emerged. For example,
people living in the Seoul Metropolitan area, people who use electricity for heating, people with a low
education level, young people, and high-income people were more receptive of the fuel transition
than others. Moreover, several implications arose from the survey in terms of enhancing acceptance.

Keywords: coal; natural gas; CO2 emissions; public acceptance; ordered probit model

1. Introduction

Since coal has a higher carbon content than other fossil fuels such as oil and natural
gas (NG), it emits more carbon dioxide (CO2), a greenhouse gas, during the combustion
process. As a result, countries around the world are making various efforts to reduce coal
power generation to prevent climate change [1,2]. In other words, energy transition is being
pushed around the world to change from coal, which is high-carbon energy, to low-carbon
or zero-carbon energy [3–5].

For example, the United States will shut down one-fifth of all coal-fired power plants
by 2025 [6,7]. Germany plans to abolish all coal-fired power plants by 2038 by enacting
the so-called ‘de-coal law’ and establishing a three-stage de-coal schedule [8,9]. As of
December 2019, the plan is to reduce the capacity of 43.9 GW coal-fired power plants in
Germany to 30 GW by 2022, 17.8 GW by 2030, and zero by 2038. In China, NG-fired power
plants, replacing coal-fired power plants, are expected to grow at an average annual rate of
10% from 2025 to 2030, with a capacity of 235.7 GW by 2030 [10]. Japan also has a plan to
abolish 100 of its 140 coal-fired power plants by 2030 [11].

South Korea is no exception to this trend [12]. The Ninth Basic Plan for Electricity
Demand and Supply (2020–2034), which was finalized at the end of December 2020,
proposed a goal to reduce the proportion of coal-fired power generation from 40.4 percent
in 2019 to 29.9 percent in 2034 [13]. This is quite challenging as it will abolish 30 coal-fired
power plants, half of the total of 60 coal-fired power plants in operation, by 2034. Of the
30 coal-fired power plants that will be abolished, six will be shut down completely, while
the remaining 24 will be converted to NG-fired power plants. In producing the same
amount of electricity, an NG-fired power plant emits less than half of the greenhouse gases
emitted by a coal-fired power plant. In addition, if this trend continues, the remaining

285



Sustainability 2021, 13, 10787

30 coal-fired power plants that are supposed to operate without being abolished by 2034
are expected to be converted into NG-fired power plants or abolished as early as possible.

South Korea’s total CO2 emissions in 2018 stood at 728 million tons, ranking eighth
in the world; its per capita CO2 emissions ranked higher, at sixth in the world. More
specifically, the electricity and heat sector, industry sector, transportation sector, and
commercial and other sector accounted for 287 million tons (39.4%), 243 million tons
(33.4%), 98 million tons (13.5%), and 100 million tons (13.7%), respectively. Total CO2
emissions in 2018 reached 149 percent of the amount in 1990, but CO2 emissions in the
electricity and heat sector reached 480 percent of the amount in 1990. That is to say, since
the increase in CO2 emissions in the electricity and heat sector is due to the increase in
coal-fired power generation, reducing coal-fired power generation has emerged as the most
basic challenge to reducing CO2 emissions [14,15].

Under the Paris Agreement signed in 2015, South Korea submitted a nationally de-
termined contribution (NDC) with a goal of reducing its 2018 greenhouse gas emissions
by 26.3% by 2030 to the United Nations Framework Convention on Climate at the end
of December last year. Currently, raising the reduction target on the NDC is discussed in
preparation for the 26th Conference of the Parties to be held in Glasgow, United Kingdom
in November 2021. For the successful implementation of the NDC, the power generation
sector should abate its 2018 greenhouse gas emissions (269.6 million tons of CO2e) to
192.7 million tons of CO2e by 2030. To this end, the South Korean government intends to
change the mix of the power generation sources in two directions [13].

First, South Korea will increase the share of renewable energy (RE) generation from
6.5% in 2019 to 20.8% by 2030. In particular, current global trends suggest that RE has
become more reliable and cost-effective [16]. In South Korea, RE-related costs have been
gradually decreasing. However, not a small amount of subsidies are still required for RE
generation projects. This is because the price of RE facilities continues to fall, but the costs
of compensation for local residents are increasing significantly as the acceptance of the
residents in areas where RE facilities are being installed is getting worse. Therefore, the
implementation of the NDC is almost impossible with the expansion of RE alone.

Second, replacing some of the coal-fired power plants with NG-fired ones will be
promoted. Some argue that a significant portion of the coal-fired power plants being
abolished should be substituted with RE. However, there are many limitations in terms
of intermittency and variability to significantly expanding RE immediately. Moreover,
unfortunately, South Korea’s power grid is not linked to that of neighboring countries,
and its technological capabilities and market systems are not fully equipped to cope with
the variability of RE. Thus, most of the coal-fired power plants that are abolished will be
replaced by NG-fired ones for the time being. Of course, since RE will expand significantly
in the long term, NG-fired power plants are expected to serve as bridges in the era of
energy transition [17–19].

Three major problems have been raised in this regard, causing some controversy. First,
South Korea is one of the highest-cost countries in the world to consume NG, as it must
liquefy, transport, vaporize, and use NG produced overseas. In other words, converting
power generation fuel from coal to NG could increase costs and eventually lead to higher
electricity bills [20], which could increase the burden on the people and weaken industrial
competitiveness. Second, almost all of the NG consumed in the country depends on
imports, and due to its high dependence on the Middle East, such as Qatar and Oman, NG
supply and price stability are weak depending on international political circumstances [21].
Therefore, it is pointed out that it may be not desirable to expand the use of NG in terms
of improving energy security [22]. Third, comparing the number of people employed at
coal-fired power plants with those employed at NG-fired power plants of equal capacity,
the fuel transition is expected to reduce the number of jobs as the latter is about half of
the former.

Because the above three issues have become disputable problems and no one is willing
to take responsibility, public consensus on fuel transition is insufficient due to a lack of
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public debate and discussion [23]. In some cases, the fuel transition may not be carried
out and may only have a declarative meaning, or it could run aground in the face of
public opposition. Thus, it is necessary to draw clear implications after determining the
public’s acceptance of the fuel transition from coal to NG at this point in time [24,25].
This is because it is the people who bear the social costs of fuel transition, and energy
policymakers desperately need information about their acceptance.

With countries around the world struggling to reduce greenhouse gas emissions, the
policy of converting power generation fuels from coal to NG is a global trend [26]. This
fuel transition can be seen from two perspectives. First, both coal and NG are fossil fuels,
but the fuel transition is inevitable because in generating the same amount of electricity
combustion of NG emits much less both CO2 and particulate matters than that of coal.
For example, de Gouw et al. [27] reported that emissions of greenhouse gases and air
pollutants decreased by 56% and 40–44%, respectively, when converting fuel from coal
to NG. Eventually, in order to reduce emissions of air pollutants as well as greenhouse
gases, the transition of power generation fuel from coal to NG will accelerate [14,28]. As
mentioned earlier, the representative countries that are pursuing this fuel transition are the
United States, Germany, China, and Japan [26].

Second, because NG also emits CO2 during combustion, NG plays a role as a bridge
energy that maintains an intermediate stage to a complete RE society [18,19,29–31]. Of
course, since NG is also a fossil fuel, the expansion of its use may be limited at some point
in the future. However, it is expected that its role as a bridge energy will expand [32,33].
Regardless of which of the two perspectives is more important, the fuel transition will
continue for the time being.

However, so far as the authors know, there is no literature that analyzes the public
acceptance of the fuel transition and the factors affecting it. Since the fuel transition leads
to an increase in power generation costs, the public acceptance of the transition needs to be
clearly examined. This study aims to meet this need. In other words, this study intends
to add this analysis using the specific case of South Korea to the literature at a time when
coal as a power-generation fuel is being replaced by NG, but investigation of the public
acceptance of the replacement and the factors influencing it remains scarce.

The public acceptance covered in this paper is not about technology or the fuel itself.
The fuel transition can have several effects, but the most important effect is an increase
in electricity bills. Therefore, the main target of the public acceptance dealt with in this
study can be said to be the increase in electricity rates caused by the fuel transition. This
is because abolishing coal-fired power plants and converting them into NG-fired power
plants will reduce greenhouse gas emissions while increasing electricity rates. In the South
Korean situation, NG is more expensive than coal.

After simply examining the public acceptance of the transition of power generation
fuel from coal to NG, this study attempts to analyze the factors that affect its acceptance. To
this end, a survey of 1000 people nationwide was conducted and the results reported. To
the best of the authors’ knowledge, since this attempt is the first in South Korea and there
are few cases internationally, this research is believed to be able to contribute significantly to
the related literature. The remainder of this paper consists of four sections. The next section
reports a brief literature review, and the history and the present situation of coal-fired
power generation in South Korea. Section 3 presents a description of the materials and
methods adopted in this work. Section 4 explains and discusses the results. Section 5 deals
with conclusions.

2. Brief Literature Review and History of Coal-Fired Power Generation in South Korea

2.1. Literature Review

Public acceptance, as well as expert opinion, is an important consideration in the
establishment and implementation of energy policies [34]. Therefore, a number of studies
have been conducted to analyze the public acceptance of various RE sources and energy
policies. For example, the public acceptance of hydrogen technology [35], hydrogen
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charging stations [36,37], solar energy [38], wind energy [38–41], geothermal energy [42],
hydroelectric energy [43], energy infrastructure [44,45], various energy sources [46], RE
cooperatives [47], RE policies [48], and energy transition policy [4] have been analyzed in
the literature.

Some of these studies identified factors influencing public acceptance and then ex-
amined them as independent variables. For instance, Huijts et al. [37] used variables
on individual perceptions such as individual behavior, perception of the effectiveness of
hydrogen charging stations, subjective norms, personal norms, trust in industries, trust in
local governments, awareness of environmental issues, and awareness of fairness in hydro-
gen charging station deployment. Mistur [46] employed health level, political orientation,
ideology, gender, education, age, race, religion, and residential area as variables. Tabi and
Westenhagen [43] adopted gender, age, income, education, political views, residential areas,
and membership of environmental organizations as variables.

Kim et al. [40] utilized gender, education, age, income, residence in the metropolitan
area, home solar power retention, average monthly electricity consumption per household,
perception of the proportion of NG-fired power generation in the nation’s total energy
generation, and political tendencies as variables. Fischer et al. [47] included risk-taking
perception, patience, political orientation, environmental perception, age, gender, educa-
tion, income, rural area residence, and West Germany as variables. Kim et al. [4] deployed
gender, age, education, income, residence in the metropolitan area, electric heating, cook-
top use, environmental awareness, and prior knowledge of the renewable energy 100%
campaign as variables. Furthermore, Venkatesh et al. [49] formulated the unified theory of
acceptance and use of technology, and analyzed user acceptance of information technology.
They found that the socio-demographic factors and individual experience affect individual
acceptance of information technology.

Looking closely at these factors, they are largely divided into four categories. The first
category is the socioeconomic variables of the respondent. Most of the studies that analyzed
the public acceptance considered variables such as gender, age, education, and income
of respondents. The second category is related to respondents’ perception and includes
respondents’ perception of energy policy, RE-related technology, or prior knowledge of the
object to be investigated. The third category is the variables concerning the respondent’s
living environment, the location of the respondent’s residence, and the characteristics of the
respondent’s house. The fourth category relates to the characteristics of respondents. For
example, whether respondents engage in environmental group activities or use eco-friendly
products. The variables used in previous studies are summarized in Table 1.

Table 1. Factors affecting public acceptance used in previous studies.

Factors Sources

Gender Kim et al. [40], Tabi and Wuestenhagen [43], Mistur [46], Fischer et al. [47],
Kim et al. [4], Venkatesh et al. [49], Seo et al. [19]

Age Kim et al. [40], Tabi and Wuestenhagen [43], Mistur [46], Fischer et al. [47],
Kim et al. [4], Venkatesh et al. [49], Seo et al. [19]

Education Kim et al. [40], Tabi and Wuestenhagen [43], Mistur [46], Fischer et al. [47],
Kim et al. [4], Seo et al. [19], Kim et al. [28]

Income Kim et al. [40], Tabi and Wuestenhagen [43], Fischer et al. [47], Kim et al. [4],
Seo et al. [19], Kim et al. [28]

Residential area Kim et al. [40], Tabi and Wuestenhagen [43], Mistur [46], Fischer et al. [47],
Kim et al. [4], Seo et al. [19]

Personal life
characteristics

Huijts et al. [37], Kim et al. [40], Tabi and Wuestenhagen [43], Kim et al. [4],
Seo et al. [19]

Health and faith Mistur [46]
Personal

Perception
Huijts et al. [37], Kim et al. [40], Tabi and Wuestenhagen [43], Mistur [46],
Fischer et al. [47], Kim et al. [4], Venkatesh et al. [49], Seo et al. [19]

2.2. History of Coal-Fired Power Generation in South Korea

Coal-fired power plants, along with nuclear power plants, have contributed signif-
icantly to enhancing the industrial competitiveness of the export-driven South Korean
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economy by serving as a source of low electricity bills over the past 30 years. With the
country’s successful localization of coal-fired power plants with a capacity of 500 MW,
coal-fired power plants have not only played a role in offering a cheap and stable power
supply, but also helped create jobs. South Korea suffered a nationwide rolling power
outage on 15 September 2011 due to a lack of power supply facilities. A stable power
supply emerged as an important task, and the Sixth Basic Plan for Electricity Demand
and Supply (2013–2027), announced in February 2013, reflected the new construction of
10.5 GW capacity of coal-fired power plants [50].

In the course of establishing the Seventh Basic Plan for Electricity Demand and Supply
(2015–2029), announced in July 2015, reducing the proportion of coal-fired power plants
was discussed for the first time to reduce emissions of CO2 and particulate matter [51].
However, the trend of expanding coal-fired power plants remained, as a stable electricity
supply was considered more important than the environment. Until April 2017, a policy
of continuously expanding coal-fired power generation had been implemented since the
cost of coal-fired power generation was lower than that of NG-fired power generation
or that of RE generation. In particular, the Ministry of Trade, Industry and Energy—a
South Korean government department in charge of electric power policy—judged that
maintaining cheap electricity bills through coal-fired power plants was more important
than supplying eco-friendly power.

However, with the launch of a new government advocating energy transition in May
2017, policies began to be implemented to control the pace of the increase in coal-fired
power plants. The coal-fired power plants under construction would be completed to
stabilize the supply and demand of electricity, but all of the planned new coal-fired power
plants would be scrapped, and older coal-fired power plants that reach 30 years of operation
would be abolished [52]. The coal-fired power plants which were abolished were old and
had a small capacity of 500 MW, but the coal-fired power plants under construction were
the latest model, with a capacity of more than 1000 MW. Therefore, the speed of increase in
the number of coal-fired power plants was reduced, but it was not planned to reduce the
overall capacity of the coal-fired plants significantly.

Since then, severe particulate matter problems occurred in March and April 2019.
People’s anxiety about particulate matter overwhelmed other social problems. In April
2019, the National Climate and Environment Council was launched as a state agency to
take responsibility for and deal with particulate matter under the President’s direct control.
Ban Ki-Moon, who served as the Secretary-General of the United Nations, was appointed
chairman of the Council, to take charge of international cooperation to reduce particulate
matter. The Korea Ministry of Environment announced that about 15 percent of particulate
matter generated in the country was emitted from coal-fired power plants, and the issue of
how to deal with coal-fired power plants was seriously discussed.

As a first step, the Council proposed the introduction of a particulate matter seasonal
management system that would stop or minimize the operation of coal-fired power plants
for four months from December 2019 to March 2020. The Korea Ministry of Trade, Industry
and Energy opposed the introduction of the system, citing a surge in electricity demand
for heating during winter, but the system was introduced and implemented in the name
of reducing particulate matter. Under the system, coal-fired power plants should not
operate as much as possible. If coal-fired power plants are inevitably operated to meet
the increased demand for electricity, their power generation should be lowered to 80% of
normal operation. This is because it is impossible for South Korea’s coal-fired power plants
to reduce their power generation to less than 80% due to their design. Therefore, unlike
other countries that aimed to reduce CO2 emissions, South Korea has begun to push for
reducing coal-fired power generation to abate serious particulate matter emissions.

In November 2020, the year after the Council was launched, it proposed to remove
all coal-fired power plants by 2045. Considering Germany’s push to eliminate coal-fired
power generation in 2038, a vote was taken among selected people in the nation with three
proposed dates to cease coal-fired power generation: 2040, 2045 and 2050; the majority chose
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2045. These people, called national representatives, were 500 people selected from all over
the country by the Council in terms of age, income, gender, and region. In the meantime,
China declared its intention to reach carbon neutrality by 2060 in September 2020, and
Japan declared its intention to reach carbon neutrality by 2050 in October 2020. South
Korea, geopolitically located between the two countries, also declared carbon neutrality by
2050 in October 2020. The specific carbon neutrality route and implementation means will
be determined through further discussions, which are currently active.

The Ninth Basic Plan for Electricity Demand and Supply (2020–2034), which began in
January 2019, was finalized and announced in December 2020, about two years later [13].
The reason it took such a long time was to reflect the greatly strengthened goal to reduce
CO2 emissions compared to the Eighth Basic Plan for Electricity Demand and Supply
(2017–2031). The Ninth Basic Plan for Electricity Demand and Supply (2020–2034) calls for
an additional reduction in CO2 emissions in the power generation sector of 34.1 million tons
by 2030 compared to the Eighth Basic Plan for Electricity Demand and Supply (2017–2031).

Due to time constraints, the Ninth Plan did not reflect carbon neutrality by 2050, but
the Tenth Plan, which is scheduled to be finalized at the end of 2022, decided to reflect it.
The Ninth Plan decided to abolish coal-fired power plants when they reached the age of 30
and to introduce a price-bidding mechanism on coal-fired power plants from April 2022
by setting an upper limit on coal-fired power generation [13]. The amount of coal-fired
power generation decided annually will decrease year by year, and South Korea’s coal-fired
power plants will be shut down in the near future.

3. Materials and Methods
3.1. How to Investigate Public Acceptance

Public acceptance of a particular policy pursued by the government means the quantity
of people who agree with the implementation of the policy. The implementation could gain
momentum if many people vote for it. However, it is difficult to secure momentum for the
policy if many people disagree with its implementation. Thus, as mentioned in Section 2,
there are quite a number of studies analyzing public acceptance of a newly introduced
policy or technology in the field of energy. Of course, people’s approval is not the only
consideration in pursuing a particular policy, but it must be one of the most important
considerations [53].

The first thing to do here is to determine the methodology for analyzing public
acceptance. This study aims to collect data by asking about public acceptance through a
survey of a large number of people selected at random. Surveys are an effective means
of collecting people’s opinions directly [4,34,40]. The study will investigate whether, in
order to reduce CO2 emissions, they are in favor of or against the policy of abolishing
coal-fired power generation early and replacing the corresponding capacity with NG-fired
generation. Not only are the pros and cons examined, but they are also tallied. In fact,
comprehensively aggregating pros and cons is a very simple task. A more complex and
meaningful task is to derive the implications by analyzing the determinants of those pros
and cons, which is also performed in this work.

First, various issues related to survey data collection, such as the survey target, sam-
pling method, sample size, and survey method, are reviewed below, given that a survey is
used for this study. Next, how to construct specific questions to identify public acceptance
is explained. Finally, an econometric model is presented that can derive implications
by analyzing the determinants while considering the nature of the data collected on
public acceptance.

3.2. How to Gather the Data through a Survey

Regarding the collection of data, the survey method, survey target, sampling method,
sample size, and survey area are determined. First, the survey method used in this study is
a costly person-to-person individual interview with households. Of course, other low-cost
survey methods were also available, such as postal interviews, telephone interviews, and
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internet interviews; however, person-to-person individual interviews were essential to
fully explain the background to the transition of power generation fuel from coal to NG. In
the case of postal interviews, there is no guarantee that people will properly look at the
enclosed data, and the collection rate of questionnaires is extremely low in South Korea. In
the case of telephone interviews, it is difficult to fully explain background information to
respondents. While internet interviews have the advantage of being the lowest cost of the
survey methods, they can cause problems that make random sampling difficult, leading to
an increased probability of sample selection bias.

Second, the survey target in this study was selected as adults aged between 20 and
65 years. Of course, the opinions of people under 20 or over 65 may be important, but to
obtain a responsible answer, the survey target was limited to those who could engage in
economic activities. In South Korea, one graduates from high school at the age of 19 and
becomes a true adult from the age of 20, becoming a university student or getting a job, and
engaging in economic activities. In addition, people aged 65 usually retire from economic
activity. Meanwhile, the proportions of men and women in the survey were the same.

Third, the sample size in this study was 1000. If a relatively large sample size is used,
it is desirable in that it reflects many people’s opinions, but it also creates disadvantages
that increase the cost of the survey. In the end, it was necessary to determine the sample
size that could collect people’s opinions with some representation and avoid the problem of
a sharp increase in survey costs. In this regard, Arrow et al. [54] pointed out that a sample
size of 1000 may be appropriate to collect people’s opinions. The Korea Development
Institute [55] also proposed that the sample size be 1000 when conducting a survey for
public sector decision-making. The sample size of 1000 used in this study is consistent with
the suggestions made in these studies.

Fourth, the interviews were conducted by experienced interviewers belonging to a pro-
fessional survey company. The authors first fully discussed the content of the questionnaire
with the company’s supervisors. Next, the supervisors trained the interviewers. In the
course of the training, interviewers practiced questioning each other with the questionnaire.
Interviewers who completed the training visited households and had them complete the
questionnaire. The interviewers checked that there was no response to the main questions
in the questionnaire and asked respondents to correct and supplement the questionnaire
if necessary. Respondents who completed the questionnaire received simple household
items such as a shopping bag, toothpaste, or a portable sewing kit as gifts.

Fifth, out of a total of 17 provinces in South Korea, 16 provinces were targeted,
excluding Jeju Island. This was because Jeju-do, an island far from the mainland, had
the lowest population among the 17 provinces, while the unit price of the survey was the
highest. For these reasons, Jeju-do is usually excluded when conducting person-to-person
individual interview surveys in South Korea. The Korea Development Institute [55] also
suggests excluding Jeju-do when conducting a national opinion survey.

3.3. How to Prepare the Questionnaire

The final version of the questionnaire used in this study consisted of three main parts.
After explaining the purpose of the survey, the first part asked about basic perceptions
of several things. The second part asked about acceptance of the policy of converting
24 currently operating coal-fired plants into equal-capacity NG-fired power plants by
2034. The third part contained questions about the general characteristics of respondents.
Answers to these questions are considered as candidates for factors affecting acceptance.
The questions were about residential area, heating system, household income, personal
income, education level, age, gender, etc.

For the second part, which is a key part of the questionnaire, how to ask questions
about public acceptance had to be decided. For example, Ono and Tsunemi [56] used four
views: “absolutely disagree,” “slightly disagree,” “slightly agree,” and “absolutely agree.”
However, as a result of requesting a preliminary survey of 30 people from a professional
survey company, two points were raised. First, those who participated in the preliminary
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survey asked to add a “neutral” view. In practice, the most widely used Likert scale adopts
five levels. For example, it would be appropriate to use the five options “strongly disagree,”
“disagree,” “neutral,” “agree,” and “strongly agree.“

Second, participants required more granularity in the five views. For example, instead
of two views, “strongly disagree“ and “disagree,“ it was proposed to use more granular
views. Thus, these two were divided into four: “absolutely disagree,“ strongly disagree,“
“disagree,“ and “slightly disagree.“ The same was true of “strongly agree“ and “agree.“ In
fact, the analytic hierarchy process, developed by Saaty [57] and widely used in decision
analysis, suggests the use of a nine-point scale rather than a five-point scale in value
judgment. Consequently, this research finally used a total of nine views, from opposition
to affirmation, as measures of acceptance. In other words, 1 to 9 correspond to “absolutely
disagree,” “strongly disagree,” “disagree,” “slightly disagree,” “neutral,” “slightly agree,”
“agree,” “strongly agree,” and “absolutely agree.”

3.4. How to Identify the Factors Affecting Public Acceptance

Public acceptance will be affected by a variety of characteristics of respondents. This
research considers a total of 11 variables in relation to these characteristics. The names
and definitions of these are shown in Table 2. In addition, basic statistics such as average
and standard deviation are included in the table. In determining these 11 variables, the
previous studies that investigated some factors affecting the public acceptance presented
in Table 1 were referred to as important. As shown in Table 1, the main variables used
in previous studies were income, residential area, gender, age, education, personal life
characteristics, health and faith, and personal perception. These variables are generally
composed of three categories: the characteristics of respondent households, the individual
characteristics of respondents, and the perception and judgment of respondents. Therefore,
the 11 variables presented in Table 2 are similarly divided into three categories.

Table 2. Information on variables in the model.

Variables Definitions Mean Standard Deviation

Metro Dummy for interviewees living in the Seoul Metropolitan area
(0 = no; 1 = yes) 0.534 0.499

Heating Dummy for interviewee households using electricity for heating
(0 = no; 1 = yes) 0.013 0.113

Income
Dummy for interviewee households’ monthly income being

larger than KRW 4.88 million (USD 5.75 thousand)
(0 = no; 1 = yes)

0.478 0.500

Education Interviewees have more than twelve years’ education
(0 = no; 1 = yes) 0.633 0.482

Age Interviewees’ age 48.009 9.417

Know1 Dummy for interviewees knowing about energy transition policy
well before the survey (0 = no; 1 = yes) 0.408 0.492

Know2 Dummy for interviewees knowing about hydrogen vehicles well
before the survey (0 = no; 1 = yes) 0.323 0.468

Environment Interviewees’ subjective judgment about which is more
important: jobs or the environment (0 = jobs; 1 = environment) 0.456 0.498

Forest Dummy for interviewees being in favor of the utilization of
unused forest biomass (0 = no; 1 = yes) 0.482 0.500

Fsolar Dummy for interviewees being in favor of the expansion of
floating solar power facilities (0 = no; 1 = yes) 0.510 0.500

H2-car Dummy for interviewees being in favor of the expansion of
hydrogen vehicles (0 = no; 1 = yes) 0.359 0.480

The first category is the characteristics of respondent households. This category
contains three variables: Metro, Heating, and Income. The Metro, Heating, and In-
come variables are a dummy for the interviewee’s living in the Seoul Metropolitan area
(0 = no; 1 = yes), a dummy for the interviewee households’ using electricity for heating
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(0 = no; 1 = yes), and a dummy for the interviewee household’s monthly income being
larger than KRW 4.88 million (USD 5.75 thousand) (0 = no; 1 = yes), respectively. The
Income variable is defined as a dummy that identifies whether the interviewee household
income is greater or less than the average value of the sample. That is, considering that the
average monthly household income in the sample is KRW 4.88 million, the Income variable
has a value of one if the interviewee household’s income is greater than KRW 4.88 million
and zero otherwise.

In the second category, two variables, Education and Age, were used as individual
characteristics. The Education and Age variables are dummies for interviewees having
more than twelve years’ education (0 = no; 1 = yes) and interviewees’ age in years, respec-
tively. Other personal characteristic variables, such as the gender of the respondents and
whether they are household owners, were also considered candidates for reflection, but
were eventually excluded from Table 2 as the analysis indicated that they had little effect
on acceptance.

Six variables related to respondents’ recognition and judgment were utilized as
the third category. Know1, Know2, Environment, Forest, Fsolar, and H2-car are dum-
mies for interviewees knowing about the energy transition policy well before the survey
(0 = no; 1 = yes), a dummy for interviewees knowing about hydrogen vehicles well before
the survey (0 = no; 1 = yes), interviewees’ subjective judgment on which is more important
between jobs and the environment (0 = jobs; 1 = environment), a dummy for interviewees
being in favor of the utilization of unused forest biomass (0 = no; 1 = yes), a dummy for
interviewees being in favor of expanding floating solar power facilities (0 = no; 1 = yes),
and a dummy for interviewees being in favor of expanding hydrogen vehicles (0 = no;
1 = yes), respectively.

3.5. How to Model the Data

Two important points should be taken into account in establishing a model in which
acceptance is a dependent variable and the factors affecting this acceptance are independent
variables. First, the observed dependent variable has a range of only 1 to 9—that is, the
minimum is 1 and the maximum is 9. Therefore, the range is not the whole real number, but
a natural number between 1 and 9. Second, the acceptance values are ordinal, not cardinal.
Looking at the score, the measure of acceptance, it is clear that the larger the number, the
greater the acceptance. However, this value is not cardinal. Performing classical regression
without reflecting these two points can produce misleading analysis results.

To simplify the analysis, Ono and Tsunemi’s [56] work transformed the collected data
on a four-point scale into a two-point scale for pros and cons, and then applied a discrete
logit model to the transformed data. However, adopting this approach results in the loss of
important information from data collected on a nine-point scale. Therefore, it is necessary
to apply a model that fully utilizes the collected data. The ordered probit model is useful
in dealing with data on acceptance evaluated on the Likert scale as in this study [58,59].
The model defines a latent variable distributed over the whole real number instead of an
observed variable on a nine-point scale and sets it as a dependent variable. In addition, the
likelihood function reflects the relationship between the observed and latent variables.

The ordered probit model used in this research can be formulated as follows. For
respondent i (i = 1, · · · , I), the latent variable variable, A∗i , and the observed variable,
Ai, are: {

A∗i = yi
′β + ωi

Ai = J if σJ−2 < A∗i ≤ σJ−1 for J = 1, · · · , 9
(1)

where yi is a vector of a constant term and the variables given in Table 2, yi
′ means the

transpose matrix of yi, β is a vector of the parameters matching yi, ωi is the disturbance
term, and σ is a threshold value that is not known and should be estimated.

However, following the usual practice in the literature, σ−1 = −∞, σ0 = 0, and σ8 = ∞
are assumed. Furthermore, the disturbance term is assumed to be distributed as normal
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with a standard deviation of one. Therefore, the probability that the observed variable has
one value of 1 to 9 can be induced as:

Prob(yi = J) = F
(

σJ−1 − yi
′β

1

)
− F

(
σJ−2 − yi

′β
1

)
(2)

where F(·) indicates the standard normal cumulative distribution function. The finally
derived likelihood function is:

L =
I

∏
i=1

9

∏
J=1

Ds
t Prob(yi = J) (3)

where Ds
t = 1(yi = J) for J = 1, 2, · · · , 9 where 1(·) is a function that returns one if the

argument is true and zero otherwise. The maximum likelihood estimates can be obtained
by finding the parameter values that maximize Equation (3).

4. Results and Discussion
4.1. Data

The authors sought to focus on three points in conducting field surveys. First, sci-
entific sampling should reflect the characteristics of the population. Second, experienced
professional interviewers should obtain reliable responses from respondents. Third, the
person-to-person interviews should be carried out maintaining the distancing rules in the
pandemic situation caused by COVID-19. To meet these three points, a professional survey
company took charge of the entire process of the survey. The survey was conducted for one
month from mid-March to mid-April 2021. Judging from the comments of the interviewers
belonging to the company, respondents responded to the survey without any difficulties.
In particular, people were actively involved in the survey because of the controversy over
coal-fired power generation due to issues such as particulate matter and CO2 emissions.

The results from interviewees selecting one of the nine views are presented in
Table 3. Four views—“absolutely disagree,” “strongly disagree,” “disagree,” and “slightly
disagree”—can be aggregated as “disagree with implementing the fuel transition;” while
four views—“slightly agree,” “agree,” “strongly agree,” and “absolutely agree”—can be
aggregated as “agree with implementing the fuel transition”. Of the 1000 respondents,
122 opposed the fuel transition and 736 supported the fuel transition, the latter (73.6%)
being about six times the former (12.2%). Overall, therefore, the approval rate was higher
than the disapproval rate. A total of 142 respondents said “neutral.” It was interesting that
14.2 percent of people were neutral or indifferent to fuel transition.

Table 3. Summary of responses regarding acceptance of replacing coal-fired power plants with
natural gas-fired ones.

Responses Frequency Percentage (%)

Absolutely disagree 2 0.2
Strongly disagree 16 1.6

Disagree 63 6.3
Slightly disagree 41 4.1

Neutral 142 14.2
Slightly agree 140 14.0

Agree 383 38.3
Strongly agree 153 15.3

Absolutely agree 60 6.0

Totals 1000 100.0

4.2. Estimation Results of the Model

The estimation results of the ordered probit model are given in Table 4. R2, which
indicates goodness of fit, was 0.165. In the analysis using cross-sectional data, the value

294



Sustainability 2021, 13, 10787

of R2 is usually low [60,61]. In particular, Gans [62] pointed out that it is a kind of norm
for R2 to be between 0.1 and 0.2 when analyzing data obtained from the survey. Thus, it
can be seen that the value of 0.165 for R2 obtained in this study is not particularly low. A
likelihood ratio test can be applied for the specification test of the model. In this case, the
null hypothesis is that all estimated coefficients except the constant term are zero—that is,
the model is mis-specified. The computed likelihood ratio test statistic was 175.62, which
corresponds to a p-value of 0.000. Thus the statistical significance of this model, determined
at a significance level of 1 percent, is ascertained.

Table 4. Estimation results of the ordered probit model.

Variables a Coefficient Estimates t-Values

Constant 2.6779 8.30 *
Metro 0.4915 6.92 *
Heating 0.5862 1.99 *
Income 0.1262 1.86 #

Education −0.1381 −1.71 #

Age −0.0085 −2.08 *
Know1 0.1689 2.47 *
Know2 0.1306 1.81 #

Environment 0.2248 3.33 *
Forest 0.2658 3.53 *
Fsolar 0.2096 2.63 *
H2-car 0.1712 2.23 *
σ1 0.7698 3.74 *
σ2 1.4839 6.83 *
σ3 1.7282 7.92 *
σ4 2.3110 10.51 *
σ5 2.7474 12.45 *
σ6 3.9078 17.50 *
σ7 4.7369 20.68 *
Sample size 1000
Log-likelihood −1671.95
Peusdo-R2 0.165
Log-likelihood ratio test statistic (p-value) 175.62 (0.000)

a The variables are described in Table 2. * and # indicate statistical significance at the 5% and 10% levels,
respectively. σ ’s are parameters to be estimated in the model.

All of the σ values used to define the observed variable, Ai, were estimated to be
positive, having statistical significance at the 1 percent level. Moreover, the estimation
results of the coefficients corresponding to all the variables defined in Table 4 had statistical
significance at the 10 percent level. Thus, the estimation results of the ordered probit
model are significant. Interestingly, the model provides reasonably good performance. The
application of the ordered probit model in this study was an appropriate strategy.

The estimated coefficients for the Metro, Heating, Income, Know1, Know2, Environ-
ment, Forest, Fsolar, and H2-car variables had a positive sign. The positive sign of each
estimated coefficient implies that the greater the value of each variable, the greater the
acceptance of the fuel transition. For example, those who lived in the Seoul Metropolitan
area, those who used electricity for heating, those whose household income was high,
those who knew about the energy transition policy before the survey, those who knew
about hydrogen vehicles before the survey, those who considered the environment more
important than jobs, those who were in favor of utilizing unused forest biomass, those who
were in favor of expanding floating solar power facilities, and those who were in favor of
expanding hydrogen vehicles were more prone to the fuel transition than others.

On the other hand, the sign of the estimated coefficients for the Education and Age
variables was negative. A negative sign indicates that the greater the value of each variable,
the lower the acceptance of the fuel transition. Respondents with more than twelve years’
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education and those who were older than 48 years were less receptive to the fuel transition
than others.

4.3. Discussion of the Results

After data on acceptance of the fuel transition were collected on a nine-point scale, the
determinants of acceptance were identified and analyzed. The results derived from this
work can contribute to the literature, having various implications in terms of both research
and policy. First of all, the usefulness of applying an ordered probit model to ordinal
data collected on a nine-point scale was ascertained. The specification test confirmed
the statistical significance of the model, and both the threshold values appearing in the
model and the estimated coefficients for the eleven variables of interest were statistically
significant. Thus, it is possible to derive various implications from the results.

The fact that the approval rate for the fuel transition (73.6%) exceeded the disapproval
rate (12.2%) by about six times was a positive finding in promoting the fuel transition
in South Korea. In order to achieve the goal of reducing CO2 emissions declared to the
international community, the country should carry out the fuel transition continuously and
robustly while maintaining a stable power supply [13,14,28]. This finding can be recognized
as an encouraging sign for the country. Without public support, the fuel transition cannot
succeed. It is also worth noting that 14.2 percent of the respondents considered themselves
neutral or indifferent.

Interestingly, three interviewee household characteristic variables had a significant
impact on acceptance. First, those living in the Seoul Metropolitan area were more receptive
to the fuel transition than those who were not. The Seoul Metropolitan area is home to
about half of the population, an important area that determines public opinion in South
Korea. Therefore, it is quite difficult to implement policies that residents in the area oppose.
The finding that the acceptance of residents in the area of the fuel transition is secure is
quite encouraging in promoting the fuel transition.

Second, those who use electricity for heating were more receptive than those who
do not. The main fuel for residential heating in South Korea is city NG since electricity
for heating is more expensive than city NG. Nevertheless, some people use electricity
instead of city NG for heating because they prefer electricity to other fuels. This is because
electricity is partially made from RE, and even if it is produced using fossil fuels, fossil
fuel-fired power plants greatly reduce particulate matter through air pollutant reduction
facilities, while city NG boilers are not equipped with these facilities. In other words, since
people who use electricity for heating have a high interest in the environment, they seem
to make more positive judgments on the fuel transition.

Third, the household income of the respondent was positively correlated with accep-
tance. The transition of power generation fuel from coal to NG will inevitably lead to
higher electricity bills. From an individual household’s point of view, income is limited,
and an increase in electricity costs means spending on other goods should be reduced. In
fact, the high-income group is more likely to accept an increase in electricity bills than
others. In particular, low-income people may be opposed to an increase in electricity bills
caused by the fuel transition rather than to the fuel transition itself. Therefore, even if
the fuel transition is made, measures will need to be in place to alleviate the burden by
continuously applying the electricity rate discount system for low-income people.

Moreover, two individual characteristics of interviewees had a significant impact on
acceptance. The education level of the respondent had a negative impact on acceptance of
the fuel transition, while older interviewees were less receptive to the fuel transition than
younger interviewees. In fact, in South Korea, the higher the level of education and the
older the person is, the more they tend to settle for the present situation. This is because fuel
transition can not only increase electricity bills, but also reduce jobs and cause problems in
the stability of electricity generation fuel supply. To help increase the acceptance of fuel
transition among people with a high education level or older age, the fuel transition should
be promoted in more persuasive and appealing ways.
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Three issues concerning the fuel transition were addressed in the introduction: rising
electricity bills due to increased power generation costs, reduced fuel supply stability due
to increased NG use, and job losses [20–23]. Interviewees responded after hearing full
explanations of the issues during the survey, and it was found that the approval rate for
the fuel transition was six times higher than the opposition rate. However, if these three
issues become a reality, the public acceptance of the fuel transition may drop significantly,
which could place South Korea in a difficult situation. It may happen that coal-fired power
generation facilities are reduced but NG-fired power facilities are not increased in time,
which could give rise to a crisis in the supply and demand of electricity. Therefore, the
three issues need to be discussed here in conjunction with qualitative implications obtained
from respondents in the process of the survey.

First, since the unit cost of NG-fired power generation is higher than that of coal-fired
power generation, the fuel transition will bring about an increase in electricity bills, which
could negatively affect acceptance of the fuel transition. As of March 2021, South Korea’s
unit cost of NG-fired power generation was 99.72 KRW per kWh, about 10 percent higher
than that of coal-fired power generation, which is 90.19 KRW per kWh. However, because
NG prices are linked to oil prices, rising international oil prices could have a significant
impact on NG prices, which could widen the gap. Usually, NG prices soar during periods
of high oil prices and plunge or stabilize during periods of low oil prices. Recently, as oil
prices have been rising, voices opposing the fuel transition have already begun to appear.

In addition, since NG will serve as a bridge in an era of energy transition, NG prices
are likely to rise further in the future as demand for NG increases around the world.
As coal-fired power generation decreases and NG-fired power generation continues to
increase, the cost burden for electricity distribution companies is expected to increase. This
could eventually lead to higher electricity bills, which could place a burden on consumers.
Therefore, it is necessary to persuade the public by fully informing them that fuel transition
is inevitable and that they must endure an increase in electricity bills to implement the fuel
transition. Fuel transition will gain momentum only when there is a social consensus that
electricity produced from NG-fired power plants is inevitably more expensive than that
from coal-fired ones, just as organic products are more expensive than regular products.

Second, given the geopolitical situation of South Korea, NG is more vulnerable to
supply instability than coal. Almost all of the NG consumed in the country is imported
from abroad. In particular, the country relies heavily on the Middle East, including Qatar
and Oman, as NG suppliers. Therefore, if political instability occurs in the Middle East,
South Korea’s NG-fired power plants may have to be shut down. In addition, liquefied
NG produced in the Middle East is transported to South Korea, and the country’s NG
procurement costs are the highest in the world due to excessive liquefaction, transportation,
and vaporization costs.

On the other hand, as coal is imported from all over the world without the need for
liquefaction, it has higher supply stability than NG and its procurement cost is also low.
Thus, it is quite important to secure a stable supply of NG in order for fuel transition to
succeed. In Europe, NG is supplied stably mainly in the form of pipeline NG, but South
Korea is introducing NG through liquefied NG carriers only. Currently, efforts are being
made to import NG produced from other regions besides the Middle East. For example,
South Korea is trying to increase NG imports from Australia, the United States, Indonesia,
and Mozambique. These efforts must yield significant results. If South Korea fails to secure
stability in NG supply, it will be difficult for the fuel transition to succeed and receive
public support.

Third, if jobs are lost due to the fuel transition, this can lead to serious social con-
flict. Currently, a 500 MW coal-fired power plant in South Korea has a total of 168 to
200 employees in the operating and maintenance sectors, while the number of workers in
an NG-fired power plant of the same capacity is between 90 and 110. In other words, the
latter is about half the former. Consequently, converting all 24 (12.6 GW) coal-fired power
plants to NG-fired power plants could result in the loss of between 2000 and 2400 jobs.
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Since all 24 coal-fired power plant operators are public companies, not private ones, re-
sponding to the fuel transition by reducing working hours and increasing the retraining
of staff may not actually reduce jobs; however, this approach will be neither long-term
nor stable.

The decline in the number of jobs will not only increase unemployment, making
workers’ lives difficult, but also cause considerable damage to the local economies where
power plants are located. The 24 coal-fired power plants are located on the shores of
rural areas, not urban areas, because they are a form of “not in my backyard” facility and
need to use seawater as cooling water. Since most of them are located in underdeveloped
areas, they contribute greatly to the local economy through local taxes, donations, public
utility expenditures, and procurement of resources within the region. However, because
it is advantageous for NG-fired power plants to be located in urban areas or industrial
complexes adjacent to the demand for electricity, they are likely to change their location
during the transition. Consequently, the areas where coal-fired power plants used to be
located could face economic difficulties due to the fuel transition.

Due to these problems, during a recent visit to Chungnam Province, where the largest
number of coal-fired power plants are located, President Moon Jae-In stressed that “The
energy transition, which replaces existing coal-fired power plants with NG-fired ones,
should be done in a just way so that no-one loses a job and the local economy is not
damaged.” Therefore, the just and fair transition of fuel is an important issue that South
Korea will face in the future. There should be in-depth consideration of this and immediate
preparation of concrete measures to implement this in practice. The measures currently
proposed include the following.

• Send workers on master’s and doctorate courses in graduate schools for long-
term re-training;

• Deploy minimum management personnel for coal-fired power plants that are not
normally operated but are used as reserve power resources in case of an emergency in
which demand increases;

• Relocate existing employees working at coal-fired power plants to new business
sectors, such as RE plants and fuel cell generation plants, after sufficient re-education;

• Subsidize living expenses and education expenses for many years so that a worker
can transfer to a completely different field.

5. Conclusions

In Introduction section, the authors looked at previous studies dealing with the
transition of power generation fuel from coal to NG. An important implication was that
this transition is inevitable to reduce CO2 and air pollutant emissions, and is a strategy
adopted by a number of countries. South Korea is no exception. The previous policy to
expand coal-fired power generation has been changed to a reduction policy since May
2017. It was clearly pointed out that the use of NG will be expanded as an intermediate
stage because it is difficult to immediately engage in a significant expansion of RE. It was
also mentioned that the speed of fuel transition will be faster for the implementation of
carbon neutrality by 2050. In the end, concerning coal-fired power generation, the current
status and prospects of South Korea are consistent with those of other countries presented
in several previous studies.

In Section 2, previous studies that analyzed energy-related public acceptance were
examined. It was found that, to the best of the authors’ knowledge, this study was the
first to analyze the public acceptance of converting power generation fuel from coal to NG.
In particular, it is an important discovery, differentiated from previous research, that the
public acceptance of the fuel transition policy is secured to some extent and that many
people support the transition even though there is an increase in cost. In addition, this study
not only identified various factors affecting the public acceptance of the fuel transition, but
also derived various implications by proposing and applying a framework for analyzing
the impacts of the factors on the acceptance. The results of this study could be important

298



Sustainability 2021, 13, 10787

information for South Korean policymakers. Although the main findings of this study are
unique to South Korea, the structure of this study can be extended to other countries as
much as possible. The main qualitative findings of this study are not so different from those
of the research that has analyzed the public acceptance of RE expansion policy [63], large-
scale offshore wind power generation construction [40], and energy transition policy [4] in
South Korea.

South Korea’s CO2 emissions in 2018 totaled about 728 million tons. However, the
2030 CO2 emissions target submitted to the United Nations Framework Convention on
Climate Change is 536 million tons. Ultimately, South Korea needs to reduce its CO2
emissions drastically, and the power generation sector should play an important role in
this as it is very difficult to reduce CO2 emissions in other sectors such as transportation,
industry, building, and agriculture. To that end, South Korea has set out a plan to convert
24 coal-fired power plants into NG-fired power plants by 2034. This study sought to
ascertain and analyze public acceptance of this through a survey of 1000 people nationwide.
The results were statistically significant and reveal a number of useful implications.

The finding that the approval rate for the fuel transition was six times the opposition
rate suggests that the government-led fuel transition should be carried out continuously.
However, since respondents were concerned about three challenges that could arise in the
process of fuel transition, the authors have attempted to discuss them above. These were
higher electricity bills due to rising power generation costs, reduced fuel supply stability
due to the increased use of NG, and job losses and a consequent negative impact on the
local economy. Ultimately, dealing with these three challenges effectively will determine
whether or not the fuel transition succeeds.

Of course, further challenges remain to be addressed. For example, is it socially de-
sirable to tear down a coal-fired power plant that has only been in operation for 30 years?
Given that NG-fired power plants are also fossil-fuel-utilizing facilities and there is strong
opposition from residents to new construction of these, how will we facilitate fuel transi-
tion? It is clear that NG is the bridge energy to a complete RE society, but for how long
will it play that role? In other words, if NG-fired power plants become stranded assets in a
not-too-distant future in which carbon neutrality is realized, is it reasonable to invest in
constructing NG-fired power plants now? Subsequent studies should be able to answer
these questions.
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Abstract: Justice and fairness are increasingly popular concepts in energy research and comprise
several justice dimensions, including distributive and procedural justice, related to energy production
and consumption. In this paper, we used factorial survey experiments—a method employed in
sociological justice research—for energy transition research. In a factorial survey, respondents
evaluated one or more situations described by several attributes, which varied in their levels.
The experimental setup of factorial surveys is one of its advantages over simple survey items,
as based on this, the relative importance of each attribute for justice evaluations can be determined.
We employed the method in a study on the perceived fairness of renewable energy expansion projects
related to wind energy, solar energy, and biomass in Germany, and considered aspects of procedural
and distributive justice. We show that the effects of these justice dimensions can be separated and
the heterogeneity in justice evaluations can be explained. Compared to previous studies applying
factorial survey experiments to explain the acceptance of renewable energy projects, we employed
the method to directly measure justice concerns and asked respondents to evaluate the vignettes in
terms of perceived fairness. This is important because acceptance and fairness as well as inequality
and injustice are different phenomena.

Keywords: causal effects; justice; factorial surveys; renewable energy; vignette study

1. Introduction

While much research on energy production and consumption is concerned with the concept
of justice [1–4], there is little empirical quantitative research that directly measures citizens’ justice
concerns and fairness perceptions. For example, in research on the acceptance of energy infrastructure,
most researchers frame their work in the context of justice but empirically measure acceptance [5–8].
A direct measurement of justice perceptions is important because social inequalities related to energy
production and consumption do not necessarily imply injustice: inequality and perceived injustice
regarding the exposure to environmental harms and goods are two different phenomena. Inequalities
in exposure to renewable energy projects, for example, an unequal distribution of power plants across
geographical areas or social strata, might be accepted by citizens because they perceive such unequal
distributions as unavoidable. At the same time, support or opposition do not automatically imply
that renewable energy projects and policies are perceived as fair or unfair, respectively. Although
support and fairness perceptions can be gathered under the same umbrella term of social acceptance [9],
they refer to distinct concepts [10]. Therefore, the direct measurement of fairness perceptions is an
important aspect of empirical justice research in sociology and other social sciences [11].

Research on environmental justice differentiates between distributive justice (distribution of
environmental harms/goods in society), procedural justice (participation of citizens in environmental
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decision-making), and recognition (attention to group differences in society) [3,12,13]. With regard
to justice concerns, the environmental justice movement typically strives for an equal distribution of
environmental harms and goods across social groups in society. This means that all groups in society
are equally affected, for example, by renewable energy production. On the other hand, it is well known
that there are many different justice theories and principles, and the question that emerges is which
principle is supported by whom and how this depends on the social context [14–17]. For example,
not all socioeconomic groups might perceive an equal exposure to renewable power plants or equal
burden of rising energy costs as equally fair. Also, citizens in different countries might evaluate an
equal share of the costs of climate change mitigation across countries differently. The same can be true
for aspects of procedural justice, that is, citizens’ participation opportunities.

While the literature on energy production and consumption suggests that many aspects are
relevant for fairness judgements [1–3,11], including distributive and procedural justice, it is empirically
challenging to disentangle the effects of these aspects. For example, using standard survey items it is
difficult to clarify whether distributive justice is more relevant than procedural justice, or vice versa,
for the perceived fairness and local acceptance of renewable–energy projects.

In a factorial survey experiment (FSE), also called a vignette experiment, respondents evaluate
a situation (i.e., vignette) which is described by experimentally manipulated attributes (i.e., actors)
which vary in their levels [18]. The respondents are then asked to evaluate these situations according
to criteria such as support, agreement, or perceived fairness. Given that typically more than one
attribute is manipulated, FSEs belong to multifactorial methods, which allow for the identification
of causal effects due to the experimental setup [18,19]. The method was introduced in Sociology by
Rossi and Lazarsfeld in the 1950s [20] and, since the 1970s, has become an important tool for the study
of many phenomena, including social norms and justice concerns [18,19,21–23]. The FSE employs
multiple factors and respondents have to make trade-offs, and therefore it lowers socially desirable
response behavior [24]. FSEs are similar to stated choice experiments, which are often employed in
energy research [6,25,26]. In stated choice experiments, respondents compare alternatives that vary
in multiple attributes and choose the alternative they prefer most. This method has advantages for
measuring citizens’ preferences and estimating welfare measures, for example, citizens’ willingness
to pay for renewable energy expansion, but it is less suitable for measuring attitudes, (normative)
beliefs, and (fairness) perceptions. In social science research the latter are instead examined using FSEs,
where respondents can express their fairness concerns on an ordinal or rating scale [18,23].

To our knowledge, there are two previous studies applying FSEs in the context of renewable energy
expansion, more specifically on the social acceptance of wind energy projects [27,28]. Yet, in these
applications the explanandum is acceptance and not fairness. We go beyond these previous applications
of FSEs and directly measure fairness perceptions related to renewable energy projects and compare
this with an acceptance measure of such projects. We uncover the causal effects of different justice
dimensions, taking the heterogeneity of justice concerns into account. Moreover, we consider three
renewable energy sources—wind energy, solar energy, and biomass—and compare the importance of
justice dimensions and fairness perceptions across the different energy sources.

2. Factorial Survey Experimental Design and Data

2.1. Experimental Design

In designing and conducting an FSE (see [18] for state-of-the art guidelines), researchers have to
decide on the number of attributes (factors or characteristics) of a situation, and attribute levels have
to be assigned. In our example on renewable energy projects, we described projects to construct a
renewable energy site in respondents’ vicinity (10-km radius from their place of residence) and were
interested in how unfair or fair the respondents perceive these projects to be. We varied four attributes
across vignettes. First, the project referred with (1) a wind farm (10 turbines), (2) a photovoltaic power
station, or (3) a biogas plant to different types of renewable energy and, second, with (1) one, (2) three,
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or (3) five power plants to different magnitudes of exposure to power plants. Third, based on the literature
on environmental justice, we included the attributes procedural justice, that is, citizens have (1) no say in
the planning process, (2) partial say in the planning process, or (3) a say at every step in the planning
process, and fourth, distributive justice—with the planned project respondents have (1) fewer power
plants, (2) the same number, or (3) more power plants in their region than in other regions in Germany.

Combining all possible attribute combinations—3× 3× 3× 3—gave a the so-called full factorial of 81
vignettes and hence 81 different project descriptions. We employed the full factorial and each respondent
answered one vignette which was randomly chosen from the full factorial. Using randomization and
the full factorial, we were able to experimentally isolate all main effects, two-way effects, and three-way
effects between attributes. If a factorial survey study comprises more attributes or attribute levels,
the full factorial is often too large to consider all vignettes. Thus, an experimental design is used to
reduce the number of vignettes that respondents face, but at the same time, to maintain the possibility
of separating the effects of single factors. Researchers also have to choose a response scale for recording
respondents’ judgments (e.g., four-point, five-point, seven-point, or eleven-point response scales).
While the literature suggests longer response scales [18], in this study we opted for a four-point scale
because we wanted to fully label each category of the scale using the words “fair” and “unfair”.
Figure 1 provides an example of a vignette as used in the study.
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varied across vignettes are underlined.

2.2. Data and Variables

We embedded the FSE in an online survey on renewable energy expansion in Germany. The survey
was conducted in September and October 2013 [29]. Participants were members of an access panel
who were actively recruited by phone (no opt-in panel) and represented the German population that
uses the internet at least once a week. We used quota sampling representing the German population
regarding gender and age as close as possible. After inspection of the data, out of 3400 completed
questionnaires, 3199 usable interviews remained for analyzing the factorial survey (due to missing
values and implausible answers). The response rate (standard RR1, [30]) was 26%. Prior to the survey,
six focus groups and two pretest surveys were conducted.

In our sample, women (45% in the sample, 51% in the population) and those living in mid-sized
cities (33% in the sample, 42% in the population) were underrepresented and those with higher
education, i.e., a university entrance diploma or higher, overrepresented (61% in the sample, 31% in
the population). The mean values for age (43 years, SD = 14) and household net income (3048 Euro,
SD = 1.519) were fairly close to the average values for the German population [31]. While the sample
was clearly not representative, it contained sufficient variance on sociodemographics in order to take
heterogeneity in population characteristics into account. Individuals in rural areas are more affected by
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renewable energy expansion compared to those in urban areas, and our data also show considerable
variance along the rural-urban continuum (31% rural areas, 33% mid-sized cities, 36% large cities).

The survey also included questions on place attachment, which we considered in the regression
models on heterogeneity of fairness evaluations. The corresponding variable was an additive index of
answers to the following four survey items, all answered on a four-point response scale (1 = strongly
disagree to 4 = strongly agree): “I like to be in the landscape next to my place of residence”, “Often,
I spend my free time in the landscape next to my place of residence”, “The landscape around my
place of residence is a part of me”, “It is very important to me that the landscape around my place of
residence does not change”. Cronbach’s alpha for the index was 0.7714; the index ranged between 4
and 16 with a mean of 13.085 and standard deviation of 2.233.

In the survey we considered three renewable energy sources: wind energy, solar energy,
and biomass. At the beginning of the survey, respondents were shown pictograms and definitions
of these renewables (see Table 1). It was also clarified that the survey focused on renewables in the
open landscape and did not consider energy production in urban areas, for example, through solar
panels on roofs. In contrast to wind and solar energy the energy source is not unboundedly available
in the case of biomass. Therefore, we asked respondents to consider the cultivation of raw material
and the power plant when rating the renewable energy biomass. For the most part, biomass is used for
electricity generation at the place of production.

The survey also included a question regarding the general acceptance of the construction of
renewable power plants in respondents’ vicinity. The exact wording of this acceptance question
was as follows: “How strongly would you support or oppose the construction of the following
renewable power plants [solar energy, wind energy and biomass] within a 10 km radius of your place
of residence?” Respondents answered this question on a four-point response scale (strongly oppose,
somewhat oppose, somewhat support, strongly support).

Table 1. Definition of renewable energy sources as used in the survey.

Wind Energy refers to electricity
generation with single wind

turbines and wind farms
onshore only.

Solar Energy refers exclusively to
the production of electricity with
photovoltaic systems in the open

landscape, i.e., solar fields.

Biomass refers to the production
of biogas and its electricity and

includes both the biogas plant and
the cultivation of the required

biomass (such as corn).

3. Results

3.1. Overall Fairness Evaluation and Acceptance Figures

Table 2 shows the fairness evaluations regarding the construction of new power plants in
respondents’ vicinity across all vignettes and per renewable energy type. The figures indicate
that there was remarkable variance on the fairness scale. However, for each energy type the
majority of respondents perceived the construction of an additional plant as rather fair or very
fair. The corresponding figures were 81% for solar energy, 67% for wind energy, and 56% for biomass.
We can compare these figures with those from the question on the general acceptance of the construction
of additional power plants in citizens’ vicinity. Both fairness perception and acceptance were measured
on four-point scales. While there was a substantial positive correlation between the fairness and
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acceptance measure (all significant at p < 0.001), both were not perfectly correlated (Pearson correlations
of r = 0.529 for wind energy, r = 0.350 for solar energy, and r = 0.514 for biomass). In other words:
these measures discriminated to some extent, even if they correlated with each other. On the other
hand, it needs to be kept in mind that the fairness question referred to “concrete” project descriptions
presented in the vignettes, while the acceptance question referred to the construction of power plants
in general; yet both questions were related to a 10 km radius of the respondents’ place of residence.
This could explain that, in Table 2, the mean values of the perceived fairness of the construction of
“concrete” wind energy and solar energy plants are lower than the corresponding mean values of
general acceptance. However, for biomass we found the opposite pattern—that is, mean fairness
values for concrete projects were higher than mean general acceptance values. This can be interpreted
as another indication that fairness perceptions and agreement are conceptually different. Further,
the correlations between fairness and acceptance in the present study are similar to the ones presented
in a vignette study on airport expansion scenarios, which included both measures at the vignette
level [10], supporting our claim that fairness and acceptance are not (entirely) the same.

Table 2. Fairness evaluations and acceptance levels per type of renewable energy plant.

Plant Type
Very Unfair

(Strongly
Oppose) (1)

Rather Unfair
(Somewhat
Oppose) (2)

Rather Fair
(Somewhat
Support) (3)

Very Fair
(Strongly

Support) (4)
Mean (SD)

Wind
(n = 1051)

7%
(8%)

26%
(19%)

54%
(47%)

13%
(26%)

2.73 (0.78)
(2.91 (0.88))

Solar
(n = 1075)

3%
(2%)

16%
(9%)

60%
(50%)

21%
(39%)

2.97 (0.71)
(3.26 (0.70))

Biomass
(n = 1073)

13%
(15%)

31%
(34%)

48%
(41%)

8%
(10%)

2.51 (0.81)
(2.46 (0.87))

Note: First number in each cell refers to responses to the vignette/fairness question and the second number in
parentheses to the acceptance question.

3.2. Effects of Vignette Attributes on Fairness Evaluations

In the following, we present plots for linear regression models on fairness evaluations per
renewable energy type: first for models only including the vignette attributes (Figure 2) and second for
models including the vignette attributes and additional variables to explain heterogeneity in fairness
evaluations (Figure 3). The full regression models underlying Figures 2 and 3 can be found in Table A1
in the Appendix A. Further, Table A2 in the Appendix A contains for each renewable energy type a
comparison of the results of a linear regression model, an ordered logit model and a binary logit model.
In the latter, the dependent variable has value of 1 for the categories “very fair” and “rather fair”, and 0
for the categories “rather unfair” and very unfair” on the four-point fairness scale. Since the results are
similar across the different modeling variants, we present the results of linear regression models.

The results in Figure 2 (also Table A1) show that the number of renewable power plants does not
have a significant effect on fairness evaluations regarding wind power and solar energy. There was
only one negative and statistically significant effect for biomass indicating that the construction of five
plants compared to one plant is associated with lower fairness perceptions. There are clear indications
that procedural and distributive justice matter. With respect to all the renewable energies, having no
say in the planning process was perceived as more unfair than having a partial say in the planning
process. The corresponding effects were statistically significant and amounted to 0.3 points on the
four-point fairness scale. Yet, there was no statistically significant difference for having a say in all
steps of the planning process compared to having a partial say in the planning process. It seems
that respondents valued the general possibility of participating in the planning process and not so
much the extent of it. Regarding the distributive justice, respondents perceived more unfairness if
the new power plants lead to overall more renewable power plants in their region as compared to
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other regions. The effects had a similar size to the ones for procedural justice and were all highly
statistically significant. Only for solar energy did respondents perceive more unfairness also if they
had fewer power plants in their region as compared to other regions. For wind energy and biomass,
we found no statistically significant differences between less exposure and equal exposure to power
plants across regions.

We also checked interaction effects between vignette attributes. Taking all possible two-way
and three-way interaction effects into account, we only found one statistically significant two-way
interaction and three-way interaction in the model for wind energy. They showed that the construction
of five plants was evaluated as less unfair if respondents still had fewer renewable energy plants in
their region compared to other regions. Yet, this interaction was evaluated to be less fair if residents
had a say in the planning process compared to having a partial say.

Figure 2. Regression models for fairness evaluations and vignette attributes.

Note: unstandardized coefficients and 95% confidence intervals of linear regression models with the
four-point fairness scale as dependent variable and the vignette attributes as independent variables.
The model characteristics are as follows: for wind energy, F(6, 1044) = 10.85, Prob > F = 0.000,
R2 = 0.0596, n = 1051; for solar energy, F(6, 1068) = 15.12, Prob > F = 0.000, R2 = 0.0844, n = 1075;
for biomass, F(6, 1066) = 13.99, Prob > F = 0.000, R2 = 0.0746, n = 1073.

3.3. Effects of Respondent Characteristics on Fairness Evaluations

Figure 3 presents models that include additional variables to explain heterogeneity in fairness
evaluations; the figure only depicts variables that had statistically significant effects on fairness
evaluations at the 5% level (full models are presented in Table A2 in the Appendix A). The main
insights are that, as already shown above, the general acceptance of new renewable power plants
in respondents’ vicinity did have a positive effect on the perceived fairness; yet, causation can go in
both directions, i.e., acceptance can affect fairness and vice versa. The effect sizes for a unit change
ranged between 0.36 (solar energy) and 0.46 (wind energy and biomass) on the four-point fairness
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scale. Higher education was significantly associated with higher levels of perceived fairness at the 5%
level in the models on wind and solar energy.

Rural areas are more affected by renewable energy expansion than urban areas. However, we did
not find remarkable differences in fairness evaluations between respondents living in medium-sized
or large cities and those living in villages. Yet, there was one exception: compared to those living
in villages, respondents residing in large cities perceived the construction of biomass power plants
as rather fair. The effect amounted to 0.15 points on the four-point fairness scale. Place attachment
did not significantly affect fairness concerns regarding solar and biomass but it had a negative and
statistically significant effect on the perceived fairness of the construction of new wind energy plants.
Of note, a 10-point increase on the place-attachment scale, with a minimum value of 4 and a maximum
value of 16, is associated with a 0.25 decrease on the four-point fairness scale. This effect for wind
energy might be due to the higher visibility of wind farms as compared with solar and biomass plants.

Figure 3. Regression models for fairness evaluations, vignette attributes, and respondents’
characteristics.

Note: unstandardized coefficients and 95% confidence intervals of linear regression models with
the four-point fairness scale as dependent variable, and the vignette attributes and respondents’
characteristics as independent variables. Not all respondent characteristics are shown; the underlying
models also included gender, age, income, but these characteristics had statistically insignificant
effects in all three models depicted. The model characteristic are as follows: for wind energy,
F(14, 1036) = 44.12, Prob > F = 0.000, R2 = 0.3617, n = 1051; for solar energy, F(14, 1060) = 18.18,
Prob > F = 0.000, R2 = 0.2226, n = 1075; for biomass, F(14, 1058) = 44.63, Prob > F = 0.000, R2 = 0.3504,
n = 1073.
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4. Discussion and Conclusion

4.1. Heterogeneity of Justice Concerns

Justice is a multi-dimensional concept and it is challenging to disentangle the importance of
each of the dimensions for justice/fairness evaluations. In this paper, we focused on distributive and
procedural justice related to renewable energy expansion. Both dimensions are commonly discussed
in the environmental justice and energy-related literature [2,4,12,32,33]. We demonstrated how using
factorial surveys can contribute to research on energy production. By directly measuring justice/fairness
perceptions and varying justice-related attributes across vignettes, we examined and disentangled the
relevance of different justice dimensions for energy-related projects. Our study showed, for example,
that the number of renewable energy plants is less important than aspects of procedural and distributive
justice. The latter justice dimensions are equally important, which is in contrast to previous FSE
research on the local acceptance of wind energy plants [27], indicating that participatory justice might
be more important than distributive justice. Yet, this research measured acceptance and not fairness
and also included more vignette attributes. It is not clear whether the relative importance of justice
dimensions depends on the outcome measure (fairness versus acceptance) and/or the information
provided about renewable energy projects. For example, it could be that distributive justice related to
the number of power plants across regions becomes less relevant if further information about a project
is given, such as who is investing in the project and how benefits are allocated.

Our application of FSEs revealed heterogeneity regarding justice concerns. First, it is noteworthy
that in terms of fairness, respondents evaluated having more power plants in their region than in other
regions differently than having fewer power plants than in other regions. If outcome equality holds,
respondents should also have disvalued a disproportionately lower exposure to renewable energy
power plants. This was clearly not the case and only for solar energy did we find a significant effect that
lower exposure levels were perceived as rather unfair compared to equal exposure levels. However,
compared with equal exposure across regions, the effect for lower exposure levels was weaker than the
one for higher exposure levels. The fact that there was an effect for solar energy might be associated
with its large general support as compared with wind energy and especially biomass, as well as with
our finding that place attachment is not a significant determinant of fairness perceptions related to
photovoltaic power stations (compared to wind turbines). Such perceptions of distributive justice
are likely to affect not only the acceptance of renewable energy projects at the local level but also the
spatial allocation of power plants at the country level, where depending on the underlying justice
principle efficient allocations can vary remarkably [34].

Second, we found a heterogeneity in justice concerns affected by education, place of residence,
and place attachment as well as the type of renewable energy production. For all energy sources
we found a positive effect of education on fairness perceptions related to the construction of new
power plants. Education is positively related to knowledge about environmental issues, which in
turn can positively affect environmental attitudes and pro-environmental behavior [35], as well as
fairness concerns related to renewable energy expansion. We found that placement attachment
was important for fairness perceptions related to the construction of wind turbines but not for
photovoltaic power stations and biogas plants; this could be explained by the higher visibility of
wind turbines as well as the fact that, at the time of the survey, respondents were more likely to be
actually exposed to wind turbines compared with photovoltaic power stations and biogas plants.
The place-attachment effect could be considered in decision-making processes and explicitly taken into
account by addressing corresponding concerns when discussing with citizens, and in the framing of
wind energy projects. As the place-attachment effect was specific for wind power it illustrates that the
relevance of determinants of fairness concerns can differ across energy sources.

While our survey was carried out over five years ago and meanwhile renewable energy expansion
has progressed in Germany, many of our findings are in line with more recent studies on the acceptance
of renewable energy expansion in Germany. This includes the citizens’ overall higher support of solar
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energy, followed by wind power and biomass [36], as well as the finding that the place of residence
does not have strong effects regarding wind turbine acceptance [27]. Yet, in our study citizens living in
large cities evaluated biogas plants more positively than those in rural areas.

4.2. The Merits of FSEs

Turning to the merits of FSEs as a methodological tool in energy research, FSEs have several
advantages over standard survey items to measure justice concerns. Based on Liebig et al. [19],
Table 3 provides an overview of common problems in quantitative research on energy production and
consumption and refers to advantages of using FSEs to solve these problems. A standard survey item
does not consider context information and this might prompt specific answers. In FSEs, respondents
receive more context information, for example by combining different attributes of wind power plants
and hence prompting, such as overstating the importance of one attribute (e.g., distributive justice),
should be less likely. Using standard survey items, it is difficult to determine the relative importance
of justice dimensions such as participatory and distributive justice related to wind power plants.
The experimental design underlying FSEs makes it possible to single out the relative importance of each
dimension. Responses to standard survey items might lead to biased response behavior. For example,
renewable energy expansion might be perceived as socially desirable and hence respondents might
tend to agree with survey items in favor of renewable energy expansion. This cannot be completely
ruled out in FSEs but should be less likely because respondents have to consider and make trade-offs
between several attributes. Further, in research on justice concerns related to energy production,
researchers explicitly or implicitly assume causal effects of justice dimensions on outcomes related
to energy production and consumption. Yet, causal effects cannot be studied based on standard
survey items and cross-sectional data. They can be examined, however, in factorial surveys and other
population-based survey experiments [37].

Table 3. Advantages of factorial survey experiments (FSEs) in research on energy production
and consumption.

Problems of Empirical Research Advantages of Using FSEs

Single-item measures lack context-information on
different energy-related attributes and might prompt
certain answers, such as overstating the importance

of an attribute.

FSEs consider several energy-related attributes, e.g.,
regarding renewable energy power plants and hence
include more context information. Respondents have

to make trade-offs. This should make prompting
less likely.

Uncovering the relative importance of factors relevant
for justice evaluations regarding energy-related issues

Based on a multifactorial design and trade-offs
between justice attributes/factor, the effect/importance

of each factor for justice evaluations can
be determined.

Justice as a normative concept might be prone to
socially desirable response behavior, e.g., overstating

support for renewable energy production

By presenting several factors at the same time, socially
desirable responses are less likely. Respondents need

to make trade-offs between attributes.
Causal effects, e.g., regarding renewable energy

power plant attributes on fairness evaluations, cannot
be identified.

By randomly varying vignette attributes causal effects
can be estimated.

Note: This table is based on [19].

We believe that FSEs can complement the researcher’s toolbox in energy research as a useful
tool to measure justice beliefs, fairness perceptions, attitudes, and normative beliefs. In this regard
they have clear advantages over single survey items or (multifactorial) stated choice experiments,
which can be employed to measure preferences and to obtain welfare measures [38]. FSEs should
be combined with qualitative methods such as focus groups to develop valid vignette scenarios and
attributes and to obtain an impression on how respondents handle the vignettes in order to check their
suitability. As any other method, FSEs are not free of methodological issues, such as the complexity
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of vignettes, the role of the response format (e.g., closed-ended versus open-ended question format),
and order effects and fatigue, if multiple vignettes are presented per respondent [39,40]. These need to
be considered when planning an FSE.

4.3. Desiderata for Future Research

In this paper, we presented a rather simple application of FSEs. As already mentioned above,
in another study on the local acceptance of wind power projects in Germany and Poland, Liebe et al. [27]
also included attributes on the type of investor, the use of electricity (in the region versus for export),
and the tax revenue resulting from the power plant. This means more justice dimensions and context
factors can and possibly should be considered in FSEs. It would be important in future research to
apply such more comprehensive FSEs in a multi-country context or multi-regional context within
countries to systematically explore how cultural differences, social and economic contexts affect justice
evaluations. For example, it could be examined whether higher economic inequality at the country or
regional level leads to differences in the relevance of distributive justice related to renewable energy
projects. Also, it can be studied how the evaluation of distributive and participatory justice changes if
more information is given about the renewable energy project at hand. Complementing other empirical
approaches, such as case studies, FSE research can help decision-makers to better predict which
contexts might result in higher or lower levels of perceived fairness of energy transition initiatives.

Previous applications of FSEs [27] measured justice/fairness concerns indirectly; they used an
acceptance scale to measure respondents’ evaluation of renewable energy projects. In future research it
should be considered that, even if correlated, acceptance is not the same as justice, and more generally,
that environmental inequality does not equal environmental injustice. Therefore, it is important to
further explore differences between acceptance and justice measurement instruments, as well as under
which conditions perceived unfairness results in non-acceptance of energy transition projects. In other
words: similar to inequality, unfairness does not necessarily mean non-acceptance/opposition and
subsequently protesting against renewable energy projects. There is a need for a better understanding
of conditions and mechanisms that link justice and social acceptance, including fairness perceptions,
support, and protest behavior, both at the country and regional level. Again, insights from basic research
in this regard can be helpful in shaping energy transition projects with higher (local) acceptance levels.

Finally, besides energy production, FSEs can also be applied to justice concerns regarding energy
poverty, involuntary resettlement, fossil fuel pollution, nuclear waste, climate change, etc. The method
is also applicable in the global south [41]. The present paper paves the way for employing FSEs
for direct measurement of justice concerns and for disentangling the importance of different justice
dimensions and thereby complementing existing research on energy production and consumption and
subsequently informing (political) decision making.
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