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Humans are continually exposed to a large number of environmental carcinogens [1], some of
them share a specific toxicity model which acts via the enhancement of cellular levels of reactive oxygen
species (ROS), such as superoxide anion and hydroxyl radicals [2]. ROS are chemicals capable of
inducing oxidative stress, a condition where free radical generation overwhelms antioxidant protection
in the body’s cells, causing oxidative damage of proteins, lipids and nucleic acids [2]. One biological
consequence is the decline in physiological mechanisms designed to maintain cell repair and metabolic
homeostasis, which can lead to tissue injury and cell transformation [3]. Oversensitive reactions to
endogenous and extrinsic agents are associated with phenotypes characterized by elevated levels of
genetic alterations [4,5], a process that can initiate carcinogenesis [6]. From a general perspective,
the study of these factors can be useful to develop personalized medicine and to fill the knowledge gap
of the molecular mechanisms behind the pathogenesis of chronic diseases. In this context, the current
Special Issue’s challenge is to provide an overview on the topic of ROS, oxidative DNA damage and
related-DNA repair factors in chronic diseases and environmental studies.

The study by Vodicka et al. [7] analyzed the role of DNA damage and DNA repair mechanisms in
colorectal carcinogenesis. In colorectal cancer (CRC), ROS overproduction can induce oxidative stress
and oxidative DNA damage, that, if unrepaired, can cause mutations, including G>T transversion,
leading, ultimately, to cancer. Evidence of the relationship between oxidative stress and CRC is
coming from MUTYH-associated polyposis and NTHL1-associated tumor syndrome. The latter are two
hereditary syndromes whose germline mutations cause the loss-of-function in glycosylases, a DNA
repair defect which induces oxidative DNA damage accumulation and the transition from early
adenoma to malignant cells. Other support for the oxidative stress hypothesis is provided from genetic
studies showing an association between polymorphisms in base excision repair (BER) genes, e.g.,
326Ser/Cys OGG1, 324Gln/His and 324His/His MUTYH genotypes and CRC risk as well as a link
between the rates of BER-individual DNA excision repair capacity in non-malignant adjacent mucosa
and the rates of overall and relapse-free survival in CRC. Furthermore, a diet rich in antioxidants and
bioactive compounds appears to modify CRC risk, e.g., by increasing repair capacity, by decreasing
DNA damage or by modifying the metabolic profile of gut microbiome. Specifically, the human
microbiome can affect CRC risk through the production of ROS and genotoxic compounds or through
the activation of pro-inflammatory cascades and cellular transformation. Thus, CRC treatment could be
improved in various ways, e.g., by targeting ROS production and antioxidant defense or by exploiting
acquired/inherited defects in DNA repair together with the use of conventional chemotherapeutics.

The review by Bhardwaj et al. [8] addressed the study of abnormal energy metabolism in
cancer cells that show a dependence on glycolysis, a cytoplasmic pathway that generates ATP,
rather than on mitochondrial oxidative phosphorylation in the presence of oxygen for their energy
requirement. In tumors, energy metabolic alterations are associated with the high production of ROS
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levels, which need to be kept under certain limits by increasing the action of the glycolysis pathway,
the pentose phosphate pathway and the tricarboxylic acid cycle in order to maintain redox homeostasis
and to prevent ROS-mediated cancer cell death. In tumors, the interplay between alterations of
energy metabolism and ROS production plays a major role in regulating the tumor’s response to
chemotherapeutic drugs. In particular, tumor resistance can be induced by various mechanisms,
e.g., by high activity of p-glycoprotein, an important ATP-binding cassette transporter involved
in pumping chemotherapeutic drugs out of cells, by hexokinase 2 overexpression which confers
drug resistance enhancing ROS-induced autophagy, by stimulating the pentose phosphate pathway
activity or by inducing high levels of glucose 6-phosphate dehydrogenase. Therefore, targeting
metabolic deregulations in tumors with personalized cancer treatments could enhance the tumor’s
response to chemotherapeutic drugs by using inhibitors capable of blocking the MEK/ERK pathway
enhanced by the hexokinase 2 activity or by the inhibition of glucose 6-phosphate dehydrogenase with
chemical inhibitors.

In the review by Lee et al. [9], large interest was on the study of the repair of oxidative DNA
damage via the nucleotide excision repair (NER), rather than through the classical BER pathways.
In simple terms, ROS-induced oxidative DNA damage can be grouped into two categories (a) non-bulky
single-base lesions, if the damage is associated to non-helix distorting modifications, and (b) bulky
lesions, if the DNA damage causes helix distorting lesions. On one hand, the BER pathway is charged
to repair non-bulky single-base lesions in the form of small chemical adducts, such as oxidation,
alkylation and deamination damage; on the other hand, NER fixes bulky oxidative lesions, such as
purine 5’,8-cyclonucleosides, interstrand cross-links and DNA–protein cross-links. NER factors can also
participate in the BER process of lesion recognition and interact with BER proteins to stimulate enzyme
activity and improve DNA repair rates. Hence, newly therapeutic treatments could be developed by
targeting DNA repair defects or by using small molecule inhibitors or modulators of NER/BER factors.

To investigate whether the accumulation of ROS-induced DNA damage and defective DNA
damage response (DDR) rates are associated with chronic myeloid leukemia (CML), a myeloproliferative
neoplasm, the study by Popp et al. [10] examined the levels of double strand breaks (DSBs) and DDR
in CML patients by immunofluorescence microscopy and Western blotting. High DSB production,
detected by the γH2AX foci analysis, was found in chronic, accelerated and blast phases of CML
patients as well as in those with loss of major molecular response in respect to controls or CML
patients with deep molecular response. Increased frequencies of erroneous non-homologous end
joining and microhomology-mediated end joining repair mechanisms, measured by the co-localization
of γH2AX/53BP1 foci, were observed across the spectrum from the chronic towards the blast phases of
CML. DDR decline was also detected by the defective expression of (p-)ATM and (p-)CHK2. Lastly,
the development of genetic instability in the CML appears to be due to DNA damage accumulation in
the course from the chronic phase of CML towards the blast phase of CML and, more importantly,
DNA damage together with the progressive activation of error-prone DSB repair mechanisms and the
DDR decline could play a role in the blastic transformation and the disease progression of CML.

The study by Souliotis [11] addressed the analysis of the interplay between DNA damage response
and repair (DDR/R) with the innate immune response to endogenous and exogenous agents, in order to
understand how DDR/R deregulation can act together with immune activation in the pathogenesis of
systemic autoimmunity. In this field, evidence of the interaction between DNA metabolism and innate
immune response was initially provided from the Aicardi–Goutières syndrome, a disease characterized
by mutations in RNaseH2, a protein that removes ribonucleotides from DNA to maintain DNA integrity.
Further evidence was obtained from the telengiectasia, an autosomal recessive disorder characterized
by mutations in the ATM gene, a defect that can cause chronic accumulation of DNA damage capable
to activate the immune system. The occurrence of an interplay between DDR/R defects and the innate
immune response was also demonstrated in systemic lupus erythematosus, an autoimmune disease
where patients carry mutations in DNA repair enzymes, DNA damage accumulation, high rates of
apoptosis and increased levels of antibodies against DNA repair proteins. Moreover, this interplay was
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also found in the pathogenesis of rheumatoid arthritis. Therefore, new therapies against autoimmune
diseases could be developed targeting this interaction, e.g., by utilizing DDR/R inhibitors, such as
HDACi, givinostat, or vorinostat, or by applying a combination of p53 activators and CHK1/2 inhibitors.

In the effort to explain the higher incidence of thyroid cancer in populations who live near
volcanos, the review by Malandrino et al. [12] examined the toxic effects caused by exposure to heavy
metals, chemical compounds capable of inducing ROS overproduction, in volcanic areas. Interestingly,
the concentrations of several heavy metals were not increased in water and lichen, whereas elevated
amounts of boron, tungsten, molybdenum and palladium were detected in the subjects who were
living in residential areas near the Etna volcano, in Sicily, Italy. To explain how small increases in
environmental metals can be associated to an enhanced risk of thyroid cancer in volcanic areas, authors
suggested that this relationship was more mediated by hormesis effects resulting in inverted U-shaped
dose-response curves rather than a linear dose-response relationship. Additionally, life-long and
selective accumulation of one or more heavy metals could be behind the carcinogenic effects that are
predominantly found in the thyroid gland.

The study by Kucharova et al. [13] evaluated the genotoxic effects of anesthetic substances used
for general anesthesia or neuraxial anesthesia treatments in a cohort of patients undergoing orthopedic
traumatological surgery. The frequency of single-strand DNA breaks, oxidized pyrimidine bases
and oxidized purine bases was measured by comet assay before and after anesthesia procedures.
High levels of DNA damage were detected in patients undergoing general anesthesia, indicating
that halogenated gases isoflurane and sevoflurane can induce oxidative DNA damage, whereas the
treatment with epidural and subarachnoid anesthesia was not toxic.

Cellai et al. [14] examined the genotoxic mechanisms underlying the development of nasal and
sinonasal cancer (SNC) in occupational settings characterized by carcinogenic exposure to wood dust,
a recognized cause of SNC. In that study, the association between the generation of 3-(2-deoxy
-α-d-erythro-pentafuranosyl)pyrimido[1,2-β]purin-10(3H)-one deoxyguanosine, a major-peroxidation
-derived DNA adduct, and the wood dusts was analyzed in woodworkers in respect to controls living
in Tuscany, Italy, by chromatographic and mass spectrometry techniques. High levels of oxidative DNA
damage were found in woodworkers exposed to average levels of 1.48 mg/m3 wood dust, especially
when concomitant carcinogen co-exposure occurred.

In the exciting exploration of the anti-genotoxic effects of dietary flavonoids, the study of
Jee et al. [15] analyzed the beneficial properties of silymarin, a natural flavonoid known for its
anti-oxidant and anti-inflammatory properties, in relation to the exposure to airborne carcinogens.
Specifically, the toxicity of benzo[a]pyrene (B[a]P), a carcinogen contained in tobacco smoke and air
pollution and capable of causing both DNA damage and ROS production, was analyzed by ELISA,
HPLC, immunofluorescence and Western blot in experimental cells. The co-treatment of B[a]P with
silymarin significantly reduced the levels of DNA damage, indicating that this natural flavonoid has
antigenotoxic properties. Interestingly, the protective property of silymarin was mainly related to its
capacity of up-regulating the expression of Nrf2 and PxR rather than to antioxidant effects.

In conclusion, the collection of this Special Issue covers topics representative of several key
research areas in the field of cancer, autoimmune diseases and environmental studies. Further effort is
indeed needed for developing innovative models of therapy—based on personalized medicine—that
identify the most efficient therapeutic intervention for patients with low response to chemotherapeutics.
For example, chemotherapeutic response could be improved by targeting the overproduction of ROS
in malignant cells to reduce multidrug resistance or by using modulators of NER/BER proteins acting
against acquired or inherited defects in DNA repair pathways. Therapies for autoimmune diseases
could also benefit from utilizing DNA repair inhibitors and/or p53 activators. Next, the collection
shows that DNA damage accumulation and/or DNA repair can be behind the blastic transformation
and the disease progression of CML; that general anesthesia as well as the environmental exposure to
wood dust can induce DNA damage; and that dietary flavonoids can act against the production of DNA
damage. Lastly, inverted U-shaped dose-response curves and/or life-long and selective accumulation
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of heavy metals could be associated with the risk of thyroid cancer in populations living in volcanic
areas. The data produced in those and future studies could be translated in the real environment to
develop new therapies, to fill knowledge gaps and to be the source for further methodological and
application advances.

Funding: This research project was funded by Tuscany Region.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Molecular pathophysiology of Diamond-Blackfan anemia (DBA) involves disrupted
erythroid-lineage proliferation, differentiation and apoptosis; with the activation of p53 considered
as a key component. Recently, oxidative stress was proposed to play an important role in DBA
pathophysiology as well. CRISPR/Cas9-created Rpl5- and Rps19-deficient murine erythroleukemia
(MEL) cells and DBA patients’ samples were used to evaluate proinflammatory cytokines, oxidative
stress, DNA damage and DNA damage response. We demonstrated that the antioxidant defense
capacity of Rp-mutant cells is insufficient to meet the greater reactive oxygen species (ROS) production
which leads to oxidative DNA damage, cellular senescence and activation of DNA damage response
signaling in the developing erythroblasts and altered characteristics of mature erythrocytes. We also
showed that the disturbed balance between ROS formation and antioxidant defense is accompanied
by the upregulation of proinflammatory cytokines. Finally, the alterations detected in the membrane
of DBA erythrocytes may cause their enhanced recognition and destruction by reticuloendothelial
macrophages, especially during infections. We propose that the extent of oxidative stress and the
ability to activate antioxidant defense systems may contribute to high heterogeneity of clinical
symptoms and response to therapy observed in DBA patients.

Keywords: Diamond-Blackfan anemia; reactive oxygen species; 8-oxoguanine; DNA damage response;
inflammatory cytokines; erythrocyte lifespan

1. Introduction

Diamond-Blackfan anemia (DBA) is a rare congenital bone marrow failure syndrome characterized
by severe anemia, erythroblastopenia, congenital malformations and predisposition to cancer.
DBA is mostly related to pathogenic variants in ribosomal protein (RP) genes, which cause their
haploinsufficiency and a consequent defect in ribosome biogenesis [1]. The most frequent ones are
mutations in RPS19 (25%) and RPL5 (7%) [1]. The molecular pathophysiology of DBA is attributed
to both p53-dependent and p53-independent mechanisms, which lead to the proapoptotic and
hypoproliferative phenotype of erythroid cells [2]. Research in the last few years suggested an
important role of oxidative stress in DBA. Specifically, increased production of reactive oxygen species
(ROS) was observed in shRNA model reproducing DBA, and in cultured primary cells from DBA
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patients [3]. Moreover, antioxidant treatment was reported to reduce p53 stabilization in RP-deficient
cells in vitro [4]. Therefore, it has been suggested that the hypoproliferative phenotype in RP-mutant
diseases is associated with increased oxidative stress and DNA damage [2]. Consistently, the activation
of DNA damage response (DDR) pathway was detected in RPS19-deficient zebrafish and human fetal
liver cells [5].

In certain types of congenital anemia, increased ROS levels are associated with a shortened life
span of red blood cells (RBCs) [6,7]. It has also been shown that the accelerated clearance of RBCs in
response to oxidative stress is attributed not only to excessive hemolysis, but also to the induction of a
programmed cell death of erythrocytes, called eryptosis [6,8]. Although elevated levels of reduced
glutathione (GSH), an essential antioxidant, were detected in DBA erythrocytes [9]; the extent of
oxidative stress and its possible impact on RBCs’ properties has not been investigated in detail.

Here, we aimed to examine the extent of oxidative stress in DBA using patients’ samples and
Rpl5- and Rps19-deficient cellular models. We observed that the antioxidant defense in Rp-mutant cells
is insufficient to cope with increased ROS production, leading to oxidative DNA damage, apoptosis or
senescence of erythroid precursors and altered characteristics of mature erythrocytes. This state was
accompanied by the induction of proinflammatory cytokines which appeared to play an important
role in DBA pathobiology. Despite some known differences in the molecular mechanisms involved in
RPL5- and RPS19-mutant DBA [1,3], the above-mentioned features are common to both ribosomal
protein deficiencies with a certain degree of variation in the intensity of the pathological phenotype.

2. Results

2.1. Characterization of Patients’ Cohort and Assessment of RBCs’ Oxidative Stress

The cohort consisted of Czech and Slovak DBA patients (n = 24) [10]. The majority of them
(22/24) harbored a mutation in one of the RPs (Table 1). Only erythrocytes of patients in disease
remission (n = 12) or hematologically stable on corticosteroids (n = 7) were used for the assessment of
RBCs’ oxidative stress and enzyme activities. Patients with the most severe anemia receiving repeated
erythrocyte transfusions were not included because the donor erythrocytes, likely representing the
major fraction in the sample, would yield skewed results. Nevertheless, bone marrow samples from
these patients (n = 5, P20–P24) were used for immunohistochemical (IHC) staining. The list of tests
performed using samples from individual patients can be found in Table 1.

Initially, peripheral blood erythrocytes were stained with 2′,7′-dichlorofluorescein diacetate
(DCF-DA) and the DCF-dependent fluorescence intensity, which is proportional to ROS levels,
was measured by flow cytometry. As shown in Figure 1A, significantly increased levels of ROS
were observed in DBA erythrocytes (mean fluorescence intensity—MFI: 13.2 ± 3.2) compared to
control erythrocytes (MFI: 7.8 ± 1.2), confirming the presence of oxidative stress. Subsequently,
the levels of reduced glutathione (GSH) and the activities of enzymes of the pentose phosphate
pathway and antioxidant defense were assessed in leukocyte- and platelet-free erythrocytes lysates
(Figure 1B). GSH levels, expressed as μmol/g hemoglobin (Hb), were significantly elevated in
DBA erythrocytes (7.7 ± 2.73) compared to controls (4.98 ± 0.66). Concomitantly, significantly
increased activities (U/g Hb) of glucose-6-phosphate dehydrogenase (G6PD; 7.07 ± 1.94 vs.
5.51 ± 0.83), gluconolactone dehydrogenase (GLD; 8.87 ± 1.48 vs. 5.5 ± 0.9), and glutathione
peroxidase (GPx; 11.55 ± 3.33 vs. 8.69 ± 1.53) in DBA erythrocytes, compared to control erythrocytes,
showed induction of antioxidant defense.
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Figure 1. Oxidative stress, antioxidant defense, and Annexin V binding in Diamond-Blackfan
anemia (DBA) patients’ erythrocytes. (A) Significantly elevated intracellular reactive oxygen
species (ROS) content in DBA erythrocytes (n = 18) compared to control erythrocytes (n = 10).
For a positive control, erythrocytes were exposed to 2 mM hydrogen peroxide (H2O2) for 10 min
before 2′,7′-dichlorofluorescein diacetate (DCF-DA)-labeling (positive control mean fluorescence
intensity (MFI): 230 ± 83). (B) Significantly increased reduced glutathione (GSH) levels (given as
μmol/g hemoglobin—Hb) and enzymes activities of glucose-6-phosphate dehydrogenase (G6PD),
gluconolactone dehydrogenase (GLD) and glutathione peroxidase (GPx) (expressed as U/g Hb) in
DBA erythrocytes (n = at least 10) compared to controls (n = at least 6). Specific enzyme activity was
calculated using the Lambert-Beer law. (C) Enhanced Annexin V binding to the membrane of DBA
erythrocytes (n = 15) compared to controls (n = 10). Individual values in Panels (A–C) are presented in
a dot plot depicting mean with error bars showing standard deviations (SDs). Graphs were created
and p values calculated using GraphPad Prism 8 Software (La Jolla, CA, USA, www.graphpad.com);
* p < 0.05, *** p < 0.001.

Thereafter, exposure of phosphatidylserines (PS) on the erythrocyte membrane, as one of
the markers of eryptosis [6], was assessed by flow cytometric analysis of Annexin V binding.
DBA erythrocytes showed significantly increased Annexin V binding (MFI: 1.30 ± 0.34) when compared
to control erythrocytes (MFI: 0.95 ± 0.21) (Figure 1C). This confirms increased PS exposure on the
membrane of DBA erythrocytes and suggests that excessive ROS production exceeds the capacity of
scavenging mechanisms in DBA erythrocytes, resulting in erythrocyte membrane alterations which
may cause their enhanced recognition and destruction by reticuloendothelial macrophages [7,11].

2.2. Creation and Validation of DBA Cellular Model

To investigate the extent of oxidative damage in DBA erythroid lineage in more detail, CRISPR/Cas9
technology was used to create Rpl5- and Rps19-deficient murine erythroleukemia (MEL) cells (a detailed
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description of the procedure can be found in Supplementary Materials and Figure S1A,B). RPL5 and
RPS19 are the two most frequently mutated and studied genes associated with DBA [1]. Two clones for
each gene with reduced levels of Rpl5 and Rps19 (Figure S1C,D) mimicking the Rp haploinsufficiency
showed by DBA patients, were selected for further analyses. MEL cells are arrested at the proerythroblast
stage and can be chemically induced to erythroid differentiation [12]. Both uninduced cells and cells
induced to erythroid differentiation by dimethylsulfoxid (DMSO) for 96 h were evaluated in this study.

First, the typical DBA characteristics were observed in the created Rpl5- and Rps19-deficient
cells. This included significantly decreased proliferation capacity, as measured by thiazolyl blue
tetrazolium bromide (MTT) test at 48 and 72 h of cultivation (Figure S2A), and higher percentage of
nucleated cells undergoing apoptosis detected by terminal deoxynucleotidyl transferase dUTP nick end
labeling (TUNEL) assay on cytospin slides (Figure S2B) when compared to control cells. Immunoblot
analysis of p53 phosphorylation revealed increased level of p53 activation in Rpl5- and Rps19-deficient
cells (Figure S2C). More profound alterations in all above-mentioned assays were detected for
Rpl5-deficient cells compared to Rps19-deficient cells, in agreement with a more severe phenotype
associated with RPL5 deficiency [3]. Upon induction of erythroid differentiation, the fold-change in
the mRNA expression of GATA-binding factor 1 (Gata1), a critical regulator of erythroblast maturation,
was substantially lower in Rpl5- and Rps19-deficient cells (1.2-fold and 1.7-fold, respectively) when
compared to control cells (2.4-fold) (Figure S3). Altogether, these data are consistent with impaired
erythroid differentiation [1,13,14] and augmented erythroblasts apoptosis [1,14] that we previously
reported in the bone marrow of DBA patients [15].

2.3. Oxidative DNA Damage in DBA Cellular Model

After the basic characterization of MEL clones, CellROX Green reagent was used to determine
intracellular ROS content. Significantly increased ROS levels were detected in uninduced Rpl5-deficient
(MFI: 1.24 ± 0.16) and Rps19-deficient (MFI: 1.75 ± 0.39) cells when compared to control cells (MFI:
0.71 ± 0.11), and also in both Rp-deficient cells induced to erythroid differentiation (Rpl5-deficient,
MFI: 2.14 ± 0.35; Rps19-deficient, MFI: 1.30 ± 0.17; controls, MFI: 0.76 ± 0.40) (Figure 2A). To assess
the antioxidant capacity of Rpl5- and Rps19-deficient cells, expression analysis of critical antioxidant
enzyme: superoxide dismutase 1 (SOD1), SOD2, and catalase (CAT) was evaluated. As shown in
Figure 2B, predominantly Sod1 and Cat mRNA are downregulated in Rpl5- and Rps19-deficient cells
compared to control cells; the difference is more pronounced in Rp-deficient cells induced to erythroid
differentiation. Further analysis of antioxidant defense enzymes activities (G6PD, GLD, and GPx)
revealed that none of the enzymes showed upregulated activity (Figure S4) which would balance the
elevated ROS levels in Rpl5- and Rps19-deficient cells. Altogether, this suggests insufficient capacity of
Rpl5- and Rps19-deficient cells to cope with the greater ROS accumulation.

In order to assess the damaging effect of elevated ROS on DNA, immunocytochemical (ICC)
analysis of an oxidative DNA lesion 8-oxoguanine (8-oxoG) [16] was performed. This ICC staining
revealed elevated 8-oxoG levels on cytospin slides of Rpl5- and Rps19-deficient cells than in control cells
(Figure 2C). As a result of ROS production, DNA damage may occur, resulting in DDR, which includes
phosphorylation of Ser-139 residue of the histone variant H2AX (γ-H2AX) [16]. Indeed, a significantly
elevated γ-H2AX signal, detected by increased fluorescence intensity, was observed for uninduced
Rpl5-deficient cells (MFI: 13.05± 1.7) compared to control cells (MFI: 5.53± 0.49) (Figure 2D); the MFI for
γ-irradiated control cells that served as a positive control was 18.6 ± 2.4. On the other hand, γ-H2AX in
Rps19-deficient cells was less significantly induced (MFI: 7.59 ± 0.57), suggesting a lesser extent of
DNA damage. Because γ-H2AX levels dramatically increase during late-stage erythropoiesis [17],
MEL cells induced to erythroid differentiation were not evaluated.
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Figure 2. Oxidative stress and DNA damage in Rpl5- and Rps19-deficient murine erythroleukemia
(MEL) cells. (A) Elevated reactive oxygen species (ROS) levels in uninduced and induced Rpl5- and
Rps19-deficient cells compared to control cells. Values are given as mean ± standard deviation (SD).
The results represent the mean of four independent experiments. p values were calculated using the
Student t-test; * p < 0.05, ** p < 0.01, *** p < 0.001. For a positive control, MEL cells were exposed
to 200 μM tert-butyl hydroperoxide (kit component) 1 h before staining with the ROS detection
reagent; negative control—unstained cells. (B) Decreased relative mRNA expression of superoxide
dismutase 1 (Sod1) and catalase (Cat) (normalized to beta-actin) in uninduced and induced Rpl5- and
Rps19-deficient cells compared to controls. p values were calculated using the REST© 2020 software
(Technical University Munich, Germany): * p < 0.05, ** p < 0.01; T bars designate standard error of
the mean (SEM). (C) Higher nuclear and perinuclear 8-oxoguanine (8-oxoG) positivity (green color)
for Rpl5- and Rps19-deficient cells compared to control cells. Cell nuclei were counterstained with
4′,6-diamidino-2-phenylindole dihydrochloride (DAPI, blue color). A positive control for 8-oxoG
staining is shown in Figure S5. Immunostained cells were analyzed with an Olympus BX 51 fluorescence
microscope (Olympus), original magnification 1000×. Digital images were acquired with an Olympus
DP 50 camera driven by DP controller software (provided by Olympus, Tokyo, Japan). Images were
cropped, assembled, and labeled using Adobe Photoshop software (Adobe Systems, San Jose, CA, USA).
(D) Increased phosphorylation of Ser-139 residue of the histone variant H2AX (γ-H2AX) in uninduced
Rpl5- and Rps19-deficient cells compared to controls. Values are given as mean ± SDs. Representative
histograms of the assay, repeated 3 times, are shown. p values were calculated using the Student t-test;
** p < 0.01, *** p < 0.001. Positive control: γ-rays irradiated MEL cells (mean fluorescence intensity—MFI:
18.6 ± 2.4). MFI for unstained control cells: 0.86 ± 0.13.
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2.4. Activation of DDR Signaling and DNA Repair in DBA Cellular Model

To assess the consequent activation of DDR signaling in response to the observed DNA damage,
phosphorylation of Chk1 (p-Chk1) [18] and ATM (p-ATM) [19] was analyzed by immunoblot analysis
and ICC staining, respectively. Increased levels of p-Chk1 at S345 in Rpl5-deficient cells and to a lesser
degree also in Rps19-deficient cells, compared to controls (Figure 3A), confirmed the induction of
ATR-Chk1 signaling. On the other hand, the staining against p-ATM at S1981 revealed predominantly
cytoplasmic positivity in Rpl5- and Rps19-deficient cells (Figure 3B), which likely reflects ATM response
to ROS [20]. Faint nuclear staining, reflecting a certain threshold level of endogenous DNA damage,
was detected only in Rpl5- deficient cells (Figure 3B). These data are in agreement with differences in
γ-H2AX fluorescence intensity observed between Rpl5- and Rps19-deficient cells.

Subsequently, selected mRNA expression markers of activated DNA repair were tested.
This included an ATP-dependent DNA helicase Q4 (encoded by the Recql4 gene) involved in homologous
recombination (HR), nonhomologous end joining (NHEJ), nucleotide excision repair (NER) and base
excision repair (BER) [21,22]; 8-Oxoguanine glycosylase (encoded by the Ogg1 gene), a marker
of BER responding to the presence of 8-oxoG lesions [23]; and a DNA-dependent protein kinase,
catalytic subunit (encoded by the Prkdc gene) participating in NHEJ [24]. Uninduced Rpl5-deficient
cells showed statistically increased mRNA expression of all analyzed markers (Figure 3C), with Recql4
and Prkdc also being significantly upregulated in induced Rpl5-deficient cells. For Rps19-deficient cells,
only the expression of Ogg1 mRNA in uninduced cells and Recql4 mRNA in cells induced to erythroid
differentiation was statistically increased compared to the controls (Figure 3C). The expression of DNA
repair genes appears to be more strongly induced in Rpl5-deficient cells than in Rps19-deficient cells,
corresponding to a higher rate of DNA damage in Rpl5-deficient cells. As all analyzed markers are
reported to be Gata1 targets [25], the degree of their upregulation may be restrained by reduced Gata1
expression in induced Rpl5- and Rps19-deficient cells (Figure S3) and consequently limit the activation
of DNA repair.
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Figure 3. DNA damage response (DDR) signaling and DNA repair in Rpl5- and Rps19-deficient murine
erythroleukemia (MEL) cells. (A) Increased levels of Chk1 phosphorylation at S345 (p-Chk1 S345) were
detected in uninduced and induced Rpl5- and Rps19-deficient cells than in controls. A representative
immunoblot is shown. p-Chk1 was normalized to total Chk1 protein using the G:BOX-CHEMI-XX9
imaging system (Syngene, Cambridge, UK). Data in the bar graph showed a fold change in p-Chk1:
total Chk1 ratio over control cells and are expressed as means ± standard errors of the mean (SEM) from
3 independent experiments. * p< 0.05 and ** p< 0.01 versus control cells. (B) Higher cytoplasmic positivity
for phosphorylated ATM (p-ATM at S1981, green color) was observed in uninduced and induced Rpl5-
and Rps19-deficient cells compared to control cells. Induced Rpl5-deficient cells showed, in addition,
nuclear p-ATM S1981 staining. Cells nuclei were counterstained with 4′,6-diamidino-2-phenylindole
dihydrochloride (DAPI) (blue color). The asterisks indicate cells shown in the insets. Immunostained
cells were analyzed with an Olympus BX 51 fluorescence microscope (Olympus), original magnification
1000×. Digital images were acquired with an Olympus DP 50 camera driven by DP controller software
(provided by Olympus, Tokyo, Japan). Images were cropped, assembled, and labeled using Adobe
Photoshop software (Adobe Systems, San Jose, CA, USA). (C) Markers of DNA repair (Recql4, Ogg1,
and Prkdc) showed variable increase in mRNA expression (normalized to beta-actin) in uninduced
and induced Rpl5- and Rps19-deficient cells compared to controls. p values were calculated using
the REST© 2020 software (Technical University Munich, Germany): * p < 0.05, ** p < 0.01; T bars
designate SEM.
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2.5. Elevated Inflammatory Cytokines and Senescence in DBA Cellular Model

It is known that oxidative damage may be caused by exposure of cells to inflammatory cytokines [26].
In this context, upregulation of a proinflammatory cytokine tumor necrosis factor-alpha (TNF-α) was
previously reported in RPS19-deficient hematopoietic progenitors and rps19-deficient zebrafish [27].
Indeed, upregulated expression of TNF-α, interleukin 6 (IL6), and IL1b was detected by real-time PCR
in Rpl5- and Rps19-deficient cells, both uninduced and induced, compared to control cells (Figure 4A).
This was associated with significantly increased phosphorylation of p38 kinase (measured by flow
cytometry) (Figure 4B) or induced expression of mitogen-activated protein kinase kinase kinase 8
(Map3k8 kinase) mRNA (determined by real-time PCR) (Figure 4C) in Rpl5- and Rps19-deficient
cells, respectively. Both of these molecules are known to play an essential role in the production
of proinflammatory cytokines [28,29]. Proinflammatory cytokines may contribute to (as well as may result
from) the induction of cellular senescence [30]. Significantly elevated senescence-associatedβ-galactosidase
(SA-β-gal) activity was detected in both uninduced and induced Rpl5- and Rps19-deficient cells compared
to control cells using the cellular senescence assay kit (Figure 4D).

To assess the involvement of cell-intrinsic production of cytokines and other secreted factors in the
pathologies observed in Rpl5- and Rps19-deficient cells, we tested if a conditioned medium from mutant
cells can induce cell-nonautonomous responses (bystander effects) in control cells [31]. Uninduced
control cells were cultured in conditioned medium harvested from Rpl5- and Rps19-deficient cells
as described in Figure S6; conditioned medium harvested from control cells served as a negative
control. Immunoblot analysis of corresponding protein lysates showed activation of p53 (phospho-p53)
in control cells cultured in conditioned medium harvested from Rpl5- and Rps19-deficient cells
(Figure 5A). Simultaneously, propidium iodide (PI) staining revealed accumulation of control cells in
the S-phase of cell cycle and an increased proportion of the sub G1 fraction (Figure 5B). These results
demonstrate that cell-autonomous production of secreted factors/cytokines by Rpl5- or Rps19-deficient
cells may inhibit cell cycle progression and activate p53 checkpoint and as such potentiate cell damage.

Because inflammatory cytokines appeared to be important contributors to DNA damage in
Rp-deficient cells in our experiments, next, the effect of pomalidomide, a known TNF-α, IL1b
and IL6 inhibitor [32], was tested. Addition of pomalidomide to the culture medium diminished
8-oxoG-positivity in Rpl5- and Rps19-deficient cells (Figure S7A,B) and concomitantly mitigated
p53 activation in uninduced Rpl5- and Rps19-deficient cells (Figure S7C). The observed effect of
pomalidomide on Rpl5- and Rps19-deficient cells can be attributed to the inhibition of TNF-α, IL1b,
and IL6 expression (Figure S8A) rather than changes in cell cycle progression [33] (Figure S8B).
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Figure 4. Proinflammatory cytokines expression, signaling pathways, and senescence in Rpl5- and
Rps19-deficient murine erythroleukemia (MEL) cells. (A) Increased relative mRNA expression of
interleukin 1b (IL1b), IL6, and tumor necrosis factor-alpha (TNF-α) (normalized to beta-actin) in
uninduced and induced Rpl5- and Rps19-deficient cells compared to controls. p values were calculated
using the REST© 2020 software (Technical University Munich, Germany): * p < 0.05, ** p < 0.01; T bars
designate standard error of the mean (SEM). (B) Significantly elevated phosphorylation of p38 kinase in
uninduced and induced Rpl5-deficient cells compared to control cells; mean fluorescence intensity (MFI)
of uninduced cells: 21.2 ± 3.2 for Rpl5-deficient cells vs. 6.9 ± 0.8 for control cells; MFI of induced cells:
15.5 ± 2.5 for Rpl5-deficient cells vs. 7.3 ± 0.9 for control cells. MFI for Rps19-deficient cells (uninduced:
9.5 ± 2.1 and induced: 7.8 ± 0.8) was comparable to controls. Values are given as mean ± standard
deviation (SD). p values were calculated using the Student t-test; * p < 0.05, ** p < 0.01. (C) Significantly
increased expression of Map3k8 mRNA (normalized to beta-actin) in induced Rps19-deficient cells.
p values were calculated using the REST© 2020 software (Technical University Munich, Germany):
* p < 0.05; T bars designate SEM. (D) Significantly augmented SA-β-gal activity (relative fluorescence
unit—RFU/μg protein) in uninduced and induced Rpl5-deficient (10,330 ± 1227 and 12,626 ± 221)
and Rps19-deficient (10,983 ± 703 and 11,136 ± 307) cells compared to control cells (5566 ± 735 and
8435 ± 862). The absorbance was read at 360 nm (excitation)/ 465 nm (emission) on fluorescence reader
(GENios, Tecan, Männedorf, Switzerland). Values are given as mean ± SD; the assay was repeated
four times. The values were normalized to total protein levels; * p < 0.05, ** p < 0.01.
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Figure 5. Effect of conditioned medium harvested from Rpl5- and Rps19-deficient cells on p53
activation and cell cycle of control cells. (A) Control cells cultivated in conditioned medium
harvested from Rpl5- and Rps19-deficient cells showed activation of p53 (phospho-p53). In contrast,
p53 phosphorylation in control cells cultivated in normal culture medium and those cultivated in
conditioned medium harvested from control cells was comparable. A representative immunoblot is
shown. Data in the bar graph showed a fold change in phospho-p53:total p53 ratio over cells cultured
in normal cell culture medium and are expressed as means ± standard errors of the mean from three
independent experiments; * p < 0.05 versus conditioned control cells medium. G:BOX-CHEMI-XX9
imaging system (Syngene, Cambridge, UK) was used for densitometry. (B) Control cells cultivated in
conditioned medium harvested from Rpl5- and Rps19-deficient cells showed accumulation in the S
phase and reduction in the G2/M phase of cell cycle. An increase in sub G1 fraction can also be noted.
There was no difference between the cell cycle distribution of controls cells cultivated in normal culture
medium and those cultivated in conditioned medium harvested from control cells. Similar data were
obtained in three independent experiments.

2.6. Oxidative DNA Damage, Elevated Inflammatory Cytokines, and Activated DDR Signaling in DBA Patients

In order to validate the data obtained in DBA cellular models, erythroblast cell cultures derived
from mononuclear cells (MNCs) isolated from selected RPL5- and RPS19-mutant patients (Table 1) were
established as we previously described [34]. Subsequent ICC analyses revealed increased numbers of
8-oxoG-positive RPL5- and RPS19-mutant erythroblasts compared to control erythroblasts (Figure 6A).
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In addition, phosphorylated ATM at S1981 (p-ATM S1981), localized primarily in the cytoplasm,
was observed in RPL5- and RPS19-mutant erythroblasts, but not in controls (Figure 6B).

Figure 6. Oxidative DNA damage, p-ATM, and inflammatory cytokines in Diamond-Blackfan anemia
(DBA) patients’ samples. (A) Increased numbers of 8-oxoguanine (8-oxoG)-positive (green color)
RPL5-mutant erythroblasts (patient P2: 18.9%, patient P4: 5.7%) and RPS19-mutant erythroblasts
(patient P7: 5.9%, patient P8: 6.9%) compared to control erythroblasts (n = 3, mean: 0.5 ± 0.2%).
(B) Phosphorylated ATM at S1981 (p-ATM S1981, green color) in RPL5- and RPS19-mutant erythroblasts
in comparison to control erythroblasts; representative images obtained for patient P1 and P7,
and one control are shown. Cells nuclei were counterstained with 4′,6-diamidino-2-phenylindole
dihydrochloride (DAPI) (blue color). The asterisks indicate cells shown in the insets. The slides
were analyzed with an Olympus BX 51 fluorescence microscope (Olympus), original magnification
1000×. Digital images were acquired with an Olympus DP 50 camera driven by DP controller software
(provided by Olympus, Tokyo, Japan). Images were cropped, assembled, and labeled using Adobe
Photoshop software (Adobe Systems, San Jose, CA, USA). (C) Elevated cytokines in DBA patients’
serum (n = 11) compared to controls (n = 11). Values are given as mean ± standard deviation (SD).
p values were calculated using the Student t-test; * p < 0.05, ** p < 0.01, and *** p < 0.001.

Next, elevated levels of several cytokines were detected in the serum of DBA patients (n = 11).
In particular, IL1a, IL1b, IL2, IL4, IL8, IL10, IL12, IL17a, and granulocyte-macrophage colony-stimulating
factor (GM-CSF) were significantly increased compared to controls (C). Importantly, eight out of
eleven analyzed patients were in disease remission. This confirms induction of inflammatory cytokine
signature in DBA patients in vivo.
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Finally, IHC analyses of DBA patients’ bone marrow samples (n = 9, Table 1) revealed elevated
p53 positivity and apoptosis, which were not limited to erythroid cells (Figure S9). Moreover, sporadic
8-oxoG-positive bone marrow cells belonging to granulocyte cell lineage were detected in three patients
(P2, P9, and P23) (Figure S10). In agreement, the p-ATM S1981 immunoreactivity detected in the
cytoplasm of rare cells in patients P2 and P23 (Figure S11) indicated ATM phosphorylation in response
to elevated ROS. However, in the RPS19-mutant patient P9, the number of p-ATM S1981 positive
cells dramatically increased and the p-ATM S1981 signal became detectable not only in the cytoplasm
but also in the cell nuclei, reflecting accumulation of DNA damage and activation of DNA damage
signaling [35]. Importantly, patients P2 and P9 recently developed MDS. Altogether, this suggests that
cells of different lineages (other than erythroid) may be vulnerable to DNA damage due to inherited
RP-haploinsufficiency. Simultaneously, however, noncell autonomous (microenvironment-dependent)
inflammatory stress may fuel oxidative damage of RP-deficient hematopoietic cells (as proposed by
the experiment with conditioned medium shown in Figure 5).

3. Discussion

In this study, we used Rpl5- and Rps19-deficient cellular models and DBA patients’ samples to
show that the ROS generation in Rp-mutant cells overpowers their antioxidant capacity, leading to
oxidative DNA damage in erythroid precursors and altered characteristics of mature erythrocytes.
In addition, our results imply inflammatory cytokines as mediators associated with oxidative stress in
DBA cells. The above-mentioned features are shared to both ribosomal protein deficiencies with a
certain degree of variation in the intensity of pathological phenotype.

Two aspects of DBA pathobiology have been evaluated in our study. The first one involved the
assessment of consequences of oxidative stress on the properties of DBA RBCs. Mature erythrocytes
are highly susceptible to oxidative damage and, therefore, possess several mechanisms, involving both
nonenzymatic antioxidants and enzymatic antioxidants, to avoid excessive ROS formation [36].
It was documented that elevated ROS levels induce PS exposure to the outer surface of the
erythrocyte membrane leading to enhanced clearance of erythrocytes by macrophages and reduced
erythrocyte lifespan [6]. Excessive eryptosis has been described for multiple clinical conditions [8].
Here, we observed induced exposure of PS to the outer surface of the DBA erythrocyte membrane
together with elevated ROS and despite the upregulation of antioxidant defense (Figure 1). This might
indicate enhanced recognition of DBA erythrocytes by macrophages in vivo. As severe anemia
is associated with tissue hypoxia, and ROS generation in hypoxia often exceeds the antioxidant
buffering system of erythrocytes [37], profound hypoxemia may limit the antioxidant capacity of
DBA erythrocytes. Moreover, studies on animal models and clinical evidence have indicated that
erythrocytes are also sensitive to the presence of inflammatory cytokines, even at low levels of
chronic inflammation [38]. In particular, IL8, one of the cytokines elevated in the serum of our
DBA patients (Figure 6C), was shown to induce pathological changes to the erythrocyte membrane
typical for eryptosis [38]. Based on these results, we propose that DBA erythrocytes have limited
ROS buffering capacity which makes them more vulnerable to induced stress. Enhanced oxidative
stress in DBA erythrocytes, for example during infections, may reinforce erythrophagocytosis and thus
contribute to worsening of anemia. Supportive antioxidant treatment might therefore be beneficial in
these conditions.

The second aspect addressed here was the extent of oxidative damage in developing DBA
erythroblasts. An earlier study proposed the involvement of dysbalanced globin-heme synthesis
in excessive ROS formation, predominantly in RPL5- and RPL11-deficient cells [3]. Using the
CRISPR/Cas9-created Rpl5- and Rps19-deficient MEL cells, we observed insufficient capacity of
both Rpl5- and Rps19-deficient cells to cope with higher ROS production (Figure 2 and Figure S4).
This resulted in oxidative DNA damage, detected by increased 8-oxoG and γ-H2AX accumulation
(Figure 2), and in the activation of ATR-Chk1 pathway (Figure 3A). This is consistent with previous
reports showing downregulation of ROS scavengers in rpl11-mutant zebrafish and RPS19-deficient
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cells [39,40] and induction of γ-H2AX and activation of DDR in an rps19-deficient zebrafish model [5].
Nevertheless, the staining against p-ATM at S1981 revealed predominantly cytoplasmic p-ATM
immunoreactivity in both Rpl5- and Rps19-deficient MEL cells (Figure 3B). Weak nuclear positivity,
detected only in Rpl5-deficient cells, indicated low levels of DNA damage. Importantly, these data were
confirmed in DBA patients’ erythroblasts derived in in vitro cultures where increased 8-oxoG positivity
(Figure 6A) and cytoplasmic p-ATM immunoreactivity (Figure 6B) were detected. Thus, ATM in
Rp-deficient cells exerts its actions mainly from the cytoplasm where it responds to the overproduction
of ROS [20]. The cytoplasmic p-ATM was shown to regulate autophagy in order to maintain redox
homeostasis [41]. Consistently, the induction of autophagy was previously observed in the cells with
the knock-down of RPS19 [4].

We also showed that in response to DNA damage, Rpl5- and Rps19-deficient cells activate DNA
repair signaling molecules (Figure 3C). Nevertheless, the activation might be insufficient to completely
prevent genomic instability. In agreement, leukemia-associated somatic RP-mutants induce oxidative
stress and excessive DNA damage [42,43]. Increased risk of cancer, including both solid tumors and
hematological malignancies (primarily MDS and acute myeloid leukemia), is reported in DBA [1].
Even though DBA primarily presents with the erythroid phenotype, the RP-haploinsufficiency is
inherited to every cell in the body and the ongoing nucleolar and ribosomal stress may presensitize
RP-haploinsufficient cells to DNA damage. Indeed, nucleolar stress can lead to cell cycle arrest and/or
apoptosis in a p53-dependent manner [44,45]. Consistently, cells showing p53-positivity, apoptosis,
8-oxoG foci, activation of ATM kinase and belonging to the granulocyte lineage, were detected in the
bone marrow of DBA patients from our cohort (Figures S9–S11). Importantly, three of the analyzed
patients recently progressed to MDS.

Finally, our study underscored proinflammatory cytokines as important contributors to oxidative
damage in Rpl5- and Rps19-deficient cells. The induction of proinflammatory cytokines in Rpl5- and
Rps19-deficient cells in vitro (Figure 4A–C) and in the serum of DBA patients in vivo (Figure 6C) is
consistent with previous studies reporting on a chronic subclinical inflammatory microenvironment
in DBA bone marrow [46]. It is also in agreement with the upregulation of interferon (INF)
signaling, inflammatory cytokines and mediators, and the complement system in rps19- and
rpl11-deficient zebrafish [47]. This increased production of proinflammatory cytokines may either
directly (via regulation of gene expression) or indirectly (via induction of cellular senescence) result
from the activation of p53 in response to ribosomal stress (Figure 7) [48,49]. A positive feedback
loop between p53 and proinflammatory cytokines can also be expected (Figure 7) [27,48,49]. Indeed,
inhibition of TNF-α, IL1b, and IL6 in Rpl5- and Rps19-deficient cells upon pomalidomide treatment
resulted in the reduction of oxidative DNA damage and inactivation of p53 (Figure S7). Elevated
inflammatory cytokines may reinforce cellular senescence [30] observed in Rpl5- and Rps19-deficient
cells (Figure 4D) and senescence may be potentiated by excessive oxidative stress (Figure 7) [50].
The induction of senescence is not necessarily conflicting with apoptosis of Rpl5- and Rps19-deficient
cells (Figure S2B). Cells with activated DDR and exposed to inflammation and ROS may undergo
senescence or apoptosis [51], depending on the cellular context and DNA damage signaling thresholds
(Figure 7). Both these cellular phenotypes may, therefore, contribute to bone marrow failure in
DBA patients in vivo. Altogether, our data indicate that anti-inflammatory treatment might relieve
pathological DBA features associated with oxidative damage and activated p53.
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Figure 7. Interplay of deregulated pathways in Diamond-Blackfan anemia (DBA). Ribosomal
protein (RP)-haploinsufficiency induces ribosomal stress leading to the activation of p53, induction
of inflammatory signaling, and oxidative stress/damage. Multiple feedback loops between DNA
damage response (DDR)/p53 activation and inflammatory cytokine production and between p53
activation and cell fate decisions (apoptosis/senescence) is expected. Similarly, a crosstalk between
inflammatory cytokines and oxidative damage is presumed. Cells with activated DDR/p53 and exposed
to inflammation and reactive oxygen species (ROS) may undergo senescence or apoptosis depending
on the cellular context and DDR signaling thresholds. Damaged/senescent cells may further reinforce
inflammatory cytokine production. The detailed hierarchical nature of cooperation between each
deregulated pathway in DBA pathobiology needs to be defined.

Although a defective microenvironment is not considered to be the major cause of DBA [1],
our data strongly support the hypothesis that RP-deficient erythroid cells contribute to and/or induce
the production of proinflammatory cytokines, leading to the formation of an inflammatory bone
marrow microenvironment. Accordingly, many cytokines, including IL6 and IL8, are among the
hub genes reported in RPS19 mutant DBA [52]. The seeming discrepancy between induced TNF-α
gene expression and signaling in DBA models [27,46] and in our Rp-deficient cells (Figure 4A),
and rather normal levels of TNF-α in the serum of our DBA patients (Figure 6C), may reflect the
fact that circulating cytokine levels not necessarily correlate with cellular cytokine production [53].
Indeed, most cytokines act in a local microenvironment where they have autocrine and paracrine
functions. Increased levels of proinflammatory cytokines (e.g., TNF-α, IL1b, INF-γ) are known to
suppress erythropoiesis [54–56]. Moreover, our experiment with conditioned medium harvested from
Rpl5- and Rps19-deficient cell cultures (Figure 5) suggested that factors secreted by RP-deficient cells
could induce/potentiate checkpoint signaling and cell death in a cell-nonautonomous fashion [57].
Our in vivo data showing oxidative damage and p53 activation in nonerythroid cells in the bone
marrow from DBA patients (Figures S9–S11) further support this hypothesis. Consistently, analysis of a
mouse model of Fanconi anemia, another inherited bone marrow failure syndrome with defective DNA
repair, showed that TNF-α exposure creates an environment for clonal selection of somatically mutated
preleukemic stem cells, thus leading to leukemogenesis [58]. The link between oxidative damage,
inflammatory cytokines, and preleukemia risk in DBA deserves further comprehensive analyses.

In conclusion, our study extends the concept of a complex interplay of multiple mechanisms
converging to DBA development and contributing to the high heterogeneity of clinical symptoms
and response to therapy observed in DBA patients. We propose that defective ribosomal biogenesis
is associated with the induction of inflammatory cytokine signature and oxidative damage. Further
research is needed to conclusively elucidate the hierarchy of all deregulated pathways in DBA.
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Nevertheless, the obtained results indicate that therapeutic interventions targeting elevated ROS and/or
inflammatory cytokines could alleviate the DBA phenotype in vivo.

4. Materials and Methods

4.1. Patient Samples

DBA patients (n = 24) from a recently updated Czech and Slovak DBA registry [10] were included
in the study. The patients’ basic characteristics can be found in Table 1. The control group consisted
of age- and sex-matched healthy individuals. All patients´ and controls´ samples were obtained
with an informed consent. The study was conducted in accordance with the Declaration of Helsinki
and approved by the Ethics Committee of University Hospital Olomouc on 17 June 2015 (Project
identification code 16-32105A).

4.1.1. Determination of ROS

Erythrocytes from DBA patients and healthy controls were incubated with 0.4 mM DCF-DA
(Sigma-Aldrich, Darmstadt, Germany) for 15 min at 37 ◦C according to Amer et al. [59] DCF-dependent
intensity of fluorescence was measured by FACS Calibur (BD Bioscience, Franklin Lakes, NJ, USA).

4.1.2. Erythrocyte Annexin V Binding

Annexin V/FITC kit was purchased from BD Biosciences (Franklin Lakes, NJ, USA) and the assay
performed as previously described [11]. Fluorescence intensity was measured by FACS Calibur.

4.1.3. Glutathione Measurements and Erythrocyte Enzyme Activity

GSH was determined using a quantification kit for oxidized and reduced glutathione (Sigma-Aldrich,
Darmstadt, Germany) according to manufacturer´s instructions. Activity of enzymes involved in the pentose
phosphate pathway and oxidative defense: G6PD, GLD, and GPx was determined according to the methods
recommended by the International Committee for Standardization in Haematology [60], as we previously
described [61,62]. Leukocyte- and platelet-free erythrocyte lysates were used, and the absorbance was
measured by spectrophotometer (Infinite 200 Nanoquant; Tecan, Männedorf, Switzerland). All chemicals
and purified enzymes were purchased from Sigma-Aldrich (Darmstadt, Germany).

4.1.4. Erythroblast Cell Culture and ICC Analyses

MNCs were isolated from the whole peripheral blood using density centrifugation and cultivated
according to previously published protocols [63,64], with minor changes. For the first seven
days, 1 × 106/mL MNCs were cultured in StemPro™-34 SFM medium (ThermoFisher Scientific,
Waltham, MA, USA) containing L-glutamine (2 mM, ThermoFisher Scientific, Waltham, MA, USA),
1X cytokine cocktail StemSpan™ CC110 (StemCell Technologies, Vancouver, BC, Canada), recombinant
human erythropoietin (EPO, 2 U/mL; StemCell Technologies, Vancouver, BC, Canada), and the
synthetic glucocorticoid dexamethasone (Dex, 1 μM; Sigma-Aldrich, Darmstadt, Germany). To induce
erythroid differentiation, proliferating erythroblasts were cultured in StemPro™-34 SFM medium
supplemented with l-glutamine (2 mM), human stem cell factor (50 ng/mL, StemCell Technologies,
Vancouver, BC, Canada), human insulin like growth factor-1 (50 ng/mL, StemCell Technologies,
Vancouver, BC, Canada), EPO (10 U/mL), and holo-transferrin (1 mg/mL, Sigma-Aldrich, Darmstadt,
Germany). The cultures were maintained at 37 ◦C in 5% CO2/95% air atmosphere with a medium
changed every two days.

Differentiated cells (day 14) were cytospined on glass slides and fixed with 3% paraformaldehyde
(PHA) and methanol solution. After permeabilization (0.1% Tween in PBS for 10 min), the slides were
incubated with primary antibodies: 8-oxoG (clone 483.15, Santa Cruz Biotechnology, Dallas, TX, USA)
or ATM pS1981 (clone 7C10D8, Rockland Immunochemicals, Pottstown, PA, USA) for 1 h. After washing,
Alexa Fluor®488-conjugated secondary antibodies were used (both from ThermoFisher Scientific,
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Waltham, MA, USA). Cells nuclei were stained with 0.001% DAPI (Sigma-Aldrich, Darmstadt,
Germany); cells were visualized using fluorescence microscopy.

4.1.5. Determination of Inflammatory Cytokines Levels

Human Inflammatory Cytokines Multi-Analyte ELISArray™ Kit was used according to
manufacturer’s instructions (Qiagen, Venlo, The Netherlands).

4.1.6. Immunohistochemistry on Bone Marrow Samples

IHC staining was performed using formalin-fixed and paraffin-embedded bone marrow biopsy
samples as we previously described [15,65] with the use of following antibodies: p53 (clone 7F5,
Cell Signaling Technologies, Danvers, MA, USA), 8-oxoG (clone 2Q2311, Abcam, Cambridge, UK),
and ATM pS1981 (clone 7C10D8, Rockland Immunochemicals, Pottstown, PA, USA) and an EnVision+
Dual Link Detection System (HRP and DAB+ as a visualization chromogen; both DAKO/Agilent,
Santa Clara, CA, USA). The alkaline phosphatase (AP) in situ cell death detection kit (Roche Applied
Science, Mannheim, Germany) was used according to the manufacturer’s instructions as we previously
described [15]. The slides were analyzed by light microscopy.

4.2. Cell Lines

Rpl5- and Rps19-deficient MEL were prepared by CRISPR/Cas9 technology. Detailed information
on cell transfection and protocol for genotyping of individual clones is given in Supplementary
Materials. The cells were maintained in DMEM medium containing 10% fetal bovine serum (FBS;
ThermoFisher Scientific, Waltham, MA, USA). Erythroid differentiation was induced with 1.8% DMSO
for 96 h [12]. In selected experiments, pomalidomide (10 μM, Sigma-Aldrich, Darmstadt, Germany)
was added to the culture medium [66].

4.2.1. Proliferation Assay and Apoptosis

Rpl5- and Rps19-deficient MEL clones were plated on a 96-well plate. The thiazolyl blue
tetrazolium bromide (MTT) proliferation assay was performed according to manufacturer’s instructions
(Sigma-Aldrich, Darmstadt, Germany), as we previously described [67]. The fluorescein in situ
cell death detection kit (Roche Applied Science, Mannheim, Germany) was used for apoptosis
detection on cytospined slides of MEL cells as we previously described [68]; for more details see
Supplementary Materials.

4.2.2. Immunoblotting

MEL cells were lysed on ice in Radio-Immunoprecipitation Assay (RIPA) lysis buffer (ThermoFisher
Scientific, Waltham, MA, USA) with 100 μM Na orthovanadate, 100 μM (phenylmethylsulfonyl
fluoride) PMSF, and a cocktail of protease inhibitors (all from Sigma-Aldrich, Darmstadt, Germany).
The following primary antibodies were used for immunoblotting: RPS19 (Abcam, Cambridge, UK),
RPL5 (Abcam, Cambridge, UK), p53 (Cell Signaling Technologies, Danvers, MA, USA), phospho-p53
(Ser15, Cell Signaling Technologies, Danvers, MA, USA), Chk1 (clone G-4, Santa Cruz Biotechnology,
Dallas, TX, USA), phospho-Chk1 (Ser345, clone 133D3, Cell Signaling Technologies, Danvers,
MA, USA), tubulin (Cell Signaling Technologies, Danvers, MA, USA), and actin (Sigma-Aldrich,
Darmstadt, Germany). The Western blots were analyzed by chemiluminescent detection method using
SuperSignal™West Dura Extended Duration Substrate (ThermoFisher Scientific, Waltham, MA, USA).
The bands were detected by traditional x-ray film system or G:BOX-CHEMI-XX9 imaging system
(Syngene, Cambridge, UK). ImageJ was used for densitometry of protein expression evaluated by
traditional x-ray film system [69].
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4.2.3. Real-Time PCR Assay

RNA was isolated using TRI Reagent (Sigma-Aldrich, Darmstadt, Germany) and
reverse-transcribed using SuperScript® VILO™ cDNA Synthesis Kit (ThermoFisher Scientific,
Waltham, MA, USA) or Transcriptor First Strand cDNA Synthesis Kit (Roche Applied Science,
Mannheim, Germany) according to manufacturers’ instructions. Real-time polymerase chain reaction
was performed in triplicates on a LightCycler 480 (Roche Applied Science, Mannheim, Germany) using
TaqMan® Gene Expression Master Mix (ThermoFisher Scientific, Waltham, MA, USA) or LightCycler®

480 Probes Master Mix. For real-time PCR using the UPL probes (Roche Applied Science, Mannheim,
Germany) cDNA was treated with Turbo DNA-free kit (ThermoFisher Scientific, Waltham, MA, USA).
The list of TaqMan® Gene Expression probes (ThermoFisher Scientific, Waltham, MA, USA) and UPL
probes and primers can be found in Supplementary Material and Methods. The data were normalized
to the expression of beta-actin and to mRNA levels of control cells. The statistical significance
of relative expression changes of target mRNA levels was analyzed using REST© 2020 software
(Technical University Munich, Germany) [70].

4.2.4. Flow Cytometry Analysis of γ-H2AX and Phosphorylated p38

MEL cells were fixed with 3% PHA and permeabilized with ice-cold 70% ethanol. After the washing
and blocking step (with 0.5% BSA/PBS), the cells were incubated with Alexa Fluor®488-conjugated
antibody against phospho-histone H2AX (Ser139; Cell Signaling Technologies, Danvers, MA, USA)
or primary antiphospho-p38 antibody (Cell Signaling Technologies, Danvers, MA, USA) for 1 h.
For phospho-p38 detection, FITC-conjugated secondary antibody (BD Biosciences, Franklin Lakes,
NJ, USA) was used for another hour. The intensity of fluorescence was measured by FACS Calibur.
To induce γ-H2AX, control MEL cells were irradiated with γ-rays (4 Gy, 30 min) before staining.

4.2.5. ROS Measurement

MEL cells were stained with 0.5 μM CellROX® Green reagent (ThermoFisher Scientific,
Waltham, MA, USA) for 45 min at 37 ◦C in the dark, washed with PBS, and fixed with 4% formaldehyde
(ThermoFisher Scientific, Waltham, MA, USA) in PBS. The intensity of fluorescence was measured by
FACS Calibur.

4.2.6. ICC of 8-OxoG and ATM pS1981

ICC on cytospin slides of MEL cells was performed as described for differentiated erythroblasts
(Section 4.1.4).

4.2.7. Cellular Senescence Activity Assay

MEL cells were lysed in ice-cold lysis buffer (Enzo Life Sciences, Farmingdale, NY, USA) containing
protease inhibitors for 15 min on ice. The measurement of SA-β-gal activity was performed according
to manufacturer’s instructions (ENZ-kit129, Enzo Life Sciences Farmingdale, NY, USA) using a
fluorescence reader (GENios, Tecan, Männedorf, Switzerland).

4.2.8. Cell Cycle Analysis

The cells were harvested, fixed (ice-cold 70% ethanol), permeabilized (1% BSA/0.5% Tween-20),
and stained with PI (Sigma-Aldrich, Darmstadt, Germany) for 30 min. Cell cycle was measured by flow
cytometry (FACS Calibur) as previously described [67] and the cell cycle distribution was analyzed by
MultiCycle AV software (Phoenix Flow System, San Diego, CA, USA).

4.3. Statistical Analyses

Student’s t-test was used to determine the statistical significance of the results. p values less
than 0.05 were considered statistically significant. Statistical analyses were conducted using Origin
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6.1 software (OriginLab Corporation, Northampton, MA, USA). Enzyme activity graphs were created,
and the corresponding p values calculated using GraphPad Prism 8 Software (GraphPad Software Inc.,
La Jolla, CA, USA).

Supplementary Materials: The following are available online at http://www.mdpi.com/1422-0067/21/24/9652/s1.
Figure S1: Creation of Rpl5- and Rps19-deficient MEL cells; Figure S2: Characterization of Rpl5- and Rps19-deficient
MEL cells; Figure S3: Relative expression of Gata1; Figure S4: Activities of ROS scavenging enzymes in Rpl5-
and Rps19-deficient cells; Figure S5: Positive controls for 8-oxoG staining; Figure S6: Effect of conditioned
medium harvested from Rpl5- and Rps19-deficient cells on p53 activation and cell cycle of control cells; Figure
S7: Immunocytochemistry staining for 8-oxoG and immunoblot analysis for phospho-p53 protein in Rpl5-
and Rps19-deficient cells; the effect of pomalidomide; Figure S8: Effect of pomalidomide on the expression
of inflammatory cytokines and cell cycle progression in uninduced Rpl5- and Rps19-deficient cells; Figure S9:
Immunohistochemical staining of bone marrow specimens; Figure S10: Immunohistochemistry for 8-oxoG in the
bone marrow specimens; Figure S11. Immunohistochemistry for pATM in the bone marrow specimens.
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Abstract: Benzo[a]pyrene (B[a]P), a polycyclic aromatic hydrocarbon, is a group 1 carcinogen that
introduces mutagenic DNA adducts into the genome. In this study, we investigated the molecular
mechanisms underlying the involvement of silymarin in the reduction of DNA adduct formation by
B[a]P-7,8-dihydrodiol-9,10-epoxide (BPDE), induced by B[a]P. B[a]P exhibited toxicity in HepG2 cells,
whereas co-treatment of the cells with B[a]P and silymarin reduced the formation of BPDE-DNA
adducts, thereby increasing cell viability. Determination of the level of major B[a]P metabolites
in the treated cells showed that BPDE levels were reduced by silymarin. Nuclear factor erythroid
2-related factor 2 (Nrf2) and pregnane X receptor (PXR) were found to be involved in the activation
of detoxifying genes against B[a]P-mediated toxicity. Silymarin did not increase the expression of
these major transcription factors, but greatly facilitated their nuclear translocation. In this manner,
treatment of HepG2 cells with silymarin modulated detoxification enzymes through NRF2 and PXR
to eliminate B[a]P metabolites. Knockdown of Nrf2 abolished the preventive effect of silymarin on
BPDE-DNA adduct formation, indicating that activation of the Nrf2 pathway plays a key role in
preventing B[a]P-induced genotoxicity. Our results suggest that silymarin has anti-genotoxic effects,
as it prevents BPDE-DNA adduct formation by modulating the Nrf2 and PXR signaling pathways.

Keywords: benzo[a]pyrene; BPDE-DNA adduct; silymarin; detoxification; Nrf2; PXR

1. Introduction

Benzo[a]pyrene (B[a]P) is a ubiquitous environmental pollutant produced during incomplete
combustion from sources such as diesel engine exhaust, cigarette smoke, and industrial activities. B[a]P
is also produced during certain types of food processing such as grilling and broiling [1]. It is classified
by the International Agency for Research on Cancer (IARC) as a group I carcinogen [2,3]. Low-dose
B[a]P is constantly absorbed into the body through the inhalation of polluted air, as well as the
consumption of charbroiled food. Prolonged exposure to B[a]P accelerates metastasis and angiogenesis
in the liver and induces cancer in the liver, lungs, skin, cervix, and the gastrointestinal tract (colorectal
and stomach) [4–7]. Furthermore, polycyclic aromatic hydrocarbons such as B[a]P have been shown
to possess very strong bioaccumulation characteristics in animal studies [8–10]. After exposure to
B[a]P, cellular cytochrome P450 (CYP) metabolizes B[a]P to B[a]P-7,8-dihydrodiol-9,10-epoxide (BPDE),
which interacts with DNA to form carcinogenic BPDE-DNA adducts in vitro and in vivo [11–13].

In the body, defense systems against xenobiotics such as BPDE include the activation of detoxifying
phase II and III enzymes to prevent further cellular damage; specifically, glutathione S-transferases
(GSTs) [14], nicotinamide adenine dinucleotide phosphate (NAD(P)H): quinone oxidoreductase 1
(NQO1), sulfotransferases (SULTs), and multidrug resistance-associated proteins (ABCCs) [15–17].
Previous studies showed that the genotoxicity of B[a]P was reduced by phase II enzymes conjugated
with B[a]P metabolites and that B[a]P was excreted by ABCCs before BPDE-DNA adducts could
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form [18–20]. Nuclear factor erythroid 2-related factor 2 (Nrf2) and pregnane X receptor (PXR) are
important transcriptional factors that regulate the expression of anti-genotoxic phase II detoxification
enzymes and phase III transporters [18,19,21–23]. Generally, Nrf2 protein interacts with kelch-like
ECH-associated protein 1 (Keap1) to form a dimer [24]. Exposure to endogenous activators such as
reactive oxygen species (ROS) or exogenous agents such as electrophilic xenobiotics induces dissociation
of the Nrf2 and Keap1 dimer, resulting in Nrf2 degradation by the proteasome and Nrf2 entry into the
nucleus. After translocation into the nucleus, small musculoaponeurotic fibrosarcoma (Maf) proteins
and other transcription factors help to activate and stabilize Nrf2, leading to the induction of phase II
detoxifying enzymes [25,26].

Silymarin, a natural flavonoid, is a constituent of milk thistle (Silybum marianum). It is a metabolic
regulator known to have anti-oxidant, anti-inflammatory, anti-cancer, anti-mutagenic, anti-bacterial,
and anti-virus effects [27–30]. Furthermore, silymarin has multiple pharmacological activities and its
components include silibinin, silydianine, and silychristin [27]. Recent studies showed that silymarin
can reduce B[a]P-induced toxicity by reducing ROS formation in a rat model and can attenuate colorectal,
liver, and lung cancer [28,31–33]. Another report showed that silymarin also exerts anti-oxidant effects
by up-regulating NQO1 and heme oxygenase 1 genes through Nrf2 modulation [33]. However, B[a]P
induces DNA damage through BPDE-DNA adduct formation as well as ROS formation, and the
mechanism of action through which silymarin reduces the formation of BPDE-DNA adducts has not yet
been clearly elucidated. In this study, we show the effect of silymarin on the reduction of genotoxicity
through the regulation of B[a]P metabolites and the reduction of BPDE-DNA adduct formation via the
modulation of Nrf2 and PXR signaling pathways.

2. Results

2.1. Attenuation of B[a]P-Induced Cytotoxicity by Silymarin

Regulation of the dose-dependent production of BPDE in human hepatocytes varies depending
on the cell line used for BPDE-DNA adduct research [34]. Therefore, we used the well-characterized
HepG2 cell line to study the potential preventive effects of silymarin on BPDE formation, thereby
reducing the cell toxicity induced by B[a]P. The toxicity of B[a]P and silymarin on HepG2 cells was
evaluated using cell viability assays. B[a]P induced cell death in a dose-dependent manner, whereas
silymarin was non-toxic (up to 40 μM for 48 h) compared to no treatment (Figure 1A,B). To evaluate
the protective effects of silymarin on B[a]P-induced cytotoxicity, B[a]P was co-applied to HepG2
cells with various concentrations of silymarin. Silymarin restored up to 90% of the cell viability in a
dose-dependent manner by reducing B[a]P-induced cytotoxicity. This implies that silymarin has a
protective effect against B[a]P-induced cytotoxicity (Figure 1C).

The potential protective effect of silymarin against B[a]P-induced genotoxicity was evaluated.
BPDE-DNA adduct formation was measured with a BPDE-DNA adduct enzyme-linked immunosorbent
assay (ELISA) kit after treatment with B[a]P (10 μM), silymarin (40 μM), and B[a]P (10 μM)
co-administered with silymarin (40 μM). The results showed that B[a]P treatment alone increased
the BPDE-DNA adduct level compared to that of the untreated control group. In contrast, B[a]P
co-treatment with silymarin significantly decreased the BPDE-DNA adduct level compared to B[a]P
treatment alone (Figure 1D). These results suggest that silymarin exerts an anti-genotoxic effect by
reducing the formation of BPDE-DNA adducts.
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Figure 1. HepG2 cell viability was evaluated by cell viability assay. (A,B) HepG2 cells were treated with
benzo[a]pyrene (B[a]P) or silymarin at various concentrations for 48 h. (C) B[a]P-induced cytotoxicity
was reduced in cells treated with various concentrations of silymarin for 48 h. (D) The inhibitory effect
of silymarin on B[a]P-7,8-dihydrodiol-9,10-epoxide (BPDE)-DNA adduct formation was measured by
enzyme-linked immunosorbent assay (ELISA). HepG2 cells were treated with B[a]P (10 μM) in the
presence or absence of silymarin (40 μM) for 48 h. All treatment group values were significantly different
in comparison to the controls (*** p < 0.001) and to B[a]P (# p < 0.05, ## p < 0.01, and ### p < 0.001) in
Tukey’s multiple comparison test.

2.2. Reduction of Intracellular B[a]P Metabolites by Silymarin

B[a]P is sequentially metabolized to B[a]P-7,8-dihydrodiol and BPDE; BPDE induces genotoxicity
by introducing mutagenic adducts into guanine [12]. The amount of B[a]P and its metabolites
B[a]P-7,8-dihydrodiol and BPDE in the treated HepG2 cells were measured using a high performance
liquid chromatography (HPLC) system. We found that the calculated amount of BPDE rapidly
increased when the cells were treated with B[a]P alone. In contrast, BPDE levels decreased following
B[a]P co-treatment with silymarin compared to the levels with B[a]P treatment alone, but the calculated
amounts of B[a]P and B[a]P-7,8-dihydrodiol increased (Figure 2). These results suggest that silymarin
reduces B[a]P-induced genotoxicity through the excretion of BPDE and inhibition of BPDE-DNA
adduct formation.

31



Int. J. Mol. Sci. 2020, 21, 2369

Figure 2. HepG2 cells were incubated with B[a]P (10 μM) and co-treated with silymarin (40 μM)
for 48 h. The typical intracellular metabolites of B[a]P were measured by high performance liquid
chromatography (HPLC). M1, B[a]P; M2, B[a]P-7,8-dihydrodiol; M3, BPDE.

2.3. Modulatory Effect of Silymarin on the Expression of Phase I, II, and III Enzymes

GST enzymes are important for phase II detoxification processes and for the activation of
glutathione (GSH) conjugated with BPDE, which is eliminated by ABCCs [18,35]. ABCC1 is
involved in the function of efflux pumps, which contribute to GSH-conjugated with xenobiotic
(GS-X) excretion. GSH-BPDE conjugates in the cell are eliminated through excretion to the basolateral
side by ABCC1 [20,36,37]. In the liver, GSH-BPDE conjugates are transferred to the blood from luminal
surfaces through basolateral efflux by ABCC1, and then BPDE is terminally eliminated from the
body [37]. The results of B[a]P application showed that B[a]P induced CYP1A1 expression but reduced
GST and ABCC1 expression; however, B[a]P co-treatment with silymarin recovered the expression of
GST and ABCC1 (Figure 3A–C). The activation of CYP1A1 and GSTs was evaluated using an activity
assay kit. Greater activation of GSTs was observed with B[a]P co-administered with silymarin than
with B[a]P treatment alone, whereas the activation of CYP1A1 decreased (Figure 3D,E). These data
suggest that silymarin reduces B[a]P metabolism and induces BPDE excretion by regulating phase I, II,
and III metabolizing enzymes.
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Figure 3. Expression of phase I, II, and III enzymes was induced by incubation for 48 h with B[a]P (10μM)
and co-treatment with silymarin (40 μM). (A) Cell lysates were prepared and the level of detoxifying
enzymes was measured by Western blot; (B) The expression of multidrug resistance-associated protein
1 (ABCC1) was measured using immunocytochemistry. (C) Quantitative protein expression was
calculated. (D,E) cellular cytochrome P450 (CYP)1A1 and glutathione S-transferase (GST) were
activated and the relative levels of activation were calculated. All values are expressed as mean±
standard error of mean (SEM) (n = 3). The relative activation levels of CYP1A1 and GST were
significantly different compared to those of the controls (* p < 0.05, ** p < 0.01, *** p < 0.001) and B[a]P
(# p < 0.05, ## p < 0.01, ### p < 0.001) in Tukey’s multiple comparison test.

2.4. Stimulation of Nuclear Translocation of Nrf2 and PXR by Silymarin

Nrf2 and PXR are well-known as inducers of phase II detoxification enzyme and phase III
transporter expression [17,33,38–40]. To elucidate the pathways involved in the silymarin-mediated
suppression of BPDE metabolites, the effects of Nrf2 and PXR translocation were evaluated using
immunofluorescence staining. The results showed that the protein expression of Nrf2 decreased
following B[a]P co-treatment with silymarin, whereas PXR expression was not significantly altered
compared to the levels observed with B[a]P treatment alone (Figure 4A,B) However, B[a]P co-treatment
with silymarin significantly increased the translocation of Nrf2 and PXR compared to B[a]P alone
(Figure 4C,D). These results indicated that silymarin induces the translocation of Nrf2 and PXR, which
are mainly involved in pathways related to the elimination of BPDE metabolites.
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Figure 4. HepG2 cells were treated with B[a]P (10 μM), silymarin (40 μM), and both B[a]P (10 μM)
and silymarin (40 μM). (A) Nuclear factor erythroid 2-related factor 2 (Nrf2) and pregnane X receptor
(PXR) expression was measured using Western blot, and (B) the quantitative protein levels were
calculated. (C,D) The translocation levels were measured by immunocytochemistry. DNA was detected
by propidium iodide (PI) staining (red).

2.5. Reduction of BPDE-DNA Adduct by Silymarin is Dependent on Nrf2

Previous results showed that silymarin reduces BPDE-DNA adduct formation through the Nrf2
signaling pathway. We confirmed that the preventive effect of Nrf2 was inhibited by knockdown of Nrf2
expression using specific small interfering RNA (siRNA). Depletion of Nrf2 was confirmed by Western
blot (Figure 5A). Co-treatment of HepG2 cells with B[a]P and silymarin resulted in the reduction
of BPDE-DNA adduct formation with control siRNA (siCon). However, this effect of silymarin
on BPDE-DNA adduct formation was eliminated by Nrf2 knockdown (Figure 5B). These results
confirmed that BPDE-DNA adduct formation was mainly reduced by silymarin via the up-regulation
of Nrf2 translocation.
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Figure 5. Knockdown of HepG2 cells was performed using Nrf2-small interfering RNA (siRNA) (siNrf2)
and control siRNA (siCon). (A) Knockdown of cells was confirmed by Western blot. (B) Transfected
HepG2 cells were exposed to B[a]P for 48 h. BPDE-DNA adduct formation was measured by
enzyme-linked immunosorbent assay (ELISA). Each letter indicates significantly (p < 0.05) different
values (a, b, ab—mean values with the same letters for each level are not significantly different).

3. Discussion

B[a]P is a group I carcinogen that is widely produced in cigarette smoke, charbroiled food,
and other sources. It activates several types of cancer, mainly by causing DNA damage through
BPDE-DNA adduct and ROS formation [41,42]. Unfortunately, we are constantly exposed to low-doses
of B[a]P, which induces cancer in the body through its conversion to the BPDE metabolite [43,44].
Research on the protective effects of natural compounds against B[a]P-induced damage is currently
ongoing to identify methods to prevent cancer [45–49].

Silymarin, a natural compound derived from milk thistle (Silybum marianum) is widely used in
health supplements, medicines, and medical supplies related to liver disease and cancer, and has no
reported side-effects [50–52]. Previous studies on silymarin focused on its role as an anti-oxidant and
its anti-inflammatory properties against B[a]P-induced ROS formation via modulating detoxifying
enzymes in vivo [28]. However, B[a]P-induced genotoxicity is mainly caused by damage from
BPDE-DNA adducts as well as ROS-based DNA damage. Additionally, the metabolic counteractive
effects of silymarin on B[a]P-induced toxicity have not yet been studied. In this study, we provide
evidence that silymarin reduces B[a]P-induced genotoxicity by modulating phase detoxification
enzymes and eliminating B[a]P metabolites via the Nrf2 and PXR signaling pathways. Our results show
that co-application of B[a]P with silymarin recovers the cell viability levels (Figure 1C). Previous reports
showed that silymarin possesses anti-oxidant effects and attenuates B[a]P-induced ROS damage [27,53].
However, we focused on the attenuation of BPDE-DNA adduct formation by silymarin in this study.
Our results provide new insight that novel mechanisms of silymarin modulate the attenuation of BPDE,
facilitating anti-genotoxic effects against B[a]P. BPDE is the ultimate metabolite of B[a]P and is produced
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through genotoxic interactions with DNA to induce BPDE-DNA adduct formation. The present study
confirms that silymarin inhibits BPDE-DNA adduct formation compared to the effects of B[a]P alone
(Figure 1D). This result indicates that silymarin attenuates B[a]P-induced genotoxicity by inhibiting
BPDE-DNA adduct formation.

To confirm the mechanism of BPDE-DNA adduct formation by silymarin, we evaluated the amount
of B[a]P metabolites produced. Silymarin co-treatment with B[a]P resulted in greater production
of B[a]P and B[a]P-7,8-dihydrodiol than B[a]P alone. However, the amount of BPDE was markedly
decreased (Figure 2), consistent with the formation of fewer BPDE-DNA adducts as the amount of
BPDE decreased (Figure 1D). Additionally, the results suggest that silymarin reduces B[a]P metabolism
by inhibiting the transition of B[a]P to BPDE. A previous report indicated that direct exposure of cells
to BPDE resulted in instant formation of DNA adducts, whereas B[a]P-exposed cells required multiple
enzymatic steps for B[a]P conversion to BPDE [54]. This result indicates that the inhibition of BPDE
formation is important to prevent B[a]P-induced genotoxicity by modulating the necessary enzymatic
steps. Therefore, we hypothesized that the inhibition of B[a]P conversion to BPDE will be regulated by
enzymatic steps.

CYP1A1 is considered as playing a key role in B[a]P metabolism involving both BPDE formation
and reduction [55]. Further, abnormal activation of phase I enzymes may have an adverse effect by
inducing toxicity and causing cancer in the body [56]. Our results showed that co-treatment with
silymarin reduced CYP1A1 and CYP1B1 protein level compared to B[a]P treatment alone (Figure 3A,C).
Moreover, silymarin reduced CYP1A1 activity to levels similar to those of the control group (Figure 3D).
These results indicated that CYP1A1 and 1B1 contribute to the inhibition of both B[a]P metabolism and
BPDE generation by silymarin.

Xenobiotics such as B[a]P are mainly converted to water-soluble metabolites that are easily
eliminated from the body [57]. These defense systems are modulated by phase detoxification
enzymes such as GSTs, SULTs, uridine 5′-diphospho-glucuronosyltransferases (UGTs), and ABCCs
that induce the excretion of toxicants through urine [58]. Previous studies showed that B[a]P-induced
genotoxicity was reduced by the modulation of phase detoxifying enzymes before BPDE-DNA
adduct formation [17,47]. GSTs are typical phase II detoxifying enzymes and are important in
reducing B[a]P-induced DNA damage by inhibiting the formation of DNA adducts and 8-oxo-G [59].
Additionally, GSTs are known to promote GSH conjugation with BPDE and inhibit BPDE-DNA adduct
formation [60]. Our results showed that the expression and activity of GSTs were promoted by
silymarin compared to the observations with B[a]P alone (Figure 3A,C,E). Reduced BPDE production
is caused by two factors: (1) inhibition of B[a]P conversion to BPDE by the regulation of CYP1A1 and
CYP1B1, and (2) elimination of BPDE metabolites via the induction of BPDE conjugation with GSH
through the modulation of GST.

GSH conjugated with metabolites enhances the water solubility of B[a]P metabolites, facilitating
the excretion of BPDE by ABCCs [61]. Previous studies showed that BPDE was detoxified when
conjugated with GSH and excreted by ABCCs [20,62]. Specifically, ABCC1 and ABCC2 are mainly
involved in the excretion of GSH-BPDE conjugates, with ABCC2 mediating the apical excretion and
ABCC1 mediating the basolateral excretion [20]. We confirmed that ABCC1 mRNA expression, but
not ABCC2 mRNA expression, is regulated by silymarin based on microarray data (data not shown).
Another study also showed that the prevention of xenobiotic toxicity by ABCC1 is important in several
types of tissues and resulted in the direct excretion of GS-X [63,64]. Our results demonstrated that the
level of ABCC1 is reduced by B[a]P treatment and restored by co-treatment with silymarin (Figure 3B).
These results indicate that the mechanism underlying the reduction of B[a]P-induced genotoxicity
involves the activation of GST to enhance GSH conjugation with BPDE, excretion of BPDE into the
blood from the liver by ABCC1, and elimination from the body through urine. As a consequence,
silymarin induces the up-regulation of GST and ABCC1, facilitating BPDE conjugation with GSH and
excretion of the conjugate, and inhibits the conversion of BPDE from B[a]P by regulating CYP1A1 and
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CYP1B1. Therefore, these results confirm that silymarin reduces B[a]P-induced genotoxicity through
the inhibition of BPDE-DNA adduct formation.

Aryl hydrocarbon receptor (AhR), one of major transcriptional factor of phase I enzymes, stimulates
expression of CYP enzymes by binding with xenobiotic response element (XRE) [65,66] and induces
to B[a]P metabolism. We confirmed that B[a]P transition to BPDE was decreased (Figure 2) whereas
CYP1A1 and 1B1 mRNA level were increased by silymarin. Our results indicate that the anti-genotoxic
effect of silymarin is due to the activity of CYP enzymes, not mRNA expression level. Nrf2 and PXR are
major transcriptional factors of phase II detoxification enzymes and phase III transporters, and they are
reported to modulate GSTs, NQO1, UGTs, and ABCCs [67–69]. A previous study demonstrated that
Nrf2 plays a critical role in drug metabolism by regulating phase I, II, and III enzymes in the liver [70].
In addition to this, Nrf2 is important for maintaining GSH and regulating the expression of phase I, II,
and III enzymes, thereby facilitating the elimination of xenobiotics [71]. Moreover, nuclear translocation
of Nrf2 interactions with antioxidant response element (ARE) induces phase detoxifying enzymes [71].
Our results show that the expression of Nrf2 by B[a]P is slightly decreased by co-exposure with
silymarin, whereas nuclear translocation of Nrf2 is increased significantly (Figure 4A–C). Accordingly,
our results suggest that silymarin induces phase detoxifying enzymes via Nrf2. A previous study
showed that PXR regulated the detoxifying enzymes against B[a]P and reduced toxicity in the liver [22].
This report indicates that PXR is also related to the anti-genotoxic effect of silymarin. Therefore, these
results suggest that increased Nrf2 and PXR translocation regulates phase detoxifying enzymes such
as GSTs and ABCC1, which then facilitate the elimination of B[a]P metabolites.

A previous study showed that the inhibition of Nrf2 increased B[a]P toxicity and decreased the
expression of several GSTs [72]. To confirm that silymarin regulates the Nrf2 signaling pathway, which
is related to the attenuation of BPDE-DNA adduct formation, we demonstrated that knockdown of Nrf2
expression by RNA interference abolishes the inhibition of BPDE-DNA adduct formation by silymarin
(Figure 5B). This indicates that the induction of Nrf2 translocation by silymarin plays a key regulatory
role against B[a]P-induced genotoxicity. Previous studies supported that Nrf2 was closely related to
the induction of GSTs and ABCC1 through the regulation of Nrf2 expression [73,74]. These reports
support our findings that silymarin modulates Nrf2, which causes B[a]P detoxification through the
regulation of phase II and III enzymes. These results confirm that silymarin exerts anti-genotoxic effects
against B[a]P-induced toxicity through the up-regulation of Nrf2 and PXR translocation (Figure 6).

Previous reports indicated that silymarin attenuated DNA damage by reducing ROS damage.
However, BPDE also causes DNA damage by forming BPDE-DNA adducts, which induce toxic
and pathologic cellular changes. Our results clearly show that the signaling pathways inhibit B[a]P
conversion to BPDE by modulating phase I enzymes and accelerate BPDE conjugation with GSH by
regulating phase detoxification enzymes that counteract B[a]P metabolites. In this manner, silymarin
can reduce B[a]P-induced genotoxicity by reducing DNA damage through the inhibition of BPDE
interactions with DNA.
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Figure 6. Schematic of reduction of B[a]P-induced genotoxicity by silymarin through Nrf2 and PXR.
Silymarin induces Nrf2 and PXR translocation and can regulate the expression of GSTs and ABCC1,
enhancing GSH conjugation with BPDE to facilitate the excretion process.

4. Methods

4.1. Chemicals and Reagents

Silymarin, B[a]P, dimethyl sulfoxide (DMSO), 4,6-diamidino-2-phenylindole dihydrochloride
(DAPI), and Triton X-100 were purchased from Sigma-Aldrich Chemical (St. Louis, MO,
USA). Minimum essential medium (MEM), fetal bovine serum (FBS), penicillin/streptomycin,
trypsin-ethylenediaminetetraacetic acid (EDTA), and sodium pyruvate were purchased from Welgene
(Daegu, Korea). Phosphate-buffered saline was purchased from Biosesang (Seongnam, Korea).
Fluorescent mounting medium was purchased from Dako (Carpinteria, CA, USA). Antibodies
(anti-Nrf2, PXR, GST, CYP1A1, ABCC1, and β-actin), horseradish peroxidase-conjugated anti-rabbit
immunoglobulin G (IgG) and siRNA transfection reagent, siRNA transfection medium, control siRNA,
and Nrf2-siRNA were purchased from Santa Cruz Biotechnology (Santa Cruz, CA, USA). Alexa
488-conjugated anti-rabbit secondary antibody was purchased from Cell Signaling Technology (Beverly,
MA, USA).

4.2. Cell Culture and Treatment

The HepG2 cell line was purchased from the American Type Culture Collection (Manassas, VA,
USA). HepG2 cells were cultured in a 100 mm2 cell culture dish with MEM containing 10% FBS,
100 U/mL penicillin, 100 μg/mL streptomycin, and 1 mM sodium pyruvate at 37◦C in a humidified
atmosphere of 5% CO2. To determine the effects of the treatment conditions, the cells were incubated
with various concentrations of B[a]P and silymarin in MEM for 48 h. The cells were subjected to further
analysis or harvested to prepare cell-free extracts.

4.3. Cell Viability Assay

We performed cell viability assays to evaluate the general cytotoxicity of B[a]P and silymarin on
HepG2 cells. HepG2 cells with a density of 1 x 104 cells/well with MEM were seeded in 96-well plates
with B[a]P (0, 1, 5, 10, 20, 40 μM) or silymarin (0, 1, 5, 10, 20, 40 μM) for 48 h. EZ-CYTOX reagent
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(DOGEN, Daejeon, Korea) was added to each well and the cells were incubated for 2 h. Absorbance
measurement at 450 nm was carried out by using a microplate reader (Molecular Devices, San Jose,
CA, USA) and the cell viability levels of the B[a]P and silymarin treatment groups were evaluated
compared to those of the non-treatment groups.

4.4. BPDE-DNA Adduct Formation Analysis

HepG2 cells were seeded with MEM in 6-well plates and were treated with 10 μM B[a]P in the
presence or absence of 40 μM silymarin for 48 h. DNA was extracted from the HepG2 cells at the end of
the treatment period using the QIAamp DNA Mini Kit (Qiagen, Stanford, CA, USA) according to the
manufacturer’s instructions. The isolated DNA was analyzed for BPDE-DNA adduct formation using
a BPDE-DNA adduct ELISA kit (Cell Biolabs, San Diego, CA, USA) according to the manufacturer’s
instructions. The relative BPDE-DNA adduct levels were measured using a microplate reader with
absorbance at 450 nm.

4.5. Metabolite Extraction and HPLC Analysis Conditions

To extract metabolites, cells treated with B[a]P and/or silymarin in 100 mm2 cell culture dishes for
48 h were dissolved with ethyl acetate and homogenized. The dissolved cells were evaporated using
a vacuum centrifuge and re-dissolved with 50% acetonitrile/0.1% acetic acid. After this, 30 μL was
injected into an Agilent HPLC Hewlett Packard 1100 series (Hewlett-Packard, Palo Alto, CA, USA).
Chromatography was performed using a Kinetex C18 column (4.6 mm X 250 mm, 5 μm, Phenomenex,
Torrance, CA, USA) at 25 ◦C with a flow rate of 1.0 mL/min. HPLC separation was performed using
the following linear gradient: 25 to 30 min for 100% acetonitrile in 0.1% acetic acid, and 0 to 40 min for
50% acetonitrile in 0.1% acetic acid (with solvent A, 0.1% acetic acid in distilled water and solvent B,
0.1% acetic acid/acetonitrile in distilled water). For each sample, the retention time and fragmentation
patterns were obtained from reference standards of B[a]P, B[a]P-7,8,dihydrodiol, and BPDE, which
were purchased from the MRIGlobal Chemical Carcinogen Repository (Kansas City, MO, USA).

4.6. CYP1A1 Activity Assay

HepG2 cells were seeded at a density of 1 × 104 cells into each well of 96-well plates with MEM
and were treated with 10 μM B[a]P in the absence or presence of 40 μM silymarin for 48 h. CYP1A1
activity was measured using a CYP1A1 activity assay kit (Promega, Madison, WI, USA) according to
the manufacturer’s instructions. The luminescence level of CYP1A1 was measured using an Infinite
200 PRO multi-well plate reader (Tecan, Mannedorf, Switzerland).

4.7. GST Activity Assay

GST activity was measured using a GST activity assay kit (Cayman, Ann Arbor, MI, USA)
according to the manufacturer’s instructions. HepG2 cells were seeded with MEM in 96-well plates at
a density of 1 x 104 cells in each well and were treated with 10 μM B[a]P in the absence or presence of
40 μM silymarin for 48 h. The relative activation of GST was measured by using an Infinite 200 PRO
multi-well plate reader (Tecan, Mannedorf, Switzerland).

4.8. Immunofluorescence Staining

HepG2 cells were seeded on coverslips in a 6-well cell culture plate. The cells were fixed with 4%
formaldehyde for 15 min and treated with 0.25% Triton X-100 after the formaldehyde was discarded.
The cells were sequentially incubated with primary antibody for 1 h and Alexa 488-conjugated anti-rat
secondary antibody for 1 h. The cells with attached antibody were stained with DAPI. After DAPI
staining, fluorescence mounting medium was applied to a glass slide on which was placed a coverslip
with the attached cells. The fluorescence images were obtained by confocal microscopy (Olympus,
Tokyo, Japan) and quantitative analysis was performed using ImageJ software (Bethesda, MD, USA).

39



Int. J. Mol. Sci. 2020, 21, 2369

4.9. Western Blot Analysis

Total cell lysates were prepared in radioimmunoprecipitation assay (RIPA) buffer (50 mM Tris-HCl
pH 7.4, 150 mM NaCl, 1% Nonidet P-40, 0.25% sodium deoxycholate) containing protease inhibitor
cocktail, phosphatase inhibitor cocktail 2, and phosphatase inhibitor cocktail 3 (Sigma-Aldrich, St. Louis,
MO, USA). Total cell proteins (30 μg) were separated by 10% sodium dodecyl sulfate-polyacrylamide
gel electrophoresis, transferred to a polyvinylidene difluoride membrane (Millipore, Billerica, MA,
USA), and hybridized with their respective primary antibodies. The membrane was incubated with
secondary antibodies and the immunoreactive proteins bound to the antibodies were detected with
enhanced chemiluminescent (ECL) Plus Western blotting detection reagents (Amersham Bioscience,
Buckinghamshire, United Kingdom). Images were acquired using a Bio-Rad ChemiDoc XRS (Hercules,
CA, USA) and quantified by Quantity One Image Software (Hercules, CA, USA).

4.10. Statistical Analysis

Each experiment was repeated at least three times. All data were expressed as means ± standard
error of the mean (SEM). Significant differences among groups were determined by using one-way
ANOVA with Tukey’s multiple comparison test. Statistical significance was considered as p < 0.05.

5. Conclusions

In summary, our results show that the modulation of B[a]P detoxification reduces intracellular
B[a]P metabolites, and thereby prevents the formation of BPDE-DNA adducts. Silymarin reduces
BPDE by attenuating B[a]P conversion to BPDE and accelerates BPDE detoxification and elimination
by modulating phase I, II, and III enzymes via Nrf2 and PXR pathways. In particular, knockdown of
the Nrf2 gene abolishes the attenuation of BPDE-DNA adduct formation by silymarin. We confirmed
that the Nrf2 signaling pathway is mainly related to the inhibition of BPDE-DNA adduct formation by
silymarin. These results suggest that silymarin has anti-genotoxicity properties against B[a]P through
the inhibition of BPDE-DNA adduct formation.
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Abstract: DNA damage and alterations in the DNA damage response (DDR) are critical sources of
genetic instability that might be involved in BCR-ABL1 kinase-mediated blastic transformation of
chronic myeloid leukemia (CML). Here, increased DNA damage is detected by γH2AX foci analysis in
peripheral blood mononuclear cells (PBMCs) of de novo untreated chronic phase (CP)-CML patients
(n = 5; 2.5 γH2AX foci per PBMC ± 0.5) and blast phase (BP)-CML patients (n = 3; 4.4 γH2AX foci
per PBMC ± 0.7) as well as CP-CML patients with loss of major molecular response (MMR) (n = 5;
1.8 γH2AX foci per PBMC ± 0.4) when compared to DNA damage in PBMC of healthy donors
(n = 8; 1.0 γH2AX foci per PBMC ± 0.1) and CP-CML patients in deep molecular response or MMR
(n = 26; 1.0 γH2AX foci per PBMC ± 0.1). Progressive activation of erroneous non-homologous end
joining (NHEJ) repair mechanisms during blastic transformation in CML is indicated by abundant
co-localization of γH2AX/53BP1 foci, while a decline of the DDR is suggested by defective expression
of (p-)ATM and (p-)CHK2. In summary, our data provide evidence for the accumulation of DNA
damage in the course of CML and suggest ongoing DNA damage, erroneous NHEJ repair mechanisms,
and alterations in the DDR as critical mediators of blastic transformation in CML.

Keywords: chronic myeloid leukemia; genetic instability; DNA double-strand breaks; DNA
damage response

1. Introduction

Chronic myeloid leukemia (CML) is a myeloproliferative neoplasm characterized by increased
proliferation of myeloid cells in the bone marrow and expansion of these cells in the peripheral blood [1].
The leukemic clone originates from a hematopoietic stem cell by acquisition of the chromosomal
translocation t(9;22)(q34;q11) containing the BCR-ABL1 fusion gene [1]. The natural course of untreated
CML is characterized by an initial chronic phase (CP) that progresses to an accelerated phase (AP)
and a terminal blast phase (BP) [2]. During this process, the constitutively activated BCR-ABL1
tyrosine kinase stimulates different oncogenic pathways (e.g., WNT, PI3K/AKT, JAK/STAT, Hedgehog
signaling) [3], which drive malignant differentiation (e.g., proliferation, G2/M delay, cell survival) [4].
In addition, BCR-ABL1 kinase-mediated genetic instability (e.g., reactive oxygen species, replication
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stress, error-prone DNA repair, centrosomal dysfunction) presumably plays a critical role in the blastic
transformation of CML [5–8].

Tyrosine kinase inhibitors (TKIs) have revolutionized CML therapy, and induce high rates of deep
or major molecular responses (DMRs or MMRs) [9]. However, TKI failure may occur, for example, by
acquired point mutations in the BCR-ABL1 tyrosine kinase domain, clonal evolution, or BCR-ABL1
independent pathways resulting in loss of MMR and disease progression [10].

DNA double-strand breaks (DSBs) are serious DNA lesions that may accumulate during the
course of CML. In response to DSB, the histone variant H2AX is phosphorylated at Ser139 in a region
of several megabase pairs around the DSB, resulting in the formation of discrete γH2AX foci in the
nucleus that are detectable by immunofluorescence microscopy [11]. γH2AX recruits additional
proteins engaged in chromatin remodeling, DNA repair, and signal transduction [12–15]. One of
these proteins is 53BP1 [16], which promotes ATM-dependent checkpoint signaling, regulates DSB
repair pathway choice, and tethers DNA ends during non-homologous end joining (NHEJ) [17,18].
Importantly, 53BP1 triggers the repair of DSBs by erroneous NHEJ and microhomology-mediated end
joining (MMEJ), which may aggravate genetic instability [19–21]. In this study, γH2AX and 53BP1 foci
were analyzed by immunofluorescence microscopy in peripheral blood mononuclear cells (PBMCs) of
CML patients at different stages.

The DNA damage response (DDR) is activated upon DNA damage and acts as an ”anti-cancer
barrier” [22]. In this signaling network, the ATM-CHK2 and ATR-CHK1 axes promote the repair
of DSB and single-strand breaks, respectively. In addition, TP53 may induce apoptosis if apoptotic
factors overwhelm DNA repair factors [23–25]. However, the frequency of additional chromosomal
aberrations (ACAs) is about 5% in CP-CML and increases to about 80% in BP-CML [26,27], making a
strong argument for the occurrence of DDR defects in the course of CML.

In summary, genetic instability is most likely involved in blastic transformation of CML. The goal
of our project was to analyze mechanisms of genetic instability related to DNA damage, DSB repair,
and DDR signaling in CML. For this purpose, immunofluorescence microscopy of γH2AX/53BP1 and
Western blotting of (p-)ATM/(p-)CHK2 were applied in PBMC of CML patients at different disease
stages in comparison to healthy controls.

2. Results

2.1. γH2AX Foci in PBMCs of Healthy Donors and CML Patients

γH2AX foci were analyzed in PBMCs of healthy donors (n = 8, group 1), CP-CML patients in DMR
or MMR (n = 22 + 4, group 2), CP-CML patients with loss of MMR (n = 5, group 3), de novo CP-CML
patients (n = 5, group 4), and BP-CML patients (n = 3, group 5) (Table 1, Figure 1a,b). The number
of γH2AX foci varied in each cell of a given sample. γH2AX foci levels were similar in PBMCs of
healthy donors (1.0 γH2AX foci per PBMC ± 0.1) and in PBMCs of CP-CML patients in DMR/MMR
(1.0 γH2AX foci per PBMC ± 0.1). Importantly, γH2AX foci levels were significantly increased
(p = 0.0003) in PBMCs of de novo CP-CML patients (2.5 γH2AX foci per PBMC ± 0.5) and BP-CML
patients (4.4 γH2AX foci per PBMC ± 0.7) as well as CP-CML patients with loss of MMR (1.8 γH2AX
foci per PBMC ± 0.4) when compared to γH2AX foci levels in PBMC of healthy donors (1.0 γH2AX foci
per PBMC ± 0.1) and CP-CML patients in DMR or MMR (1.0 γH2AX foci per PBMC ± 0.1) (Figure 1b).
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Figure 1. γH2AX foci in peripheral blood mononuclear cells (PBMC) of healthy donors and CML
patients. (a) Representative recordings of γH2AX foci (green, Alexa 488) in PBMC nuclei (blue, DAPI)
of a healthy donor (HEALTHY#5), a CP-CML patient with a DMR (CP-CML DMR#18), a CP-CML
patient with a MMR (CP-CML MMR#4), a CP-CML patient with a loss of MMR (CP-CML loss MMR#2),
a de novo untreated CP-CML patient (CP-CML de novo#3), and a BP-CML patient (BP-CML#3). Scale
bar = 5 μm. (b) γH2AX foci counts in PBMCs of healthy donors and in PBMCs of CML patients at
different stages. (c) γH2AX foci counts in PBMCs of CML patients without additional chromosomal
aberrations (Non-ACA CML) and in PBMCs of CML patients with additional chromosomal aberrations
(ACA CML).

Furthermore, γH2AX foci levels were correlated with the detection of ACAs in CML (Figure 1c).
γH2AX foci levels tended to be increased (p = 0.1531) in CML samples with ACAs (n = 3; 1 CP-CML
sample with loss of MMR, 2 BP-CML samples) as compared to γH2AX foci levels in CML samples
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without ACAs (n = 32; 26 CP-CML samples in DMR/MMR, 1 CP-CML sample with loss of MMR and 5
de novo CP-CML samples).

2.2. Co-Localization of γH2AX and 53BP1 Foci

γH2AX and 53BP1 foci were analyzed in the PBMCs of healthy donors and all CML groups 2–5
(Figure 2). All samples showed co-localizing γH2AX/53BP1 foci in similar patterns. Notably, the
number of γH2AX/53BP1 foci in PBMCs increased across the spectrum from CP-CML towards BP-CML
patients, suggesting the promotion of erroneous NHEJ and MMEJ during blastic transformation.

Figure 2. γH2AX and 53BP1 foci in PBMCs of healthy donors and CML patients. Representative
recordings show co-localization of γH2AX foci (green, Alexa 488) and 53BP1 foci (red, Cy3) in PBMC
nuclei (blue, DAPI) of a healthy donor (HEALTHY#5), a CP-CML patient with DMR (CP-CML DMR#18),
a CP-CML patient with MMR (CP-CML MMR#4), a CP-CML patient with loss of MMR (CP-CML
loss MMR#2), a de novo untreated CP-CML patient (CP-CML de novo#2), and two BP-CML patients
(BP-CML#2 and BP-CML#3).

2.3. DNA Damage Response

Western blotting of (p-)ATM and (p-)CHK2 was performed in PBMCs of healthy donors and all
CML groups 2–5 (Figure 3). PBMCs of healthy donors, CP-CML patients with DMR or MMR, and
CP-CML patients with loss of MMR demonstrated no or minor expression of p-ATM and variable
expression of p-CHK2, which was in accordance with the presence of low levels of DNA damage in
these cells as evidenced by γH2AX foci analysis. However, PBMC of de novo CP-CML patients and
BP-CML patients demonstrated no expression of p-ATM and predominantly no expression of p-CHK2
(apart from strong expression of p-CHK2 in BP-CML#2), which was in contrast to the presence of
relatively high levels of DNA damage in these cells as evidenced by γH2AX foci analysis. The results
suggest an alteration of the DDR in transformed CML cells.
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Figure 3. DNA damage response (DDR) in PBMCs of healthy donors and CML patients. Representative
Western blots of (p-)ATM and (p-)CHK2 in PBMC of three healthy donors (HEALTHY#3, HEALTHY#5,
AND HEALTHY#6), two CP-CML patients in MMR (CP-CML MMR#2 and CP-CML MMR#4), two
CP-CML patients with loss of MMR (CP-CML loss MMR#2 and CP-CML loss MMR#3), two de novo
untreated CP-CML patients (CP-CML de novo#2 and CP-CML de novo#3), and two BP-CML patients
(BP-CML#2 and BP-CML#3). In PBMCs of healthy donors, CP-CML patients in MMR, and CP-CML
patients with loss of MMR, no or minor expression of p-ATM and variable expression of p-CHK2 were
evident. Notably, in PBMCs of de novo CP-CML patients and BP-CML patients, no expression of
p-ATM and predominantly no expression of p-CHK2 were observed (except for strong expression of
p-CHK2 in BP-CML#2). SKM-1 acute myeloid leukemia cells served as positive control.

3. Discussion

DSBs continuously occur in each genome [28] and are elementarily involved in the blastic
transformation of CML, as evidenced by the formation of t(9;22)(q34;q11) in CP-CML and a high degree
of ACA in BP-CML. For the detection of DSBs, the immunofluorescence microscopy of γH2AX and
53BP1 foci was performed in PBMCs of healthy donors, CP-CML patients in DMR/MMR, CP-CML
patients with loss of MMR, de novo CP-CML patients, and BP-CML patients. Analyses showed
a gain in DSB in the course from CP-CML towards BP-CML, indicating a biological continuum to
accumulate DNA damage across different CML stages. Moreover, the intersection of γH2AX foci
levels between different CML stages indicated that γH2AX foci were a biological marker, rather than a
stage-specific marker. Further, γH2AX foci levels were evaluated in CML patient samples in relation to
ACA. The ACA-bearing BP-CML samples demonstrated increased γH2AX foci levels as compared
to the non-ACA bearing CP-CML samples. This demonstrates that γH2AX foci and ACA increase
concordantly in the process of blastic transformation in CML.

γH2AX and 53BP1 foci were analyzed semi-quantitatively in PBMCs of all healthy donors and
CML patients. Analyses revealed similar patterns of γH2AX and 53BP1 foci co-localization in all
samples. Furthermore, co-localizing γH2AX/53BP1 foci increased in the course from CP-CML patients
towards BP-CML patients. This observation suggests the promotion of erroneous NHEJ and MMEJ as
critical mechanisms of blastic transformation in CML. Considering the contribution of erroneous NHEJ
and particularly MMEJ to the formation of chromosomal aberrations such as deletions, translocations,
inversions, and other complex rearrangements [29], this data might, at least in part, explain the
occurrence of ACAs in BP-CML.

γH2AX and 53BP1 foci were evaluated in different CML patients at various stages. One might
ask for follow-up data in same CML patients; however, none of the CML patients in DMR or MMR
(group 2), who were treated by TKI or were closely monitored in a TKI–free setting, demonstrated loss
of MMR during study. Further, CML patients with loss of MMR (group 3) were changed promptly
to another TKI according to BCR/ABL kinase domain mutations and patient characteristics. These
patients achieved DMR or MMR shortly again, except for one patient who took the TKI irregularly and
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still demonstrated loss of MMR. Although our study lacks follow-up data on γH2AX and 53BP1 foci in
same CML patients, the potential increases in the long-term course in these patients may be similar to
the numbers of γH2AX and 53BP1 foci in different CML patients at various stages.

Western blotting of (p-)ATM and (p-)CHK2 was performed in the PBMCs of healthy donors and
CML patients. Minor activation of the DDR proteins was detected in the PBMCs of healthy donors,
CP-CML patients in DMR or MMR, and CP-CML patients with loss of MMR, which was in accordance
with the detection of low levels of DNA damage in these cells, as evidenced by γH2AX foci analysis.
However, in the PBMCs of de novo CP-CML patients and BP-CML patients, almost no activation of
the DDR proteins was observed, too, despite of the presence of relatively high levels of DNA damage
in these cells, as evidenced by γH2AX foci analysis and the presence of ACAs. The absence of p-ATM
and the predominant absence of p-CHK2 in the PBMCs of de novo CP-CML and BP-CML patients
might be explained by missing or minor expression of ATM and CHK2, respectively. Further, there
may also have been defective phosphorylation of ATM and CHK2, aggravating DDR defects. Overall,
our results implicate alterations of the DDR in CML cells and correspond well with the known function
of the DDR as an ”anti-cancer barrier” that becomes activated upon DNA damage in healthy cells and
disarranged in cancer cells [22,30].

Our data may generate hypotheses for the development of genetic instability in CML, in which
γH2AX and 53BP1 foci accumulate with ongoing DNA damage by intrinsic sources (e.g., reactive
oxygen species, replication-stress-induced DNA damage), erroneous DSB repair (e.g., NHEJ and MMEJ),
and alterations of the DDR (e.g., sensing and signaling of DNA damage) (Figure 4). Importantly,
genetic instability is a common feature in TKI-refractory CML. In consideration of the worse prognosis,
the limited effectiveness of chemotherapy and the ineligibility of most of these patients for allogeneic
bone marrow transplantation, novel treatment options are an unmet need at present. Here, DNA repair
inhibitors (e.g., PARP or APE1 inhibitors) might be beneficial by inducing synthetic lethality in DNA
repair defective TKI-refractory CML cells [31] and may constitute possible treatment options.

Figure 4. Model of genetic instability in CML. (a) Accumulation of γH2AX foci (green) in nuclei (blue) of
CP-CML and BP-CML may increase with reactive oxygen species (ROS)- and replication-stress-induced
DNA damage. (b) Accumulation of γH2AX/53BP1 foci suggests progressive activation of error-prone
DNA double-strand break (DSB) repair in the course from CP-CML towards BP-CML. (c) After initial
activation of the DDR in hematopoietic cells, the DDR might finally decline in transformed CP- and
BP-CML cells.
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4. Materials and Methods

4.1. Blood Samples

This study was authorized by the Ethics Committee II of the Medical Faculty Mannheim of the
Heidelberg University (2018-566N-MA). Written informed consent was given by all participants. Blood
samples were collected from 8 healthy donors (3 males, 5 females, mean age: 50 years), 26 CP-CML
patients in DMR or MMR (9 males, 17 females, mean age: 63 years), 5 CP-CML patients with loss
of MMR (2 males, 3 females, mean age: 69 years), 5 de novo untreated CP-CML patients (1 male, 4
females, mean age: 47 years), and 3 BP-CML patients (1 male, 2 female, mean age: 59 years) (Table 1).
Treatment with TKI included imatinib, nilotinib, dasatinib, and bosutinib, respectively. PBMCs were
separated from whole-blood samples by Ficoll-Paque density gradient centrifugation (Miltenyi Biotec,
Bergisch Gladbach, Germany).

4.2. Cytology, Cytogenetics, and Molecular Analyses

Peripheral blood smears were stained by May-Gruenwald-Giemsa [32]. Fluorescence in situ
hybridization (FISH) of BCR-ABL1-rearrangement was performed with probes for the detection
of t(9;22)(q34;q11) [33]. ACAs were determined by conventional cytogenetics of G-banded
chromosomes [34]. The molecular response (MR) of CML was assessed by international scale
(IS)-standardized polymerase chain reaction (PCR) of BCR-ABL1 in all CML samples [35]. For the
quantitative real-time PCR reaction (qRT-PCR) of BCR-ABL1 fusion gene and GUSB control gene,
a TaqMan detection system (TaqMan 7500 Fast Real-Time PCR System, Thermo Fisher Scientific,
Waltham, US) was used for quantification of e13a2/e14a2 (b2a2/b3a2) transcripts and a LightCycler
detection system (Roche Applied Science, Penzberg, Germany) for quantification of e1a2 transcripts as
previously described [36,37].

4.3. Immunofluorescence Staining of γH2AX and 53BP1

γH2AX and 53BP1 were detected in the PBMCs of healthy donors and CML patients using a
mouse monoclonal anti-γH2AX antibody (clone JBW301; Merck Millipore, Darmstadt, Germany) and
a polyclonal rabbit anti-53BP1 antibody (NB100-304; Novus Biologicals, Littleton, US), respectively.
An Alexa Fluor 488-conjugated goat anti-mouse antibody and an Alexa Fluor 555-conjugated goat
anti-rabbit antibody (Thermo Fisher Scientific) were used as previously described [38,39]. At least 50
PBMCs were analyzed for each measurement.

4.4. Western Blotting

Western blotting of (p-)ATM and (p-)CHK2 was conducted in the PBMCs of healthy donors,
CP-CML patients in DMR or MMR, CP-CML patients with loss of MMR, de novo untreated CP-CML
patients, and BP-CML patients as previously described [39]. (p-)ATM and (p-)CHK2 expressing SKM-1
acute myeloid leukemia cells (Leibniz Institute DSMZ–German Collection of Microorganisms and Cell
Cultures GmbH, Braunschweig, Germany) served as positive control.

4.5. Statistics

Statistical calculations were performed using SAS software, release 9.4 (SAS Institute Inc., Cary,
NC, USA). Quantitative variables were stated by mean values and standard errors. The number of foci
in each sample were modeled by a Poisson regression model using the SAS procedure PROC GENMOD.
Furthermore, the SAS “repeated” statement was applied with statistical consideration encompassing
several cells, which were counted in each sample. p values < 0.05 were regarded statistically significant.
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5. Conclusions

Our study reveals accumulation of DNA damage in the course from CP-CML towards BP-CML.
In addition, our data suggest increase of DNA damage, erroneous DSB repair, and alterations of the
DDR as critical mediators of blastic transformation in CML. Finally, γH2AX and 53BP1 foci might be
useful markers for targeting genetic instability in TKI-refractory CML in future studies.
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Abstract: The human organism is exposed daily to many endogenous and exogenous substances
that are the source of oxidative damage. Oxidative damage is one of the most frequent types
of cell component damage, leading to oxidation of lipids, proteins, and the DNA molecule.
The predominance of these damaging processes may later be responsible for human diseases
such as cancer, neurodegenerative disease, or heart failure. Anesthetics undoubtedly belong to the
group of substances harming DNA integrity. The goal of this pilot study is to evaluate the range
of DNA damage by general and neuraxial spinal anesthesia in two groups of patients undergoing
orthopedic traumatological surgery. Each group contained 20 patients, and blood samples were
collected before and after anesthesia; the degree of DNA damage was evaluated by the comet assay
method. Our results suggest that general anesthesia can cause statistically significant damage to the
DNA of patients, whereas neuraxial anesthesia has no negative influence.

Keywords: DNA damage; general anesthesia; neuraxial anesthesia; comet assay

1. Introduction

DNA is continuously exposed to a variety of biological, chemical, and physical agents, which may
alter its structure and modify its function. Such exogenous compounds include anesthetic substances
commonly used in general anesthesia (GA) or neuraxial anesthesia (NA). These have attracted attention
because of concern about their potential genotoxic effect. The aim of anesthesia during surgery is to
reduce pain. However, anesthetics cannot completely block autonomic nervous system responses to
traumatic stimuli. The autonomic nervous system-dependent responses to traumatic stress remain
progressive, resulting in increased oxygen consumption and production of oxygen free radicals,
and decreased antioxidant activity. Typically, several different drugs and techniques are combined
during anesthesia [1]. Various methods have described DNA structure damage due to anesthesia [2–5],
and thus there is evidence that anesthetics change human genetic information. Recent studies have
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been published concerning the genotoxicity of inhalational anesthesia in patients who have undergone
surgery and in personnel who are occupationally exposed to anesthetics. Even a trace concentration of
waste anesthetic gases may lead to an increase in genetic damage [6,7].

In GA, inhalation anesthetics are the most widely used. The anesthetic mechanism of volatile
agents is complicated, targeting a number of sites including GABA (gamma aminobutyric acid) and
NMDA (N-methyl-D-aspartic acid) receptors. Chemically they are small hydrophobic molecules
that pass through lipophilic cell membranes. They cause depression of respiration and oxidative
phosphorylation in mitochondria. Exposure to volatile anesthetics generates small quantities of reactive
oxygen species (ROS) either directly due to interaction with the electron transport chain or indirectly
through a signaling cascade in which G-protein-coupled receptors, protein kinases, and mitochondrial
ATP-sensitive potassium channels are involved [8].

Among the inhaled anesthetic gases, the halogenated gases isoflurane (ISF) and sevoflurane (SVF)
are the most widely used in general anesthesia. ISF was synthesized in 1965 and introduced to clinical
practice several years later. According to the study by Corbett from 1976, this anesthetic may cause
liver tumors in rats [9]. Even though this claim was not confirmed in other studies [10], results are not
entirely uniform. The chemical structure of ISF is similar to that of some non-anesthetic carcinogens,
including chloromethyl methyl ether [11]. The advantage of ISF and SVF is their low metabolism rate
and low blood–gas partition coefficient, which decreases its induction and recovery times.

Some studies have shown an association between inhalational anesthesia and increased risk of
tumor spread [12,13]. In their retrospective study, Wigmore and coauthors found that cancer patients
had a worse survival outcome if they received inhalation anesthesia. Inhalation anesthesia inhibits
the immune system by diminishing the function of killer cells that protect the organism against the
proliferation of cancer cells [14]. It has been published that ISF could promote the growth and migration
of glioblastoma cells and increase levels of hypoxia-inducible factors that are overexpressed in a variety
of carcinomas and their metastases, and it is supposed that it is a transcriptional regulator of VEGF
expression involved in tumor growth [15,16]. A connection with postoperative cognitive impairment
and possible development of Alzheimer’s disease is suspected rather than proved [17,18].

The need for a local anesthetic with low toxicity has led to the development of numerous
compounds. Bupivacaine, levobupivacaine, and ropivacaine are long-acting amide-based local
anesthetics most commonly used in clinical practice. The principle of their effect is the prevention
of nerve impulse induction primarily in nerve cell membranes by inhibition of voltage-gated Na+

channels [19]. Regional analgesic techniques deliver local anesthetics to groups of peripheral nerves
outside the central nervous system. They block sensation to specific dermatomes. The principle
of action of neuraxial techniques is to deliver local anesthetic and analgesic medications directly or
indirectly to the spinal cord [20].

Neuraxial blockade includes epidural and subarachnoid (spinal) anesthesia (SA). The difference
between them is in the dosage and the place of administration. In this manner, the speed of the onset of
the numbness and the speed of the influencing of motoric is given. During epidural anesthesia, spinal
nerve root block occurs by injection of a local anesthetic outside the subarachnoid space. The required
dose and concentration of the local anesthetic are high. Efficacy starts slowly, and the duration of
action is medium to long (6–8 h). It has a wide range of applications including operative anesthesia,
obstetric analgesia, and chronic pain management. Spinal anesthesia is the oldest neuraxial technique,
first used by August Bier who injected cocaine into the intrathecal space to provide anesthesia in 1898.
During SA, the spinal nerve roots are blocked by the injection of local anesthetic to the subarachnoid
space. The concentration of local anesthetic is usually high, but the volume required is usually
small. Efficacy starts very quickly, sometimes during the injection. The duration of action depends
on the substance used: it may be short, medium, or long (minutes to hours). Use of this technique
in general is confined to shorter procedures to the lower extremities or pelvis [20,21]. As with
any anesthesia, subarachnoid blockade carries the risk of adverse reactions, such as post-puncture
headaches, hypotension, bradycardia, hypothermia, urinary retention, nausea, and vomiting [21].
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Genotoxic or mutagenic effects of anesthesia have been of interest in many studies. However,
the results of the studies do not coincide, and the differences may be influenced by many factors.
Different exposure times, interindividual differences in sensitivity dependent on genetic factors, different
design of experiment, type and length of surgery, interindividual parameters of patients, and dissimilar
methods of statistical analysis all contribute to the differences in analytical results [22]. DNA damage
during GA has been well documented, and it delivers a significant burden to the patients [23–25]. Data
on NA are less common. There are several studies that prove that local anesthetics cause neurotoxicity
and apoptosis by induction of oxidative DNA damage [26–28]. Unfortunately, there is a lack of
information about the influence of spinal anesthesia on DNA damage. Which method offers less
burden for the organism remains controversial. Therefore, there is a tendency to continually explore
and improve its safety for humans [4].

A suitable method for quantification of the degree of DNA damage in human medicine is the
comet assay (single cell gel electrophoresis) [29]. The method was developed in a different modification
enabling quantification of single-strand DNA breaks (SSB), double-strand DNA breaks, and oxidized
pyrimidine and purine bases, and enables quantification of low-level DNA changes in individual
eukaryotic cells [30]. Using this method, the DNA changes in peripheral lymphocytes can be evaluated.
Comet assay is appropriate for quantification of DNA damage in patients especially after chemotherapy
and radiotherapy [31,32].

The primary objective of this pilot study is to evaluate the applicability of the comet assay
method for quantification of DNA changes in patients under anesthesia undergoing orthopedic or
traumatological lower limb surgery. The secondary aim is to verify the hypothesis that neuraxial
anesthesia damages DNA less than general anesthesia. Obtaining such data should contribute
to broadening the knowledge on the impact of surgical interventions on oxidative DNA damage,
and should be the basis for further research into finding preventive and/ or protective procedures to
minimize DNA damage associated with invasive interventional procedures in clinical medicine.

2. Results

2.1. Preoperative Data

Forty-five patients were included in the study, from 40 of whom were obtained complete data.
Twenty patients were in the general anesthesia group (GA group) and 20 in the spinal anesthesia
group (SA group). The demographic data and results of the preoperative evaluation are in Table 1.
The level of statistical significance was p = 0.05. Both groups were comparable except for age and
height. Patients were separated into four groups according to ASA (American Society of Anesthesia)
classification: ASA I represents normal, healthy patients; ASA II includes patients with mild systemic
disease; ASA III includes patients with severe systemic disease; ASA IV includes patients with severe
systemic disease that is a constant threat to life. The differences between patients in individual ASA
grades between the GA group and the SA group were statistically insignificant (p = 0.49).

Table 1. Demographic data and results of preoperative evaluation of both groups.

Parameter GA Group SA Group p-Value

Number 20 20
Woman 9 11 0.96

Man 10 10 0.96
Age [years] 37 (29; 51) 65.5 (53.25; 74.75) 0.0002 *
Height [cm] 175.5 (170; 183) 170 (166; 175) 0.01 *
Weight [kg] 90 (80; 99) 81,2 (73.5; 85) 0.12

BMI 28 (24; 30) 28.4 (26; 30) 0.64
ASA I [%] 13 21 0.55
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Table 1. Cont.

Parameter GA Group SA Group p-Value

ASA II [%] 54 68 0.36
ASA III [%] 27 11 0.22
ASA IV [%] 6 0 0.25

BMI—body mass index; ASA—American Society of Anesthesia physical status; data are shown as median (Q1 = first
quartile; Q3 = third quartile); * p < 0.05.

Relevant laboratory results prior to anesthesia and preoperative performance data are shown in
Table 2. Patients in GA had a statistically significantly higher duration of operation.

Table 2. Results of laboratory tests of preoperative evaluation.

Parameter GA Group SA Group p-Value

MAP [mm Hg] 130 (120; 143) 132 (120; 140) 0.47
Gly [mmol/l] 5.55 (5.33; 5.78) 5.7 (5.18; 6.08) 0.29
Na [mmol/l] 139 (137.8; 140.5) 140 (139; 142) 0.53
K [mmol/l] 4.2 (4; 4.5) 4.6 (4.58; 4.8) 0.54
Cl [mmol/l] 103 (100; 105) 104 (102; 107) 0.27

Anest. 180 (120; 273) 107.5 (91.3; 118.8) 0.001 *
Duration [min]

MAP—mean arterial pressure; Gly—glycemia; Na—natremia; K—kalemia; Cl—chloremia; Anest. duration—duration of
anesthesia.; data are shown as median (Q1 = first quartile; Q3 = third quartile); * p < 0.05.

2.2. DNA Damage

The values of DNA damage for both groups are shown in Table 3. The determined parameter was
the percentage of DNA in the tail of the comet. In the table are the percentage values of DNA SSB,
oxidized pyrimidine bases (ENDO III), and oxidized purine bases (FPG). In the general anesthesia
group, the results show a statistically significant difference between the before and after blood samples
for all three parameters (for SSB r = 0.84. p < 0.0001; for ENDO III r = 0.83. p < 0.0001; for FPG r = 0.72.
p < 0.0001; Table 3, Figure 1).

Table 3. Results of DNA damage in general and spinal anesthesia groups.

GA SA

Before After Before After

SSB
7.49 10.05 ** 4.00 4.18

(5.09; 9.66) (6.97; 11.63) (1.71; 8.80) (1.91; 7.39)

ENDO III
8.65 11.85 ** 5.83 6.60

(6.12; 10.20) (8.27; 13.47) (3.02; 12.78) (3.42; 12.73)

FPG
7.97 11.75 ** 6.72 8.61

(5.72; 12.04) (8.38; 15.32) (3.34; 15.77) (4.76; 15.60)

Values are expressed as median (Q1 = first quartile; Q3 = third quartile); ** p < 0.0001.

The results of spinal anesthesia showed statistically insignificant differences between before and
after samples for all the monitored parameters (for SSB p = 0.97; for ENDO III p = 0.29; for FPG p = 0.41;
Table 3, Figure 2).
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Figure 1. Percentage rail DNA as a measure of SSBs, oxidized pyrimidine bases, and oxidized purine
bases in patients underwent general anesthesia (median ± first and third quartile, whiskers are minimal
and maximal value), ** p < 0.0001.

Figure 2. Percentage Tail DNA as a measure of SSBs, oxidized pyrimidine bases, and oxidized purine
bases in patients who underwent spinal anesthesia (median ± first and third quartile, whiskers are
minimal and maximal value).

2.3. The Influence of Length of Anesthesia

The dependence between the duration of anesthesia and SSB breaks in the general anesthesia
group came out as statistically significant. This correlation is expressed as linear dependence with
R2 = 0.36 (Figure 3). In the spinal anesthesia group, such dependence has not been described (Figure 4).
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Figure 3. Linear dependence between anesthesia duration and SSB for the general anesthesia group.

Figure 4. Dependence between anesthesia duration and SSB for the spinal anesthesia group.

3. Discussion

Many drugs and environmental factors can cause DNA damage. Thus, it is important to
understand and be able to predict correctly the effect of the DNA damaging agent. The ultimate
biological effect of exposure depends on many processes within the cell that affect DNA damage and
repair [33]. It is also known that the level of normal oxidative damage is different between individuals
according to the condition of antioxidative and stress response systems.

The aim of our pilot study is to describe DNA damage due to the different types of anesthesia
during surgery of a similar range. Many authors have addressed the case of general anesthesia. Sardas
and co-authors described DNA damage in patients after abdominal surgery under general anesthesia
with isoflurane. They discovered a statistically significant difference between the experimental and
control group and between states before and after anesthesia [5]. Similar results were obtained by
Karybiyik et al. They compared a group of 24 un-premedicated patients with ASA grades 1–2 with a
control group consisting of 12 healthy individuals. They used the comet assay method and recorded a
significant increase in the mean comet response in blood sampled from patients at 60 and 120 min of
anesthesia, and on the first day after anesthesia, in both sevoflurane and isoflurane treated groups [23].
Kadioglu et al. dealt with the influence of sevoflurane on DNA damage in patients indicated for
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mastectomy. They used two methods—the comet assay and the alkaline halo assay. They described
statistically significant damage to DNA by both methods after two-hour surgery [34]. Nogueira and et
al. described statistically significant damage the day after minor surgery under general anesthesia
maintained with desflurane [35]. Braz with coworkers assessed the DNA damage in patients who had
undergone minimally invasive surgery lasting two hours under inhalation of sevoflurane and propofol.
No significant difference in DNA damage was observed in either group of patients, and their study is
unique [4]. The authors of the cited studies followed the state of the DNA on the several postoperative
days. They agree that full DNA repair will occur between the 3rd and 5th postoperative day [5,23,34].

The results of the above studies together with our results raises the questions about the genotoxicity
of anesthetics causing iatrogenic damage. Anesthetics, as highly lipophilic substances, do not need
any specific transporter to get inside the cell nucleus. It is known that the potential toxic degradation
product of SVF is fluoromethyl 2-2 difluoro-1-(trifluoromethyl)vinyl ether (Compound A). The highly
reactive nature of Compound A suggests that it may be an alkylating agent and is well known
that alkylating agents are electrophilic compounds with affinity towards the nucleophilic parts of
macromolecules [23].

Anesthesia as a chemical agent belongs to the group of intracellular agents that cause DNA
changes due to its participation in the production of reactive oxygen species (ROS). ROS overproduction
leads to oxidative changes on membranes, proteins (also histones), or DNA in the form of DNA
breaks. This condition disrupts the homeostasis of the cell and, in combination with the disruption
of the mitochondrial transmembrane potential caused by the presence of a pro-oxidant status, could
accelerate apoptosis of lymphocytes. We also think that on the other hand, chemical agents could also
participate in chemical modification of DNA bases that can be checked by enzymatic modification of
the comet assay. These changes lead to mistakes in base pairing and could result in mutagenesis [36].

In our pilot study, two blood samples from each of the 40 patients were processed and the degree of
DNA damage was evaluated by the comet assay method. The results showed a statistically significant
increase in DNA damage in all three monitored parameters (SSB, and oxidized pyrimidine and purine
bases) after surgery in the 20 patients undergoing general anesthesia. In the spinal anesthesia group,
no statistically significant differences were found. This study has several limitations. We are aware
that both groups of patients were disparate, in the type of surgery resulting from diagnosis, in that the
surgery under general anesthesia required more time, and in that some patients underwent repeated
surgery (for example, patients after polytrauma). Also, the age of the patients in both groups was
statistically significantly different; the patients receiving spinal anesthesia being appreciably older.
This was driven by the type of diagnosis, with older patients undergoing knee or hip replacement
with total arthroplasty. Our results show that there is a linear dependence between the duration of
general anesthesia and the level of single-strand breaks (Figure 3). This dependence has not been
demonstrated in spinal anesthesia (Figure 4).

Our aim is to confirm the applicability of comet assay in the research of DNA damage caused by
different types of anesthesia. This assay is now widely accepted as a standard method for assessing
DNA damage in individual cells and is used in a broad variety of applications including human
biomonitoring, genotoxicology, ecological monitoring, and as a tool to investigate DNA damage
and repair in different cell types in response to a range of DNA-damaging agents. Because there
is no uniform protocol for comet assay, for every lab, the verification of its own protocol is needed.
Our protocol was tested and optimized during previous research, where the range for positive and
negative results was found [37]. For this experiment, we did not have a positive control yet, but for
the next experiment, the samples containing a higher level of oxidative damage should be used as a
positive control.

The aim of future experiments should be to expand the patient group to validate the results and
verify that these findings will apply to larger experimental groups. It will be necessary to repeat the
measurements with larger and more homogeneous groups of patients and collect more samples to have
a good statistical strength (to have few age groups, groups according to the duration of anesthesia)
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where the effect of anesthesia according to higher age or longer duration of anesthesia should be
evaluated. It should also be interesting to include some patients with the combination of anesthesia
and another oxidative agent (smoking, chemotherapy) to search for the effect of combined agents.
A good idea should be the inclusion of other methods for evaluation of biological levels of basic
defense or antioxidative system compounds (enzyme activity, protein, or mRNA levels) to compare
the interindividual differences in the ability to fight against harmful agents.

Our work has shown that a modified alkaline version of the comet analysis using enzymes is
suitable for the quantification of single-strand breaks and oxidized purines and pyrimidines in the
DNA of lymphocytes. The advantage of the method is the small number of cells required for analysis,
its sensitivity, and the detection of single-cell damage. It is a quick and relatively simple method for
assessing oxidative damage. The method is suitable for clinical trials as it does not present a burden on
the patient when taking blood samples or by exposure to harmful substances.

This study is a pilot study whose primary objective was to verify the feasibility of the method and
with the secondary goal of verifying the hypothesis that neuraxial spinal anesthesia causes less damage
to DNA than general anesthesia. Our results and results of the cited studies on patients undergoing
surgery and on operating room staff [6,36] raise further questions for the prevention of DNA damage
in both patients and operating room staff [38]. Notwithstanding, it is also difficult to assess the impact
of surgical trauma on DNA integrity; we may assume it plays a minor role, as DNA damage after
surgery was minimal in the SA group.

4. Materials and Methods

4.1. Selection of Patients

This prospective, monocentric, non-randomized study was approved by the Ethics Committee
(University Hospital Hradec Králové. reference number 201511 S14P; identification date 22.10.2015.).
All patients signed informed consent to participate in the study. The Helsinki Declaration of Patients’
Rights was respected. The inclusion criteria were consent to the study and signing of an informed
consent form, age over 18, traumatological major surgery of the lower limb or pelvis under general
anesthesia, or orthopedic major joint replacement lower limb surgery under neuraxial anesthesia.
The exclusion criteria were acute nature of the procedure, a history of cancer with chemotherapy or
radiotherapy in the last 12 months, immunosuppressive therapy in the last 12 months, active smoker
(more than 1 cigarette/day), a CT scan in the last week before surgery, and patient refusal to participate.
Forty-five patients participated in the study and complete data were obtained from 40 of them. The age
of patients in the GA group was between 18 and 66 years (40 ± 15.6 years), with weight in the range 60
to 120 kg (88.5 ± 170.3 kg) and height between 164 and 189 cm (176.3 ± 7.5 cm); BMI was between 22.04
and 40.68 (28.4 ± 5.2). Patients in the SA group were aged between 18 and 88 years (62 ± 15.3 years),
with weight in the range 66 to 115 kg (81.2 ± 14.0 kg) and height between 150 and 190 cm (170 ± 9.2 cm);
BMI was between 21.74 and 37.55 (27.6 ± 4.4).

4.2. Anesthetic Management

The group of patients taking general anesthesia (GA) underwent traumatological surgery in
the lower limb or pelvis (open reduction with internal fixation, so-called ORIF). Patients received
premedication of 1.5 mg bromazepam (Lexaurin, Kabu Pharma, Prague, Czech Republic) per os.
GA was induced by propofol (Propofol, Fresenius Kabi, Bad Homburg, Germany) at a dose of 2 mg/kg.
Analgesia was administered with sufentanil (Sufentanil Torrex, Chiesi Pharmaceuticals, Vienna, Austria)
at an initial dose of 10 μg and further in accordance with monitored SPI (surgical plethysmography
index). If muscle relaxation was required, atracurium (Tracrium, Aspen Pharma, Dublin, Ireland) was
used at an initial dose of 0.5 mg/kg followed by monitoring of the depth of muscle relaxation (the monitor
was an integral part of the Aisys anesthesia machine) to TOF 2 (train of four). GA was maintained
by isoflurane (Forane, Abott Laboratories Ltd., Maidenhead, UK) in a carrier mixture of oxygen
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(FiO2 0.40) with nitrous oxide with a minimum alveolar concentration of 0.8–1.0. If decurarization
was required at the end of the procedure, neostigmine (Syntostigmine, BB Pharma, Prague, Czech
Republic) was administered 1.5 mg intravenously and atropine (Atropine Biotika, BB Pharma, Prague,
Czech Republic) 0.5 mg intravenously. The demographic data of each patient was recorded and blood
pressure, pulse, peripheral blood oxygen saturation, exhaled carbon dioxide concentration, and body
temperature measured every 5 min during the surgical procedure. Fluid therapy was maintained
with a balanced crystalloid solution (Ringerfundin, BBraun, Melsungen, Germany) via a peripheral
venous catheter (18 G, BBraun, Melsungen, Germany) at a baseline rate of 100 mL/h and according
to blood loss and circulatory stability. Body temperature was maintained in a physiological range
between 36 and 37 ◦C with a heating pad (Astopad, Stihler electronic, Stuttgart, Germany) and an air
heater (Warm Air, Polymed, Hradec Kralove, Czech Republic). Airways were secured by orotracheal
intubation (SUMI, Sulejowek, Poland) or laryngeal mask (Teleflex, Dublin Road, Athlone, Westmeath,
Ireland). Artificial lung ventilation was volume-controlled or pressure-controlled-volume-guaranteed
to a tidal volume of 6 mL/kg with a respiratory rate of 12–16 breaths/minute (according to the exhaled
concentration of carbon dioxide range between 35–45 mmHg) and a positive end expiratory pressure
4 cm H2O. The Aisys anesthesiology machine (GE Healthcare. Prague, Czech Republic) was used.

The group of patients with neuraxial spinal anesthesia (SA) underwent orthopedic surgery—knee
or hip replacement with total arthroplasty under subarachnoid anesthesia. Subarachnoid puncture
was performed aseptically by Quinke needle (25G 88 mm, BBraun, Melsungen, Germany) in the L2/3
or L3/4 intervertebral space by a paramedial approach after a previous infiltration of the injection
site with 1% mesocaine (Mesocaine, Zentiva, Prague). 2.2 mL of 0.5% levobupivacaine (Chirocaine,
AbbVie, Prague, Czech Republic) and 2.5 μg of sufentanil (off-label administration; Sufentanil Torrex,
Chiesi Pharmaceuticals, Vienna, Austria) were administered intrathecally. Circulatory instability
following induction of subarachnoid anesthesia was resolved by titration with 10 mg doses of ephedrine
(Ephedrin Biotika, BB Pharma, Prague, Czech Republic). During the procedure, patients received
sedation with midazolam (Midazolam Accord, Accord Healthcare Polska, Warsaw, Poland). Patients
were given oxygen by face mask at a supply of 5 L/min when the saturation dropped below 93%.
Monitoring and data recording were similar to the GA group.

4.3. Comet Assay

4.3.1. The Lymphocyte Isolation

Four mL blood samples were obtained from patients before and immediately after the surgery into
sodium citrate tubes and then were subjected to DNA damage analysis using the comet assay method
previously described [39–41]. Briefly, blood was carefully laid over 4 mL LSM (Biotech, Austria) and
tubes were centrifuged (30 min, 1500 rpm, 20 ◦C). The formed ring of lymphocytes (Figure 5) was
transferred to centrifuge tubes (Sarstedt, Austria) and 10 mL of PBS (Sigma Aldrich, Saint Louis, MO,
USA) was added. The concentration of cells in the sample was calculated using a Bürker chamber,
and samples were centrifuged again (10 min, 1500 rpm, 8 ◦C). The sediment was re-suspended with
PBS buffer (Sigma Aldrich, Saint Louis, MO, USA) and adjusted to a concentration of 1 million cells/mL.
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Figure 5. The separation of blood elements using PBS

4.3.2. Alkaline Version of Comet Assay

The alkaline modification of the comet assay was used for the determination of DNA damage [40].
For observation of individual types of damage (SSB breaks and oxidized pyrimidines and purines),
lymphocytes were pipetted in 35μL portions to the 1.5 mL microtubes (Eppendorf, Hamburg, Germany).
To a microscope slide pre-coated with 1% aqueous agarose for electrophoresis (Serva, Heidelberg,
Germany) was added 85 μL of a 1% solution of high melting point agarose in PBS (HMP agarose,
Sigma Aldrich, Saint Louis, MO, USA), and the gel left at 4 ◦C to allow solidification. A mixture of the
35 μL cell suspension (approximately 35000 cells) and 85 μL of 1% low melting point agarose in PBS
(LMP agarose, Sigma Aldrich, Saint Louis, MO, USA) was spread onto this high melting point agarose
and again left at 4 ◦C to allow solidification.

4.3.3. Cell Lysis

Once the top layer had solidified, the slide was gently immersed in cold lysing solution (2.5 M
NaCl, 100 mM EDTA, and 10 mM Tris-HCl pH 10 to which 1% Triton X-100 and 10% DMSO had been
freshly added). The slides were left at 4 ◦C for at least 1 h.

4.3.4. Enzymatic Digestion

The slides which were used for enzymatic digestion were gently removed from the lysing solution,
washed three times with ENDO buffer (0.1 M KCl, 40 mM HEPES, 0.5 mM EDTA, and 200 μL/mL BSA,
pH 8, 37 ◦C), and 30 μL of the specific enzyme was added. We used the specific DNA endonuclease III
(ENDO III) to detect oxidized pyrimidines and the FPG (formamidopyrimidine -DNA glycosylase) to
identify altered purines. The slides were covered with coverslips and incubated in a thermobox at
37 ◦C for 1 h.

4.3.5. Unwinding, Electrophoresis, and Staining

The coverslips were removed from the incubated slides. All slides (incubated and unincubated)
were placed in a horizontal electrophoresis tank (Model A5, Owl separation systems, Inc., Thermo
Scientific, Waltham, MA, USA) filled with fresh electrophoresis buffer (300 mM NaOH and 1 mM
EDTA, pH 13). The slides had to be covered with the buffer and exposed to alkali for 40 min to
allow DNA unwinding and cleavage of alkali-labile sites. Electrophoresis was then conducted at 33 V,
300 mA for 30 min at 4 ◦C by using an electrophoresis power supply EPS 300 IIV (C.B.S. Scientific
Company, Inc., CA, USA). The negatively charged DNA bases migrate to the positively charged anode
and form the shape of a comet when subjected to an electric field. The size and the shape of the
comet and the distribution of the DNA within the comet correlate with the extent of DNA damage.
After electrophoresis, the slides were removed from the tank and washed three times for 5 min with
neutralizing buffer (0.4 M Tris-HCl, pH 7.5) and finally with distilled water. Excess liquid was blotted
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from each slide and the DNA stained with 20 μL ethidium bromide. A clean coverslip was then placed
over the slide.

4.3.6. DNA Damage Evaluation

Slides were evaluated under a fluorescent microscope with an optical system (NIKON
INSTRUMENTS INC., Melville, NY, USA). One hundred cells per slide were scored according
to % tail DNA by the software LUCIA Comet Assay (Laboratory Imaging, Prague, Czech Republic).
This means a total of 300 cells were analyzed per subject. The DNA analysis is expressed as the
ratio of the DNA intensity in the tail relative to the head of the comet. The percentage tail DNA was
determined for single-strand breaks in the DNA (SSB), pyrimidine damage (ENDO III), and purine
damage (FPG). After evaluation, the slides were washed and allowed to dry.

4.3.7. Statistical Evaluation

The acquired data were analyzed using the programs Graph-Pad Prism7 (GraphPad Software, La
Jolla, CA, USA) and Excel 2016 (Microsoft, Redmont, WA, USA).

The normality distribution of the demographic data and the results of the laboratory tests was
demonstrated by D’Agostino and Pearson test and the Shapiro–Wilk normality test. According to the
normality of the distribution, the Mann–Whitney test was used for comparison of the demographic
data and laboratory tests of the two experimental groups. It is used to evaluate unpaired experiments
when comparing two sample files or two experimental reaches. It is used when due to the small number
of the experimental data or their nature, there is uncertainty about the normality of the distribution.
Results were expressed as the medians and first and third quartiles (25% percentile, 75% percentile).

For evaluation of the statistical significance of the DNA damage between the general anesthesia
and spinal anesthesia groups, the Wilcoxon matched-pairs signed-rank test was used. It tests the match
of two medians and does not assume normality of their distribution. The differences between patients
in individual ASA grades between the GA group and SA group were tested by the Mann–Whitney test.
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Abbreviations

GA General anesthesia
NA Neuraxial anesthesia
GABA Gamma aminobutyric acid
NMDA N-methyl-D-aspartic acid
ROS Reactive oxygen species
ISF Isoflurane
SVF Sevoflurane
LSM Lymphocyte separated medium
PBS Phosphate buffered saline
EDTA Ethylenediaminetetraacetic acid
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Tris-HCl Tris hydrochloride
Triton-X Polyoxyethylene glycol t-octyl-phenyl ether
DMSO Dimethylsulfoxide
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Abstract: Occupational exposure to wood dust has been estimated to affect 3.6 million workers within
the European Union (EU). The most serious health effect caused by wood dust is the nasal and sinonasal
cancer (SNC), which has been observed predominantly among woodworkers. Free radicals produced
by inflammatory reactions as a consequence of wood dust could play a major role in SNC development.
Therefore, we investigated the association between wood dust and oxidative DNA damage in the
cells of nasal epithelia, the target site of SNC. We have analyzed oxidative DNA damage by
determining the levels of 3-(2-deoxy-β-D-erythro-pentafuranosyl)pyrimido[1,2-α]purin-10(3H)-one
deoxyguanosine (M1dG), a major-peroxidation-derived DNA adduct and a biomarker of cancer risk
in 136 woodworkers compared to 87 controls in Tuscany, Italy. We then examined the association of
M1dG with co-exposure to volatile organic compounds (VOCs), exposure length, and urinary 15-F2t

isoprostane (15-F2t-IsoP), a biomarker of oxidant status. Wood dust at the workplace was estimated by
the Information System for Recording Occupational Exposures to Carcinogens. M1dG was measured
using 32P-postlabeling and mass spectrometry. 15-F2t-IsoP was analyzed using ELISA. Results show
a significant excess of M1dG in the woodworkers exposed to average levels of 1.48 mg/m3 relative to
the controls. The overall mean ratio (MR) between the woodworkers and the controls was 1.28 (95%
C.I. 1.03–1.58). After stratification for smoking habits and occupational status (exposure to wood dust
alone and co-exposure to VOCs), the association of M1dG with wood dust (alone) was even greater in
non-smokers workers, MR of 1.43 (95% C.I. 1.09–1.87). Conversely, not consistent results were found
in ex-smokers and current smokers. M1dG was significantly associated with co-exposure to VOCs,
MR of 1.95 (95% C.I. 1.46–2.61), and occupational history, MR of 2.47 (95% C.I. 1.67–3.62). Next, the
frequency of M1dG was significantly correlated to the urinary excretion of 15-F2t-IsoP, regression
coefficient (β) = 0.442 ± 0.172 (SE). Consistent with the hypothesis of a genotoxic mechanism, we
observed an enhanced frequency of M1dG adducts in woodworkers, even at the external levels below
the regulatory limit. Our data implement the understanding of SNC and could be useful for the
management of the adverse effects caused by this carcinogen.
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1. Introduction

Occupational exposure to wood dust has been estimated to affect 3.6 million workers within
the European Union (EU) [1]. Among these, 1.5 million workers are exposed to low dust levels
(<0.5 mg/m3), whereas 0.2 million workers are exposed to higher dust values (>5 mg/m3). The most
serious health effect caused by wood dust is nasal and sinonasal cancer (SNC) [2], which has been
observed predominantly among woodworkers. In 1960, the first link between SNC and wood dust was
found in the British furniture industry [3]. In that study, a several hundred-fold higher risk of SNC
was detected among woodworkers relative to unexposed controls. In 1995, based on epidemiological
evidence, the International Agency for Research on Cancer (IARC) classified wood dust as a human
carcinogen (Group 1) (IARC, 1995). SNC is a rare neoplasm, accounting for 3% of head and neck
cancers, with squamous cell carcinoma and adenocarcinoma (AD) histotypes, where AD is more
frequently correlated to wood dust. In a recent meta-analysis [4], the relative risk for SNC among
woodworkers was estimated to be of 5.91 (95% Confidence Interval (C.I.) 4.31–8.11) in case-control
studies and 1.61 (95% C.I. 1.10–2.37) in cohort studies. In that meta-analysis, the highest risk was
observed for the AD subtype (29.43, 95% C.I. 16.46–52.61). The overall incidence of SNC was estimated
at 0.5 cases per 100,000 between 1978–2002 in the EU [4]. Whereas the incidence of SNC was at 0.4–2.0
per 100,000 in men and at 0.1–0.5 per 100,000 in women in the period 1998–2002 in Italy. A significant
risk of SNC was found in the wood and furniture industry in the Piedmont region, Italy, Odds Ratio
(OR) of 4.4 (95% C.I. 1.41–13.4), and in Tuscany, Italy, OR of 5.4 (95% C.I. 1.7–17.2) [4]. The latter
investigation showed the greatest correlation between wood dust and the AD subtype, OR of 89.7 (95%
C.I. 19.8–407.3). In another case-control study in Piedmont, Italy [4], a significant risk of SNC was
found to be associated with ever exposure to wood dust, OR of 11.4 with a risk for AD, OR of 58.6,
ten-fold greater than for other histotypes. Moreover, the risk for AD subtype doubled every five-years
of occupational history.

Free radicals released during inflammatory response to wood dust could play a major role
in SNC development [5]. However, the genotoxic effects caused by inflammatory reactions
subsequent to wood dust exposure are poorly known. Excessive radical oxygen species (ROS)
induced by inflammation [6] can damage protein, membrane lipids, and genetic DNA [7].
In particular, the oxidative degradation of lipids by a free radical chain reaction mechanism can
result in their non-enzymatic degradation to many compounds, including 4-hydroxynonenal and
malondialdehyde, the latter a reactive aldehyde [8], capable of interacting with DNA to give
3-(2-deoxy-β-D-erythro-pentafuranosyl)pyrimido[1,2-α]purin-10(3H)-one deoxyguanosine (M1dG)
adducts [9]. M1dG adducts, if not completely repaired, can block cellular replication and cause base pair
and frameshift mutations [10]. M1dG adducts have been associated to DNA methylation aberrations
in the Long Interspersed Nuclear Element-1 repeated sequences and in the inflammatory cytokine
interleukin(IL)-6 gene [11,12]. DNA aberrations and mutations are important signs of carcinogenic
process and hospital-based studies showed that high M1dG levels are linked to cancer development
and tumor progression [13–15].

Significant associations between occupational air pollution exposure and increments of biomarker
exposure and cancer risk are apparent [16–19]. Recently, we have examined the prevalence of urinary
15-F2t isoprostane (15-F2t-IsoP), a biomarker of oxidant status [20], in woodworkers compared to
controls in Tuscany, Italy [21]. In that study, we found a significant excess of urinary 15-F2t-IsoP
excretion in woodworkers with an overall Means Ratio (MR) of 1.36, 95% C.I. 1.18–1.57. Subsequently,
we wondered whether woodworkers experienced enhanced frequency of M1dG adducts, a biomarker
of oxidative stress and cancer risk [15,18,19,22–24], which could indicate potential health risks in
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later life. Therefore, we have examined the frequency of M1dG in the cells of the nasal epithelia,
the target site of SNC [5]. Our approach consisted in the conduction of a cross-sectional study to
evaluate the prevalence of M1dG, derived from peroxidation of DNA, in 136 woodworkers compared
to 87 unexposed controls in Italy’s Tuscany region. We then examined the association of M1dG
with co-exposure to volatile organic compounds (VOCs), exposure length, and the urinary levels of
15-F2t-IsoP. Wood dust exposure was estimated by the Information System for Recording Occupational
Exposures to Carcinogens (SIREP) [25]. SIREP is a system that provides the data that have been
measured by employers in industry atmosphere according to Italian laws. M1dG was examined by
32P-postlabeling [26] and mass spectrometry [27]. Urinary 15-F2t-IsoP data were obtained from a
previous study [21]. Additional understanding of the link between M1dG adducts and wood dust
exposure can improve the knowledge of the mechanisms of actions of this carcinogen in the cells of the
respiratory tract of woodworkers.

2. Results

2.1. Demographic Variables

Out of the 44 local wood companies contacted by medical doctors and local health services, 32
consented to participate in this study. There were 136 woodworkers—50 smokers and 25 ex-smokers
(mean age 45.2 years ± 11 Standard Deviation (SD))—and 87 unexposed controls—26 smokers and 11
ex-smokers (mean age 45.6 years ± 9 SD). All participants were males, because most woodworkers are
men. Controls were resident in areas of the Tuscany region with no proximity to major air pollutant
sources. Demographic characteristics and lifestyle habits of workers and controls were comparable.

2.2. Wood Dust Exposure

The airborne levels of wood dust were quantified by an 8-h time-weighted average (TWA-8),
according to Italian laws [25]. Wood dust values corresponded to a single value assessed from
several consecutive samples obtained by fixed positions located at each workplace. The mean daily
concentrations of airborne wood dust were of 1.48 mg/m3 in the wood industries that participated in
this study.

2.3. Reference M1dG Adduct Standards by 32P-Postlabeling and/or Mass Spectrometry

The levels of M1dG, expressed as RAL, were 5.0 M1dG adducts ± 0.6 (Standard Error (SE))
per 106 nn in the MDA-treated calf-thymus (DNA by 32P-DNA post labeling) [26]. The presence
of M1dG in the MDA-treated calf-thymus DNA sample was confirmed by the matrix-assisted laser
desorption/ionization time-of-flight mass spectrometry [27]. Relative to the accurate masses that
were found in the spectrum from one spot, the exact mass of M1dG was as follows, using the M
nomenclature: M1dG (581.166). A calibration curve was set up by diluting this reference DNA adduct
standard sample with untreated calf-thymus DNA and measuring the decreasing levels of M1dG,
r-squared = 0.99.

2.4. M1dG and Wood Dust

To investigate of the potential genotoxic of wood dust, we analyzed the levels of M1dG using
32P-postlabeling [26]. A characteristic profile of M1dG adduct spot was detected in the chromatographic
plates of the study population. The visual intensity of the M1dG adduct spot was generally stronger in
the plates of the woodworkers compared to the controls. When we analyzed the frequency of M1dG
in the woodworkers, our findings showed that the adduct frequency was significantly higher, up to
1.7-fold, within the workers exposed to wood dust as compared to the controls. Table 1 reports that there
were 83.2 and 50.4 M1dG adducts per 108 nn among the woodworkers and the controls, respectively.
The overall mean ratio (MR) between the woodworkers and the unexposed controls was 1.28 (95%
C.I. 1.03–1.58). Current smokers had also average amounts of adducts greater than ex-smokers and
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non-smokers, but the difference was not statistically significant. A significant relationship between
adducts and occupational history was detected (147% excess). After stratification for both smoking
habits and exposure status (exposure to wood dust alone and co-exposure to VOCs), results in Table 2
show that the relationship of M1dG with wood dust (alone) was even greater in non-smokers workers,
MR of 1.43 (95% C.I. 1.09–1.87). However, inconsistent results were found in ex-smokers and current
smokers. Instead, M1dG was significantly associated with a co-exposure to VOCs, MR of 1.95 (95% C.I.
1.46–2.61), and occupational history, MR of 2.47 (95% C.I. 1.67–3.62). The highest amount of M1dG
was measured in woodworkers who reported to be smokers as well as co-exposed to airborne organic
solvents (158.4 M1dG adducts per 108 nn) during woodworking.

Table 1. Mean level of three-(2-deoxy-β-D-erythro-pentafuranosyl)pyrimido[1,2-α]purin-10(3H)-one
deoxyguanosine (M1dG) adducts, expressed as a relative adduct level (RAL) per 108 normal nucleotides
(nn), Mean Ratio (MR), and 95% Confidence Interval (C.I.), by exposure to wood dust and other variables.

M1dG, Smoking Habits, Exposure to Wood Dust, and Occupational History

N
RAL Per 108 nn ±

Standard Error
Mean Ratio and 95% C.I. p-Value a

Smoking habits
Non-smokers 111 63.7 ± 4.7 1

Former smokers 36 68.7 ± 9.6 0.97 (95% C.I. 0.73–1.31) 0.873
Current smokers 76 81.0 ± 8.5 1.17 (95% C.I. 0.92–1.48) 0.190

Exposure to wood
dust

Controls 87 50.4 ± 2.7 1
Woodworkers 136 83.2 ± 6.2 1.28 (95% C.I. 1.03–1.58) 0.021
Occupational

history
≤ 8 years 40 67.9 ± 15.1 1

9–25 years 49 79.0 ± 8.8 1.67 (95% C.I. 1.16–2.38) 0.005
≥ 26 years 47 100.6 ± 8.2 2.47 (95% C.I. 1.67–3.62) <0.001

a p-values (Test of Wald) were adjusted for age and smoking, as appropriate.

Table 2. Average level of three-(2-deoxy-β-D-erythro-pentafuranosyl)pyrimido[1,2-α]purin-10(3H)-one
deoxyguanosine (M1dG), expressed as relative adduct level (RAL) per 108 normal nucleotides, Mean
Ratio (MR), and 95% Confidence Interval (C.I.), by smoking habits and occupational status, i.e., exposure
to wood dust alone and co-exposure to volatile organic compounds (VOCs).

M1dG, Exposure to Wood Dust (Alone), and Co-Exposure to VOCs

N
RAL per 108 nn ±

Standard Error
Mean Ratio and 95% C.I. p-Value a

Non-smokers
Controls 50 45.5 ± 3.4 1

Workers exposed to
wood dust (alone) 48 78.8 ± 8.6 1.43 (95% C.I. 1.09–1.87) 0.009

Woodworkers
exposed to VOCS 13 80.3 ± 17.5 1.59 (95% C.I. 1.05–2.43) 0.027

Former smokers
Controls 11 50.9 ± 6.3 1

Workers exposed to
wood dust (alone) 17 67.2 ± 16.8 0.93 (95% C.I. 0.48–1.78) 0.829

Woodworkers
exposed to VOCS 8 96.6 ± 21.1 1.52 (95% C.I. 0.71–3.26) 0.211

Current smokers
Controls 26 59.8 ± 5.1 1

Workers exposed to
wood dust (alone) 34 60.8 ± 8.1 0.78 (95% C.I. 0.58–1.14) 0.211

Woodworkers
exposed to VOCS 16 158.4 ± 29.3 2.33 (95% C.I. 1.45–3.70) 0.0003

a p-values (Test of Wald) were adjusted for age.
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2.5. M1dG and 15-F2t Isoprostane

Next, we examined the correlation between the levels of M1dG adducts with the urinary
concentrations of 15-F2t-IsoP, a biomarker of oxidant status [20], among woodworkers. Multivariate
regression analysis showed that the M1dG adducts were linearly correlated to the urinary excretion of
15-F2t-IsoP, regression coefficient (β) = 0.442 ± 0.172 (SE), p-value = 0.011.

3. Discussion

In the current study, we examined the genotoxic effects associated with wood dust exposure using
a comparative cross-sectional study, with larger numbers of subjects than prior studies [28–30]. The
indoor concentrations of wood dust were used as a marker of external carcinogen exposure in the
32 wood companies located in Italy’s Tuscany Region that participated in the study. The European
Union Directive (1999/38) has classified wood dust as a carcinogenic agent and has set the occupational
exposure limit (OEL) to 5.0 mg/m3. The Scientific Committee for Occupational Exposure Limits
(SCOEL) of the European Union has stated that exposure to wood dust above 0.5 mg/m3 can cause
pulmonary effects and should be avoided at workplace [1]. The air monitoring results, which were
obtained from the SIREP system, showed that the indoor average levels of wood dust at the workplace
was 1.48 mg/m3.

Multivariate regression analysis showed that the frequency of M1dG in exposed woodworkers
was significantly enhanced as compared to the unexposed controls, MR of 1.28 (95% C.I. 1.03–1.58),
even though the airborne exposure to wood dust was below the Italian regulatory limit of 5.0 mg/m3

(Legislative Decree No 66/2000). The correlation of M1dG with dust becomes even stronger in
non-smokers who were exposed to wood dust (alone), MR of 1.43 (95% C.I. 1.43–1.87), after stratification
for smoking habits and co-exposure status. Inconsistent results were found in ex-smokers and current
smokers where the genotoxic effects of wood dust (alone) could be potentially merged with tobacco
smoke carcinogens. Instead, strong associations were observed with co-exposure to VOCs, that reached
the statistical significance among non-smokers and current smokers, MR of 1.59 (95% C.I. 1.05–2.43)
and 2.33 (95% C.I. 1.45–3.70), respectively. In doing so, M1dG generation was found to be significantly
correlated to occupational history, MR of 2.47 (95% C.I. 1.67–3.62) and 15-F2t-IsoP urinary excretion
(p-value of 0.011).

The significant increment of M1dG in woodworkers can be caused by ROS released during
inflammatory reactions as a consequence of exposure to fine and abundant airborne dust created
during woodworking. Significant evidence for inflammations as a consequence of dust exposure comes
from an earlier study with experimental animals [31]. In that experiment, repeated airway exposure to
wood dust induced inflammation, which was accompanied by several proinflammatory cytokines
and chemokines, in the lungs of mice. During the inflammatory response, activated macrophages and
neutrophils generate a variety of highly reactive oxidants, such as hydrogen peroxide and hypochlorite
acid [32], which are capable of reacting with lipids of membrane leading to reactive aldehydes, which
are further capable of interacting with DNA forming M1dG adducts [7]. Our findings are in line with
previous studies that report increased biomarkers in various tissues, such as peripheral blood and oral
cells, of workers exposed to wood dust by micronucleus and comet (single-cell gel electrophoresis)
techniques [28–30]. In those studies, high DNA strand breaks [28–30] and enhanced chromosomal
instability values [2,28,33] were found in the woodworkers relative to the unexposed controls, but
discrepant findings were also shown [34]. Results also provide evidence of a significant M1dG
increment (147% excess) in the long-term workers compared to those with shorter exposure, used as a
reference level. Long-term adverse genotoxic effects due to inflammations and ROS production cannot
be excluded in cells of respiratory epithelia. These findings are in line with previous studies [28,35].
For instance, the generation of a urinary biomarker of oxidative stress was found to be significantly
correlated with the length of exposure in a study of workers occupationally exposed to asbestos.
Rekhadevi et al. [28] found a significant association between the frequency of micronuclei and the
length of occupational exposure to wood dust. Taken together, our results indicate that the production
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of aldehydes by oxidative degradation of lipids of cellular membranes can represent an obvious
possible mechanism that could explain wood carcinogenicity.

Next, we observed a consistent increment of M1dG (95% excess) with exposure to VOCs, another
established risk factor in woodworking [36]. VOCs, such as benzene, xylene, and formaldehyde, are
commonly used in wood companies, in particular by subjects involved in varnishing and cleaning of
furniture elements [36]. This result is not surprising because exposure to benzene, toluene, and xylene
is correlated to the production of ROS, heat shock proteins, and oxidative stress [37]. Benzene is a
chemical that can be metabolized by CYP2E1 to various chemicals with the capability of redox-cycling,
a reaction that generates ROS [38]. Formaldehyde is a substrate of CYP2E2 and can be oxidized by
peroxidase, aldehyde oxidase, and xanthine oxidase with ROS formation [39]. Formaldehyde exposure
has been associated with high levels of CYP1A1 and GSH and GSTT1 downregulation [40].

15-F2t-IsoP is a widely used biomarker of exposure [21,41]. Therefore, it is of primary importance
to understand its biological relevance in terms of health risk. Recently, an early study has supported
the hypothesis of a relationship between F2-IsoP and 8-hydroxy-2′-deoxyguanosine, a sensitive marker
of oxidative stress and cancer risk [24], in experimental animals [42]. Therefore, we have evaluated the
association between 15-F2t-IsoP and M1dG in our study population. Results show that the levels of
M1dG were statistically significantly correlated with the urinary excretion of 15-F2t-IsoPs, indicating
that 15-F2t-IsoP is significantly linked to the induction of early cancerogenic effects in the cells of nasal
epithelia, the target site of SNC [5].

Although exposure registries are commonly used for the purposes of hazard control, exposure
surveillance, and assessment of health risks [1], such the SIREP system [25], this approach has few
limitations, including potential exposure misclassification rising from the heterogeneity of wood dust
exposure levels within different wood industries. This does not completely reflect the exposure status
of each woodworker. Indeed, there could be an underestimation of carcinogen exposure associated
with some working operations [43]. Unreported variations in the use of the Personal Protective
Equipment [44] could have influenced the individual levels of exposure to wood dust. In addition, a
weakness of the study is that exposure levels to wood dust were measured with stationary stations
and not personal samplers. Measurements from fixed samplers provide evidence of woodworkers’
exposure via air but they are not well representative of individual exposures to dust due to spatial
and temporal variations. Among the strengths of this study was the use of exfoliated nasal epithelia
cells for adduct analysis, which consists of 89% of epithelial cells and 11% of neutrophils, with few
eosinophils and lymphocytes. Unfortunately, we did not measure cell abnormalities in nasal epithelial
cells in woodworkers to examine potential correlation between M1dG levels and pre-cancerous lesions.

4. Material and Methods

4.1. Study Population

In this cross-sectional study, we randomly selected 44 wood industries among those which
were under mandatory surveillance for assessing workplace health risks in Italy’s Tuscany region.
Companies were contacted by occupational physicians working in the local health service. Eligibility
criteria were as follows: (1) to be employed in companies of the Florence province from at least one year
(for the workers) and (2) to not have history of occupational or environmental carcinogen exposures (for
the controls). All the participants were informed about the aims of the study and provided a written
informed consent. Details about age, gender, professions, residence, lifestyle habits, occupational status
and history, including exposures to carcinogens, such as VOCs and formaldehyde, were obtained by
questionnaire. The study was approved by the Institutional Review Board of the General Hospital.

4.2. Wood Dust Exposure Measurement

Data contained in SIREP system [25] were used to compute the indoor concentrations of wood
dust in the local wood companies. These data on carcinogen exposure were measured by fixed station
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air samplers at the workplace, collected by employers and regularly sent to the exposure registers,
which contains quantitative measurements of volatile wood dust exposure.

4.3. Nasal Epithelia Brushing

Brushing is an easy and relatively noninvasive method to collect exfoliated cells from nasal
epithelia [13]. Briefly, cells of the respiratory tract were collected from clean lower turbinate in each
nostril with a cytobrush in the morning at workplace. Brushing samples were then treated with 10%
acetylcysteine to break down mucus gel structure. After centrifugations, cellular pellets were stored at
−80 ◦C.

4.4. Reference Adduct Standard

Calf-thymus DNA was exposed to 10 mM MDA (ICN Biomedicals, Irvine, CA, USA), as
described [22]. MDA-treated calf-thymus DNA was diluted with untreated DNA to obtain lower
amounts of the reference adduct standard to generate a calibration curve.

4.5. DNA Extraction and Purification

DNA was extracted and purified by digestion with ribonucleases A and T1, proteinase K treatment,
extraction with organic solvents and ethanol precipitation [45]. DNA concentration and purity of
biological samples were determined by spectrophotometry. Coded DNA samples were stored at
−80 ◦C until laboratory analysis.

4.6. Mass Spectrometry

The generation of M1dG in MDA-treated calf-thymus DNA was analyzed by mass spectrometry
(Voyager DE STR from Applied Biosystems, Framingham, MA), as previously reported [27].

4.7. 32P-DNA Postlabeling

M1dG formation was examined by 32P-postlabeling [26]. In detail, DNA (2 μg) was incubated
with micrococcal nuclease (21.4 mU/μL) and spleen phosphodiesterase (6.0 mU/μL) in hydrolysis
buffer, pH 6.0 at 37 ◦C for 4.5 h. Digests were treated with nuclease P1 (0.1 U/μL) at 37 ◦C for 30′ [46].
Nuclease P1-resistant nucleotides were incubated with 25 μCi of carrier-free [γ-32P]-ATP (3000 Ci/mM)
and polynucleotide kinase T4 (0.75 U/μL) to generate 32P-labeled adducts in bicine buffer, pH 9.0, at
37 ◦C for 30 min. The generation of M1dG was analyzed using the following chromatography system:
MgCl2 (0.35 M) for preparatory chromatography; while 2.1 M lithium formate, 3.75 M urea pH 3.75
and 0.24 M sodium phosphate, 2.4 M urea pH 6.4, were used for the bidimensional chromatography,
respectively. M1dG was detected by storage phosphor imaging employing intensifying screens, which
were scanned with Typhoon 9210 (Amersham). The relative adduct labelling (RAL) of M1dG was
calculated by the following formula = (pixels in adducted nucleotides)/(pixels in nn). Adduct values
were computed considering the recovery of the reference adduct standard.

4.8. Statistical Analysis

M1dG levels were reported per 108 nn. RAL values were log transformed before performing the
statistical analyses. Log-normal regression models, with age (years), smoking habits (never, ex, and
current), and occupational status (woodworker vs. unexposed control) and history (years), such as
independent variables, were employed to analyze the correlation of wood dust exposure with M1dG.
Workers were then sub-grouped according to VOC co-exposures in: (1) exposed to wood dust alone
and (2) co-exposed to VOCs. MR estimates and its 95% C.I. were used as a measure of effect [47] for
each level of the predictor variables relative to the control group. Statistical analysis was done using
the software SAS9.3 and SPSS 20.0 (IBM SPSS Statistics, New York, NY, USA).
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5. Conclusions

Our study adds relevant data to the body of literature, originating from population-based studies,
showing significant induction of cellular anomalies indicative of genotoxicity in the target site of SNC,
even at airborne levels of wood dust below the Italian regulatory limit. Consistent with a genotoxic
mechanism, we observed an enhanced frequency of M1dG adducts in the cells of the respiratory tract of
workers occupationally exposed to wood dust. Certainly, other aldehyde component could contribute
to the total adduct formation, which could result in a more complex pattern of genotoxicity. Worker
surveillance using biomarkers of exposure and cancer risk, such as end points, could be relevant for
managing health and safety risk of woodworkers.
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Abstract: Thyroid cancer incidence is significantly increased in volcanic areas, where relevant
non-anthropogenic pollution with heavy metals is present in the environment. This review will
discuss whether chronic lifelong exposure to slightly increased levels of metals can contribute
to the increase in thyroid cancer in the residents of a volcanic area. The influence of metals on
living cells depends on the physicochemical properties of the metals and their interaction with
the target cell metallostasis network, which includes transporters, intracellular binding proteins,
and metal-responsive elements. Very little is known about the carcinogenic potential of slightly
increased metal levels on the thyroid, which might be more sensitive to mutagenic damage because of
its unique biology related to iodine, which is a very reactive and strongly oxidizing agent. Different
mechanisms could explain the specific carcinogenic effect of borderline/high environmental levels of
metals on the thyroid, including (a) hormesis, the nonlinear response to chemicals causing important
biological effects at low concentrations; (b) metal accumulation in the thyroid relative to other tissues;
and (c) the specific effects of a mixture of different metals. Recent evidence related to all of these
mechanisms is now available, and the data are compatible with a cause–effect relationship between
increased metal levels in the environment and an increase in thyroid cancer incidence.

Keywords: thyroid; thyroid cancer; volcano; metals; metallome; carcinogens; hormesis;
environment pollution; metal biocontamination

1. Introduction

Thyroid cancer is the most frequent endocrine cancer (1.0%–1.5% of all new cases in the US),
and its incidence, which was stable until the 1980s, has constantly increased since that time [1,2]. It is
now the fourth most frequent cancer in women [3], whereas it was the 14th in the early 1990s.

This increase has occurred worldwide, as documented by the annual percent change in all
countries where this parameter has been calculated with very few exceptions [4,5].
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The reasons underlying these changes are unknown. Many experts believe that the apparent
increase is mostly due to the overdiagnosis of small papillary thyroid tumors without significant
clinical relevance that were not detected in the past but have been identified in the last decades because
of the increasing diffusion of sensitive imaging procedures such as ultrasound scans [6]. Although
there is a general consensus that a higher detection rate contributes to the increasing thyroid cancer
incidence, much evidence indicates that this cannot be the only explanation. In fact, large thyroid
cancers have also increased [7], and these tumors are very unlikely to have gone undetected in the past.
Moreover, thyroid cancer-related mortality, which should have decreased because of early detection
and better treatment, is stable or increasing [8]. Finally, a temporal trend in the changes in the thyroid
cancer molecular profile characterized by an increasing prevalence of BRAF and RAS mutations [2,9,10]
supports the possibility that a true change in thyroid cancer biology is occurring.

The causes of these recent changes in both quantitative and qualitative thyroid cancer characteristics
are most likely environmental, as suggested by the sharp increase in incidence during the last decades.
Most malignancies have not increased within this period, indicating that the potential carcinogenic
factors involved must in some way be thyroid specific. Therefore, general factors that are known to
favor cancer, such as the obesity epidemic, are unlikely to play a major role specifically in thyroid cancer.

Other more plausible environmental risk factors have been suggested. Since the thyroid is very
radiosensitive, especially at a young age, and exposure to radiation has doubled in the last 25 years in
most industrialized countries (mainly because of medical diagnostic procedures), radiation is the most
commonly referenced cause [11,12]. The higher radiation-related carcinogenicity in the thyroid might
be a consequence of frequent dental X-rays in children/adolescents.

Another possible risk factor specific to the thyroid is the progressive increase in iodine intake due
to prophylaxis programs for iodine deficiency and goiter carried out worldwide in recent decades.
Iodine enrichment may favor chronic lymphocytic thyroiditis [13], which may in turn promote thyroid
cancer by increasing thyroid-stimulating hormone (TSH) levels and inducing proinflammatory cytokine
production and oxidative stress in the gland [14–16].

However, the large number of potential carcinogens associated with the westernized postindustrial
lifestyle should also be considered. In recent decades, the population has been highly and progressively
exposed to compounds and chemicals that may interfere with biological functions, including hormone
homeostasis (endocrine disruptor chemicals) [17]. Many compounds used in agroindustrial activities
(fertilizers, pesticides, repellents, and preservatives) may directly cause cancer or indirectly produce
conditions that favor malignant transformation. For instance, the increased ingestion of nitrates, which
are a frequent contaminant of drinking water in areas of intense agricultural industry and are present
at high levels in processed meat, has been associated with an increased risk of thyroid cancer [18,19].
Other potential thyroid-specific carcinogens can originate from other industrial activities such as the
organic compounds polybrominated diphenyl ethers and bisphenols [20–22]. However, many other
environmental pollutants (solvents, plastic, heavy metals, diet preservatives, etc.) may be responsible
for the increased thyroid cancer. Therefore, further investigations are warranted to identify these
potential carcinogens and their mechanism of action on the thyroid to introduce preventive measures
aimed at controlling the continuous thyroid cancer increase.

2. Volcanic Environment and Thyroid Cancer

A specific natural example of the thyroid cancer–environment relationship is the increased
incidence of this cancer observed in residents of volcanic areas.

This association was first reported 40 years ago [23] and was then confirmed by observations
made on islands with active volcanoes, such as Hawaii [24,25] and Iceland [26,27], in the late 1980s.
An elevated thyroid cancer incidence has since been reported in numerous volcanic areas in the Pacific
Ocean, such as Vanuatu [28], French Polynesia [29], and New Caledonia [30], leading to the hypothesis
that several components of volcanic lava could be involved in the pathogenesis of thyroid cancer [31].
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Many possible causative factors have been proposed, including the possibility that genetic
characteristics present on isolated islands with a small population might be responsible. However, the
observation that residents of Hawaii exhibit much higher rates of thyroid cancer relative to individuals
with the same ethnic background living in other geographic areas suggests that environmental rather
than genetic influences play a major role [24]. Among these environmental factors, geothermal causes
such as high-temperature water containing hydrogen sulfide and radon [32] have been hypothesized
to play a role, as has the possibility that specific dietary factors favoring thyroid cancer exist in these
areas. The increased natural radioactivity found in the volcanic areas and mainly due to 222Radon
emission might also play a role, but recent studies found no association between Radon levels and
thyroid cancer [33,34].

In the early 2000s, an epidemiological study was carried out in Sicily, which is a large Mediterranean
island with over five million inhabitants on which a continuously active volcano (Mt. Etna, the highest
volcano in Europe) is located in the northeastern area in the province of Catania. This volcanic area
has a population of over 1,000,000 inhabitants, and it was therefore possible to compare two large
populations with the same ethnic background, similar sex and age distributions, similar lifestyles,
and similar access to medical assistance.

The incidence of thyroid cancer was more than doubled in residents of the volcanic area compared
to the remaining population of Sicily [35]. The F/M ratio was 4.8:1, with no significant difference
between the two areas. An increased incidence was also present in pediatric age [36]. Environmental
factors such as iodine intake and industrial pollution did not differ in the two areas. Moreover, only
thyroid cancer of the papillary histotype was increased in the volcanic area, reflecting the observation
that this histotype is the main cause of the worldwide increase in thyroid cancer incidence (Table 1).

Table 1. Thyroid cancer in Sicily: age-standardized incidence rates for the world population (ASRw) in
the volcanic and the control areas and the papillary/follicular histotypes ratio. Data from [35].

Environment
Inhabitants
(millions)

Thyroid Cancer Incidence (ASRw) Papillary/Follicular Ratio

F M

Volcanic area (Catania province) 1116 31.7 6.4 25.9

Control area (all Sicily
without Catania) 3853 14.1 3.0 9.8

Therefore, the findings in the Mt. Etna volcanic area strongly suggest an association between the
volcanic environment and the increase in thyroid cancer with a cause–effect relationship but with no
indication of the possible causative factors and their mechanisms of action.

Active volcanoes cause considerable non-anthropogenic pollution due to gas, ash, and lava
emissions. This pollution may have different characteristics among different volcanoes depending on
the chemical, physical, and geologic characteristics of each volcano and its effusive activity. In all cases,
a variety of elements originating from the depths under the Earth’s crust pollute the atmosphere, water,
soil, and food and will cause biocontamination in the resident population via these routes [37,38].
Within these forms of pollution, heavy metals may play an important role. These natural components
of the Earth’s soil show complex interactions with organic elements (e.g., amino acids, carbohydrates,
and nucleotides) and play an important role in biological events, including those related to cell growth
and transformation [39].

3. Biological Bases of Metal Homeostasis

Once metals from the Earth’s crust become available in the environment, they cannot be degraded
or destroyed and play an important role in the biology of plants and animals. Some metals that are
essential nutrients in trace amounts may become toxic compounds at higher concentrations. Other
metals are toxic and carcinogenic even at very low levels. Therefore, the homeostatic regulation of
metals is under strict control in cells, including the sensing, transport, and accumulation of metals.
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However, the underlying regulatory mechanisms are poorly understood: metal-dependent processes
may influence many aspects and functions of cell biology via mechanisms (and at concentrations) that
are still unclear for many metals in many instances. Nature employs the unique chemical features of
essential micronutrients belonging to the block d metals, such as Zn (Zinc), Cu (Copper), Ni (Nickel),
and Co (Cobalt), because of their donor atom preferences, coordination structures, and redox capacity.
These characteristics are important to obtain a reliable repertoire of structural and catalytic functions of
many proteins.

Many of these proteins are present at high concentrations, and significant amounts of the associated
metal ions are required to guarantee their functions. Tightly bound metal pools buried within proteins
are found in the cytosol as well as all cell organelles, including the endoplasmic reticulum, Golgi,
mitochondria, lysosomes/vacuoles, and nucleus. Metals in this form significantly contribute to the
total metal ion content (0.01–1 mM) needed for optimal living cell survival [40,41].

In sharp contrast to the high level of metals bound to proteins (static metallome), the concentration of
block d metal ions that are not tightly bound to proteins (dynamic metallome, i.e., labile or exchangeable
metal ions) is very low. The analysis of metal-responsive sensor molecules [42] indicated that the level
of labile cytosolic metal ions is in the pM–nM range, i.e., 5–9 orders of magnitude lower than that
of the static metallome pool [43,44]. These findings demonstrate the need for an efficient network
of players in metallostasis (metal homeostasis) that can provide a sufficient supply of metal ions for
protein function while maintaining the dynamic metallome at an extremely low level [45,46]. This
network can ensure metal homeostasis within cells even when extracellular levels of metal ions vary
over a large range.

The main players in the metallostasis network are solute carriers (SLCs), which play a vital
role in the healthy functioning of living cells, exerting strict control over the import and export of
ions, metabolites, and nutrients across membranes [47]. It has been estimated that approximately
10% of the human genome is linked to the control of membrane transport [47]. The network also
includes chaperones and storage molecules such as metallothionines (MTs) [48,49], transcription factors
(TFs) [50,51] and small molecules involved in the detoxification system, such as glutathione (GSH) [52].

This fine control of the metallome is exemplified by the biology of the two best-characterized metal
ions, Zn and Cu, both of which act as intracellular regulators of major signaling pathways [53] (Figure 1).

Zn transporters are classified into the two major families: SLC39A/ZIP (14 members) and
SLC30A/ZnT (10 members), which are responsible for metal influx (both from outside the cell and
from organelles to cytosol) and efflux (from cytosol to both outside the cell and to organelles),
respectively [54,55]. The ZnT family includes eight cloned members, referred to as ZnT1-8 [54], and two
others, ZnT9 and ZnT10, predicted from mouse and human genome resources [56].

A central role in metal homeostasis/detoxification is performed by metal-responsive transcription
factor-1 (MTF-1), which binds DNA to modulate RNA transcription in response to altered cytosolic
levels of Zn and/or Cu ions [57]; MTF-1 regulates the expression of both ZnT1 and MTs, which are
proteins involved in metal release and storage, respectively [58].

For Cu, the high-affinity membrane copper transporter 1 (Ctr1) is the major cellular protein
responsible for the uptake of this metal [59]. Minor SLCs for Cu include divalent metal ion transporter
1 (DMT1) and copper transporter 2 (Ctr2) [60].

Once the metal is inside the cell, intracellular chaperones transfer copper ions to specific targets. Such
transfer is observed between copper chaperone for superoxide dismutase (CCS) and superoxide dismutase 1
(SOD1) in the cytosol; cytochrome c oxidase copper chaperone 17 (COX17) and cytochrome c oxidase (CCO)
in mitochondria; and antioxidant 1 copper chaperone (Atox1) and ATPases such as copper-transporting
P-type ATPase A and B (APT7A and APT7B) in the trans-Golgi network (TGN) [61–63].

When the copper concentration is excessive, Ctr1 is downregulated by specific protein 1 (Sp1), [64],
which is a transcription factor that controls the homeostatic maintenance of Ctr1 mRNA. When there is
a deficiency of these metal ions, Sp1 activity is reduced, and Ctr1 expression increases [55].
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In addition, cytochrome c oxidase copper chaperone 11 (COX11) mRNA levels are related to Ctr1
expression and are upregulated in proliferating cells, in which there is the functional hyperactivity of
copper trafficking pathways.

Owing to their chemical analogy to Zn2+, Cd2+ and Hg2+ may exert a competitive effect in binding
to transporters and other coplayers in zinc homeostasis. The same is true for Pd2+ with respect to Cu2+,
and similar competition may occur between Mo and toxic W (in the chemical forms of MoO4

2− and WO4
2−)

For most other metals, similar complex machinery for extra- and intra-cellular metal trafficking
might be present, but very little is known about their existence and function.

Figure 1. Schematic picture of dynamic metal homeostasis (metallostasis) players for Zn2+ (left) and
Cu2+ (right). As a result of chemical similarities, Cd2+ and Hg2+ can compete with Zn2+, while Pd2+

can compete with Cu+ for cellular transport and binding proteins. Similar competition can occur
between molybdenum and tungsten. ZIP (14 members) = membrane protein transporters for Zn2+

influx; ZnT (10 members) =membrane protein transporters for Zn2+ efflux; MT =metallothioneins;
MTF-1=metal-responsive transcription factor-1; APT7A/B=metal-transporting P-type ATPase A and B;
Ctr1=membrane protein for copper uptake; Atox1= antioxidant 1 copper chaperon; COX= cytochrome
c oxidase copper chaperon; CCO = cytochrome c oxidase; CCS = copper chaperon for superoxide
dismutase; SOD1 = superoxide dismutase 1; Sp1 = transcription factor specific protein 1.

4. Metal Carcinogenicity and the Thyroid

Metals include both essential metals that are required micronutrients for biological processes
(Fe: Iron, Zn, Cu, Se: Selenium, etc.) and toxic chemicals that may damage cell biology and promote
malignant transformation (As: Arsenic, Cd: Cadmium, Hg: Mercury, Ni, etc.).

As a result of the numerous complex factors involved in the interaction of metals with living
cells and the possible combined action of different mechanisms, our present understanding of the
carcinogenic potential of a single metal or a mixture of different metals in living cells in general and
the thyroid in particular is very limited.

The carcinogenic effect of metals on target cells depends on several biological factors, such as
bioavailability (entering cells through the cell membrane), the intracellular distribution, and interactions
with cellular proteins and enzymes. These steps are tissue and cell-specific.

Once a metal enters cells, its genotoxicity is generally exerted by indirect rather than direct actions
on DNA. The most common mechanisms include (a) the induction of oxidative stress, which may in
turn activate intracellular signaling leading to oxidative DNA damage; (b) interference with DNA
repair systems, causing the accumulation of mutations; (c) the deregulation of growth control by
damaging the balance between proliferative and apoptotic pathways; and (d) modification of the DNA
methylation pattern, affecting the expression of oncogenes and oncosuppressors.
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In relation to these mechanisms, an important factor is metal speciation (both inorganic and
metal–organic), which determines the physicochemical properties and bioavailability of metals and,
therefore, their biological effects.

For instance, high levels of As in drinking water, soil, food, and the atmosphere are associated
with several types of cancer (As is a recognized human carcinogen belonging to group 1 according to
International Agency for Research on Cancer-IARC classification), but the underlying mechanisms are
not fully understood and are probably different for different As compounds.

In humans, As is relatively nontoxic when it occurs as a metallo-organic species in seafood
(arsenobetaine) [65]. Among the inorganic forms of As, arsenate poses higher toxicity to endocrine
glands than arsenite [66]. Moreover, a methylated arsenic compound (dimethyl arsenic acid) promotes
carcinogenesis in many rat organs, including the thyroid [67], but another As derivative (arsenic
trioxide) reduces proliferation and increases apoptosis and iodine uptake in papillary and follicular
thyroid cancer cells [68], acting as a differentiating anticancer agent.

Additional mechanisms of As carcinogenesis may involve microRNA dysregulation.
In arsenic-transformed human lung epithelial cells, miR-222 is upregulated, and its inhibition decreases
cell proliferation and migration and increases apoptosis [69]. Notably, miR-222 may be significantly
upregulated in papillary thyroid cancer [70]. Finally, in French Polynesia, an area with a high incidence
of thyroid cancer, the risk of this cancer is increased by 30% for each increase in As intake of 1 μg/d/kg
body weight, despite being within the recommended daily intake indicated by the WHO. However,
this increase in thyroid cancer particularly affected individuals with first-degree relatives with a
history of cancer [71], suggesting that As may act as a cocarcinogen with a combined effect with
genetic susceptibility.

Cadmium is another carcinogenic metal of the IARC group This metal has been identified as an
endocrine-disrupting chemical for many endocrine glands, including the thyroid [72], but it is also a
carcinogen with multifactorial mechanisms. The physiochemical properties of Cd2+ ions allow them to
substitute for calcium ions in biological systems because of showing the same charge and a similar
radius and to use zinc transporters and substitute for Zn2+ in many enzymes and transcription factors,
competing for Zn finger motifs [73–75].

Cd can induce oxidative stress by inhibiting antioxidant enzymes, activating the PI3K
(phosphoinositide 3-kinase) and ERK (extracellular signal-regulated kinase) signaling pathways,
deregulating cell proliferation, and damaging DNA repair mechanisms. Through one or more of these
mechanisms, Cd can induce cancer initiation and progression [76]. An additional cancer-promoting
effect of Cd is its disrupting effect on E-cadherin: by displacing Ca2+ from this protein, Cd disrupts
cadherin-mediated cell–cell adhesion and therefore favors tumor progression and invasiveness [77].

Finally, Cd may favor thyroid cancer with a unique mechanism due to its metalloestrogen
characteristics. Cd can in fact mimic the effects of 17B-estradiol on the G protein-coupled estrogen
receptor. This receptor is present in thyroid follicular cells, and via its stimulation, Cd can promote the
proliferation, invasion, and migration of thyroid cancer cells [78].

Many other metals exhibit carcinogenic activity, but most of them have never been directly
tested in the thyroid. In any case, the available data are fragmentary, inconclusive, and sometimes
contradictory. Moreover, in most of the relevant studies, only high metal concentrations and short-term
effects were investigated, representing quite different conditions from the chronic exposure and the
low-level metal increases generally found in association with environmental pollution.

5. Heavy Metals in the Mt. Etna Volcanic Area and Resident Biocontamination

Based on the observation that an increased trace element concentration may be present in
volcanic areas [79,80] and, more specifically, that increased levels of metals such as B (Boron), Fe, Mn
(Manganese), and V (Vanadium) are found in the groundwater of the Mt. Etna volcanic area [35],
a careful comparative study of heavy metal environmental pollution and the biocontamination of
residents was carried out in volcanic and control areas of Sicily [81].
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To investigate environmental pollution, metal concentrations were measured in water and lichens.
Mt. Etna harbors a large aquifer that provides water to over 700,000 residents and is used for irrigation
in most of Catania Province. Therefore, volcanic aquifer-originating water is an important vehicle
for population biocontamination, both directly and indirectly via locally grown food. Lichens are
composite organisms that bioaccumulate elements present in the atmosphere and are therefore used
for the biomonitoring of atmospheric pollution [82,83].

To investigate human biocontamination, urine specimens were collected from two matched groups
of individuals living in volcanic and control areas. In fact, under conditions of chronic exposure, urine
is considered a reliable indicator of the chemicals absorbed by a subject through contact, inhalation,
and ingestion.

By measuring 27 trace elements and heavy metals in the environment (water and lichens) and
human biological samples (urine), considerable volcanically derived biocontamination was found.
In the volcanic area, where the thyroid cancer incidence is doubled, many metals were significantly
increased in both water and lichens, documenting metal pollution in the environment. The differences
relative to the control areas were more marked in water, in which the concentrations of metals such as
As, B, Cd, Hg, Mn, Mo (Molybdenum), Pd (Palladium), Se, U (Uranium), V, and W (Tungsten) were
increased by three- to 50-fold, although their average concentrations never exceeded the reference
values indicated by the World Health Organization [84].

When these elements were measured in the urine specimens, 18 elements were found to occur
at a significantly increased level compared to values measured in the urine samples collected in the
control areas.

In particular, the geometric mean value was two-fold or more than two-fold higher for eight
metals: Cd, Hg, Mn, Pd, Tl, U, V, and W. Moreover, the values of B, Mo, Pd and W were higher than the
95th percentile of the Italian reference values in more than 20% of the urine specimens from the volcanic
area [81] (Figure 2). This human biocontamination was confirmed by the increased concentration of
metals in the scalp hair of children living in the Mt. Etna volcanic area [85].

Figure 2. Metal biocontamination in the urine of residents of the volcanic area. The concentrations
of boron, molybdenum, palladium, and tungsten were measured in the urine of 140 residents of the
volcanic area and of 138 residents of the control area in Sicily. Data obtained from [81]. For B, Mo, Pd
and W concentrations were significantly higher in the urine of residents of the volcanic area than in
that of residents of the control nonvolcanic area and exceeded the normal reference values in over 20%
of cases. The boxes indicate the 25th, 50th (median), and 75th percentiles. The whiskers indicate the 5th
and 95th percentiles. The shaded area indicates the Italian reference values for urine. The dots indicate
individuals with urinary concentrations higher than the 95th percentile.
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These data document relevant metal pollution and consequent human biocontamination in subjects
living in a volcanic area where the thyroid cancer incidence is greatly increased. The well-established
carcinogenic effect of some metals and the observation that individuals living in volcanically active
areas exhibit DNA damage more frequently than subjects living in nonvolcanic areas [86] may support
(without proving) a cause–effect relationship between these findings.

6. Increases in Heavy Metals and Thyroid Cancer: A Cause–Effect Relationship?

A cause–effect relationship between chronic exposure to increased metal levels in the volcanic
environment and thyroid cancer is difficult to demonstrate via clinical studies in residents of a volcanic
area. Therefore, the problem has been approached through in vitro studies in human thyroid cells and
in vivo studies in experimental animals.

A major unanswered question is how such small increases in environmental metals, not exceeding
what is considered to be the normal range in most cases, can promote the malignant transformation of
the human thyroid. A second important question is why the possible carcinogenic effect of increased
metal levels in a volcanic area predominantly, though non-exclusively [87], affects the thyroid gland.
The identification of the mechanisms involved in these processes is crucial for better understanding
the possibility of a cause–effect relationship

6.1. Hormesis Effect

Chemical hormesis is a biological phenomenon characterized by a nonlinear response of biological
activity (including cell growth and carcinogenesis) to a stimulator [88]. In hormesis, the biological
response to increasing amounts of a chemical is biphasic, with biological effects increasing at low
concentrations, followed by the inhibition of the effect at higher doses.

Many metals can cause hormetic responses in biological systems. Low levels of potentially
toxic heavy metals such as Ag, As, Cd, Hg, and Y can cause stimulatory effects on cellular activities
both in vitro [89–92] and in vivo [93–96]. The hormetic effects of these metals usually occur in the
μM concentration range, and the stimulated increase is less than 100% above the basal level. The
response depends on the concentration of the metal studied, the time of exposure, and the target cell
examined. In vitro, malignant cells may be unresponsive to metal doses that cause a hormetic response
in nontransformed cells [97], and in vivo, this response may be stage dependent, displaying toxicity
only in a later developmental period [93,98].

The mechanism of the hormetic effect is unknown. In addition to possible cross-talk among
metal ions with similar chemical features, it most likely involves the generation of reactive oxygen
species (ROS), which could induce cell damage and activate reactive mechanisms [90,99,100]. Redox
reactions can be modulated by the variable availability of transition metals that serve as donors
of electrons. Through these mechanisms, low levels of ROS may stimulate the activation of the
ERK/MAPK (mitogen-activated protein kinase) signaling pathway and, as a consequence, increase
protein synthesis, cell proliferation and differentiation, and resistance to stress conditions [91,92,101].
A potential alternative mechanism is the binding to and inhibition of protein tyrosine phosphatases by
metals [102], indirectly increasing the activity of tyrosine kinases.

Until very recently, no data were available on the hormetic effects of metals on thyroid cells.
In 2019, in a study of cultured human thyrospheres (spheres containing thyroid stem and precursor
cells), it was observed that chronic (days) exposure to low doses of the heavy metal W (applied as
sodium tungstate dihydrate) caused a series of biological effects. In vitro, very low concentrations of
W stimulated thyrosphere proliferation, as indicated by 5-bromo-2-deoxyuridine (BrdU) incorporation,
increased DNA levels, and morphological changes observed under phase-contrast microscopy [103].
These effects were observed at very low W concentrations (nM) within the same range measured in
the urine of the residents of the Mt. Etna volcanic area (where thyroid cancer incidence is markedly
increased) and disappeared at higher (μM) concentrations. Similar effects on human thyrosphere
proliferation were observed in preliminary experiments with Hg and Pd in the nanomolar range and
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with Zn in the micromolar range (Figure 3). In parallel experiments, no effect of W was observed in
differentiated human thyrocytes in primary culture.

Figure 3. Metals at low concentrations stimulate human thyrosphere proliferation. Proliferation
(measured by 5-bromo-2-deoxyuridine (BrDU) incorporation) of human thyrospheres (aggregates of
thyroid stem/precursor cells) after chronic exposure to increasing concentrations of Hg, W, Zn, and Pd.
Vertical dotted lines indicate the average concentration of each metal in the urine of residents in the
volcanic area of Sicily [81].

A low-level metal-stimulated biological effect in thyrospheres was preceded by the activation
of the ERK signaling pathway, while the inhibition of ERK phosphorylation with pertussis toxin
inhibited thyrosphere growth [103]. These observations were recently confirmed in cultured thyroid
nontransformed cells [96] and suggest a major role of the ERK intracellular pathway in the hormetic
effect of tungstate on immature thyroid cell proliferation.

In the same model and at the same concentrations, W inhibited thyroid stem cell differentiation
and reduced apoptosis. Moreover, mature thyrocytes derived from thyrospheres chronically exposed
to tungstate presented some characteristics typical of transformed cells: they formed more and larger
colonies in soft agar and in a clonogenic assay, and they showed a greater migration capacity in a
scratch wound-healing assay [103].

Chronic exposure to low levels of W also altered the genetic profile of thyroid stem/precursor cells
and affected DNA repair protein activity [103] (Figure 4).

These in vitro data indicate that chronic exposure to very low concentrations of W, while being
harmless to mature thyrocytes, has relevant effects on undifferentiated or partially differentiated
thyroid cells. Biphasic hormetic responses to metals have already been described for other types of
undifferentiated cells, such as lung embryo fibroblasts and human embryonic kidney cells [100,104].
The novelty of this thyroid model is that exposed progenitor cell abnormalities produce a population
of mature thyrocytes with biological characteristics compatible with a preneoplastic state.

The influence of thyroid progenitor cells’ exposure to W on the characteristics of their progeny
(mature thyrocytes) is reminiscent of the transgenerational transfer of the hormetic effects of metals
reported in plants [105,106] and animals [95]. These findings may have important implications for
the estimation of hazard assessments for carcinogenesis and cancer risk in later life. The question
of safe metal levels in the environment during the prebirth period and neonatal life, when tissues
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(including the thyroid) exhibit a high prevalence of stem/precursor cells, is an important issue that
deserves further study.

Figure 4. Exposure to a low dose of tungsten affects DNA repair proteins in human thyrospheres.
The exposure of human thyrospheres to a low dose of W (Na2WO4, 30 nM for 90 min) increases the
expression of the DNA repair protein γH2AX. γH2AX (red) was detected using a γH2AX antibody
followed by an Alexa Fluor-594-conjugated secondary antibody. Nuclei were visualized with DAPI
(4′,6-diamidino-2-phenylindole) (blu) [103].

6.2. Is Metal Accumulation in the Thyroid a Possible Mechanism Contributing to the Increase
in Thyroid Cancer?

As mentioned above, many metals (B, Br, Cd, Co, Cu, Hg, Li, Mn, Mo, Pd, Se, Sn, Tl, U, V, W,
and Zn) showed significantly increased levels (p < 0.001) in the urine of residents of the volcanic area
in Sicily [81]. Therefore, individuals born and living in that area suffer lifelong biocontamination with
metals, beginning very early in life.

However, high variability in the biocontamination levels of different metals is observed in
individuals living in this area; as a consequence, the concentration ratio of each metal relative to those
of the other trace elements is highly variable. Therefore, the effects of these metals on thyroid cells
cannot be extrapolated from those observed in vitro with tungsten, as in vivo conditions are much
more complex and heterogeneous. Each metal will most likely have different effects on the thyroid
when acting separately than when multiple metals are simultaneously present in excess. Metal effects
in fact depend not only on the dose but also on the synergistic or antagonistic influences of other
metals. The ultimate effect of different, variable combinations of multiple excess heavy metals on the
human thyroid is currently unknown.

In this regard, one factor that must be considered is the different capacities of the thyroid to
specifically accumulate different metals, which depend not only on environmental exposure but also
on metabolic processes such as cell uptake, retention, and clearance. According to the specificity
and selectivity of these processes in thyroid cells, different metals may accumulate at higher levels
in the thyroid than in other tissues. The selective accumulation of one or more trace elements with a
carcinogenic effect could explain the predominant increase in thyroid cancer observed in the presence
of environmental heavy metal biocontamination.
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Recently, metals were comparatively measured (using inductively coupled plasma mass
spectrometry) in normal human thyroid tissue and in sternothyroid muscle and neck subcutaneous fat
tissues collected from the same euthyroid individuals.

As, Br, Cd, Hg, Mn, Se, and Sn showed significantly higher concentrations (p < 0.01) in the thyroid
than in the other two tissues [107]. Among these elements, As, Cd, and Hg are recognized carcinogens
(class 1, IARC). As and Hg (but not Cd, which was under the assay detection limit in all tissues) were
also shown to be more concentrated in the thyroid of normal rats relative to the hindlimb muscle and
abdominal visceral fat of the same rats.

Whether the relative accumulation of these carcinogenic elements contributes to the very frequent
occurrence of thyroid cancer in the volcanic biocontaminated area is unclear. When the metal
concentrations measured in the thyroid tissue of the residents of the volcanic biocontaminated area
(n = 43) were compared to those found in the residents of the control area (n = 34), 11 out of the
18 examined elements were at slightly higher levels in the thyroid of subjects living in the volcanic area.
However, a large overlap of metal levels was found between the two groups, and the differences were
not statistically significant. Moreover, in residents of the volcanic area, most metals were increased also
in muscle and adipose tissues, suggesting a generalized consequence of increased exposure, rather
than a specific thyroid accumulation mechanism. However, this was not the case for As and Hg, which
were slightly increased (+16.5% and +25%, respectively) in the thyroid but not in the other examined
tissues of residents of the volcanic area. These small differences may be biologically relevant based on
the hormetic mechanism.

In conclusion, studies on metal concentrations in the thyroid do not provide evidence of a clear role
of the accumulation mechanism in metal-dependent thyroid carcinogenesis, but they are compatible
with this possibility.

6.3. Metals and Thyroid-Specific Biology

In addition to the possibility that the selective accumulation of carcinogenic metals favors thyroid
cancer more than cancers of other tissues, alternative mechanisms may explain why environmental
metal pollution predominantly promotes thyroid cancer.

Follicular thyroid cells have peculiar biological properties: their main function is to produce
thyroid hormones, which requires iodine. Iodine is a very reactive element and a strong oxidizing
agent. Thyroid cells take up iodine via a specific sodium/iodine symporter (NIS) in the form of iodide
anion (I-), which is readily oxidized by the thyroid-specific enzyme thyroperoxidase (TPO). Therefore,
thyroid cells are constantly exposed to free radicals produced by the continuous generation of hydrogen
peroxide (H2O2) by the NADPH (nicotinamide adenine dinucleotide phosphate hydrogen) oxidase
Duox. H2O2 is necessary for I- oxidation to produce derivatives such as hypoiodite, hypoiodous
acid, and iodate [108]. This intracellular chemistry produces high oxidative stress, which may in turn
favor spontaneous mutagenesis. In fact, in an experimental model, the mutation rate in the thyroid
is 8–10 times higher than that in the liver [109]; under these conditions, the additional free radicals
produced by increased metal exposure can more easily cause DNA damage and cell transformation.

Other peculiar thyroid cell characteristics may be involved in increased thyroid sensitivity to
metals present in excess, as indicated by the complete inhibition of the enzyme xanthine oxidase by
tungsten in the rat thyroid [110].

The possible causal relationship between metals and thyroid cancer is supported by the effect
of the heavy metal copper on BRAFV600E mutation-driven carcinogenesis. The papillary histotype
is the most frequent (over 80%) thyroid cancer histotype and is due to the oncogenic mutation of
BRAF in most cases (over 50%). Copper chelation inhibits MEK 1/2 kinase activity, and reduced
MAPK signaling inhibits BRAFV600E-driven melanoma growth [111]. The same effect was observed
in BRAFV600E-positive human PTC cells and in a genetically engineered mouse PTC model [112],
indicating the possibility that increased copper may favor the occurrence of thyroid cancer with
papillary histotype.
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6.4. In Vivo Data in Experimental Animals

A well-accepted system for evaluating the cause–effect relationship between suspected carcinogens
and the actual induction or promotion of cancer is to use experimental animal models. If the feeding
of animals (mainly rodents) with a diet containing elevated concentrations of metals results in the
appearance of signs of malignant transformation, it is assumed to indicate the carcinogenicity of the
tested compound.

However, these models have important limitations. Animals show differences in sensitivity
to metals relative to humans as a consequence of differences in absorbance, tissue accumulation,
and clearance, metabolism, and excretion.

Moreover, species specificity has been observed; for example, As compounds may have
carcinogenic effects in the mouse thyroid but not in the rat thyroid [113].

Many studies on metal carcinogenicity have been carried out in animals in a variety of tissues,
but only a few of these studies focused on the thyroid, and most of them mainly concerned thyroid
function, rather than carcinogenesis.

In addition, these animal experiments presented major problems regarding metal compound
dosage and time of exposure, as in most cases, high doses (mM range) and a short exposure time
(weeks) were used. When low exposure was examined, As compounds have been shown to disrupt T4

homeostasis and influence related gene transcription after 8 weeks of exposure, but no morphological
modifications were described [114]. Moreover, male rats exposed to bromine (KBrO3) in quantities
calculated to be within the high range expected in the environment exhibited morphological goiter-like
changes in the thyroid after 66 days [115] and increases in the number of mitoses and vascularization
after 133 days [116]. After longer exposure (animals exposed to similar KBrO3 concentrations for up
to two years), carcinogenic effects were observed in the thyroid and kidneys of rats but only in the
kidneys of mice [117].

These data reflect an experimental condition very different from that observed in polluted volcanic
areas, where not only is there a mixture of many metals present, but metal concentrations in the
environment are also in the high–normal range and exposure occurs throughout an individual’s life,
including the prenatal stage [81].

To evaluate conditions better mimicking chronic exposure to low-dose metal pollution, a study
was recently carried out in a well-established in vivo model of thyroid tumorigenesis [118]. Female
rats were supplied with a goitrogenic diet, and B, Cd, and Mo were added to their drinking water at
concentrations twice as high those measured in the urine of the residents of the volcanic area in Sicily.
The thyroids of treated animals examined after 5 and 10 months of exposure exhibited progressive
increases in follicular dyshomogeneity, nuclear pseudoinclusions, and papillary structures compared to
the thyroids of the control rats (also hypothyroid under the goitrogenic diet) [119]. Papillary structures
associated with nuclear aberrations are considered preneoplastic features of the thyroid. An increase
in such structures indicates that chronic exposure to B, Cd, and Mo, even at low levels, accelerates
the neoplastic characteristics of the thyroid induced by the goitrogenic diet. The study confirms that
under conditions causing a predisposition to neoplastic transformation, chronic exposure to slightly
increased B, Cd, and Mo levels may favor thyroid cancer initiation acting as tumor-promoting agents,
rather than as true carcinogens. However, this model is quite different from the in vivo conditions
of the residents of the volcanic area and is inadequate for documenting the carcinogenic potential of
lifelong exposure to multiple metals.

7. Concluding Remarks

In recent decades, metal pollution of the environment has increased worldwide [120], highlighting
the question of its possible deleterious effects on human health. The thyroid is a histologically and
functionally complex gland. Its major functions of iodine uptake and incorporation into tyrosine
residues to produce thyroid hormones require specific oxidoreduction processes that can make the
thyroid more vulnerable to toxic heavy metals.

92



Int. J. Mol. Sci. 2020, 21, 3425

The health concern related to the anthropogenic pollution of the environment with metals is a
serious issue and a worsening problem. As a result of its biochemistry and biology, the thyroid may
act as a sensitive and precocious indicator of the possible health damage caused by environmental
heavy metal pollution.

At present, we lack solid data on the carcinogenic effect of increased environmental metal levels
on thyroid cancer initiation and progression. The available evidence is indirect, circumstantial,
and incomplete.

More in general, our understanding of the metal pollution and its consequences on human health
is totally inadequate considering the complexity and variability of the interactions of different cells
with different metals, different metal doses and lengths of exposure, the different speciation of each
metal, and the competing or potentiating effects metals on each others’ activities.

Further rigorous and innovative studies on this issue aimed at identifying the mechanisms of
action and the biological effects triggered by chronic exposure to slightly increased metal concentrations
are warranted. More specifically, a better understanding of the additive, synergistic, or antagonistic
effects of different metals with other organic and inorganic compounds in the environment is required.
An improved understanding of these issues would greatly contribute to our comprehension of
the relationship between environmental metal pollution and increased health damage, including
thyroid cancer.
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Abstract: The metabolic abnormality observed in tumors is characterized by the dependence of cancer
cells on glycolysis for their energy requirements. Cancer cells also exhibit a high level of reactive
oxygen species (ROS), largely due to the alteration of cellular bioenergetics. A highly coordinated
interplay between tumor energetics and ROS generates a powerful phenotype that provides the tumor
cells with proliferative, antiapoptotic, and overall aggressive characteristics. In this review article,
we summarize the literature on how ROS impacts energy metabolism by regulating key metabolic
enzymes and how metabolic pathways e.g., glycolysis, PPP, and the TCA cycle reciprocally affect the
generation and maintenance of ROS homeostasis. Lastly, we discuss how metabolic adaptation in
cancer influences the tumor’s response to chemotherapeutic drugs. Though attempts of targeting
tumor energetics have shown promising preclinical outcomes, the clinical benefits are yet to be fully
achieved. A better understanding of the interaction between metabolic abnormalities and involvement
of ROS under the chemo-induced stress will help develop new strategies and personalized approaches
to improve the therapeutic efficiency in cancer patients.

Keywords: reactive oxygen species; metabolic adaptation; drug resistance; cancer

1. Introduction

Otto Warburg first observed alterations in cancer metabolism, wherein cancer cells produce most
of their energy through glycolysis rather than mitochondrial oxidative phosphorylation in the presence
of oxygen, in the 1920s [1]. Warburg observed that tumor cells convert majority of the glucose into
lactate and not into CO2 as observed in non-tumorous mammalian cells. The observation has since
been witnessed by various other researchers and has been thoroughly reviewed [2,3]. Although
glycolysis is an inefficient mechanism of energy production (glycolysis generates two ATP molecules,
whereas the tricarboxylic acid (TCA) cycle produces 34 ATPs per glucose molecule), it provides
cancer cells with ATP at a considerably faster rate than through mitochondria [4,5]. For quicker
energy production, a cancer cell can enhance their uptake of glucose, a property commonly employed
to visualize tumors using fluorodeoxyglucose, a radio-labeled glucose during positron emission
tomography [6]. The upregulation of glycolysis also supports the proliferating cells by providing
metabolites, such as serine, glycine, and alanine, for their anabolic processes [7–9]. Alternatively, the
glycolytic metabolites can also be shunted into the pentose phosphate pathway (PPP) and provide
cancer cells with ribose nucleotides and redox potential. Since the microenvironment provides tumor
cells with ample nutrients (e.g., glucose, glutamine), ATP produced via glycolysis is sufficient to fulfill
the tumor’s requirements. The importance of glycolysis can be appreciated by studies demonstrating
that its inhibition suppresses ATP production and leads to cancer cell apoptosis [10–12].
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The Warburg effect shifts cancer cells from oxidative to reductive metabolism. The reductive
metabolism is imperative for the biosynthesis of amino acids and metabolites to sustain cancer survival
and growth. The shift in metabolism reduces the dependence on mitochondrial citrate and ATP as these
are detrimental to the survival of cancer cells [13–16]. Genetic and epigenetic regulation of TCA cycle
enzymes observed in cancer further support the metabolic shift away from mitochondrial respiration.
The altered metabolism is widely considered as one of the hallmarks of cancer, and emerging evidence
supports its key role in tumor development through its interaction with other drivers of tumor, namely
oncogenes, tumor suppressors, and cellular redox balance [17].

Reactive oxygen species (ROS) are oxygen-containing and chemically reactive species formed by
incomplete one-electron reduction of oxygen, which includes hydrogen peroxide (H2O2), superoxide
anion (O2

−), and hydroxyl radical (OH−) [18]. ROS are naturally produced in cells through aerobic
metabolism. Mitochondria respiratory chain, NADPH oxidase, and peroxisomes are the major
endogenous sources of ROS. Under physiological conditions, normal cells maintain redox homeostasis
with a low level of basal ROS by controlling the balance between ROS generation (pro-oxidants) and
elimination (antioxidant capacity). A moderate increase in ROS favors cell proliferation and survival.
However, when the amount of ROS reaches a certain level, it may overwhelm the antioxidant capacity
of the cell and trigger cell death by oxidizing cellular macromolecules such as proteins, nuclear acids,
and lipids. Growing evidence suggests that cancer cells exhibit increased intrinsic ROS stress due to
metabolic abnormalities and oncogenic signaling. In order to maintain the redox dynamics of high
ROS, cancer cells trigger an adaptation response by upregulating their antioxidant capacity.

The generation and maintenance of ROS homeostasis in cells largely rely on cellular metabolism
while ROS also impacts energy metabolism by regulating key metabolic enzymes and critical oncogenic
signaling pathways. In this review, we highlight studies that underline the interplay between the
cellular redox balance and tumor metabolism, and explore how these mechanisms support tumor
survival under drug-induced stresses (Figure 1).

Figure 1. Interplay between reactive oxygen species (ROS) and the central carbon metabolism.
ROS impact cellular metabolism through regulating key enzymes in glycolysis pathway/TCA
cycle as well as redox signaling pathways; reciprocally, energy metabolic pathways especially
PPP balance ROS homeostasis in cancer cells. PPP, pentose phosphate pathway; HK, hexokinase;
PFK1, phosphofructokinase 1; PDK1, pyruvate dehydrogenase kinase; G6PD, glucose 6-phosphate
dehydrogenase; Aco, aconitase; αKGDH, Alpha ketoglutarate dehydrogenase; IDH, isocitrate
dehydrogenase; ME1, malic enzyme 1.
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2. ROS Impacts Cancer Metabolic Reprogramming

2.1. Direct Regulation through Key Metabolic Enzymes

Although the Warburg hypothesis postulated elevated glycolysis in proliferating cells, the overall
metabolic regulation in cancers is rather complex. In addition to glycolysis, cancer cells demonstrate
elevated flux into the pentose phosphate pathway, enhanced glutamine consumption, enhanced rate of
lipid biosynthesis, and utilization of protein as a fuel source [19–21]. These metabolic deregulations
however do not occur in silo. It interacts with numerous signaling molecules to promote tumor
phenotype. One such deregulation commonly observed in cancer cells is the elevated ROS level [22].
ROS plays a crucial role in maintaining and promoting the tumor phenotype via regulating oncogenic
signaling and cellular metabolism [23–25]. The ROS levels however are to be kept within a certain
range since high ROS levels can be detrimental to cancer survival [26]. Below, we have discussed how
the cellular ROS and redox mechanism regulate tumor metabolism with a focus on central carbon
metabolism, namely glycolysis, PPP, and the TCA cycle.

2.1.1. Glycolysis

Recent evidence suggests that upregulated NADPH oxidase (NOX) shifts the tumor’s metabolism
towards glycolysis in cells with mitochondrial dysfunction [27]. The uncovering of the novel role of
NOX is notable since NOX catalyzes the conversion of molecular oxygen to the superoxide ion (O2 →
O−), and its upregulation is commonly observed in tumors [28].

Pyruvate kinase M2 (PKM2) is a rate-limiting glycolytic enzyme that converts
phosphoenolpyruvate (PEP) and ADP to pyruvate and ATP [29]. The enzyme pyruvate kinase
(PK) exists in two different isoforms: M1 and M2. Under physiological condition, the M1 isoform
(PKM1) predominates, whereas cancer cells primarily express the M2 isoform (PKM2) [30]. PKM2 has
significantly less pyruvate kinase activity, and it prevents the flow of glycolytic metabolites into the
TCA cycle. The metabolites thus accumulated are utilized to meet the biosynthetic needs of the cancer
cell [31]. PKM2 also promotes the Warburg effect by activation of the HIF-1α target genes SLC2A1,
LDHA, and PDK1 that facilitate the shift from oxidative phosphorylation to glycolytic metabolism
to meet the nutrient demands of cancer cell proliferation [32]. PMK2 is highly expressed in various
cancers, including lung, breast, and prostate, indicating a critical role in cancer progression beyond
glycolysis [33]. PKM2 also represents one of the best examples of how ROS can directly regulate cellular
metabolism. One study found that an increase in cellular ROS levels by hydrogen peroxide significantly
reduced the pyruvate kinase activity of PKM2 through oxidation of Cys358. However, this reduced
pyruvate kinase activity recovered in the presence of a reducing agent, confirming that PK inhibition in
the presence of hydrogen peroxide is ROS-dependent [25]. Further, the inhibition of pyruvate kinase
activity promotes CO2 production by the PPP and increases the production of reduced glutathione
(GSH). The reduced pyruvate kinase activity thus promotes channeling of glycolytic metabolites into
the PPP, which in turn increases GSH production to counter elevated ROS [25]. Mutation of Cys358

residue prevents ROS-induced inhibition of pyruvate kinase activity, leading to reduced GSH levels
and sensitization of the cells to oxidative stress. Similarly, insulin-induced ROS inhibits pyruvate
kinase activity in hepatocellular carcinoma [34,35]. Reduced pyruvate kinase activity was observed
despite the induction of PKM2 protein levels in cells treated with insulin through suppression of
miR-128 and miR-145 [34]. Although unclear, suppression of miR-128 and miR-145 may involve ROS
induced DNA hypermethylation [36].

Glyceraldehyde 3-phosphate dehydrogenase (GAPDH) is another glycolytic enzyme readily
regulated by the cellular redox system. It catalyzes the conversion of glyceraldehyde 3-phosphate
to 1,3-diphosphoglycerate. GAPDH is often regarded as a housekeeping gene and used as reference
control. However, its expression is upregulated in a wide variety of tumors and is associated
with tumor proliferation, metastasis, and overall aggressive tumor behavior [37–40]. The elevated
GAPDH levels are considered essential to maintaining the glycolytic phenotype present in tumors.
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Early evidences show that accumulation of ROS is associated with reduced GAPDH activity [41,42].
In addition, treatment with oxidizing low-density lipoprotein reduced the expression of GAPDH in a
ROS-dependent manner by increasing its proteosomal-mediated degradation [43]. Mechanistic analysis
reveals that oxidizers, such as hydrogen peroxide, nitric oxide, and peroxides, cause oxidization of free
cysteine thiols present on GAPDH [44–46]. The ROS induced GAPDH inhibition alters the function
of GAPDH, leading to redirecting of glycolytic metabolites towards the PPP [37]. Since cancer cells
usually express higher ROS levels than non-transformed cells, the alteration of expression and activity
of glycolytic enzyme such as PKM2 and GAPDH may represent a necessary adaptation to enhance
reducing power of the tumor cells by redirecting the metabolites into PPP for production of NADPH.

2.1.2. TCA Cycle

The tricarboxylic acid cycle plays an essential role in energy production, macromolecule synthesis,
and maintenance of cellular redox balance. The TCA cycle through its series of biochemical reactions
utilizes oxidized glycolytic product (acetyl CoA) to generate ATP, NADH, and FADH2. The electrons
released from NADH and FADH2 enter the electron transport chain (ETC), where the electron is
utilized to synthesize ATP in the presence of oxygen. The electron transport chain serves as the primary
source of ROS in the cells (discussed below). Accumulating evidence uncovers the critical role of
cellular redox status in direct or indirect regulation of TCA cycle activity. Mass spectrometry-based
central carbon metabolic analysis reveal that induction of ROS by vitamin C inhibit the levels of various
TCA cycle metabolites in breast cancer cells [47]. Few of the enzymes that are regulated by ROS are
discussed below.

The enzyme aconitase (Aco) catalyzes the conversion of citrate to isocitrate. It has been
demonstrated that the activity of enzyme Aco is often deregulated in cancers either due to mutation
or reduced expression [48–50]. Aconitase is vulnerable to reactive oxygen and reactive nitrogen
species [51–53]. The iron-sulfur cluster present in the aconitase enzyme is highly susceptible to
oxidation, leading to the iron release and consequently, inactivation of the enzyme. Although
the underlying benefit of ROS-induced Aco inactivation is still being uncovered, a recent study
demonstrated that overexpression of Aco weakens Warburg-like features in breast cancer cells [54].

Alpha ketoglutarate dehydrogenase (αKGDH or 2KG) is a highly regulated TCA cycle enzyme
that catalyzes conversion of α-ketoglutarate and coenzyme A to succinyl coA and in the process
converts NAD+ to NADH. Initial studies with cardiac mitochondria demonstrated that ROS inhibit
NADH production and oxidative phosphorylation. Mechanistic analysis revealed that reduced
mitochondrial activity observed was associated with reduced activity of αKGDH [55,56]. Although the
studies assessing the effect of ROS on αKGDH in cancers are lacking, inhibition of αKGDH promotes
utilization of glutamine derived αKG for fatty acid synthesis [57,58]. The citrate synthesized via
reductive metabolism of αKG is important for viability and cancer biomass increase [59,60]. The activity
of enzyme αKGDH is also inhibited by HIF-1, thus contributing to the reductive carboxylation of
αKG [60].

2.2. Indirect Regulation through Oncogene or Tumor Suppressor Networks

Accumulating research evidence suggests that driver gene mutations found in cancers contribute
to cell metabolic alterations, indicating that signaling pathways may influence the metabolic shift
in cancer [61]. It has been revealed that ROS may control tumor cell metabolism by oxidation of
oncogenes or tumor suppressors.

2.2.1. AMP-Activated Protein Kinase (AMPK)

AMPK is a key protein to control cellular energy homeostasis, which is generally a negative
regulator of the Warburg effect. AMPK is activated by insufficient fuel supply and low oxygen to make
nutrients for the anabolic/growth-promoting metabolic pathway [62]. As a stress-response molecule,
AMPK acts as a tumor suppressor to prevent the carcinogenesis as a canonical downstream effector
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of LKB1. However, once tumors develop, AMPK becomes a tumor promoter by protecting against
metabolic, oxidative, and genotoxic stresses, and is involved in cancer drug resistance [63]. AMPK is
closely linked to redox homeostasis. Reduced nicotinamide adenine dinucleotide phosphate (NADPH)
provides reducing power in many enzymatic reactions and also acts as an antioxidant to neutralize
ROS [64]. AMPK regulates NADPH homeostasis by inhibition of the acetyl-CoA carboxylases ACC1 and
ACC2, thus decreasing NADPH consumption and increasing NADPH generation where the pentose
phosphate pathway is impaired [65]. AMPK itself is redox active in that it contains cysteine residues that
can be oxidized by ROS. An earlier study showed that exposure to H2O2 can activate AMPK through the
redox-sensitive cysteine residues (Cys-299/Cys-304) in the α1 catalytic subunit [66]. The mitochondrial
ROS mediated AMPK activation is sufficient to mediate starvation-induced autophagy [67]. A recent
study argued that mitochondria-derived ROS indirectly affects AMPK activity by decreasing the
ATP/ADP ratio rather than the direct protein thiol oxidation [68].

2.2.2. Hypoxia-Inducible Factor 1 (HIF-1)

Hypoxia is a characteristic feature of solid tumors due to an imbalance between oxygen (O2)
supply and consumption, in which HIF-1 is a key regulator in response to low oxygen [69,70]. The
activation of HIF-1 by hypoxia modulates erythropoiesis and angiogenesis, as well as glycolytic
metabolism through multiple target genes. Many key glycolytic proteins are HIF-1 transcriptional
target gene products, including glucose transporter 1 and 3 (GLUT1 and GLUT3), hexokinase (HK),
6-phosphofructo-2-kinase/fructose-2,6-bisphosphatases 3 (PFKEB3), and pyruvate kinase M2 (PKM2).
Induction of these genes by HIF1 enhances glycolysis and the PPP pathway [71]. The overall metabolic
outcome of HIF1 upregulation in cancer is to promote aerobic glycolysis. In addition to upregulation
of glucose uptake, HIF-1 transcriptionally activates expression of pyruvate dehydrogenase kinase
(PDK) [72]. The PDK inhibits the activity of pyruvate dehydrogenase, thus limiting the entry of
glycolytic metabolites in the TCA cycle [72,73]. In addition, HIF-1 mediated metabolic reprogramming
involves a reduction in cellular ROS levels via inhibition of electron transport chain complex 1
activity [74,75]. Studies show that HIF-1 is activated not only by hypoxia but also by growth
factors and oncogenes. Our group previously found that ROS scavengers and antioxidant enzymes
decreased HIF-1α expression levels in a dose-dependent manner under normoxic conditions in
ovarian cancer cells [76]. Further studies revealed that heavy metals- or growth factors-induced
HIF-1α activation in normoxia is mediated by cellular ROS production [77,78]. Jung et al. found
that adenosine monophosphate-activated protein kinase (AMPK) mediates ROS-induced HIF-1α
protein accumulation at the post-translational step by blocking its degradation resulting from the
ubiquitination inhibition [29]. They also suggested that H2O2 might increase the transcriptional activity
of HIF-1α through AMPK. Notably, the role of AMPK in hypoxia-induced HIF-1 activation is different
than that in ROS-induced HIF-1 activation.

2.2.3. p53

p53 plays a key role in maintaining genome integrity in response to cellular stresses that
lead to DNA damage. It is well-established that p53 acts as a negative regulator of glycolysis by
inhibiting expression levels of glucose transporters, which limits activities of glycolytic enzymes
phosphofructokinase 1 (PFK1) and phosphoglycerate mutase (PGM) [36]. There is a direct interplay
between p53 and ROS leading to oxidative stress. On the one hand, p53 modulates cellular ROS levels
through p53-inducible genes (PIGs) that encode a number of pro-oxidant enzymes to generate ROS or
inhibit antioxidant genes, such as MnSOD, at the transcriptional level [79]. On the other hand, p53
contains cysteine (Cys) residues in its DNA binding domain, which can be oxidized by ROS. The
oxidation of cysteines would impair the DNA-binding activity of p53 to specific genes. ROS can also
activate protein kinases such as mitogen-activated protein kinase (MAPK), which in turn phosphorylate
and thus activate p53 for apoptosis induction [80].
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2.2.4. ROS-Responsive miRNAs

Deregulations of microRNA expression have been associated with tumor development,
progression, metastasis, and therapeutic responses [81]. Notably, miRNAs are shown to mediate
metabolic phenotypes through the regulation of glycolytic enzymes and mitochondria metabolism [82].
Growing evidence suggests a reciprocal connection between ROS signaling and the microRNA pathway,
resulting in diverse biological effects in cancer cells [83]. Altered productions of ROS are associated with
deregulated expression of miRNAs, suggesting that miRNAs play a role in regulating ROS production
and vice versa. ROS control miRNAs expression levels at multiple layers. The proposed mechanisms
include miRNA biogenesis, transcription, and epigenetic regulation [83]. For example, activation of
miR-34a switches the glycolysis to mitochondria respiration in cancer cells by direct targeted-inhibition
of glycolytic enzymes (e.g., hexokinase 1 (HK1), hexokinase 2 (HK2), glucose-6-phosphate isomerase,
and pyruvate dehydrogenase kinase 1 (PDK1)) in cancer cells inp53-dependent manner [84]. As p53 is
involved in microRNA processing pathways, such as Drosha-mediated pri-microRNA processing, ROS
indirectly affect the miR-34a levels by promoting the transcription of the miR-34a gene through p53.

3. Glucose Metabolic Adaptation Alters the Redox Balance

As mentioned earlier, the mitochondrial electron chain and NOX are the main source of cellular
ROS. In cancer cells, the high ROS levels are countered by enhanced antioxidant capacity of the cells [85].
The critical balance between ROS and antioxidant mechanisms is essential for cellular homeostasis as
different ROS levels can initiate varied biological responses ranging from cellular signaling to oxidative
damage of cellular proteins and genomic instability [86]. As expected, the ROS do not control varied
cellular functions independently. ROS interact with cellular oncogenes and tumor suppressors and have
complex interplay with tumor metabolism. As highlighted above, the mitochondrial citrate and ATP
production is detrimental to cancer cells. In a similar vein, the mitochondrial ROS production is also
significantly reduced to maintain ROS at a non-toxic level [87]. Below we highlight the accumulating
evidence that emphasizes the role of metabolic pathways in regulating cellular ROS levels.

3.1. Glycolysis

ROS can regulate the expression of glycolytic enzymes, such as PKM2 and GAPDH. Recent
studies have also elaborated the essential role of glycolysis in regulating cellular ROS levels. The
enzyme lactate dehydrogenase A (LDHA) converts glycolytic pyruvate into lactate and is upregulated
in various tumors [88]. siRNA mediated inhibition of enzyme LDHA diverting the pyruvate into
TCA [89,90]. The inhibition of TCA flux by LDHA thus prevents the generation of mitochondrial ROS.

3.2. Pentose Phosphate Pathway

The most well understood tumor metabolic regulation that alters the cellular redox balance
is the upregulation of the PPP. The PPP branches from glycolysis and provides the proliferating
cancer cells with nucleotides (non-oxidative PPP) and NADPH (oxidative PPP). Cancer cells display
elevated levels and activity of PPP enzymes involved in oxidative PPP, namely glucose 6-phosphate
dehydrogenase (G6PD) [91–94]. The G6PD is the primary source of cellular NADPH and is upregulated
in various tumors [95]. The importance of G6PD can be gauged through its essential role in cellular
growth, neoplastic transformation, and tumorigenesis [96,97]. G6PD is the rate-limiting enzyme that
controls the entry of glycolytic glucose-6-phosphate into the PPP. Since the NADPH plays a crucial
role in reducing cellular oxidants, such as hydrogen peroxide (H2O2) and other ROS species [98],
the cellular antioxidant system is directly or indirectly dependent on NADPH for its functioning.
The enzyme glutathione reductase reduces glutathione (GSH) in the presence of NADPH [99]. The
GSH is an essential antioxidant defense mechanism in the cell that converts H2O2 into water. Other
than glutathione, the antioxidant activity of nitric oxide synthetase is also dependent on NADPH
derived from the oxidative PPP, namely the enzyme G6PD [100,101].
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3.3. Tri-Carboxylic Acid (TCA) Cycle

As outlined above, the TCA cycle is a major source of cellular reducing equivalent that transfers
electrons to the electron transport chain (ETC). However, up to 2% of electrons leak out of ETC and
interact with mitochondrial oxygen, leading to the formation of superoxide ions, which can ultimately
result in the formation of hydrogen peroxide and hydroxyl and peroxynitrite radical [102–106].
Hydroxyl radical and peroxynitrite are strong oxidants that can interact with cellular components
leading to signaling, or oxidation of lipids, proteins, and DNA in a concentration-dependent
manner [107–109].

The reduced oxidative phosphorylation in cancer does mean that the TCA is non-functional [110].
Recent studies have demonstrated that the TCA cycle continues to generate essential macromolecules
and energy by glutamine-induced anaplerosis [111–113]. The intracellular glutamine is converted into
α-ketoglutarate, which is then converted into citrate by the activity of enzyme isocitrate dehydrogenase
(IDH). The synthesized citrate serves as a precursor for the synthesis of fatty acids and other
macromolecules for tumor anabolic processes [58,114].

The isocitrate dehydrogenase enzyme (IDH) is expressed in three isoforms where IDH1 is found in
cytoplasm and IDH2 and IDH3 are mitochondrial bound [115]. Of these three, the IDH3 predominates
at the TCA cycle, is NAD+ dependent, and catalyzes irreversible oxidative decarboxylation of isocitrate
(ICT) in the presence of NAD+ to produce 2KG and NADH. IDH1 and IDH2, on the other hand,
are NADP-dependent and can catalyze in both reactions (ICT to 2KG and vice versa). The two
NADP-bound IDH enzymes are essential for synthesis of NADPH and play a crucial role in cellular
defense against oxidative injury [116–118]. Antisense mediated inhibition of NADP-dependent IDH
(IDH1 and IDH2) significantly enhanced γ-radiation-induced ROS production, lipid peroxidation,
and protein oxidation [119]. Analysis of TCGA data demonstrates that IDH1 is upregulated in
several malignancies, including anaplastic large cell lymphoma, glioblastoma, and pancreatic ductal
adenocarcinomas, and it is associated with poor prognosis among leukemia patients [120–123].
Knockdown of IDH1 significantly reduces NADPH content, leading to reduction in GSH levels and
induction of ROS in glioblastoma cells. Recently, mutant forms of IDH have been observed in a variety
of malignancies, including glioblastomas, leukemias, osteosarcomas, and thyroid tumors [124–127].
The enzymatic activity of mutated IDH1/2 displays conversion of 2KG into an oncometabolite
D-2-hydroxyglutarate and, in the process, IDH1/2 consumes NADPH. Overexpression of mutant IDH1
(R132H) in glioblastoma cells reduces NADPH and GSH levels leading to elevated ROS levels [128].
The R132H mutant IDH1 also has a dominant negative affect on IDH1 activity that may contribute to
reduced NADPH and elevated ROS levels [129]. Though the production of oncometabolites by R132H
mutants enhances HIF1α levels and induces tumor formation, the reason for the R132H mutation
being associated with improved glioma patient survival remains elusive [128–131].

Malic enzymes (ME) catalyze the conversion of malate into pyruvate and, in the process, synthesize
reducing equivalents [132]. ME is encoded by three homologous genes, of which ME1 is located in
the cytoplasm, whereas ME2 and ME3 are present in mitochondria. The ME1 is an NADP bound
enzyme and, along with G6PD, is the major source of cellular NADPH [133,134]. Recent reports have
suggested that ME1 behaves as an oncogene and is associated with tumor growth and invasion [135,136].
Investigation of the role of ME1 in gastric cancer reveals that knockdown of ME1 is associated with
elevated ROS and decreased NADPH levels in glucose limiting conditions [137].

4. Metabolic Deregulations Lead to Drug Resistance

Overcoming therapy resistance remains one of the most important unmet needs for cancer
treatment. Various mechanisms contribute to the development of drug resistance in cancers, such as an
increase in drug efflux, alteration of target genes, intracellular inactivation of drugs, and intracellular
signaling leading to epithelial–mesenchymal transition and DNA repair. Although the role of altered
metabolism in tumor cell survival and proliferation has been known for decades, the importance of
metabolism in regulating the therapy response has been realized only recently. Below we highlight key
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studies pertaining to the role of metabolic deregulations that underline tumor resistance to therapeutic
agents (Figure 2).

 

Figure 2. Metabolic deregulations lead to drug resistance. The metabolic shift favors cancer cell
proliferation and survival in response to therapy via upregulation of DNA repair, increase of prosurvival
signaling and autophagy, activation of drug efflux pumps, and neutralization of ROS.

4.1. Glycolysis

One of the most well characterized mechanisms of drug resistance is related to the enhanced
level and/or activity of the efflux pumps that expel the drug out of the cells. Studies show that
ROS or oxidative stress regulates ATP-binding cassette (ABC) transporters, which are associated
with chemoresistance [138]. The role of ABC transporters in therapy resistance has been
well-reviewed [138,139]. Mechanistic analyses revealed that the activity of p-glycoprotein (Pgp,
an ABC transporter), a crucial drug-efflux transporter involved in multidrug resistance (MDR), is more
than doubled in prostate cancer cells exposed to acidic media (pH 6.6) [140]. The enhanced Pgp
activity reduces cellular sensitivity to the cytotoxic agent daunorubicin. Similarly, the acidification
of extracellular milieu reduces the cytotoxicity of weak base therapeutic agents such as doxorubicin,
thus contributing drug inaction [141]. Incidentally, neutralization of tumor pH enhanced the cytotoxicity
of doxorubicin, confirming the direct role of pH in regulating the tumor response to therapy. Similarly,
the toxicity of paclitaxel, mitoxantrone, and topotecan is reduced in slightly acidic (pH 6.5) compared
to neutral conditions (pH 7.4) [142]. In another study, the authors showed that changes in glucose
levels markedly enhanced cellular ROS via NADPH oxidase 4 and thus activated HIF-1/Pgp leading
to resistance to doxorubicin [143]. ROS-induced Pgp activity can be reversed by ROS scavenger
NAC treatment.

Another important mechanism associated with drug resistance is enhanced DNA repair capacity
of the cells. Upregulation of glycolysis is associated with enhanced repair of damaged DNA, ultimately
leading to reduced sensitivity of cells to chemotherapeutic agents. A recent study showed that
upregulation of glycolysis using mitochondrial respiratory modifiers protected the cancer cells from
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radiation-induced cytotoxicity [144]. The modifiers enhance glycolysis via induction of GLUT-1 and
hexokinase, allowing uptake and utilization of glucose. The enhanced glycolysis promoted repair of
radiation induced damaged DNA by activating both homologous recombination and non-homologous
end joining [144]. Wagner et al. demonstrated that lactate enhances cellular DNA repair capacity
by increasing the activity of DNA-PKc, leading to the protection of cells from doxorubicin (DOX)
and cisplatin (CDDP) induced cytotoxicity [145]. In other studies, inhibition of glycolysis effectively
overcame resistance to DNA damaging agents such as 5-fluorouracil and doxorubicin [146,147].

Hexokinase 2: The first enzyme of glycolysis is upregulated in various tumors, and its elevated
level is associated with cisplatin resistance [148]. Inhibition of HK2 sensitizes the resistant cells to
cisplatin-induced cell death and apoptosis [148,149]. Activation of ERK has been linked to the protective
effect of HK2 against cisplatin. Cisplatin induces an ERK-mediated autophagic response that protects
the cells from the drug-induced toxicity. In cells that overexpress HK2, enhanced autophagic response
is observed, whereas, inhibition of HK2 causes suppression of autophagy, thus sensitizing resistant
ovarian cancer xenografts to cisplatin [150]. In another study, Vartanian et al. demonstrated that
activation of Erk by HK2 as a potential mechanism for radiation resistance in glioblastoma cells [151].
Expression of hexokinase 2 has also been implicated in tumor resistance to antimetabolites, such as
5-fluorouracil (5FU) and gemcitabine [152–154]. Although two inhibitors of hexokinase-2, namely
2-deoxyglucose and 3-bromopyruvate, have shown an excellent preclinical response, their clinical
benefits are yet to be proved as efficient chemotherapeutic agents.

In addition to its glycolytic function, PKM2 has been shown to provide cancer cells with prosurvival
and antiapoptotic properties by transcriptionally upregulating BcL-xl expression [155]. Earlier studies
suggested that reduced expression of PKM2 is associated with reduced responsiveness of ovarian and
colorectal cancers to platinum compounds [156,157]. However, subsequent studies demonstrated that
elevated PKM2 expression is associated with reduced cisplatin sensitivity [158–162]. Understandably,
inhibition of PKM2 in the later studies resulted in increased responsiveness of resistant cells to the drug.
Similarly, contradictory observations on PKM2′s protective effect against 5FU-induced cytotoxicity
has potentially impacted its use as a drug target. In colon cancer patients, high expression of PKM2
is associated with a poor response to 5FU-based therapy; however, no association was observed
in gastric cancer cells [157,163]. The contradictory role in platinum-resistance suggests a cell-type
dependent protective effect of PKM2 and has raised questions on the validity of PKM2 as a target for
cancer therapy.

GAPDH is a pleiotropic enzyme whose function is dictated by its subcellular localization [164].
Localization in the nucleus regulated various non-metabolic functions of GAPDH, such as telomere
protection, DNA repair, and regulation of autophagy and cell death [165]. Incidentally, two studies
have reported that the presence of GAPDH enhances the sensitivity of cancer cells to therapeutic drugs.
These studies demonstrated that depletion of GAPDH sensitizes tumor cells to antimetabolite agents,
however, this depletion did not alter the cell’s response to other chemotherapeutic drugs, such as
doxorubicin and fludarabine [166,167]. In pancreatic cancer, GAPDH translocation into the nucleus
due to drug-induced oxidative stress is associated with cell death in vitro and in vivo [168]. Other
studies have also demonstrated proapoptotic effect of GAPDH due to its regulation of autophagy and
its interaction with one or more apoptotic cascades [165]. Although the mechanism remains unclear,
the proapoptotic role of GAPDH is believed to be due to its interaction with p53. Hara et al. showed
that translocation of GAPDH to the nucleus is initiated upon binding with SIAH1. The formation of
complex stabilizes SIAH1 expression in the nucleus, leading to apoptosis [169,170]. p53 plays a pivotal
role in stimulating the interaction between GAPDH and SIAH1 by transcriptionally upregulating the
expression of both [171,172]. Evidence also suggests a direct interaction between p53 and GAPDH,
wherein GAPDH enhances the proapoptotic functions of p53 through its acetylation and serine 46
phosphorylation [173]. The post-translational modification of p53 is essential for its translocation
into the mitochondria to initiate Bax mediated apoptosis. The inter-regulation between GAPDH
and p53 is further validated by a report highlighting that mutated p53 prevents the translocation of
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GAPDH into the nucleus [174]. The stabilization of GAPDH in the cytoplasm is critical for mutant
p53 induced antiapoptosis. A recent study by Li et al. showed that GAPDH’s translocation into the
nucleus increases transcription of p53 gene, providing additional evidence on interplay between p53
and GAPDH in regulating cellular apoptosis [175].

4.2. Pentose Phosphate Pathway

Many of the chemotherapeutic and targeted agents are dependent on ROS for their cytotoxicity.
Due to their role in the synthesis of NADPH leading to ROS detoxification, two of the enzymes
involved in oxidative PPP—glucose 6-phosphate dehydrogenase (G6PD) and 6-phosphogluconate
dehydrogenase (6PGD)—have been implicated in imparting therapeutic resistance [176,177]. Analysis
of doxorubicin-resistant model of colon cancer cells reveals an enhanced PPP activity and elevated levels
of G6PD and glutathione [178]. The resistant cells also exhibited elevated levels of multi drug-resistant
associated proteins (MRP1 and MRP2). Since the inhibition of G6PD using chemical inhibitors overcame
multi drug resistance, the authors concluded that elevated glutathione levels are necessary for extruding
drugs out of cells. Catanzaro et al. demonstrated that cisplatin resistant cells express elevated levels of
enzyme G6PD, and the resistant cells are sensitive to G6PD inhibition [179]. Using a lung cancer model
of cisplatin resistance, Hong et al. further verified that inhibition of G6PD sensitized resistant cells to
cisplatin [180]. Furthermore, Zhang et al. established that the TGFβ1-FOXM1-HMGA1-TGFβ1 positive
feedback loop maintain G6PD expression in cisplatin resistant cells, and that disruption of this axis
sensitizes the cells to the drug [181]. Aberrant expression of 6-phosphogluconate has also been shown
to be involved in chemotherapeutic and radiation resistance [182–184]. Although preliminary, recent
evidence has shown that epidermal growth factor receptor (EGFR) phosphorylates 6PGD at tyrosine
(Y481), which enhances 6PGD activity by increasing its affinity to NAD+. The phosphorylation also
appears essential to EGFR induced radiation resistance in glioma cells [182].

The non-oxidative branch of PPP has also been implicated in chemotherapeutic resistance. Li et al.
found that overexpression of Rac1 is associated with multi-drug resistance, and Rac1 mediated
non-oxidative PPP is a key driver of cisplatin resistance in breast cancer cells [185]. The non-oxidative
branch of PPP assists in the DNA repair process by providing the damaged cells with nucleosides.
Shukla et al. identified that pancreatic cancer cells that are resistant to gemcitabine have enhanced
flux of glucose carbon into the non-oxidative branch of PPP [186]. The enhanced flux is aided by
increased expression of non-oxidative PPP enzymes transketolase (TKT). The HIF1α induced TKT
expression in the resistant cells assist in increased pyrimidine synthesis that protects the cancer cells
from gemcitabine-induced cytotoxicity [186]. Although knockdown of TKT enhances the sensitivity of
cancer cells to cisplatin, in cervical cancer the underlying mechanism for that is yet to be realized [187].

5. Conclusions

Otto Warburg first observed the aberrant features in tumor cells characterized by a shift in their
energy metabolism towards glycolysis even in conditions with ample oxygen [1]. The reprograming
of tumor energetics has gained interest in the last two decades due to its association with oncogenes,
tumor suppressors, and the cellular redox system [3]. A highly coordinated interplay between tumor
energetics and reactive oxygen species (ROS) generates a powerful phenotype that provides the
tumor cells with proliferative, antiapoptotic, and overall aggressive characteristics. Through this
review, we summarized the current literature on (1) how ROS regulates tumor metabolism and (2)
how metabolic adaptations in tumors regulate ROS. Albeit high levels of intracellular ROS being
frequently observed in cancer cells, ROS induction is applied as a principle for most non-surgical
treatments including chemotherapy and radiotherapy. By modulating the metabolic flux from oxidative
phosphorylation to glycolysis and PPP, tumor cells greatly enhance its antioxidant system to maintain
ROS homeostasis and prevent ROS-mediated cell death. It is no surprise that the interaction between
tumor energetics and ROS plays a fundamental role in regulating tumor’s response to chemotherapeutic
drugs. Though attempts of targeting tumor energetics have shown promising preclinical outcomes,
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the clinical benefits are yet to be fully achieved [188]. A key missing link in realizing metabolic
abnormalities as a druggable target would be to understand if outcomes of altered energetics involve
ROS modulation. For example, the hexokinase 2 induced autophagic response is known to involve ROS
generation [189]. Since hexokinase 2 induced autophagy is associated with drug-resistance, a potential
approach would include targeting metabolism with inhibitors while disabling antioxidant systems
induced by radio- or chemotherapy to improve patient outcome [150]. Another important avenue to
explore is to delineate the personalization of metabolic inhibitors. Since the metabolic enzymes may
preferentially benefit certain cancers, a personalized therapeutic approach that involves validating the
importance of the enzymes in a specific context, e.g., cancer types, may be a viable area to discover.
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Abstract: Oxidative stress with subsequent premutagenic oxidative DNA damage has been implicated
in colorectal carcinogenesis. The repair of oxidative DNA damage is initiated by lesion-specific DNA
glycosylases (hOGG1, NTH1, MUTYH). The direct evidence of the role of oxidative DNA damage and
its repair is proven by hereditary syndromes (MUTYH-associated polyposis, NTHL1-associated tumor
syndrome), where germline mutations cause loss-of-function in glycosylases of base excision repair,
thus enabling the accumulation of oxidative DNA damage and leading to the adenoma-colorectal
cancer transition. Unrepaired oxidative DNA damage often results in G:C>T:A mutations in tumor
suppressor genes and proto-oncogenes and widespread occurrence of chromosomal copy-neutral
loss of heterozygosity. However, the situation is more complicated in complex and heterogeneous
disease, such as sporadic colorectal cancer. Here we summarized our current knowledge of the role
of oxidative DNA damage and its repair on the onset, prognosis and treatment of sporadic colorectal
cancer. Molecular and histological tumor heterogeneity was considered. Our study has also suggested
an additional important source of oxidative DNA damage due to intestinal dysbiosis. The roles of base
excision repair glycosylases (hOGG1, MUTYH) in tumor and adjacent mucosa tissues of colorectal
cancer patients, particularly in the interplay with other factors (especially microenvironment), deserve
further attention. Base excision repair characteristics determined in colorectal cancer tissues reflect,
rather, a disease prognosis. Finally, we discuss the role of DNA repair in the treatment of colon cancer,
since acquired or inherited defects in DNA repair pathways can be effectively used in therapy.

Keywords: oxidative DNA damage; DNA repair; base excision repair (BER)glycosylases;
colorectal cancer
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1. Introduction

Colorectal cancer (CRC) represents significant social and public health problems, particularly in
developed countries worldwide. At the most recent overview, colon cancer accounted for 1,096,601
new cases and 551,269 deaths in 2018, whereas rectal cancer was less frequent (704,376 newly diagnosed
cases with 310,394 patients who died) [1]. Particular dietary and lifestyle habits and age constitute
major risk factors in sporadic CRC, as recently reviewed [2,3].

Sporadic (non-hereditary) CRC (70–75% of CRCs cases) occurs in people without genetic
predisposition or family history of CRC [4]. CRC often develops in genetically susceptible individuals as
a consequence of the co-inheritance of multiple low-risk variants. Whereas up to 35% of interindividual
variability in CRC risk has been attributed to genetic factors, high-risk germline mutations in APC,
MMR, MUTYH (MYH), SMAD4, BMPR1A and STK11/LKB1 genes account for about 6% of all cases [5,6].

Colorectal carcinogenesis includes three major genetic and epigenetic pathways: chromosomal
instability (CIN), CpG island methylator phenotype (CIMP) and microsatellite instability (MSI). MSI is
driven by functional impairment of DNA mismatch repair (MMR) genes and it is characterized by
alterations in the length of microsatellites [4,7,8]. CIN is hallmarked by changes in chromosomal copy
numbers. CIMP, as a form of epigenetic modification, refers to hypermethylation at repetitive CpG
dinucleotides (so-called CpG islands) in the promoter regions of tumor suppressor genes (such as MLH1,
MINT1, MINT2 and MINT3) that silences gene expression [4]. Ample and convincing evidence has been
accumulated on the role of inflammation, lipid peroxidation, oxidative stress and metabolic dysfunction
in CRC onset and development (reviewed in [3]). Several physiological and pathological processes,
closely linked to CRC development in the human body (i.e., obesity, diabetes, inflammatory bowel
diseases), stimulate the formation of reactive oxygen species (ROS) and subsequent DNA damage [9].
For instance, obesity increases inflammatory factors and adipokines (TNF, leptin, IL-1β and IL-6),
subsequently promoting oxidative stress and suppressing the immune system. These alterations often
end up in aberrant cell signaling, increased cell growth and angiogenesis [10,11]. Disturbances in DNA
damage levels, antioxidant status and capacity for DNA repair result in the accumulation of mutations
and genomic instability. The involvement of dietary factors in the etiology of CRC suggests that this
disease may be preventable by prudent dietary adjustments, e.g., by antioxidant-rich food [12,13] and
optimal selenium uptake [14].

In this study, we intended to summarize our current knowledge on the role of oxidative DNA
damage and its repair on the onset and prognosis and treatment of sporadic CRC, taking into account
tumor heterogeneity. We also addressed the roles of glycosylases (hOGG1, MUTYH) involved in the
base excision repair (BER) of oxidative damage.

2. Colorectal Cancer and Oxidative DNA Damage

2.1. DNA Damage and Colorectal Cancer Pathogenesis

Chronic human inflammatory diseases, diabetes, aging and various malignant diseases, including
CRC, are hallmarked by an increase in oxidative DNA damage [15]. Oxidative stress belongs to the
ubiquitous events attacking biologic systems. It has been postulated that oxidative stress is responsible
for steadily increasing oxidative damage burden from early adenoma to CRC progression [16,17].
In general, unrepaired DNA damage and subsequent disruption in DNA damage response (DDR)
pathway have been recorded in many cancer types and are responsible for genomic instability, a pivotal
feature of cancer [18]. Indeed, Pearl et al. [19] have documented complex functional impairment in
DDR in several cancer types. Importance of DNA repair pathways (a constituent part of DDR) in
maintaining genomic instability and cancer etiology is highlighted in familial cancers with known
high-penetrance germline mutations in DNA repair genes: BRCA1/BRCA2 in breast cancer, MMR and
polymerase deficiency (MLH1, MSH2, MSH6, PMS2 and POLE genes) in CRC and ovarian cancers,
deleterious mutations in RAD51C and RAD51D and BRCA1 mutation in ovarian cancers [20–26].
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2.2. Oxidative DNA Damage, Characteristics, Biologic Properties and Relevance

ROS are engaged in many redox-governing processes of the cells in order to maintain cellular
homeostasis and they pose potential signaling molecules to control several physiological cellular
functions (for review see [27]). Its overproduction results in oxidative stress, responsible for a bulk
of oxidative damage in DNA. ROS comprise a group of highly reactive chemical ions and molecules
that includes oxygen radicals, non-radicals and hydrogen peroxide [28]. They are produced either
endogenously during normal aerobic cellular metabolism or exogenously by agents such as ionizing
radiation, chemotherapeutic drugs and transition metals. Elevated levels of ROS or depressed
antioxidant defense lead to the imbalance in cellular DNA damage formation. ROS attack biologic
macromolecules, resulting in DNA base and sugar damage, apurinic or apyrimidinic sites, DNA–protein
cross-links and strand breaks, all contributing to genomic instability [29–31]. Once ROS reach DNA,
the oxidation of nucleophilic DNA bases and the ribose sugar ring leads to base loss and strand
breaks. Guanine is the most prominent target, giving rise to 8-oxo-7,8-dihydro-2′deoxyguanosine
(8-oxo-dG) and 2,6-diamino-4-hydroxy-5-formamidopyrimidine (FAPY). ROS also react with adenine
(8-oxo-7,8-dihydro-2’deoxyadenosine, 2-hydroxyadenine)—and to a lesser extent with thymine
and cytosine. Eight-oxo-dG is the most pro-mutagenic consequence of ROS, causing G > T
transversion [32,33] and is commonly measured either as the base in DNA or as the nucleoside
8-oxo-dG in urine [29]. Oxidative DNA damage triggers multiple pathways that include DNA
repair, cell cycle arrest and apoptosis. Under physiological conditions, the steady-state level between
DNA damage, antioxidant status; capacity for DNA repair is established and critical mutations in
cancer-related genes are rather rare events.

2.3. The Repair of Oxidative DNA Damage

Altered DNA repair, comprising BER, nucleotide excision repair (NER), MMR, direct DNA repair,
homologous recombination repair (HR) and non-homologous end-joining repair, acts as an important
player involved in both cancer initiation and progression [34,35]. Moreover, modulations in DNA repair
processes contribute to genetic heterogeneity and cancer evolution (genomic/chromosomal instabilities).
Relevance of DNA repair and DDR in cancer onset, its progression and patients´ therapeutic response
has recently been reviewed in 33 cancer types. Genetic changes (mutations, loss of heterozygosity)
were observed in 33% of DNA repair and DDR genes highlighting the participation of these pathways
in tumorigenesis [36].

BER pathway is the main mechanism involved in the removal and repair of oxidized DNA bases
(for reviews see [37,38]). The repair of oxidative DNA damage (including premutagenic 8-oxo-dG) is
initiated by lesion-specific DNA glycosylases, such as hOGG1 and MUTYH, which are the first enzymes
in this pathway responsible for locating and removing DNA single damaged base. Eleven DNA
glycosylases have been identified in human BER so far (Table 1) [39]. The redundancy in the substrate
specificities of the glycosylases that recognize and remove oxidized DNA bases supports robust and
efficient cell defense against oxidative stress. It has developed in organisms to protect the genome
from the perpetual attacks of oxygen radicals both under pathologies and physiological conditions.

Human 8-oxo-dG DNA N-glycosylase 1 (hOGG1) removes 8-oxo-dG from the DNA and mutY DNA
glycosylase (MUTYH, also termed MYH) excises misincorporated adenines opposite to 8-oxo-dG via
replicative DNA polymerases α, δ and ε (reviewed in [55]). Both glycosylases suppress tumorigenesis
by preventing mutagenic G:C > T:A transversions, as well as by inducing MUTYH-dependent cell
death (reviewed by [56]). It should be noted that hOGG1 glycosylase acts as a counter partner of
MUTYH (Figure 1). Both glycosylases stimulate consequent steps in BER (action of AP endonuclease
I and Polymerase β) to complete the repair process by incision, gap-filling and ligation. However,
other BER enzymes also participate to protect DNA against oxidative damage, such as NTH1, MTH1,
NEIL1-3, XRCC1 and PARP-1 [57–60]).
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Table 1. List of human DNA glycosylases and their function.

Glycosylase Name Gene
Enzyme

Commission
Number

Biologic Function Reference

Adenine DNA
glycosylase MUTYH 3.2.2.31

MUTYH is a monofunctional
DNA glycosylase which, after the

replication, removes adenines
mispaired with 8-oxo-dG.

Koger et al.,
2019 [40]

N-glycosylase/DNA
lyase OGG1 4.2.99.18

OGG1 acts in cooperation with
MUTYH. It is a major glycosylase

for the removal of 8-oxo-dG. It
possesses also an intrinsic AP
lyase activity at abasic sites.

Wang et al.,
2018 [41]

DNA-3-methyladenine
glycosylase MPG 3.2.2.21

MPG removes a variety of
alkylated (3-methyladenine,

7-methylguanine) and
deaminated (hypoxanthine)

purines. It also recognizes and
removes secondary oxidative

lesions such as
1,N6-ethenoadenine.

Leitner-Dagan
et al., 2012 [42]

Methyl-CpG-binding
domain protein 4 MBD4 3.2.2.-

MBD4 preferentially binds to CpG
sites and guards DNA against

deamination of cytosine to uracil
or 5-methylcytosine to thymine.

Sjolund et al.,
2013 [43]

Single-strand selective
monofunctional uracil

DNA glycosylase
SMUG1 3.2.2.-

SMUG1 belongs to the uracil DNA
glycosylase superfamily. It is a

back-up uracil DNA glycosylase
removing a wide variety of

oxidized pyrimidines such as
5-hydroxyuracil,

5-hydroxymethyluracil,
5-formyluracil and

5-carboxyuracil In addition to that,
SMUG1 has also an activity

towards 5-fluorouracil, a
commonly used chemotherapeutic

agent to treat CRC.

Nagaria et al.,
2013 [44],

Alexeeva et al.,
2019 [45]

Endonuclease III-like
protein 1 NTH1 4.2.99.18

NTH1 cleaves a broad range of
lesions such as thymine glycol,

5-hydroxyuracil, 5-formyluracil,
5-hydroxycytosine,

5-hydroxy-6-hydrothymine,
5,6-dihydroxycytosine,
5,6-dihydrouracil and

formamidopyrimidine.

Shinmura et al.,
2019 [46]

Endonuclease VIII-like
1 NEIL1 4.2.99.18

NEIL1 acts at the replication fork
and it is implicated in direct

removal of the 5-carboxylcytosine.
Further, it stimulates

TDG-mediated excision of
5-formylcytosine and
5-carboxylcytosine.

Slyvka et al.,
2017 [47]
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Table 1. Cont.

Glycosylase Name Gene
Enzyme

Commission
Number

Biologic Function Reference

Endonuclease VIII-like
2 NEIL2 4.2.99.18

NEIL2 takes part in the
transcription-coupled BER. It

excises 8-oxoguanine, thymine
glycol, formamidopyrimidine

lesions and oxidative products of
cytosine, particularly
5-hydroxyuracil and
5-hydroxycytosine.

Sarker et al.,
2014 [48],

Han et al., 2019
[49],

Minko et al.,
2019 [50]

Endonuclease VIII-like
3 NEIL3 4.2.99.18

NEIL3 acts preferentially on
ssDNA. It removes

spiroiminodihydantoin and
guanidinohydantoin, further

oxidation products of
8-oxo-7,8-dihydroguanine. It is
also implicated in the repair of
formamidopyrimidine DNA

adducts.

Massaad et al.,
2016 [51],

Minko et al.,
2019 [50]

G/T mismatch-specific
thymine DNA

glycosylase
TDG 3.2.2.29

TDG recognizes U-G or T-G
mismatches caused by the

deamination of the cytosine or
5-methylcytosine. Therefore, it

prevents the formation of a C→T
mutation. Further, it excises

oxidized products of the
5-methylcytosine and

5-hydroxymethylcytosine, such as
the 5-formylcytosine and

5-carboxycytosine.

Da et al. 2018
[52], Fu et al.,

2019 [53]

Uracil-DNA
glycosylase UNG 3.2.2.27

UNG hydrolyzes uracil from both
ss and dsDNA, leaving an

apyrimidinic site. Such lesions
can arise due to deamination of

cytosine or due to
misincorporation of dUMPs
during replication or repair.

Weiser et al.,
2018 [54]

Another DNA glycosylase involved in the excision of a wide spectrum of oxidized pyrimidines is
endonuclease VIII-like 1 encoded by the NEIL1 gene, that figures as a back-up for DNA glycosylase
NTH1 [61]. NTH1 germ-line variant D239Y (G > T substitution) has been found to induce genomic
instability and cellular transformation in non-transformed human and mouse mammary epithelial
cells [61,62].

One of the most important nucleases removing oxidized deoxynucleotide triphosphates (dNTPs)
from the cellular pool is mutY homolog named human mutT homolog 1 (MTH1). Nucleotides in
the pool are particularly vulnerable to oxidation and incorporated and unrepaired 8-oxo-dGTPs
further contribute to G:C > T:A transversion. MTH1 preserves genomic integrity by preventing
the incorporation of mutagenic purines into nuclear and/or mitochondrial DNA [63]. Depletion or
inhibition of MTH1 also results in DNA strand breaks [64]. Additionally, MTH1 helps to protect
telomeres, the essential structures at the end of chromosomes, from their oxidation and shortening and
prevents the induction of genomic instability [65].
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Figure 1. MUTYH and hOOG1 cooperate to prevent C:G to A:T transversion mutations under
oxidative stress.

After the initial step of recognition and excision of oxidized bases by DNA glycosylases, DNA
nicks occur that are sealed by DNA ligases. Several major types of DNA ligases (such as LIG1, LIG3,
LIG4) have been discovered in human cells so far [66]. DNA nicks occurring during DNA replication
or as the intermediate of BER are sealed by human DNA ligase I (LigI) or DNA ligase III (LigIII) along
with XRCC1 DNA repair enzyme. High expression of LigI has been described in many human solid
cancers [67]. The inhibition of LigI may therefore potentially block DNA replication and may also
sensitize cancer cells to chemotherapeutic agents [68] leading to apoptosis [62,69].

Studies on laboratory animals have been intended to solve the question of whether oxidative
damage occurs before or in the early stages of carcinogenesis or appears as a consequence of this process.
The 8-oxo-dG has been detected in experimental animals treated with chemical carcinogens [70,71]
or irradiated by X-rays [72] suggesting secondary oxidative stress that accompanies exposures to
specific genotoxicants. In a comprehensive study of Olinski et al. the oxidized DNA bases were
found in target organs of animals treated with various carcinogens (e.g., heavy metals) long before
the tumor appeared [73]. Although the higher presence of 8-oxo-dG was not recorded in MUTYH
knockout mice [74], simultaneous knocking out of both MUTYH and hOGG1 glycosylases resulted
in a synergistic increase in G > T transversions [75]. All available evidence points to the enhanced
oxidative DNA damage in tumors as a result of malignant transformation.

2.4. Oxidative DNA Damage, its Repair and Implications in Colorectal Carcinogenesis

2.4.1. Hereditary Syndromes with Defects in Glycosylases Predisposing Colorectal Cancer

Hereditary syndromes with germline mutations in selected repair genes predispose to complete
loss-of-function of BER proteins and thus facilitate the inactivation of oxidative DNA damage removal
process which results in accumulation of oxidative DNA damage in the transition from early adenoma
to CRC. These comprise MUTYH-associated polyposis (MAP) and NTHL1-associated tumor syndrome
(NATS) [26,56]. Although these hereditary syndromes account for less than 2% of all CRC, they
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represent a substantial (80%) risk of CRC development in MAP patients and directly connect the
oxidative damage and its repair with CRC development. MAP-associated CRC exhibits G:C>T:A
mutations in tumor suppressor genes and proto-oncogenes and widespread occurrence of chromosomal
copy-neutral loss of heterozygosity [76]. Recessively inherited mutations in the NTHL1 gene cause a
polyposis and CRC syndrome [77], about five times less frequent than MAP. This NATS syndrome is
based on a unique, clearly distinct mutational signature, G:C > A:T transition at the non-CpG site [56].
The above findings raise the question of whether other BER glycosylases could be candidate genes for
new, yet undiscovered polyposis syndromes.

2.4.2. Sporadic Colorectal Cancer

In sporadic CRC, unrepaired 8-oxo-dG adducts induce mutations in proto-oncogenes, such as
KRAS and tumor suppressor genes and, also, both MUTYH and hOGG1 were found to be downregulated
in neoplastic human colon tissues compared to adjacent tissues [78]. The concerted action of MUTYH
and hOGG1 is illustrated in Figure 1. This is in accordance with the suggestion that reduced BER
capacity elevates susceptibility to oxidative DNA damage in various cancer types, including their
invasiveness [79]. Unrepaired oxidative lesions, such as thymine glycol, can also stall the progression
of a replicative fork and therefore contribute to genomic instability. Yet, another mechanism, based
on DNA global demethylation mediated by BER in early colorectal tumorigenesis, has recently been
postulated. The study of Furlan et al. found that MUTYH-associated polyposis adenomas exhibited
strikingly pronounced hypomethylation than familial adenomatous and sporadic polyps. The authors
concluded that DNA demethylation, together with specific KRAS/NRAS mutations, drives the early
steps of oxidative damage related colorectal tumorigenesis [80]. In this context, we have not recorded
any aberrant methylation in relevant DNA repair genes in tumor tissues from colorectal cancer
patients [81]. Less information is currently available on MTH1 nuclease with regard to sporadic CRC.
High expression of MTH1 has been observed in many human malignancies [82,83], including CRC,
where the enzyme bolsters survival of the malignant cells and acts therefore in procarcinogenic manner.

2.4.3. Base Excision Repair Capacity in Sporadic Colorectal Cancer

Recent years witnessed attempts to determine individual DNA excision repair capacities (DRC)
both in healthy subjects and CRC patients [38]. DRC emerges as one of the most complex biomarkers
since it integrates a plethora of factors such as gene variants, gene expressions, the interplay of
relevant glycosylases, the stability of gene products, the effect of inhibitors/stimulators, lifestyle and
environmental factors. Such a biomarker is of key importance in the identification of cancer risk
in sporadic malignancies that are substantially affected by gene-environment interactions including
oxidative DNA damage [34,84]. Functional DNA repair assays also provide fundamental information
about the capacity of the organism to cope with chronic exposure to numerous environmental
and dietary genotoxicants. Oxidative DNA damage, corresponding base excision repair capacity
(BER-DRC) and relevant gene variants were addressed in 182 CRC patients and 245 controls. Whereas
the 326Ser/Cys OGG1 and the 324Gln/His as well as the 324His/His MUTYH genotypes were associated
with an increased CRC risk, the decreased efficiency of DNA repair was correlated with the 399Gln/Gln
XRCC1 and the 324His/His MUTYH genotypes occurrence in CRC patients. Due to the missing
information for some enrolled CRC patients, the validation study is warranted [85]. In our laboratory,
we have measured both NER- and BER-DRC in tumor tissues and adjacent bowel mucosa of 70 incident
CRC patients. In another study, BER-DRC in tumor tissue did not differ from that in adjacent mucosa.
There was a good correlation between BER-DRC in tumor tissue, adjacent mucosa and peripheral
blood lymphocytes. BER-DRC was not influenced by sex and age and, most importantly, did not
differ between the colon and rectal tumors. No statistical significance was found in BER-DRC based
on the pathologic stage of the tumors and the expression levels of BER genes did not correlate with
BER-DRC [86]. Current reports suggest that oxidative DNA damage may be removed from DNA also
via NER [87,88] and the authors postulate that loss of NER function shares common features arising
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from BER defects, including cancer predisposition [89]. Despite we have recorded significantly higher
NER DRC in tumor tissue from CRC patients in comparison to adjacent mucosa, we fail to ascribe
this change to any specific DNA damage [86]. Most recently, we have addressed BER-DRC in paired
samples of tumor tissue and non-malignant adjacent mucosa of 123 incident colon cancer patients
concerning 5-fluorouracil (5FU) therapy. Interestingly, BER-DRC in non-malignant adjacent mucosa
was positively associated with overall and relapse-free survival. Moreover, the overall survival (OS)
of these patients was further improved in patients with a decreased BER-DRC in tumor tissue. The
ratio of BER-DRC in tumor tissue and adjacent mucosa positively correlated with advanced tumor
stage [79].

2.4.4. Sporadic Colorectal Cancer and Gene Variants in Base Excision Repair

It was postulated that gene variants including single nucleotide polymorphisms (SNPs) in DNA
repair genes may alter DNA repair function, including the function of BER glycosylases, modulate its
capacity, induce genetic instability or deregulate cell growth and propagate cancer [90–92]. Earlier
studies indicated that hOGG1 Ser326Cys (rs1052133) SNP significantly affected BER-DRC [92]. However,
the association of this SNP with CRC risk remains inconclusive: Recently the authors [93] reported on
727 CRC cases and 736 healthy controls from Taiwan significant association between OGG1 Ser326Cys
and APE1 Asp148Glu (rs1130409) SNPs and an increased CRC risk. The authors concluded that OGG1
and APE1 SNPs are associated with stage- and sex-specific risk of CRC. An early study on 532 CRC
cases and 532 matched controls [94] found an enhanced risk of CRC in smokers with hOGG1 Ser326Cys
polymorphism. Increased CRC risk was also reported in individuals simultaneously homozygous for
the variant alleles of APE1 Asn148Glu and hOGG1 Ser326Cys [94]. A meta-analysis comprising 4174
cases and 6196 controls did not reveal any robust association between hOGG1 Ser326Cys polymorphism
and CRC, the authors however recommended further investigation [95]. Another rare nonsynonymous
variant in hOGG1 Gly308Glu (rs113561019) has been discussed in relation to the susceptibility to CRC.
In a recent well-powered study, the authors found no evidence for the association of the above hOGG1
polymorphism with CRC risk [96]. A meta-analysis by Zhang et al. evaluated 12 association studies
and concluded that hOGG1 Ser326Cys polymorphism does not associate with CRC risk [97]. However,
its role in gene-gene interactions may not be ruled out.

In the study by Pardini et al. the authors investigated in 1098 sporadic CRC patients for
prognostic effects of 3´-untranslated region polymorphisms (representing microRNA binding site)
in BER genes. Interestingly, NEIL2 rs6997097 polymorphism was associated with shorter survival
and NEIL3 rs1055678 polymorphism with CRC recurrence. The altered epigenetic regulation of the
specialized glycosylases NEIL2 and NEIL3, involved in the recognition of oxidized pyrimidines and
transcription process, may further add to the understanding of the effect of oxidative DNA damage in
colorectal carcinogenesis [98].

Single nucleotide polymorphism rs7689099 in the NEIL3 gene was reported to modulate
significantly survival of CRC patients. The NEIL3 encodes a DNA glycosylase involved in the
first step of the BER pathway. Significantly elevated expression levels in tumors, compared to
corresponding non-malignant tissues, were reported in 20 cancer sites, including CRC [99].

In a meta-analysis (comprising more than 8000 CRC cases and 6000 controls) Picelli et al.
revisited the associations of rs3219484:G-A (MUTYH V22M) and rs3219489:G-C (MUTYH Q338H)
polymorphisms with the risk of sporadic CRC. The associations with studied polymorphisms were,
however, negative for all CRC as well as for colon and rectal cancer separately [100].

2.5. Colorectal Cancer, Oxidative Damage and Intestinal Microenvironment

Intestinal epithelial and immune cells are in permanent contact (interaction) with variable microbial
inhabitants; these interactions result in modulations of numerous physiological and pathological
processes [101]. Recent discoveries revealed that gut microbiome and CRC are tightly connected
and during the disease, the composition and function of microbes can significantly differ [102,103].
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Species unambiguously associated with colorectal carcinogenesis are reported in [104]. Intestinal
bacteria induce proinflammatory and pro-carcinogenic pathways in colonic epithelium, produce
genotoxins and ROS, promote host immune response disturbance and chronic inflammation and
mediate the conversion of procarcinogens into carcinogens [105]. There are currently two hypotheses
explaining the role of bacteria in colorectal carcinogenesis: (a) “driver-passenger” theory suggesting
that certain intestinal bacteria (bacteria drivers) induce epithelial DNA damage and tumorigenesis;
(b) dysbiotic microbial community with pro-carcinogenic characteristics via remodeling the whole
microbiome initiates pro-inflammatory cascades and subsequent cellular transformation [106,107]. The
former is illustrated by phylogenic group B2 of Escherichia coli identified as producers of colibactin
(pks+ E. coli), a peptide-polyketide, which induces several DNA adducts including those with bulky
character, ultimately leading to inter-strand crosslinks or double-strand breaks [108]. The latter
relates to a generation of ROS resulting in oxidative DNA damage [109,110]. Additionally, ROS
are often produced in high amounts by tumor cells and influence local microenvironment and
immune response [109]. The tumor microenvironment is composed of myeloid (innate immunity)
and lymphoid (adaptive immunity) lineages. Infiltrating immune cells can function to control tumor
growth or to help create an immunosuppressive environment in which the tumor can thrive. Recent
understanding points to the fact that carcinogenesis shows many similarities to chronic inflammatory
processes [111]. For instance, ulcerative colitis and CRC in relation to ROS were studied in mice deficient
for epithelial-to-mesenchymal transition factor ZEB1 and DNA glycosylase MPG. Zeb1-deficient mice
were partially protected from experimental colitis and, in a model of inflammatory CRC, they developed
fewer tumors and exhibited lower levels of DNA damage (8-oxo-dG) and higher expression of MPG
encoding DNA-3-methyladenine glycosylase [112]. The dynamic of microenvironment has been
documented by different microbiota in relation to histology of adenoma/polyps. More strikingly,
normalization of the microbiota has been recorded after colorectal cancer treatment. The intestinal
microenvironment is further modulated by different bacterial strains due to the impacted generation of
bacterial metabolites and toxins [113].

Oxidative Damage, Intestinal Microenvironment and CRC Prevention

Under physiological condition, a dynamic steady-state between ROS generation, antioxidant
status, the formation of DNA damage and capacity for DNA repair, is constantly influenced by diet.
However, the mechanisms by which nutritional components influence colorectal carcinogenesis are not
yet clear. Since the first line of defense against ROS is the cellular antioxidant system, supplementation
of volunteers’ diets with antioxidants or antioxidant-rich foods has led in many trials to decreases in
the level of endogenous oxidation of DNA bases [12,114] and increased resistance to oxidative damage
ex vivo [115]. For example, fruit consumption has been suggested to increase DNA repair capacity and
decrease DNA damage, likely due to antioxidants and bioactive compounds in fruits [13]. Soymilk in
a form of yogurt also exerts substantial antioxidant potential [116]. Experimental and observational
evidence indicate that sub-optimal dietary intakes of selenium may contribute to increased risk for
several tumors including CRC, through oxidative and inflammatory response selenoproteins which
require selenium for their biosynthesis [14,117]. Moreover, the diet may also significantly modulate
BER and NER capacities, for instance, fruit- and vegetable-rich diet stimulates the repair of oxidative
DNA damage [9]. It has been documented that diet substantially affects the composition of gut
microbiota [118–120]. Various diets not only alter the abundances of several bacterial strains but
also change the metabolic profile of whole microbiota, e.g., increase in the biotransformation of
pro-carcinogenic polycyclic aromatic hydrocarbons, formed during meat processing [121]. Microbiota
respond differently to dietary components: for instance, protein-rich diet correlates with Bacteroides, diet
rich in fiber correlates with Prevotella [122] and consumption of dietary fiber is associated with increased
fermentation of indigestible plant polysaccharides [122]. Therefore, certain dietary intervention impacts
the gut microbiota and could promote changes that are either harmful or beneficial to health, and thus
could influence cancer incidence by limiting the development/relapse of the disease.
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3. Possible Utilization of Oxidative DNA Damage in Colorectal Cancer Therapy

The therapy of CRC has comprehensively been reviewed [38,123]. Despite all the efforts in
CRC therapy over the years, 5-year survival remains unsatisfactory. The prognosis for CRC patients
decreases with increasing TNM staging, the five-years survival rate is up to 90% for stage I, but only
less than 15% for stage IV [99]. CRC treatment usually involves complete primary tumor resection and
appropriate chemotherapy, which often causes severe adverse effects [124]. There are considerable
interindividual differences among CRC patients in the response to the therapy, probably due to
inherited genetic susceptibility, acquired resistance of tumor cells and the role of DNA damage/DNA
repair in chemotherapy [125,126].

Cancer cells are due to their hypermetabolic activity highly sensitive to the oxidative balance
and have a high antioxidant capacity [127]. Therefore, anticancer therapy targeting antioxidant
defense of cancer cells or generating ROS represents an interesting approach in CRC treatment strategy.
Oxaliplatin in combination with piperlongumine, a natural product constituent of the fruit of the
Long pepper (Piper longum), has been shown to act synergically and induce CRC cell apoptosis via
mitochondrial dysfunction and endoplasmic reticulum stress [128]. The mode of piperlongumine action
in experimental colon cancer has recently been updated [129]. Our results showed that co-treatment
of CRC cells with 5FU and Ganoderma Lucidum induces oxidative DNA damage in CRC cell lines.
Moreover, the non-malignant cells were protected against oxidative DNA damage [130]. Co-treatment
with paclitaxel and lentinan exerts synergistic apoptotic effects in A549 cells through inducing ROS
production [131]. The anticancer effects of natural compounds and their tentative modes of action
have recently been reviewed [118].

Efficient DNA repair often confers poor response to chemotherapy and worse prognosis [79].
DNA-alkylating agents used in CRC therapy—such as temozolomide (treatment of metastatic
CRC [132])—induce DNA lesions repaired by BER [132]. Suppression of the BER pathway by
inhibiting polymerase β activity may also represent a tool for improving therapy response [133].

More interestingly, MTH1 overexpression has been previously associated with distinct cancer
stages and survival of the cancer patients [134,135]. The important role of MTH1 during malignant
transformation and an increasing number of articles on this topic resulted in the discovery of potent and
selective MTH1 inhibitor [136], currently in phase I clinical testing. Unfortunately, selective inhibition
of MTH1 in lung cancer cells showed increased oxidative DNA damage which indicates that MTH1
inhibition will likely not be utilized as an across-the-board therapeutic strategy [137].

4. Discussion

There are currently serious disputes and unresolved questions regarding the etiology of sporadic
CRC: is genomic and/or chromosomal instability a cause or consequence of tumorigenesis, is the
alteration of microbiota preceding CRC onset or it appears as a consequence of it. Another enigmatic
aspect is whether high levels of the oxidative damage found in CRC tumors are associated with early
stages of carcinogenesis or rather with its consequences. The outcomes from laboratory animals
addressing oxidative bases in carcinogenesis are rather inconclusive, so is the issue of oxidative DNA
damage in target/surrogate tissues. The bulk of studies so far reported DNA damage and DNA repair
in CRC considered as a single entity. However, recent investigations highlighted the differences in
embryogenesis, etiology, anatomy, genetics and treatment response between the colon and rectal
cancers with additional impact on prognosis for patients and different treatment strategies [138–140].

Recent studies on hereditary polyposis syndromes (MAP polyposis, NTH1 polyposis; [56,141])
leading to CRC provided unambiguous evidence on the role of oxidative DNA damage and lack of
function BER glycosylases in CRC etiopathogenesis. However, some mechanistic aspects have not
fully been clarified yet, e.g., NEIL1, NEIL2 and NEIL3 triple-knockout mice were not prone to cancer
and do not have increased mutational frequency produced by defective BER [142]. Further, recent
studies disclosed the role of MTH1, which prevents incorporation of oxidized purines into DNA,
in malignant transformation [143]. However, high expression of MTH1 has been observed in many
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human malignancies [82,83], including CRC, where the enzyme bolster survival of the malignant cells.
These seeming discrepancies may be explainable by the versatile role of oxidative DNA damage in
carcinogenesis: its higher extent may trigger a malignant transformation in very early stages, whereas
in developed tumors, its lower level (or efficient BER) may give additional survival/growth advantage
to cancer cells [144]. Studies aimed at the comparison of BER capacity in tumor tissues and adjacent
mucosa from sporadic CRC patients did not show major differences in BER between these tissues [86].
However, the recent study by Vodenkova et al. pointed to the importance of the ratio between BER
capacity in tumor tissue and adjacent mucosa among CRC patients. Low BER in tumor and higher BER
capacity in adjacent mucosa conferred to significantly longer survival and vice versa. Additionally,
the ratio of BER capacity in tumor tissue over BER capacity in mucosa correlated positively with
the advanced tumor stage [79]. Although relatively well-characterized at present, oxidative DNA
damage and its repair warrants further investigation in complex diseases. Regarding sporadic CRC,
last years witnessed an advent of additional questions closely related to oxidative DNA damage
and its repair. One of those concerns the target and surrogate tissues, in which this damage occurs.
Peripheral blood lymphocytes have been taken for long merely as a surrogate in biomonitoring studies.
However, these cells represent an important player in the immune system, the last gatekeeper of cancer
progression. Further, the generation of oxidative DNA damage is significantly affected by the intestinal
microenvironment (microbiota) and this microbiota have been shown to determine immune response.
On the other hand, tumor cells produce in high amounts ROS, with subsequent effects on the above
systems [109].

Several association studies addressed the role of low penetrance BER gene variants in sporadic
CRC with often controversial results. The recent whole genome association studies failed to identify
these variants in large CRC patient cohorts [5,145]. Despite it was shown that hOGG1 326Cys SNP
significantly affected BER DRC, the overall effect is rather minor, and these gene variants may rather
find their relevance in interactions [146,147].

In our recent review, we have summarized the role of DNA repair in the treatment of colon
cancer [148]. Acquired or inherited defects in DNA repair pathways can be effectively utilized in
the therapy; for instance, CRC patients bearing deficiency in RAD51C or CHEK2 genes, belonging to
HR pathway, benefited from the treatment with olaparib [149]. This drug inhibits PARP1, a protein
implicated in BER, which is often over-expressed in various types of cancers. Tumors with dysfunctional
HR may be dependent on PARP1-facilitated DNA repair and are sensitive for its inhibition [150].
However, olaparib-based therapies were tested mainly for breast, ovarian, pancreatic and prostate
cancer cases with a mutation in high-penetrance genes BRCA1 and BRCA2 [151]. As evidenced in
pre-clinical studies, hLigI may represent an additional attractive target for inhibition in rapidly dividing
malignant cells [68]. Despite some promising results, not a single inhibitor is currently applied in
clinical practice [152].

Oxidative DNA damage and activities of glycosylases and ligases involved in its repair still await
their full application in therapeutic strategies of CRC.

5. Conclusions

The pivotal role of ROS in both health and disease has been recognized. Arising oxidative DNA
damage represents an important factor in the etiopathogenesis of CRC and further effort should be
dedicated to its monitoring. Similarly, it may also represent a significant marker of prognosis and its
level may contribute to treatment outcome.

With increasing knowledge on the role of microenvironment in colorectal carcinogenesis, proper
attention should be given to the dynamic of DNA damage formation (and oxidative DNA damage in
particular) and its repair.

However, binary roles of ROS and emerging oxidative DNA damage may be utilized in cancer
therapy by exploiting combinations of conventional chemotherapeutics with substances leading to
oxidative DNA damage in CRC cells. Our recent study suggests that higher capacity of BER in adjacent
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mucosa and lower in tumor cells accompanied longer survival and good prognosis (and vice versa) of
CRC patients. Scarce data are available on the extent of oxidative DNA damage in colorectal tumor
tissues and adjacent mucosa.
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Abbreviations

5FU 5-fluorouracil
8-oxo-dG 8-oxo-7,8-dihydro-2´deoxyguanosine
BER base excision repair
CIMP CpG island methylator phenotype
CIN chromosomal instability
CRC colorectal cancer
DDR DNA damage response
dNTPs deoxynucleotide triphosphates
DRC DNA excision repair capacity
EFS event-free survival
FAPY 2,6-diamino-4-hydroxy-5-formamidopyrimidine
HR homologous recombination repair
LigI human DNA ligase I
LigIII human DNA ligase III
LOH loss of heterozygosity
hOOG1 human 8-oxo-dG DNA N-glycosylase 1
MAP MUTYH-associated polyposis
MMR mismatch repair
MSI microsatellite instability
MSS microsatellite stable
MTH1 human mutT homolog 1
MUTYH, MYH mutY DNA glycosylase
NATS NTHL1-associated tumor syndrome
NER nucleotide excision repair
OS overall survival
ROS reactive oxygen species
SNP single nucleotide polymorphism

References

1. Bray, F.; Ferlay, J.; Soerjomataram, I.; Siegel, R.L.; Torre, L.A.; Jemal, A. Global cancer statistics 2018:
GLOBOCAN estimates of incidence and mortality worldwide for 36 cancers in 185 countries. Cancer J. Clin.
2018, 68, 394–424. [CrossRef] [PubMed]

2. Brenner, H.; Chen, C. The colorectal cancer epidemic: Challenges and opportunities for primary, secondary
and tertiary prevention. Br. J. Cancer 2018, 119, 785–792. [CrossRef] [PubMed]

3. Murphy, N.; Moreno, V.; Hughes, D.J.; Vodicka, L.; Vodicka, P.; Aglago, E.K.; Gunter, M.J.; Jenab, M. Lifestyle
and dietary environmental factors in colorectal cancer susceptibility. Mol. Asp. Med. 2019, 69, 2–9. [CrossRef]
[PubMed]

4. Keum, N.; Giovannucci, E. Global burden of colorectal cancer: Emerging trends, risk factors and prevention
strategies. Nat. Rev. Gastroenterol. Hepatol. 2019, 16, 713–732. [CrossRef]

132



Int. J. Mol. Sci. 2020, 21, 2473

5. Huyghe, J.R.; Bien, S.A.; Harrison, T.A.; Kang, H.M.; Chen, S.; Schmit, S.L.; Conti, D.V.; Qu, C.; Jeon, J.;
Edlund, C.K.; et al. Discovery of common and rare genetic risk variants for colorectal cancer. Nat. Genet.
2019, 51, 76–87. [CrossRef]

6. Medina Pabon, M.A.; Babiker, H.M. A Review Of Hereditary Colorectal Cancers. In StatPearls; StatPearls
Publishing LLC.: Treasure Island, FL, USA, 2019.

7. Pawlik, T.M.; Raut, C.P.; Rodriguez-Bigas, M.A. Colorectal carcinogenesis: MSI-H versus MSI-L. Dis. Markers
2004, 20, 199–206. [CrossRef]

8. Yamagishi, H.; Kuroda, H.; Imai, Y.; Hiraishi, H. Molecular pathogenesis of sporadic colorectal cancers.
Chin. J. Cancer 2016, 35, 4. [CrossRef]

9. Collins, A.R.; Azqueta, A.; Langie, S.A.S. Effects of micronutrients on DNA repair. Eur. J. Nutr. 2012, 51,
261–279. [CrossRef]

10. Kompella, P.; Vasquez, K.M. Obesity and cancer: A mechanistic overview of metabolic changes in obesity
that impact genetic instability. Mol. Carcinog. 2019, 58, 1531–1550. [CrossRef]

11. Murphy, N.; Jenab, M.; Gunter, M.J. Adiposity and gastrointestinal cancers: Epidemiology, mechanisms and
future directions. Nat. Rev. Gastroenterol. Hepatol. 2018, 15, 659–670. [CrossRef]
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Abstract: The DNA damage response and repair (DDR/R) network, a sum of hierarchically
structured signaling pathways that recognize and repair DNA damage, and the immune response to
endogenous and/or exogenous threats, act synergistically to enhance cellular defense. On the other
hand, a deregulated interplay between these systems underlines inflammatory diseases including
malignancies and chronic systemic autoimmune diseases, such as systemic lupus erythematosus,
systemic sclerosis, and rheumatoid arthritis. Patients with these diseases are characterized by aberrant
immune response to self-antigens with widespread production of autoantibodies and multiple-tissue
injury, as well as by the presence of increased oxidative stress. Recent data demonstrate accumulation
of endogenous DNA damage in peripheral blood mononuclear cells from these patients, which is
related to (a) augmented DNA damage formation, at least partly due to the induction of oxidative stress,
and (b) epigenetically regulated functional abnormalities of fundamental DNA repair mechanisms.
Because endogenous DNA damage accumulation has serious consequences for cellular health,
including genomic instability and enhancement of an aberrant immune response, these results can be
exploited for understanding pathogenesis and progression of systemic autoimmune diseases, as well
as for the development of new treatments.

Keywords: DNA damage response and repair network; immune response; autoimmunity; systemic
lupus erythematosus; systemic sclerosis; rheumatoid arthritis; oxidative stress; abasic sites; chromatin
organization; apoptosis

1. Introduction

The human genome confronts thousands of DNA lesions every day due to normal “mistakes”
during DNA replication, or exposure to exogenous or endogenous “toxic” factors, which can block
the replication process, lead to genomic instability, and threaten cell function and homeostasis [1].
To ensure proper cell function and viability, a well-organized mechanism, namely, DNA damage
response and repair (DDR/R) network, has been evolved over the years. DDR/R is a hierarchically
structured mechanism, the main aspects of which are conserved from prokaryotes and phages to
humans [2], consisting of sensors, mediators, transducers, and effectors, which recognize any defects
during the cell cycle and assign the proper repair process [1]. In case of unrepaired lesions and
depending on the extent and type of damage, the cell either passes the mutated genome to its offspring
or is neutralized by programmed cell death (apoptosis) or senescence [2].
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The interplay between DDR/R and innate immune response has been increasingly recognized in
the past years. Several studies have demonstrated that a shift in the balance of DDR/R network driven
by either exposure to DNA-damaging agents or deregulation of DNA repair mechanisms results in the
accumulation of cytosolic single-stranded DNAs (ssDNAs) and double-stranded DNAs (dsDNAs) that
can act as potent immunostimulators through the induction of the cGAS-STING (stimulator of interferon
genes)-IRF3 pathway and the production of type I interferon (IFN) [3–11]. Moreover, recent studies
have shown that cell cycle progression through mitosis following DNA double-strand breaks (DSBs)
formation and DDR/R induction leads to the generation of micronuclei, which precede activation of the
immune system [12–14]. On the other hand, loss of immune homeostasis and prolonged inflammatory
response generated by different sources (infection, radiation, toxins, autoimmunity, ageing, etc.) can
lead to DNA damage and activate the DDR/R network [15–21], proposing a bi-directional relationship
between DDR/R and immune response (ImmR) [2].

Systemic autoimmune disorders comprise a heterogeneous group of diseases characterized by
aberrant immune response to self-antigens with widespread production of autoantibodies and multiple
tissue injury, as well as by oxidative stress along with the excess production of reactive oxygen
species (ROS) and reactive nitrogen species (RNS). Inappropriate activation of adaptive immunity and
production of autoantibodies has been classically linked to autoimmunity, whereas innate immune
activation and, specifically, the recognition of nucleic acids by Toll-like receptors and other cytoplasmic
innate immune receptors, are considered as part of the pathophysiology of autoimmune diseases [22].

Aberrant DDR/R has been reported in patients with systemic autoimmune diseases, such as
systemic lupus erythematosus (SLE) [3,4], systemic sclerosis (SSc) [23], and rheumatoid arthritis
(RA) [24,25]. Polymorphisms of nucleases or molecules central in the DNA repair process have been
detected with increased frequency among patients with autoimmune diseases, whereas gene/protein
expression assays have shown downregulation of molecular components that are implicated in
the DNA repair machinery and upregulation of apoptosis genes among patients with autoimmune
disease [4]. However, only a few studies to date have examined the burden of DNA damage in
patients with systemic autoimmune diseases and mechanistic aspects underlying this phenomenon.
Whether aberrant DDR/R response precedes immune activation in autoimmune diseases or the chronic
immune activation/inflammation leads to increased DNA damage formation and deregulation of DNA
repair mechanisms remains largely unknown. Recently, our group suggested a role of deficient DNA
repair and increased formation of endogenous DNA damage, at least partly due to the induction
of oxidative stress, that may lead both to augmented apoptosis rates and subsequent autoantibody
production in patients with SLE [3,4].

In the current review, we first briefly overview the normal DDR/R pathways and highlight DDR/R
aberrations and critical endogenous factors/processes that lead to the intracellular formation of DNA
damage, which are observed in systemic autoimmune diseases. The main goal of this review is to serve
as a “tool” for the comprehensive presentation of up-to-date literature on the subject and thus help in
the design of new mechanistic studies to better understand the involvement of the DDR/R network in
the pathogenesis of systemic autoimmunity, as well as to suggest new therapeutic perspectives and
potential targets.

2. Normal DNA Repair Pathways

To compensate for the many types of DNA damage that occur, cells have developed multiple
repair mechanisms wherein each corrects a different subset of lesions. In general, there are six major
DNA repair pathways, which will be presented below.

2.1. Nucleotide Excision Repair (NER)

NER is a fundamental DNA repair mechanism involved in the removal of bulky, helix-distorting
lesions from DNA [26]. DNA adducts that are repaired by NER include cyclobutane pyrimidine dimers
(CPDs) and 6-4 photoproducts (6-4 PPs) produced by UV radiation, DNA lesions generated by ROS or
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endogenous lipid peroxidation products, intrastrand cross-links and adducts produced by genotoxic
drugs (melphalan, cisplatin), or environmental carcinogens (benzo[a]pyrene) [27,28]. There are two
subpathways of NER, termed GGR (global genome repair) and TCR (transcription-coupled repair),
where approximately 30 proteins are involved in both subpathways. The first step, the recognition of
DNA damage, differs between the two subpathways. In GGR, the formation of a bulky DNA adduct
induces an increase in helix distortion, which facilitates the recruitment of the damage recognition
factor XPC/RAD23/CETN2 and UV-DDB. On the other hand, damage recognition in TCR is initiated
when an elongating RNA polymerase II (RNAPII) is arrested upon encountering a site of DNA damage.
Subsequently, two TCR-specific proteins, Cockayne syndrome A (CSA) and B (CSB), are thought to
displace the stalled RNAPII to allow the access of the NER proteins to the lesion. Following damage
recognition, both GGR and TCR proceed through common NER reactions. The biological importance
of NER for human health is obvious by the fact that defects in this repair pathway cause several
human genetic disorders, including Cockayne syndrome (CS), xeroderma pigmentosum (XP), and
trichothiodystrophy (TTD), which are all associated with photosensitivity [29].

2.2. Base Excision Repair (BER)

BER is a conserved and ubiquitous DNA repair pathway, which recognizes and removes damaged
DNA bases that do not significantly distort the structure of the DNA helix [30]. BER is used by the cell
to correct DNA lesions that occur through the spontaneous deamination or hydroxylation of bases
and by oxidation of nucleotides by ROS produced either by normal metabolism or environmental
stresses such as smoking, oxidizing chemicals, or ionizing radiation [31]. In addition, BER is implicated
in the repair of alkylated DNA bases generated by endogenous or exogenous factors (carcinogens,
antineoplastic drugs, etc.), which if left unrepaired produce mutations in the cells [32]. BER consists of
two subpathways, known as single-nucleotide or short-patch and long-patch; the activation of one or
the other is predicated by the cause and type of damage, the type of abasic (AP; apurinic/apyrimidinic)
site generated in the first repair step and the cell cycle phase in progress when the damage occurs.
The short-patch pathway quickly repairs single-base damage during the G1 phase; the long-patch
pathway handles lengthier repair during S or G2, when resynthesis of two to eight nucleotides
surrounding the AP-site is required. Among the enzymes that take part in BER, DNA glycosylases,
mono- or bi-functional, are the most important. They recognize and hydrolyze the N-glycosylic bond
between the damaged base and the sugar phosphate backbone, creating an AP intermediate site.

2.3. Mismatch Repair (MMR)

MMR mechanism is a major contributor to replication fidelity, which removes base substitution
and insertion/deletion mismatches that arise as a result of replication errors escaping the proofreading
function of DNA polymerases [33]. The recognition of DNA lesions is accomplished by the complex
Mutator Sα (MUTSα), a heterodimer of the DNA mismatch repair proteins Mutator S homolog 2
(MSH2) and Mutator S homolog 6 (MSH6). Another heterodimer complex, called MUTSβ, which
consists of MSH2 and MSH3, is able to bind only to insertion/deletion mismatches. Lesion recognition
is followed by the recruitment of Mutator Lα (MutLα) [MLH1/postmeiotic segregation increased 2
(PMS2)] or MutLβ (MLH1/MLH3), which have endonuclease activity that can incise DNA near the
mismatch. The nick is used by the 5′ exonuclease 1 (Exo1) as an entry point to degrade DNA past the
mismatch, and the resulting single-stranded DNA gap is filled in by polymerase δ and sealed with
DNA ligase I [34,35]. Deficiencies in MMR lead to microsatellite instability (MSI), which is a pattern of
hypermutation that occurs at genomic microsatellites, and is associated with unique clinical features,
prognosis and response to therapy, and immune checkpoint blockade [36,37].

2.4. Double-Strand Breaks (DSBs) Repair

DSBs may occur as a result of exposure to both exogenous factors, including ionizing radiation,
UV light and genotoxic drugs [38], and endogenous events, including oxidative stress, replication fork
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collapse, and telomere erosion [39]. Of interest, these lesions also occur as programmed events during
meiosis, as well as during V(D)J recombination [the process by which T cells and B cells randomly
assemble different gene segments—known as variable (V), diversity (D) and joining (J) genes—in order
to generate unique receptors (known as antigen receptors) that can collectively recognize many different
types of molecule] and class-switch recombination (CSR) required for immunoglobulin diversity and
function [40]. DSBs, if left unrepaired, have severe adverse consequences for the cell including the
generation of mutations, chromosomal aberrations, and cell death [41]. To maintain genomic integrity,
cells have evolved several pathways to remove DSBs.

2.4.1. Homologous Recombination Repair (HRR)

HRR is an error-free DNA repair mechanism, which operates during the S and G2 phases of the
cell cycle so that it can find a large area of homology on a sister chromatid to use as a template for
resynthesizing damaged or lost bases [42]. HRR can be divided into several steps. During initiation,
both the 5′-ends of the DSB are resected by the action of a specific nuclease to yield 3′-single-strand
DNA (3′-ssDNA) tails. Then, one of these tails invades an intact homologous duplex and generates
a D-loop structure, while the other could simply anneal with the displaced strand at the joint. Both
3′-ends then prime new DNA synthesis using the intact duplex as a template. This process, followed by
ligation, leads to the formation of two Holliday junctions (four-stranded branched structures), which
are finally cleaved by the action of a resolvase [43].

2.4.2. Canonical Non-Homologous End Joining (c-NHEJ)

c-NHEJ is an error-prone process, which is active throughout the entire cell cycle. C-NHEJ is
initiated by the binding of the heterodimeric protein complex X-ray repair cross complementing
5/6 to both DNA ends. Then, DNA-dependent protein kinase (DNA-PK) is recruited, a DNA
dependant protein kinase, which activates X-ray repair cross-complementing protein 4 (XRCC4)-ligase
IV complex to link the broken DNA ends together. However, before re-ligation, MRN complex
(MRE11-Rad50-NBS1), together with the Flap Endonuclease 1 (FEN1) and Artemis, are involved in
processing DNA ends [44,45]. Aberrant c-NHEJ is a major source of genomic rearrangements and
chromosomal translocations, leading to genomic instability [46]. Interestingly, deficient c-NHEJ is
associated with defective V(D)J recombination and immune defects [47]. The choice between c-NHEJ
and HRR pathways is regulated by complex regulatory mechanisms and involves competition between
the p53-binding protein 1 (53BP1), which favors c-NHEJ, and BReast CAncer gene 1 (BRCA1), which
promotes HRR. Methylation of histone H4 by Multiple Myeloma SET (MMSET) results in 53BP1
recruitment at the DSB site, which blocks DNA end resection by the MRN complex, C-terminal binding
protein 1 interacting protein (CtIP), and BRCA1. On the other hand, histone H4 acetylation by the
Tat-interactive protein (Tip60) blocks 53BP1 recruitment and promotes BRCA1 occupancy and HRR.
Cell cycle-regulated proteins such as cyclin-dependent kinases also play a key role in the choice of
pathway to resolve DSBs [38].

2.4.3. Alternative Non-Homologous End Joining (alt-NHEJ)

alt-NHEJ is a mechanistically distinct pathway of DSB repair that is frequently termed
microhomology-mediated end-joining [48]. Indeed, the foremost distinguishing property of alt-NHEJ
is the use of 5–25 base pair microhomologous sequences during the alignment of broken ends before
joining, thereby resulting in deletions flanking the original break [49]. Thus, alt-NHEJ is frequently
associated with chromosome abnormalities including translocations, deletions, and inversions [50].
The viewpoint that alt-NHEJ is the major DNA repair pathway to pathogenic chromosomal errors is
further strengthened by the finding that c-NHEJ-deficient mice develop tumors with chromosomal
translocations generated by alt-NHEJ [51].
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2.4.4. Single-Strand Annealing (SSA)

SSA is a highly mutagenic but very efficient DSB repair mechanism [38,52]. This process
involves a DSB between homologous repeats, followed by DSB end resection that generates 3′-ssDNA,
which reveals flanking homologous sequences that are annealed together to form a synapsed
intermediate. This intermediate is then processed for ligation, which requires endonucleolytic
cleavage of nonhomologous 3′-ssDNA tails, and polymerase filling of the gaps. Genetically, SSA
is distinct from other homologous recombination pathways, as it occurs independently of Rad51
recombinase. Instead, it depends on Rad59, the Rad52 paralog that is structurally homologous to
the N-terminus of Rad52. Biochemically, both Rad52 and Rad59 can anneal ssDNA, but only Rad52
can anneal ssDNA coated with RPA proteins. Although relatively mutagenic in terms of causing a
rearrangement between repeat elements, SSA is critical to restore a broken chromosome with DSB ends
that have undergone extensive end resection, but are unable to be resolved by HRR or alt-NHEJ [53].
The importance of SSA in DNA repair depends on a number of factors, including the state of the cell
cycle, the presence or absence of the sister chromatid, and the length of uninterrupted homology.

2.5. Interstrand Cross-Link (ICL) Repair

The formation of cross-links between the two strands of DNA is considered a critical event, causing
cell cycle and replication arrest and eventually cell death if not repaired [54]. Cross-linking agents are
exogenous chemicals, including the drugs cyclophosphamide, melphalan, cisplatin, mitomycin C, and
psoralen [55], as well as endogenously formed aldehydes [56]. There are three routes for cross-link
detection in mammalian cells. Adducts can be recognized in otherwise unperturbed duplex DNA by
factors that recognize DNA damage. Cross-link detection might also occur via encounter with the
transcription machinery. Finally, ICLs could block a replication fork, triggering a repair response that
would remove the cross-link and restore replication. Interestingly, in non-replicating cells, the repair
of ICL is mediated by the NER mechanism and by the DNA translocase FANCM, which facilitates
the access of nucleases to the lesion. In S-phase cells, cross-link repair is coupled to DNA replication,
features DSBs as repair intermediates, and depends on the homologous recombination machinery [57].
ICL repair in human cells is accomplished in four distinct steps: (a) unhooking of the ICL on one
strand and induction of a DNA replication-dependent DSB, (b) translesion DNA synthesis using the
DNA strand with the unhooked ICL as a template, (c) processing of the DSB and restoration of the
stalled DNA replication fork, and (d) removal of the residual unhooked ICL [58]. Proteins implicated
in the repair of ICLs have a critical role in the pathophysiology of several hereditary disorders,
such as Fanconi anemia, xeroderma pigmentosum, Cockayne syndrome, cerebro-oculo-facio-skeletal
syndrome, and trichothyodistrophy.

2.6. Direct Repair Pathway

The direct repair mechanism is a single step pathway, which is unique in that only one protein
is implicated in the repair process [59]. Indeed, the sole protein involved, O6-methylguanine-DNA
methyltransferase (MGMT), removes alkyl groups from the O6 position of guanine or to a lesser
extent from the O4 position of thymine, such as those generated by treatment with alkylating
drugs (procarbazine, dacarbazine, temozolomide), and transfers it to an internal cysteine residue
of MGMT [60]. Because the alkyl group is covalently bound to the MGMT protein, MGMT is
functionally inactivated after each reaction, and degraded through the ubiquitin proteolytic pathway.
Without MGMT repair, alkyl adducts would cause thymine mispairing during replication, leading to
G:C to A:T transitions or strand breaks [61]. Overactivity of MGMT is also considered responsible
for chemoresistance; for example, >90% of recurrent gliomas show no response to a second cycle
of chemotherapy. Conversely, inhibition of MGMT renders cancer cells sensitive to temozolomide,
whereas MGMT promoter alkylation is a significant determinant in the sensitivity of drugs such as
temozolomide. There is abundant evidence linking methylation of the MGMT promoter to loss of
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protein expression, resulting in increased sensitivity to chemotherapeutic agents and to the prognostic
outcome of patients treated. Similarly, low MGMT expression appears to be a biomarker for slower
tumor progression [62].

3. The Interplay between the DDR/R Network and the Immune Response: The Role of
Oxidative Stress

Although not completely delineated to date, interplay between the DDR/R network and the ImmR
has been suggested by a series of studies, nicely reviewed in [2]. A first hint that defective nucleic acid
metabolism may trigger aberrant innate immune activation with serious consequences for life is derived
from Aicardi-Goutières (AGS) syndrome. AGS is a childhood-onset, possibly fatal encephalopathy
characterized by mutations of central molecules implicated in DNA and RNA metabolism, such as
(a) RNaseH2, which is involved in excision of a single ribonucleotide embedded in genomic DNA and
removal of an R-loop formed in cells [63–65], or (b) the 3′–5′ exonuclease TREX1 [66–68]. On the other
hand, increasing data suggest that aberrant, chronic (auto)immune activation and chronic inflammation
may cause DNA damage and trigger the DDR/R network [4]. Indeed, under inflammatory conditions,
ROS and RNS are generated from inflammatory and epithelial cells and result in oxidative and nitrative
DNA damage, such as 8-oxo-dG and 8-nitro-dG, as well as in the inhibition of key proteins of the
DNA repair machinery, indicating the bi-directional interplay between DDR/R and ImmR via oxidative
stress [2].

The central role of type I IFN pathway activation in the pathophysiology of systemic autoimmune
diseases has been extensively studied since its first description almost 40 years ago [69,70].
The recognition of nucleic acids by innate immune receptors (Toll-like receptors (TLR) and non-TLRs)
has a central role in autoimmunity, suggesting that abnormal DNA or RNA metabolism may initiate
and/or perpetuate innate immune activation [71]. Innate immune receptors can either recognize
pathogen-derived “non-self” DNA (pathogen-associated molecular patterns, PAMPs), for example,
those derived from a DNA virus, but also damaged “self” DNA (damage-associated molecular patterns,
DAMPs) at sites of inflammation, and can initiate an immune response [2]. In physiological conditions,
DAMPs are found intracellularly; are invisible to the immune system; and serve metabolic, structural,
or enzymatic functions [72]. On the other hand, DAMPS are exposed or released upon stress, injury, and
cell death, thereby becoming able to bind appropriate receptors on immune cells. Of note, following
treatment with some anticancer drugs, such as anthracyclines (doxorubicin, epirubicin, idarubicin),
mitoxantrone, oxaliplatin, cyclophosphamide, and bortezomib, cancer cells undergo a form of cell
death named immunogenic cell death, which is characterized by an increased immunogenic potential,
owing to the emission of the DAMPs, which act as danger signals to produce immunostimulatory
effects, such as the recruitment and activation of neutrophils, macrophages, and other immune cells [73].
DAMPs released during immunogenic cell death include plasma membrane exposure of endoplasmic
reticulum chaperones such as calreticulin (CALR), secretion of ATP, release of double-stranded DNA
resulting in activation of STING and release of type I IFN and proinflammatory cytokines, secretion
CXCL10, as well as the release of high-mobility group box 1 (HMGB1) and annexin A1 (ANXA1) [74].

3.1. DNA Double-Strand Breaks Per Se Induce Innate Immune Activation

Apart from oxidative DNA damage, the presence of DSBs per se has been shown to induce type I
IFN production [5]. Indeed, treatment of healthy donor-derived primary monocytes with etoposide,
a chemotherapeutic agent that blocks topoisomerase II activity and leads to the accumulation of
DSBs, up-regulated type I IFN-induced gene expression and type III IFNs (IFN-λ). Similarly, other
DSB-inducing drugs (mitomycin C, adriamycin, etc.) were also able to induce type I and III IFNs
in primary monocytes and various cell lines, suggesting that DDR-induced IFN expression is a
universal mechanism that may underline different pathological processes [5]. In line with these
results, treatment of breast cancer cell lines with DSB-inducing drugs, including ionizing radiation
or therapeutic drugs (mitomycin C, cisplatin), led to the accumulation of cytoplasmic ssDNA and
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finally the activation of the STING-IRF3 pathway [10]. Furthermore, basic components of DSB repair
were shown to be responsible for the production of cytoplasmic ssDNA, which seems to be the main
immunostimulant [10]. Interestingly, TREX1 was found to be the main responsible nuclease for the
restriction of this cytoplasmic ssDNA and prevention of aberrant innate immune activation [6,10].
An association between immune activation and TREX1 was also observed when TREX1 null mice
developed inflammatory myocarditis due to an interferon-dependent autoimmune response leading
to dilated cardiomyopathy and a significantly reduced survival [75]. Of note, type I IFN is indeed
implicated in the inflammatory myocarditis and early mortality observed in this mouse model, as
disease manifestations were strikingly attenuated in Trex1-deficient mice also lacking the type I IFN
receptor (IFNαR1) [76], and were also improved in mice treated with an inhibitor of the downstream
kinase TANK-binding kinase 1 [77].

3.2. Defective DNA Repair and Chronic Low-Level DNA Damage “Prime” the Innate Immune Response

Another clue that defective DNA repair primes innate immune response comes from
ataxia–telengiectasia (AT), a neurodegenerative disorder associated with mutations of the central DNA
repair kinase ATM [6]. In this study, Härtlova and colleagues showed that AT-derived fibroblasts
had higher constitutive expression of type I and III IFNs and mounted a profoundly high response
upon transfection with DNA virus or the intracellular microbe Listeria monocytogenes. These results
suggested that loss of ATM, potentially leading to chronic accumulation of low-grade DNA damage,
may prime the innate immune response [6]. Similar results were obtained from ATM-deficient mice
and cell lines where ATM was silenced. Of interest, γ-irradiation or etoposide treatment of normal bone
marrow-derived myeloid cells mimicked the elevated basal expression of IFN and hyper-sensitivity
to PRR (TLR and non-TLR)-induced response observed in ATM-deficient cells, suggesting that the
accumulation of damaged DNA underlined this phenomenon. A series of mechanistic studies with
knock-out of various innate immune adaptors revealed that STING was mainly responsible for the
observed phenotype [6]. In summary, ATM deficiency led to the accumulation of DNA damage,
exportation of damaged ssDNA and dsDNA into the cytoplasm, activation of the cGAS-STING
pathway, and finally type I IFN production that primed cells for response to exogenous or endogenous
stimuli such as viral or bacterial infections (Figure 1).

Figure 1. Induction of type I interferon (IFN) expression by endogenous DNA damage. (A) Exogenous
and/or endogenous genotoxic agents may lead to the accumulation of DNA damage in the nucleus,
followed by exportation of damaged DNA into the cytoplasm and the induction of micronuclei.
(B) Damaged cytoplasmic DNA, if it is not cleared by the exonuclease Trex1, activates the cGAS-STING
(stimulator of interferon genes)-IRF3 pathway and the production of type I IFN. ROS: reactive oxygen
species, RNS: reactive nitrogen species, CPDs: cyclobutane pyrimidine dimers.
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Moreover, Günther and colleagues suggested that defective ribonucleotide removal and
accumulation of base lesions and low-grade DNA damage “primed” ImmR [69]. Indeed, they
showed that fibroblasts from AGS and SLE patients with mutations in the DNA repair enzyme
RNaseH2 produced increased levels of IFNβ upon stimulation with poly(I:C), a phenomenon that
was enhanced when poly(I:C) treatment was combined with UVC irradiation. In the same study,
patients’ fibroblasts showed a decreased proliferation rate in vitro, increased p53 phosphorylation
at Ser15, and senescence. Of interest, RNaseH2 deficiency in heterozygous carriers (parents of AGS
patients) significantly increased the prevalence of antinuclear antibodies (ANAs), suggesting that
defective ribonucleotide removal may promote formation of autoantibodies [69]. Type I IFN activation
in RNaseH2-null cells was also shown to be mediated by STING [11]. That is, dermal fibroblasts
isolated from AGS/SLE patients with RNaseH2 mutations and mouse embryonic fibroblasts (MEFs)
isolated from RNaseH2-null mice showed significantly increased single-strand breaks (SSBs) and DSBs
and were also more sensitive to UV-irradiation, as shown by increased CPD formation.

3.3. Micronuclei: Connecting Nuclear DNA Damage and Cytosolic Innate Immune Receptors

The strict compartmentalization of DNA in the cell’s nucleus and mitochondria raises the question
as to how damaged self DNA becomes accessible to STING, which resides in the cytoplasm. Recent
sophisticated studies connected the dots featuring a new role for micronuclei [70]. Micronuclei are
components of the nuclear membrane encompassing DNA, which are released in the cytoplasm during
mitotic cell division. Two independent studies showed that RNaseH2-null cells, which have been
previously shown to express higher levels of IFN-induced genes, probably through a STING-mediated
pathway [11,69], have increased numbers of micronuclei in their cytoplasm [12,14]. Of note, the
majority of micronuclei were enriched for cGAS, which is essential for the production of cGAMP, the
activator of STING [71].

3.4. Oxidative Stress Causes DNA Damage That Activates the Immune System

Cellular oxidative damage is a general mechanism of cell and tissue injury, which is primarily
caused by free radicals and ROS. ROS are chemically reactive molecules containing an oxygen atom.
Although normally ROS are essential elements of the ImmR involved in cytokine production, microbial
clearance, cell proliferation, and cell death, overproduction and/or inadequate removal of these species
results in oxidative stress [78].

ROS are produced by both endogenous and exogenous sources. Endogenous sources include
the generation of ROS from mitochondria; peroxisomes (intracellular organelles that are also called
microbodies); activated inflammatory cells, such as macrophages, neutrophils, and eosinophils; as
well as during the metabolism of xenobiotics mediated by cytochromes P450 oxidoreductases [79].
These endogenously induced DNA lesions can often reach a level much higher than the ones induced
by environmental factors. ROS are constantly generated in mitochondria as respiration byproducts
(1–5% of consumed oxygen), and in general are accepted as the major source of oxidative injury in
aerobic organisms. Another source of constant generation of free radicals is the chronic exposure
to viral infections. The high intracellular oxidation status in viral infections consists of decreased
antioxidant enzymes such as catalase, glutathione peroxidase, glutathione reductase, as well as high
levels of hydroxyl radicals. Of note, tumor growth and development is always accompanied by
oxidative stress, which develops due to various inflammatory and immune reactions [80].

As for the extracellular sources of ROS, these include ionizing radiations such as X-, γ-, or
cosmic rays and α-particles from radon decay, oxidizing chemicals, ultraviolet A (UVA) light,
chemotherapeutics, environmental toxins, and other pollutants [78]. Exposure to extracellular sources
of ROS is especially prevalent in skin cells, as they are constantly exposed to the environment. Radiation
can react with oxygen and form superoxide anion radical, hydroxide anion, and hydroxyl radical that
are able to destroy the structural integrity of DNA. Moreover, chronic exposure to cigarette smoke
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promotes lipid peroxidation and has detrimental effects for the cardiac and respiratory systems. Some
xenobiotics appear to interfere with mitochondrial bioenergetics and promote superoxide production.

DNA lesions associated with ROS are oxidized purines and pyrimidines, SSBs, DSBs, and abasic
sites. Two of the most common endogenous DNA base modifications are 8-oxo-7,8-dihydroguanine
(8-oxoGua) and 2,6-diamino-4-hydroxy-5-formamido-pyrimidine. These lesions can be originated
from the addition of the hydroxyl radical to the C8 position of the guanine ring producing a
8-hydroxy-7,8-dihydroguanyl radical, which can be either oxidized to 8-oxoGua or reduced to give the
ring-opened 2,6-diamino-4-hydroxy-5-formamidopyrimidine (FapyGua) [81]. Moreover, interaction of
hydroxyl radical with pyrimidines (thymine and cytosine) at positions 5 or 6 of the ring can produce
several base lesions, such as 5,6-dihydroxy-5,6-dihydrothymine and 5,6-dihydroxy-5,6-dihydrocytosine.
Two other pyrimidine lesions are the 5-(hydroxymethyl) uracil and the 5-formyluracil, which are
often detected in humans as the result of the interaction of the hydroxyl radical with the methyl
group of thymine. With the interaction of the hydroxyl radicals with DNA, SSBs may also occur,
which in turn trigger the induction of DSBs. The mechanism consists of hydrogen abstraction from
the 2-deoxyribose, leading to the formation of carbon-based radicals, which under the presence of
oxygen can be converted to peroxyl radicals. The peroxyl radicals, through different reactions, can also
abstract hydrogen atoms from sugar moieties, thus leading to DNA strand breaks. The most prevalent
and characteristic abasic sites formed under oxidative stress are 2-deoxyribonolactone and the C4′
oxidized abasic site that arise from hydroxyl radical-mediated hydrogen abstraction at C1 and C4 of
the 2-deoxyribose moiety of DNA, respectively [82]. Interestingly, peroxyl radical-mediated DNA
adducts are potential precursors of apurinic sites, as the opening of the imidazole ring of the purine
bases may lead to increased hydrolytic lability of their N-glycosidic bonds. This occurrence is very
common and can occur spontaneously or enzymatically as “repair intermediates” of the BER pathway.

On exposure to oxidative stress, cells initiate a variety of defense mechanisms, including both
enzymatic and non-enzymatic antioxidants. In mammalian cells, enzymatic antioxidants include
superoxide dismutase, glutathione peroxidase, glutathione reductase, glutathione-S-transferase, and
catalase, whereas non-enzymatic antioxidants contain ascorbic acid (vitamin C), α-tocopherol (vitamin
E), total thiol, glutathione, carotenoids, and flavonoids [83]. Oxidative stress causes damage on the
primary cellular components, including DNA, proteins, and lipids. In particular, ROS-induced DNA
lesions include oxidized bases, abasic sites, single-strand breaks (SSBs), and DSBs, which during the
replication process can lead to replication fork stalling, thus giving rise to mutations and genetic
instability [84].

Accumulating evidence suggests that oxidative stress can participate in the pathogenesis,
progression, and complications of many diseases, including cancer and autoimmunity [78]. Especially
with regard to systemic autoimmune diseases, several studies have shown that SLE patients are
characterized by increased oxidative stress, resulting in immune system dysregulation, abnormal
activation and processing of cell-death signals, and autoantibody production [85]. Indeed, previous
studies have shown that oxidative stress causes a significant delay in the apoptotic clearance, resulting
in a prolonged interaction between ROS and nuclear residues, which in turn triggers neo-epitope
production and autoantibody formation [86]. In addition, oxidative stress is involved in the pathogenesis
of SSc [87]. That is, SSc patients are characterized by increased production of ROS in the skin, visceral
fibroblasts, and endothelial cells, as well as by reduced concentrations of various antioxidants, including
antioxidant vitamins (ascorbic acid, α-tocopherol, β-carotene) and minerals (zinc, selenium) [88]. Also,
oxidative stress has been observed in patients with RA. In fact, these patients show augmented
intracellular ROS, lipid peroxidation, protein oxidation, DNA damage, and deregulated antioxidant
defense system of the body. Moreover, deficient MMR system was observed in RA patients, resulting
in increased formation of DNA adducts in the joints and acceleration of the disease progression [89].
In line with these data, low levels of non-enzymatic antioxidants [reduced glutathione (GSH) and
vitamin C] were found in RA patients, as compared with healthy individuals.
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In an attempt to explain the immunogenicity of “self” DNA under inflammatory conditions,
Gehrke and colleagues used a series of in vitro experiments and revealed a role for oxidized DNA
as DAMP [90]. Indeed, they found that oxidized DNA, that is, from UV-induced damage or
from ROS released during cell death, activated the innate immune receptor STING (stimulator of
interferon genes), whereas “normal” DNA did not. Further exploring the mechanistic aspects of this
“paradox”, oxidized DNA was shown to be resistant to TREX1 degradation, thus accumulating in the
cytoplasm and activating the cGAS-STING and the type I IFN pathway. Of note, this axis, that being
oxidized DNA-cGAS-STING-type I IFN, was verified in a SLE mouse model [Murphy Roths Large
lymphoproliferation (MRL/lpr) mice], as well as in skin biopsies of patients with SLE, where oxidized
DNA co-localized with the type I IFN-induced gene myxovirus (influenza) resistance 1 (MX1) [90].

The immunogenicity of UV radiation and subsequent oxidative DNA damage, as observed in SLE
flares following sun exposure, has also been studied in preclinical models [91]. The researchers showed
that UV radiation potentiates STING-dependent activation of IFN regulatory factor 3 (IRF3; immune
signaling transcription factor) in response to cytosolic DNA and cyclic dinucleotides in keratinocytes
and other human cells. Furthermore, they found that stimulation of STING-dependent IRF3 by UV
is due to apoptotic signaling-dependent disruption of ULK1 (Unc51-like kinase 1), a pro-autophagic
protein that negatively regulates STING.

3.5. Oxidative Stress and Immune Senescence

It is generally accepted that oxidative stress induces the senescent phenotype. Cellular senescence is
a cell state implicated in various physiological processes and a wide spectrum of age-related diseases [92].
There are four different molecular mechanisms of oxidative stress-induced cell senescence: (a) the
DDR/R mechanism, in which oxidative damage stimulates the DDR/R network through activating
p53 and up-regulating p21 expression to cause senescence [93]; (b) the nuclear factor kappa B
(NF-κB) mechanism, in which oxidative stress activates the inhibitor of kappa B (IκBs) kinase, which
phosphorylates IκB to activate NF-κB and makes it transfer into the nucleus to stimulate IL-8 expression
and increase p53 protein stability and then induce cellular senescence [94]; (c) the p38 mitogen-activated
protein kinase (MAPK) mechanism, which is activated by ROS, up-regulates p19 protein expression,
and limits self-renewal (the process by which stem cells divide to make more stem cells) to induce
cellular senescence [95]; and (d) the microRNA mechanism, in which oxidative stress affects the amount
of microRNA and promotes senescence [96].

Interestingly, the senescence-induced decline of the immune system is known as
immunosenescence and is implicated in impaired autoantigen recognition and vaccination in the
elderly. Indeed, several functions of the cells involved in the innate and adaptive immune responses
are seriously compromised with age progression, including chronic inflammatory state, changes in
lymphocyte subsets, and decreased proliferative responses, among others. Recent data have shown
that during senescence, the LINE-1 retrotransposon is transcriptionally expressed and stimulates the
IFN-I response, thus contributing to the maintenance of the senescence-associated secretory phenotype,
which determines the ability of senescent cells to express and secrete cytokines, chemokines, proteases,
growth factors, and bioactive lipids [97].

Moreover, age-related transformations redesign the immune architecture and the balance between
pro-inflammatory and anti-inflammatory protective factors, as well as between pro-apoptotic and
anti-apoptotic signals. In fact, elderly people experience increased reactivity to autoantigens, loss of
tolerance, and systemic inflammation, while at the same time they suffer from degenerative diseases,
which, in turn, increase the risk of developing an autoimmune disease [98]. Moreover, epigenetic
changes and the increase in inflammatory cytokines and chemokines such as TNF-α, C-reactive protein,
IL-8, MCP1, and RANTES (Regulated on Activation, Normal T Cell Expressed and Secreted) that occur
in the elderly play a crucial role in the onset of autoimmune diseases [99].

These alterations make older persons more prone, not only to autoimmune disease, but also
to cancer, as well as metabolic, neurodegenerative, and infectious diseases [100]. In fact, infectious
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diseases account for roughly 20% of hospitalizations in the elderly, whereas one-third of deaths
in persons aged >65 years has been reported to be due to infectious diseases [101]. In addition,
immunosenescence also results in reduced responses to vaccination, a common phenomenon in the
elderly [102] Growing interest in therapeutically targeting senescence to improve healthy aging and
age-related disease with compounds known as senolytic drugs has recently led to the first clinical
trials [92].

3.6. Defects in Degradation of Endogenous DNA and Immune Activation

Apart from increased DNA damage formation and defective repair, a third mechanism may also
be implicated in the accumulation of immunogenic damaged DNA—defective DNA degradation.
Indeed, degradation of cytosolic DNA by TREX1 is integral for the prevention of aberrant innate
immune responses [76]. Although previous mechanistic studies have revealed TREX1 as the main
nuclease for removal of oxidized DNA, DNAse II may also have an important role in prevention of
misplaced innate immune response, as DNAse II-deficient mice have been shown to spontaneously
develop polyarthritis mimicking RA [103].

4. The DDR/R Network in Systemic Autoimmune Diseases

4.1. Systemic Lupus Erythematosus

SLE is a prototypic autoimmune disease characterized by abnormal T and B cell responses, in which
excessive antibody production and immune complex formation are considered central pathogenetic
mechanisms [104]. In the past years, innate immunity and specifically the recognition of nucleic acids
by TLRs and cytoplasmic receptors have also been gaining attention as critical components in SLE
pathogenesis [105]. The first hint that abnormalities in DDR/R pathway may be involved in SLE
pathophysiology comes from the increased frequency of polymorphisms of central molecules involved
in the DDR/R pathway such as TREX1 [106]. Moreover, autoantibodies against components of the
DDR pathway have been detected in approximately 10%–20% of patients with SLE [107]. Deficiencies
in DNA repair have been shown to induce lupus-like disease in animals. Mice carrying the Y265C
hypomorphic allele of POLB (DNA polymerase, beta; a key enzyme in BER mechanism) demonstrated
several pathologies resembling lupus, such as nephritis and skin manifestations, along with high titers
of anti-nuclear antibodies in serum [108]. Moreover, mice with compound deficiency in Gadd45β
(Growth arrest and DNA-damage-inducible, beta) and Gadd45γ proteins, which are involved in
DDR/R as well as in initiation of the type 1 helper T cell (Th1) response, showed features resembling
lupus, such as antibodies against dsDNA and histones in sera, and immune complex deposits in renal
glomeruli [109].

4.1.1. Gene Polymorphisms Associated with Impaired DNA Repair Machinery and SLE

Data from two cohort studies evaluated the association of the most common polymorphisms
of XRCC1, a ligase protein involved in BER, with SLE susceptibility. The rs25487 single-nucleotide
polymorphism (SNP), which encodes an arginine to glutamine substitution at position 399 (R399Q)
was found to be associated with high titer of anti-dsDNA antibodies in Brazilian SLE patients,
whereas the presence of two common SNPs was associated with neuropsychiatric manifestations
and antiphospholipid syndrome [110]. At the same time, a Chinese Han population cohort study
revealed that individuals with the aforementioned SNP are nearly two times more prone to develop
SLE compared with healthy controls [111]. Polymorphisms in another key enzyme of BER, Polβ,
have also been associated with SLE in two large, independent cohort studies of a Chinese Han
population [112,113]. Poly (Adenosine diphosphate-ribose) polymerase 1 (PARP1), a core protein of
BER and DSB repair mechanisms, is also implicated in the susceptibility for SLE development. Indeed,
a genetic analysis of chromosome 1q41-q42 revealed that a specific allele of PARP1, with a length
of approximately 85bp, confers defective DNA repair and abnormal apoptosis, thus predisposing
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to SLE [114]. The contribution of polymorphisms in DDR/R components to the development and
progression of SLE has been recently reviewed here [115].

4.1.2. Increased Endogenous DNA Damage in SLE: Defective Repair or Increased Formation?

We have previously shown that peripheral blood mononuclear cells (PBMCs) from SLE patients
display defects in two main DNA repair pathways, namely, NER and DSB repair [3,4]. Specifically,
study of the formation of N-alkylpurine-monoadducts (almost exclusively repaired by NER) at the
N-ras (neuroblastoma RAS) locus, the repair rate of which is representative of the total cellular NER
capacity, and phosphorylated H2AX (γ-H2AX), a sensitive marker for DNA DSBs that was measured
at the level of the whole cell, revealed that SLE patients with nephritis have approximately 3–5 times
higher intrinsic DNA damage compared with healthy controls. Of interest, patients with quiescent
disease also exhibited increased levels of DNA damage, although lower than patients with nephritis,
suggesting that DNA damage levels may also be associated with disease activity. Following ex vivo
treatment of PBMCs with genotoxic drugs such as melphalan or cisplatin, we also observed that
SLE patients were defective in NER and DSB repair mechanisms [3,4]. Accordingly, genes involved
in NER [DNA damage-binding protein 1 (DDB1), excision repair cross-complementation group 2
(ERCC2), Xeroderma pigmentosum complementation group A (XPA), Xeroderma pigmentosum
complementation group C (XPC)] and DSBs repair [Bloom syndrome RecQ like helicase (BLM),
checkpoint kinase 1 (CHEK1), HUS1 checkpoint clamp component (HUS1), Meiotic Recombination 11
Homolog A (MRE11A), Nijmegen Breakage Syndrome 1 (Nibrin; NBN), RAD50, RAD51, Replication
Protein A1 (RPA1), tumor protein p53 binding protein 1 (TP53BP1), X-ray repair cross complementing
2 (XRCC2), X-ray repair cross complementing 6 (XRCC6)] were significantly downregulated in SLE
patients compared with healthy controls [4]. In line with previous data showing that epigenetic
dysregulation (particularly global hypomethylation in T cells) is well documented in SLE [116], we also
found that SLE patients are characterized by more condensed chromatin structure at the N-ras locus
than their matched controls [4]. Moreover, in accordance with previous data showing that the histone
deacetylase inhibitor (HDACi) vorinostat reverses the abnormal chromatin compaction that impedes
the access of DNA repair proteins to sites of DNA damage, we found that treatment of PBMCs from
quiescent SLE patients with this drug resulted in increased efficiency of the DNA repair machinery
and decreased DNA damage burden of these cells [4]. Also, B lymphoblastoid cell lines isolated from
children with lupus provided adequate information of defects in the repair of DNA DSBs. Indeed,
results from neutral comet assay and colony survival assay showed delayed DSBs repair that might
contribute further to the progression of autoimmunity, according to the writers [117]. In addition,
previous studies have reported that neutrophils from SLE patients are characterized by increased DNA
damage, defective repair of oxidative DNA damage, and augmented apoptosis rates [118,119]. Of note,
recent data suggest that the enhanced generation of neutrophil extracellular traps (NETosis) driven by
mitochondrial ROS promotes externalization of pro-inflammatory oxidized mtDNA and subsequent
activation of STING-dependent type I IFN signaling pathway in SLE [120].

In line with our results [4], another research group, which obtained gene expression profiles from
SLE patients and healthy individuals, reported downregulation of genes classified in cell cycle sensors
(ATPase/ATPase domain-containing genes) and in NER pathway (ERCC2/XPD and ERCC5/XPG) [121].
Indeed, the team concluded that ATP depletion in combination with downregulation of ATP-dependent
genes ERCC2 and ERCC5 suggest insufficient DNA repair in SLE patients, resulting in increased
apoptosis and perpetuation of autoimmunity. Moreover, in order to identify rare alleles associated
with SLE, Delgado-Vega and colleagues performed whole exome sequencing in SLE patients from
well-studied Icelandic SLE multi-case families [122]. They found rare, possibly pathogenic variants in
19 genes, including the X-ray repair cross-complementation group 6 binding protein 1 (XRCC6BP1),
also termed Ku70-binding protein 3 (KUB3). Of note, the XRCC6 protein, which is involved in NHEJ
required for DSB repair pathway and V(D)J recombination, is a well-established lupus autoantigen.
Defective PARP1 activity has also been found in PBMCs from SLE patients [123]. In that particular
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study, Cerboni and colleagues showed that the activity of PARP1 after UV radiation was significantly
lower in SLE patients than in healthy controls, suggesting that PARP1 is implicated in the susceptibility
for SLE development.

4.1.3. Autoantibodies against DNA Repair Enzymes

The two subunits of Ku protein (Ku70 and Ku80) involved in NHEJ and the DNA-dependent
protein kinase (DNA-PK), a pivotal component of the DNA repair machinery that governs the response
to DNA damage and is also involved in V(D)J recombination, are known targets of autoantibodies in
SLE. Moreover, ELISA and immunoblotting assays in sera from a total of 155 patients with systemic
autoimmune diseases identified two more proteins of NHEJ pathway, namely, DNA ligase IV and
XRCC4, as autoantibody targets in approximately 20% of SLE patients [124]. Another research
group studied by immunoprecipitation the correlation between anti-Ku antibodies in SLE sera
and antibodies against four different DNA repair proteins (DNA-PK, PARP, Mre11, and Werner
protein) and found that more than 50% of anti-Ku positive sera contained at least one out of four
autoantibodies, providing further evidence that abnormal DSB repair influences the development
of certain autoimmune diseases [125]. Recently, Luo and colleagues, using a commercial human
protein microarray platform bearing over 9400 antigens, compared the autoantibody profile of SLE
patients with those of healthy controls and found novel autoantibodies that were related to DNA repair
pathways and apoptosis [126]. Interestingly, they observed that the levels of autoantibodies against
Apurinic/Apyrimidinic Endodeoxyribonuclease 1 (APEX1), High mobility group box 1 (HMGB1),
vaccinia-related kinase 1 (VRK1), Aurora-A kinase (AURKA), peptidyl arginine deiminase 4 (PADI4),
and signal recognition particle 19 (SRP19) (all involved in the DDR/R pathways) were positively
correlated with the level of anti-dsDNA in SLE patients, suggesting that these autoantibodies may play
a critical role in the pathogenesis of SLE.

4.1.4. Defects in Apoptosis and SLE Pathogenesis

Recent studies suggest that either dysregulated apoptosis or defects in dead cell clearance
contribute to the perpetuation of autoimmunity and SLE pathogenesis [127]. GWAS studies in the
previous years have identified at least eight different genes that function in the clearance of apoptotic
cells, finding that their underexpression is related with the development of SLE or a similar phenotype
of autoimmunity [128]. Analysis of bone marrow immune cells by immunochemistry from 14 SLE
patients (5 of them presented active lupus nephritis at the moment of the bone marrow biopsy) revealed
a significantly higher percentage of apoptotic cells than in controls, which was also positively correlated
with the number of plasmacytoid dendritic cells, the major type I IFN-a producer [129]. Interestingly,
our previous studies have shown that genotoxic drug-induced apoptosis rates were higher in PBMCs
from quiescent SLE patients than healthy controls and correlated inversely with DNA repair efficiency,
supporting the hypothesis that accumulation of DNA damage contributes to increased apoptosis [3,4].
Also, the same cells after vorinostat treatment showed a suppressed apoptotic rate through modifications
in the degree of the chromatin condensation. Accordingly, several apoptosis-associated genes [Protein
phosphatase 1 regulatory subunit 15A (PPP1R15A), cyclin-dependent kinase inhibitor 1A (CDKN1A),
BRCA1-associated RING domain protein 1 (BARD1), RAD21, RAD9 checkpoint clamp component A
(RAD9A), Protein Kinase, DNA-Activated, Catalytic Subunit (PRKDC), Calcium and integrin-binding
protein 1 (CIB1), BRCA1, Abelson murine leukemia viral oncogene homolog 1 (ABL1), checkpoint
kinase 2 (CHEK2), and Bcl-2-binding component 3 (BBC3)] were found to be significantly overexpressed
in SLE compared with healthy controls [4]. Taken together, in these studies we proposed that SLE
patients are characterized by lower DNA repair capacity, resulting in the accumulation of DNA damage
and the induction of the apoptotic pathway.

Of note, studies in lupus animal models have proven an association between defective apoptosis
and SLE development. Indeed, macrophages from mice lacking the intracellular receptor of the
membrane tyrosine kinase c-mer (Merkd mice) present in vivo impaired clearance of apoptotic
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bodies [130]. Moreover, these mice develop a lupus-like autoimmunity phenotype with autoantibodies
to ssDNA and dsDNA and renal pathology. In addition, Shao and Cohen reported that mice lacking
the T cell immunoglobulin mucin 4 (TIM-4), a phosphatidylserine receptor that assists phagocytosis of
apoptotic debris by macrophages, develop autoantibodies to dsDNA (hallmark of SLE), suggesting
that this protein is an important component for dead cell clearance [25].

4.2. Systemic Sclerosis

Systemic sclerosis is a connective tissue disorder characterized by vascular alterations,
autoantibody production, and fibrosis of skin and internal organs [131]. Although the pathophysiology
of SSc remains largely unknown, oxidative stress has been implicated in the development and
perpetuation of SSc [132]. In fibroblasts isolated from the skin of patients with diffuse SSc, levels of
ROS and type I collagen are significantly higher and the amounts of free thiol are significantly lower
when compared to normal fibroblasts [133]. Moreover, sera from patients with diffuse SSc and lung
fibrosis contain elevated levels of advanced oxidation protein products (AOPPs) compared to sera
from healthy individuals or from patients with limited SSc and no lung fibrosis [134]. AOPPS are
able to induce hydrogen peroxide production by endothelial cells. Similarly, in vitro treatment of
endothelial cells with sera from patients with either limited or diffuse SSc induced higher hydrogen
peroxide production compared to sera from healthy individuals [134]. AOPPs are also able to induce
proliferation of fibroblasts. Of interest, in vitro synthesized AOPPs, from DNA topoisomerase 1
oxidized by hypochlorous acid or hydroxyl radicals, increased the proliferation of fibroblasts and
the production of hydrogen peroxide by endothelial cells compared to AOPP generated from other
proteins [134]. In line with these results, oxidative stress induced by either immunoglobulins isolated
from SSc patients or by oxidative DNA-damaging agents led to decreased Wingless inhibitory factor 1
(WIF-1) expression in SSc fibroblasts and was associated with higher collagen production. This effect,
mediated by the central DDR kinase ATM, linked oxidative stress and DNA damage with fibrosis,
suggesting an important role of the DDR/R pathway in pathogenesis of fibrosing conditions such
as SSc [135]. On the other hand, inhibition of ATM in SSc fibroblasts with the competitive inhibitor
KU55933 (KuDOS 55933) significantly increased the expression of the WIF-1 gene, suggesting a
therapeutic benefit from targeting components of the DDR/R [135].

Moreover, increased DNA damage levels have also been detected in the peripheral blood of patients
with SSc, regardless of disease subtype (diffuse or limited SSc) or treatment [23]. To examine whether
DNA damage is a result of dysfunction of DNA repair enzymes, DNA damage and polymorphic sites
in two genes encoding DNA repair enzymes XRCC1 [arginine to glutamine polymorphism at position
399 (Arg399Gln)] and XRCC4 [Isoleucine to threonine polymorphism at position 401 (Ile401Thr)] were
evaluated. Regarding the XRCC1 gene, healthy individuals with the Arg399Gln allele presented higher
levels of DNA damage compared with healthy individuals with the XRCC1 wild type, something that
was not observed in SSc patients. However, SSc patients with either XRCC1 allele presented increased
DNA damage compared to healthy individuals. Regarding the XRCC4 gene, both healthy individuals
and SSc patients with the Ile401Thr allele presented higher levels of DNA damage compared to healthy
individuals or SSc patients with the XRCC4 wild type allele [23]. Together, these results indicate that
SSc patients with polymorphisms at genes of DNA repair enzymes are characterized by increased
DNA damage. Of interest, XRCC4 was also found to be enriched in patients with diffuse SSc in a study
using whole-exome sequencing (WES) in 32 diffuse cutaneous systemic sclerosis (dcSSc) patients and
17 healthy controls [136].

4.3. Rheumatoid Arthritis

The role of oxidative DNA damage and aberrations of the DDR/R network have been long studied
in RA [137]. Initial studies reported overexpression and tissue-specific mutations of p53, a central
molecule in DNA repair and regulator of apoptosis, in the synovium of patients with RA [138,139]. P53
mutations were characteristically detected at the lining region of the synovium [140], which mainly
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consists of fibroblast-like synoviocytes (FLS), the “maestro” of synovial inflammatory milieu [141],
and macrophage-like synoviocytes. Immunohistochemical analysis of RA synovial tissues revealed
compensatory up-regulation of MMR enzymes, especially in the synovial lining, which, however,
did not completely invert the observed oxidative damage [142]. Of interest, neutrophils isolated
from synovial fluid of RA patients also displayed increased DNA damage levels when compared to
osteoarthritic controls [143]. Extracellular mitochondrial DNA and 8-oxo-2′-deoxyguanosine (8-oxodG)
DNA was also detected in synovial fluid from RA patients but not in controls [144].

Further, we and others have detected increased endogenous DNA damage levels in peripheral
blood (PBMCs or granulocytes) of patients with RA compared with healthy controls [24,89,143].
Of interest, a positive correlation of endogenous DNA damage levels in PBMCs/peripheral blood
neutrophils with the disease activity index DAS-28 has also been observed [89,143]. Previous studies
have reported lower levels of DNA damage in neutrophils and T cells of patients under treatment
compared with treatment-naïve patients. [143,145]. In line with these results, in our recent study
we examined paired samples from patients before and after 12 week antirheumatic treatment and
observed a significant decrease in the endogenous DNA damage levels [24].

Accumulation of the endogenous DNA damage in cells can be mediated either by augmented
endogenous DNA damage formation and/or delayed/decreased efficiency of the DNA repair
mechanisms, two possibilities that are not mutually exclusive. Numerous studies have shown
increased levels of oxidative stress in RA PBMCs/neutrophils in correlation with endogenous DNA
damage levels [24,89,143]. Increased levels of 8-oxodG have also been found in DNA of peripheral
blood lymphocytes, CD4+ T cells, and granulocytes of RA patients [145,146]. Further, we have recently
shown that abasic site formation, the most common spontaneously occurring DNA lesion, is also
increased in patients with RA [24].

On the other hand, previous studies have shown significant defects in the DNA repair capacity
of RA patients in association with increased senescence and apoptosis [145,146]. When cultured, RA
lymphocytes showed increased apoptotic rates in association with spontaneous accumulation of DNA
damage [145], whereas they were also more sensitive to hydrogen peroxide-induced DNA damage and
growth-arrest [146]. Further, RA T cells were more sensitive to ionizing radiation and showed delayed
repair of DNA damage. Several sensors of DSBs were down-regulated in RA T cells (ATM, Rad50,
MRE11, and NBS1) in the basal state and also failed to increase in response to radiation-induced DNA
damage [145]. Of note, recent studies have shown that MRE11A, in addition to its DNA repair activity,
plays a critical role in mitochondria protection, as the deficiency of MRE11A in RA T cells disrupted
mitochondrial oxygen consumption; suppressed ATP generation; caused leakage of mitochondrial
DNA into the cytosol; and induced inflammasome assembly, caspase-1 activation, and pyroptotic cell
death [147]. In line with these results, we have recently shown that RA PBMCs are characterized by
decreased repairing capacity, mainly due to defects in the global genome repair (GGR) pathway of
NER, directly controlled by the degree of chromatin condensation, and we also showed that 3 month
treatment with antirheumatic drugs reversed the observed phenotype [24].

Taken together, accumulation of endogenous DNA damage, derived from augmented formation
of DNA damage and deregulated DDR/R signals, which are both reversible after therapy, is implicated
in the pathogenesis of RA. Last but not least, although Shao and colleagues [145] failed to spot similar
deficiencies in components of the DNA repair machinery in SLE-derived CD4+ T cells, we have
previously shown strong down-regulation of both ATM and MRE11 complex in PBMCs of patients
with quiescent SLE [4]. The possibility of a shared defective mechanism among autoimmune diseases
is rather tempting, taking into consideration the central role of nucleic acid metabolism and recognition
in initialization and perpetuation of autoimmunity (Figure 1) [22].

5. Conclusion and Future Directions

The DDR/R network and the ImmR act synergistically for the survival of all living organisms.
Aberrant activation of each one of these systems often leads to chronic and potentially fatal systemic
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autoimmune diseases. As reviewed herein, a balance shift in DDR/R may negatively affect ImmR;
evidently, the opposite also may occur. As depicted in Figure 2, we propose that epigenetically
regulated functional abnormalities of DNA repair mechanisms (i.e., downregulation of DDR/R-related
genes and condensed chromatin structure that result in defective repair) and increased endogenous
DNA damage formation, partly due to the induction of oxidative stress, may result in the augmented
accumulation of DNA damage (both SSBs and DSBs). This accumulation may trigger the induction of
apoptosis, which facilitates autoantibody production, as well as the generation of damaged cytosolic
DNA and micronuclei that both can act as potent immunostimulators through the induction of the
cGAS-STING-IRF3 pathway and the production of type I IFN, leading to systemic autoimmune disease
expression. Notably, some of the components are partially reversible following histone hyperacetylation.

Figure 2. A proposed model of systemic autoimmune disease promotion by epigenetically regulated
functional abnormalities of the DNA damage response and repair (DDR/R) network and oxidative stress.
The green asterisk denotes partial reversibility following histone hyperacetylation. SSBs: single-strand
breaks, DSBs: double-strand breaks.

Because targeting the DDR/R network can have an impact not only on cancer cells but also on
host immunity, manipulation of molecular components of this network, alone or in combination with
immune checkpoint inhibitors, has gained significant attention in cancer immunotherapy [148,149].
Although these approaches have been extensively studied in cancer, promising results have also been
revealed in preclinical mouse models of autoimmunity. Therapeutic targeting of T lymphocytes from
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autoimmune disease patients with DDR/R inhibitors is based on their high proliferation rate and
accumulation of DNA damage [150]. Indeed, in mice with experimental autoimmune encephalitis, the
combination of p53 activators and CHK1/2 inhibitors led to the elimination of pathogenic, activated
T lymphocytes with no side-toxicity of normal T cells. In addition, our recent data have shown
that treatment of human SLE-derived PBMCs with the HDACi vorinostat results in hyperacetylation
of histone H4, chromatin decondensation, restoration of the DNA repair capacity, and decreased
apoptosis rates [4]. These results are in line with previous data, showing that HDACi ameliorate
disease in lupus mouse models [151–153]. Also, treatment of lupus-prone Mrl/lpr mice with the
HDACi panobinostat significantly reduced circulating naïve B and plasma cell numbers and the
levels of autoantibodies [154]. More importantly, in children with systemic-onset juvenile idiopathic
arthritis, the HDACi givinostat was found to be safe and beneficial, particularly in reducing the arthritic
features, suggesting that HDACi may have important clinical applications in the treatment of systemic
autoimmunity [155]. On the other hand, restoration of defective DNA repair factors, such as MRE11A,
has also shown promising results in reducing the pro-inflammatory, pro-arthritogenic capacity of
RA T-cells in vivo [156], whereas ATM overexpression in RA T cells was able to invert the observed
apoptotic phenotype [145].

Taken together, the results reviewed herein suggest that the deregulated interplay between DDR/R
and ImmR plays a crucial role in the pathogenesis and progression of systemic autoimmune diseases.
Thus, unraveling the molecular mechanisms of this interplay can be exploited for understanding
pathogenesis and progression of these diseases, as well as to discover new treatment opportunities in
the field.
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Abstract: The physiological impact of the aberrant oxidation products on genomic DNA were
demonstrated by embryonic lethality or the cancer susceptibility and/or neurological symptoms of
animal impaired in the base excision repair (BER); the major pathway to maintain genomic integrity
against non-bulky DNA oxidation. However, growing evidence suggests that other DNA repair
pathways or factors that are not primarily associated with the classical BER pathway are also actively
involved in the mitigation of oxidative assaults on the genomic DNA, according to the corresponding
types of DNA oxidation. Among others, factors dedicated to lesion recognition in the nucleotide
excision repair (NER) pathway have been shown to play eminent roles in the process of lesion
recognition and stimulation of the enzyme activity of some sets of BER factors. Besides, substantial
bulky DNA oxidation can be preferentially removed by a canonical NER mechanism; therefore, loss
of function in the NER pathway shares common features arising from BER defects, including cancer
predisposition and neurological disorders, although NER defects generally are nonlethal. Here we
discuss recent achievements for delineating newly arising roles of NER lesion recognition factors
to facilitate the BER process, and cooperative works of BER and NER pathways in response to the
genotoxic oxidative stress.

Keywords: reactive oxygen species (ROS); nucleotide excision repair (NER); base excision repair
(BER); oxidative DNA damage

1. Introduction

The integrity of the genome is endlessly threatened by reactive oxygen species (ROS) formed in
living cells as metabolic byproducts. Therefore, maintenance of genomic integrity against ROS is a
prerequisite for proper cell function and, hence, maintaining homeostasis. Essential cellular functions,
such as oxidative phosphorylation and lipid peroxidation, produce ROS that can induce oxidative DNA
damage. It has been estimated that as many as ten thousand oxidation reactions harm DNA per each
human cell per day [1], which eventually produces a plethora of non-bulky (purine/pyrimidine base
oxidations) and bulky (crosslinks, strand breaks, and cyclic bases) DNA lesions. These lesions, if not
timely repaired, can interfere with essential DNA metabolisms, including transcription, recombination,
and replication, which ultimately can give rise to unfavorable outcomes like cellular senescence
and mutagenesis.

Unlike other cellular macromolecules, damaged DNA cannot be replaced and solely depends on
repair to remain intact. In order to counteract oxidative DNA lesions, base excision repair (BER) is
thought to be the primary pathway to remove non-bulky modifications formed largely on the bases of
the DNA, including 8-oxo-7,8-dihydroguanine (8-oxoG), the most prevailing purine base oxidation
with highly mutagenic potential, which is sometimes compared with thymine glycol, the most frequent
pyrimidine one with relatively limited mutation frequency [2]. Meanwhile, nucleotide excision repair
(NER), the most versatile DNA repair system in human cells, has been demonstrated to actively
operate to neutralize DNA oxidation, especially with bulky oxidative lesions such as cyclopurines [3].
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When damage is extensive, these repair processes are accompanied by cell-cycle checkpoint activation,
which provides cells with sufficient time to either complete the repair or initiate apoptosis [4–7].

2. DNA Excision Repairs and Implication on Human Health

DNA lesions arising from the ROS attack can generate both non-bulky (non-helix distorting)
and bulky (helix distorting) lesions. In human cells, BER and NER are the two DNA excision repair
pathways responsible for the removal of non-bulky and bulky DNA lesions, respectively. Both repair
pathways share three common steps, which include 1) lesion recognition, 2) excision of damaged
nucleotide, and 3) resynthesis using error-free DNA polymerases (Figure 1).

Figure 1. DNA excision repair mechanisms for bulky or non-bulky DNA lesions caused by reactive
oxygen species (ROS).

2.1. Base Excision Repair

Many of the genes involved in BER are highly conserved from bacteria to humans [8], indicating
that BER is a fundamental repair pathway in most living organisms. The BER pathway is specialized
to fix non-bulky single-base lesions in the form of small chemical modifications, including oxidation,
alkylation, and deamination damage. Base modifications are pro-mutagenic and/or cytotoxic,
depending on how they interfere with the template function of the DNA during replication and
transcription. To initiate the procedure, BER employs a specific DNA glycosylase for lesion recognition
and elimination of the damaged base. Although every DNA glycosylase has a distinct structure and
substrate specificity, all glycosylases share a common mode of action for damage recognition; 1) flipping
the affected base out of the DNA helix, which facilitates a sensitive detection of even minor base
modifications, 2) catalyzing the cleavage of an N-glycosidic bond, releasing a free base and creating an
abasic site (apurinic/apyrimidinic site or AP site). DNA glycosylases can be either monofunctional or
bifunctional. Monofunctional DNA glycosylases possess only the glycosylase activity, which includes
UNG (uracil-N glycosylase), SMUG1 (single-strand-specific monofunctional uracil DNA glycosylase),
MBD4 (methyl-binding domain glycosylase 4), TDG (thymine DNA glycosylase), MYH (MutY homolog
DNA glycosylase), MPG (methylpurine glycosylase). In contrast, bifunctional DNA glycosylases
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have an intrinsic 3′ AP lyase activity accompanying with the glycosylase activity, which includes
OGG1 (8-oxoguanine DNA glycosylase), NTH1 (endonuclease III-like), and NEIL1 (endonuclease
VIII-like glycosylase). The processes following DNA glycosylase are common to the BER mechanism
irrespective of the identity of the glycosylase. Base removal by a DNA glycosylase generates an AP
site in DNA, which is then further processed by AP endonuclease 1 (APE1), which cleaves the DNA
backbone 5′ to the abasic site, generating a 3′-hydroxyl and a 5′-2-deoxyribose-5′-phosphate (5′-dRP).
DNA polymerase β (Polβ) utilizes the 3′-hydroxyl to fill the gap through template-directed synthesis.
Depending on the number of nucleotides added, either short-patch (where a single nucleotide is
replaced) or long patch BER (where 2-13 nucleotides are synthesized) pathways operate to complete
the repair process. In short-patch BER, the intrinsic dRP-lyase activity of Polβ removes the 5′-dRP. The
addition of more than one nucleotide (up to 13) constitutes long-patch BER and requires the assistance
of flap endonuclease 1 (FEN1) to remove the displaced 5′-flap structure (Figure 1).

2.2. General Features of BER Defect

Genetic loss or mutation in key genes of the BER process, such as APE1 [9], Polβ [10], FEN1 [11],
or the DNA ligase 3 [12], has been shown to have embryonic lethality in mice, while the phenotype of
DNA glycosylase disruptions in mice is usually rather moderate, the only known exception being the
TDG, which was essential for embryonic development in mice [13,14].

Neurons encounter particularly high levels of oxidative stress because of the high metabolic
rate required to support their electrical and synaptic functions. Thus, the integrity and capacity of
systems that repair oxidative DNA damage would be expected to be critical for the survival and proper
function of neurons, particularly under conditions of increased oxidative stress that occur during
catastrophic pathological conditions, including ischemic stroke. In a study with a mouse model of
focal cerebral ischemic brain injury performed on normal and OGG1−/− mice, the potential role of
OGG1 in ameliorating the detrimental effect of oxidative DNA damage to neurons was evaluated.
The results indicate that after cerebral ischemia, the accumulation of brain oxidative DNA base lesions
was significantly greater in OGG1-deficient mice, and was associated with greater brain damage and
poorer behavioral outcomes, revealing an important role for OGG1 in brain BER capacity, which
contributes to neuronal survival after experimental stroke [15].

Neurons from OGG1-deficient mice are sensitive to oxidative stress and reduced OGG1 levels
have also been associated with Alzheimer’s disease (AD) [16]. Indeed, levels of expression of UNG,
OGG1, and Polβ are lower in brain tissue from patients with AD than in brain tissue from age-matched
controls without AD [17]. Polβ+/− heterozygote displayed impaired synaptic and cognitive functions,
linking the loss of heterozygous BER function in the progression of AD [18].

While a mouse lacking UNG develops B-cell lymphomas, there is often not a clear phenotype
in a mouse for a single DNA glycosylase mutation, presumably due to the substrate redundancy.
For instance, the OGG1-deficient mice are viable and fertile without any visible phenotype [19,20], which
suggests overlapping activities for the repair of 8-oxoG lesions. However, interestingly, additional
deletion of MYH in OGG1-deficient mice predisposes 65.7% of mice to tumors, predominantly lung
and ovarian tumors, and lymphomas [21]. 8-oxoG indeed is a common substrate of MYH and OGG1.

2.3. Nucleotide Excision Repair

NER is famous for the unique repair pathway in humans to remove photolesions produced by UV
radiation (sun exposure) that mainly forms cyclobutane pyrimidine dimer (CPD), a non-bulky lesion
and pyrimidine-(6,4)-pyrimidone product (6-4PP), a bulky lesion. Besides, it also efficiently eliminates
an extremely broad range of structurally unrelated DNA lesions, including bulky chemical adducts
and intrastrand crosslinks [22]. The basis of the versatility of NER originates that it circumvents
recognition of the lesion itself, instead, the lesion recognizing NER factors detects the presence of
unpaired single-stranded DNA opposite the damaged strand [23].
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Owing to the distinct damage recognition events, NER mechanisms can be further specified
into two subpathways, global genome NER (GG-NER) and transcription-coupled NER (TC-NER).
The former is responsible for eliminating lesions throughout the whole genome, while the latter is for
those in the transcribing strand of active genes. During GG-NER, XPC (xeroderma pigmentosum C) or
UV-DDB (UV-damaged DNA binding protein; a heterodimeric complex with DDB1 and DDB2) initiate
the recognition of the damage. Structural analysis showed certain lesions, such as CPD, which do not
significantly distort the DNA helix, are first recognized by DDB2 (also known as XPE) to extrude the
lesions into its binding pocket, and thereby create a kink that is now recognized by XPC [24]. If the
lesion is in a transcribed gene, it is sensed as a blockage to RNA polymerase II (RNAPII) and requires
Cockayne syndrome B (CSB) and CSA to initiate the TC-NER process [25]. Regardless of the damage
recognition mechanisms, the downstream events are conserved in both NER mechanisms. Damage
verification is executed by XPA and helix unwinding is carried out by TFIIH (complexed with the XPB
and XPD helicases). Lesion excision is catalyzed by the structure-specific endonucleases XPF and XPG,
which incise the damaged strand at 5′ and 3′ from the lesion, respectively, which promotes releasing
out of the lesion containing 22–32 nt-long oligomers. Final DNA gap-filling synthesis and ligation are
executed by the replication proteins proliferating cell nuclear antigen (PCNA), Polδ, Polε, and DNA
ligase 1 or XRCC1 (X-ray repair cross-complementing protein 1)–DNA ligase 3 complex (Figure 1).

2.4. General Features of NER Defect

Hereditary mutations in NER-associated genes are nonlethal and associated with disorders that
are characterized by UV sensitivity and cancer predisposition, such as XP, CS, and trichothiodystrophy
(TTD) [26]. XP comprises seven complementation groups (XPA-XPG) with defective GG-NER. Five of
these groups also exhibit defective TC-NER, whereas XP-C and XP-E patients are TC-NER-proficient.
The XP patient shows hypersensitivity on minimal sun exposure, pigmentary accumulations at exposed
skin regions, and multiple early age skin cancers. Progressive neuronal degeneration is also observed in
approximately one-third of XP cases, generally after the appearance of cutaneous signs [27]. However,
unlike GG-NER-deficient XP patients, CS patients belong to one of two complementation groups
(CS-A or CS-B), and those that are completely defective in TC-NER are not cancer-prone but exhibit
a drastic reduction in life span [28]. In addition, CS patients display a number of neurological and
developmental abnormalities as well as hypersensitivity to sun exposure. Although the molecular
basis that leads to the diverse features of CS remains largely unknown, a reduced ability of cells to
relieve oxidative stress has been proposed to be a leading cause [29–31]. Since cells from CS patients
were found to be hypersensitive to oxidative DNA damage, a role for the CS proteins in the response to
oxidized bases has been proposed [32]. Mutations in the CSB account for the majority of CS cases [33].

Clinical heterogeneity in disorders with NER mutations opens the question of whether defects
in this pathway are solely due to impaired repair of helix-distorting DNA lesions. XP patients
along with TCR defects (caused by some specific alterations in XPB, XPD, and XPG) present, besides
increased skin cancer risk, accelerated neurodegeneration, and CS symptoms (XP/CS). The causative
relationship between mutations and the CS clinical features in XP/CS cases is complex and must
not only involve the NER defects but also the other functions of the NER proteins. Several studies
have demonstrated that transcription impairment, oxidative repair, and energy metabolism alteration,
as well as genotoxic stress, may explain the combined XP/CS phenotype [34,35]. Neuronal death might
be due to accumulated endogenous damage, and indeed a growing body of evidence indicates that
NER proteins participate in the processing of oxidative DNA lesions that are produced by the normal
cell metabolism. The role of NER proteins in different pathways might explain the heterogeneity in
disorders with NER mutations [36].

3. Facilitated BER Kinetics by the NER Lesion Recognition Factors

The role of NER factors in the control of oxidative DNA damage is reviewed elsewhere [36].
Intriguingly, the key lesion recognition factors CSB (for TC-NER) and UV-DDB and XPC (for GG-NER)
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are implicated in facilitating the enzyme activity of key BER factors, such as DNA glycosylases and
APE1, thereby they contribute to the protection of cells against non-bulky oxidative DNA lesion,
such as 8-oxoG. Surprisingly; however, this initial recruitment of NER factors does not trigger the
downstream NER process, which includes the lesion verification by the XPA and TFIIH complex [37].

3.1. XPC

XPC, the main lesion sensor in GG-NER presents as a heterotrimeric complex with HR23B (human
RAD23 homolog B) and centrin 2 proteins. HR23B stabilizes the XPC protein [38], and the XPC-HR23B
heterodimer is sufficient to reconstitute the cell-free NER reaction [39], whereas centrin 2 appears to
facilitate the damage-specific DNA binding activity of the XPC complex [40]. This complex binds
to various types of bulky lesions, thus triggering GG-NER and it also participates in the repair of
non-bulky base lesions. Consequently, XPC deficiency not only results in decreased GG-NER but has
also been linked to disturbed redox homeostasis due to the accumulating DNA oxidations. The XPC
complex functionally interacts with OGG1, MPG, and TDG that initiate BER of oxidation, alkylation,
and deamination products, respectively. D’Errico et al. show that the XPC–HR23B complex acts
as a cofactor in the BER pathway via mediating the OGG1 loading and turnover kinetics, thereby
freeing OGG1 to react with remaining lesions [41]. While analyzing the biochemical properties behind
mutations found in XP-C patients, a critical single amino acid substitution at position 334 (P334H)
weakening the interaction with OGG1 is defined. Cells from this patient exhibit low efficiency of
UV-induced unscheduled DNA synthesis and a decreased OGG1 cleavage activity, indicating that
the OGG1 activity is stimulated by XPC through direct interaction with its N-terminal part that
encompasses the P334 surrounding region. This patient is also one of the rare XP-C patients who
exhibit neurological symptoms [42].

The interaction of the MPG protein with XPC-HR23B proteins stimulates the DNA glycosylase
activity and is correlated to the increased binding affinity of the MPG-HR23B protein complex
for the substrate [43]. Biochemical studies demonstrate that XPC-HR23B also participates in BER
of guanine/thymine or guanine/uridine mismatches, which are mainly derived from hydrolytic
deamination of 5-methylcytosines or cytosines, respectively. The BER of these mismatches is initiated
by TDG. The XPC complex is capable of stimulating TDG activity by promoting the release of TDG
following the excision of the mismatched T base [44]. In addition, XPC stimulates the glycosylase
activities of TDG and SMUG1, both of which interact physically with XPC [45].

3.2. UV-DDB

DNA in eukaryotes is packaged in tandemly arrayed nucleosomes that, together with numerous
DNA- and nucleosome-associated enzymes and regulatory factors, make up chromatin [46]. Because
DNA lesions that result from ROS can occur both within and outside of nucleosomes, the repair
efficiency is necessarily dependent on the accessibility and structural requirements for enzyme catalysis
to overcome the hindrance presented by the location of a DNA lesion. Therefore, it is reasonable that
chromatin remodeling in the vicinity of damaged DNA is critical for enabling efficient repair and the
subsequent repackaging of DNA into nucleosomes. Indeed several studies have shown that DNA
lesions in the nucleosome are limiting access for glycosylases and APE1.

While XPC is required for GG-NER, it has little or no affinity for CPD lesions and does not
recognize 6-4PP in the context of chromatin [47]. XPC recruitment to chromatin is facilitated by the
UV-DDB (DDB1 and DDB2) complex [48]. In the absence of DDB2, XPC remains localized to 6-4PP and
to a lesser extent to CPDs with substantially delayed kinetics [47]. UV-DDB, as part of CUL4A-RBX E3
ubiquitin ligase, has been shown to modify core histones around the sites of UV lesions [49].

The glycosylases remain bound to their AP site product until displaced by APE1, a step which is
rate-limiting for most mammalian glycosylases [50]. Recently, Jang et al. defined the specific roles
of UV-DDB in the early steps of BER mechanisms and proposed that UV-DDB is a general sensor
of DNA damage in both NER and BER pathways, facilitating damage recognition in the context of
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chromatin. Specifically, they find that UV-DDB facilitates both OGG1 and APE1 strand cleavage
and promotes Polβ-mediated gap-filling activity by 30-fold. The single-molecule real-time imaging
technique reveals the dynamic interaction between UV-DDB and OGG1 or APE1, which facilitates
turnover rates of OGG1 and APE1 from DNA, hence increasing BER capacity. Furthermore, in light of
a novel chemoptogenetic approach, the dynamic recruitment of UV-DDB to locally-induced 8-oxoG
sites in telomeric regions of DNA is detected in vivo [51].

3.3. CSB

A transcription elongation factor CSB (also known as ERCC6), in a complex with RNAPII, strongly
binds to RNAPII when it is blocked by a bulky lesion and alters nucleosome structure near its occupancy
sites by wrapping the DNA around the protein itself to trigger TC-NER [52]. However, 8-oxoG lesions,
which only cause minor helix-distortions, do not block RNAPII elongation unless processed by its
specific glycosylase OGG1, implying that transcription-coupled BER, if it exists, may not be directly
triggered by stalled RNAPII on the oxidative lesions themselves [53].

Evidence for the role of CSB in the BER process has been provided by several groups, which
report that cellular extracts from CSB null cells demonstrate reduced incision activity of oxidative
DNA lesions in vitro [54–57]. CSB (but not downstream core NER factors) accumulates at sites of
locally-induced oxidative damage in vivo, in a transcription-dependent manner, with similar kinetics
as the OGG1 [37]. An interesting finding pinpoints that lysine (K) 991 in CSB is subject to being
ubiquitinated and this ubiquitination selectively occurs in response to oxidative damage, shedding
new light on the critical role of CSB on the discrimination of the different repair choices [58].

PARP1 is believed to stimulate the BER process by recruiting the DNA repair apparatus to the
single-strand breaks and is found in complex with the BER protein XRCC1, DNA ligase 3, and Polβ.
Thorslund et al. demonstrate that CSB is a novel substrate for PARP1 poly-ADP-ribosylation and that this
modification inhibits the catalytic ATPase activity of CSB, while the meaning of poly-ADP-ribosylation
of CSB remains to be answered [59]. In the meantime, it was reported that poly-ADP-ribosylated
PARP1 is required for retention of CSB at sites of oxidative DNA damage, so that CSB promotes PARP1
displacement from damaged DNA to facilitate BER [60,61].

4. Oxidative DNA Damages that Can Be Readily Repaired by a Canonical NER

4.1. Bulky Lesions

ROS-induced covalent modifications to DNA encompass tandem base modification (a form
of intrastrand crosslinks), purine 5′,8-cyclonucleosides, interstrand cross-links, and DNA–protein
crosslinks [62,63]. Biochemical studies demonstrated that these lesions could markedly block DNA
replication and transcription and that these lesions are repaired by the NER pathway [63,64]. A tandem
base lesion G [8–5m]T is structurally similar to the CPD [65]. The XPA-deficient human brain
and mouse liver contain higher levels of G[8–5m]T but not ROS-induced simple base lesions [66].
5′,8-cyclo-2′-deoxyadenosine (cdA) and 5′,8-cyclo-2′-deoxyguanosine (cdG) are tandem lesions
produced by the attack of hydroxyl radicals to the purine bases of DNA [67]. These lesions are
also repaired primarily by the NER pathway [68].

Covalent DNA–protein crosslinks (DPCs, also known as protein adducts) represent an important
class of DNA damage that may be produced according to the different mechanisms by certain enzymes
that form covalent reaction intermediates with DNA, chemotherapeutics, and various endogenous
and exogenous sources [69]. DPCs are highly toxic as they interfere with nearly all chromatin-based
processes. Model studies have shown that 2-deoxyribonolactone (dL), an oxidized abasic site, is able
to undergo crosslink formation with enzymes of the BER pathway, including Polβ [70]. Bifunctional
DNA glycosylases possessing AP lyase activity, such as OGG1 and NTH1, have also been shown
to form DPC in vitro with both dL and with its β–elimination product, butenolide [54]. It has been
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postulated that proteolytic digestion of the covalently-bound enzyme to DNA could be implicated in
the initial repair process prior to being completed by NER enzymes [71].

The abasic site aldehyde is reactive and may progress to an interstrand crosslink (ICL) to a purine
on the opposing strand [72,73]. Since the ICL lesion affects both strands of the DNA it is considered
as a highly toxic DNA lesion that prevents transcription and replication by inhibiting DNA strand
separation. So far, NER, translesion DNA synthesis, homologous recombination, and the Fanconi
anemia pathway are identified to be involved in ICL repair in a coordinated fashion [74].

4.2. Non-Bulky Lesions

The 8-oxoG lesions tend to be easily further oxidized to form stereoisomeric spiroiminodihydantoin
(Sp) and guanidinohydantoin (Gh) lesions [75,76]. These are still small DNA lesions that are generally
efficiently recognized and excised by DNA glycosylases. In vitro analysis demonstrates the hydantoin
lesions are not only excellent BER substrates but are also excised by the NER complex prepared as
cell-free extract [77]. Recently, Shafirovich et al., using a cell-based assay, demonstrated that the BER
and NER pathways compete with one another in intact human cells and can catalyze both Gh and Sp
lesions [78]. The relative contribution of either process in intact cells depends on the local availability of
the primary NER and BER factors that recognize and bind to the same lesions in a competitive fashion.

In addition, abundant 8-oxoG and thymine glycol lesion, both are canonical BER substrates, can
be removed by NER in vitro as fast as CPD lesion [79]. To investigate 8-oxoG repair in intact living
cells, a laser-assisted procedure to locally inflict oxidative DNA lesions was developed by Menoni et
al. [37]. In light of this in vivo study, strong and very rapid recruitment of CSB and XPC to 8-oxoG
lesions was observed. Interestingly, CSB exhibited a direct transcription-dependent repair of oxidative
lesions associated with different RNA polymerases (RNAPI and RNAPII), but not involving other
NER proteins.

The repair of AP lesions takes place predominantly by the APE1-mediated BER pathway. However,
among chemically heterogeneous AP lesions formed in DNA, some are resistant to APE1 and thus
refractory to BER [80]. Using reporter constructs accommodating stable APE1-resistant AP lesions,
Kitsera et al. demonstrates that NER efficiently removes BER-resistant AP lesions and significantly
enhances the repair of APE1-sensitive ones as well [81].

5. Concluding Remarks

The impact of ROS-induced oxidative DNA damage on human health and counteracting DNA
excision repair pathways is discussed. Inevitable DNA oxidation reactions can interrupt essential DNA
metabolisms and, thereafter, can evoke various stressful cellular responses including replication- and
transcription stress response. Therefore, timely relief of the stresses by error-free DNA excision repair
systems (BER and NER) is essential to maintain genomic integrity and proper cell function. While the
causal relationship between human disorder and the loss of function of a specific NER gene is relatively
clear, fewer connections have been made between impaired BER and human diseases. This is likely
due to the multitude of backup systems like NER in the removal of small non-bulky lesions.

In light of the state-of-the-art technologies, including CRISPR/CAS9, optogenetics,
and next-generation sequencing, great progress has been made towards understanding the precise
mechanisms underlying the enhanced BER activity by NER-initiating factors. Besides, through
the studies aimed at elucidating the complex mechanisms that underlie the NER- or BER-related
phenotypes, now we are getting a better understanding of the fundamentals of diseases such as cancer,
aging, and neuropathology. One of the major future challenges is to translate these valuable findings
into human health benefits in the clinic for individualized cancer therapies based on precision medicine,
and for the development of a well-aging strategy as well. Synthetic lethal strategies targeting DNA
repair defects, using small molecule inhibitors such as PARP inhibitors, are shedding light on cancer
treatment with low adverse-effects and more tumor-selective killing [82]. Small molecule modulators
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of NER/BER activity or specific protein–protein interactions could be new tools for chemical biology
studies and might lead to new therapeutic approaches [83].
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Abbreviations

5′-dRP 5′-2-deoxyribose-5′-phosphate
6-4PP Pyrimidine-(6,4)-pyrimidone product
8-oxoG 8-oxo-7,8-dihydroguanine
Abasic site Apurinic/apyrimidinic site or AP site
AD Alzheimer’s disease
APE1 AP endonuclease 1
BER Base excision repair
cdA 5′,8-cyclo-2′-deoxyadenosine
cdG 5′,8-cyclo-2′-deoxyguanosine
CPD Cyclobutane pyrimidine dimer
CSB Cockayne syndrome B
dL 2-deoxyribonolactone
DPCs DNA–protein crosslinks
FEN1 Flap endonuclease 1
GG-NER Global genome NER
Gh Guanidinohydantoin
HR23B Human RAD23 homolog B
ICL Interstrand crosslink
MBD4 Methyl-binding domain glycosylase 4
MPG Methylpurine glycosylase
MYH MutY homolog DNA glycosylase
NEIL1 Endonuclease VIII-like glycosylase
NER Nucleotide excision repair
NTH1 Endonuclease III-like glycosylase
OGG1 8-oxoguanine DNA glycosylase
PCNA Proliferating cell nuclear antigen
Polβ DNA polymerase β

RNAPII RNA polymerase II
ROS Reactive oxygen species
SMUG1 Single-strand-specific monofunctional uracil DNA glycosylase
Sp Spiroiminodihydantoin
TC-NER Transcription-coupled NER
TDG Thymine DNA glycosylase
TFIIH Transcription Factor II H; complexed with the XPB and XPD helicases
TTD Trichothiodystrophy
UNG Uracil-N glycosylase
UV-DDB UV-damaged DNA binding protein; a heterodimeric complex with DDB1 and DDB2
XPC Xeroderma pigmentosum C
XRCC1 X-ray repair cross-complementing protein 1
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