
University of the Incarnate Word University of the Incarnate Word 

The Athenaeum The Athenaeum 

Theses & Dissertations 

5-2022 

Human-Centered Explainable Artificial Intelligence for Anomaly Human-Centered Explainable Artificial Intelligence for Anomaly 

Detection in Quality Inspection: A Collaborative Approach to Detection in Quality Inspection: A Collaborative Approach to 

Bridge the Gap Between Humans and AI Bridge the Gap Between Humans and AI 

Srikanth Vemula 
University of the Incarnate Word, vemula@uiwtx.edu 

Follow this and additional works at: https://athenaeum.uiw.edu/uiw_etds 

 Part of the Computational Engineering Commons, Computer Engineering Commons, Science and 

Technology Studies Commons, Service Learning Commons, and the Theory, Knowledge and Science 

Commons 

Recommended Citation Recommended Citation 
Vemula, Srikanth, "Human-Centered Explainable Artificial Intelligence for Anomaly Detection in Quality 
Inspection: A Collaborative Approach to Bridge the Gap Between Humans and AI" (2022). Theses & 
Dissertations. 397. 
https://athenaeum.uiw.edu/uiw_etds/397 

This Dissertation is brought to you for free and open access by The Athenaeum. It has been accepted for inclusion 
in Theses & Dissertations by an authorized administrator of The Athenaeum. For more information, please contact 
athenaeum@uiwtx.edu. 

https://athenaeum.uiw.edu/
https://athenaeum.uiw.edu/uiw_etds
https://athenaeum.uiw.edu/uiw_etds?utm_source=athenaeum.uiw.edu%2Fuiw_etds%2F397&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/311?utm_source=athenaeum.uiw.edu%2Fuiw_etds%2F397&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/258?utm_source=athenaeum.uiw.edu%2Fuiw_etds%2F397&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/435?utm_source=athenaeum.uiw.edu%2Fuiw_etds%2F397&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/435?utm_source=athenaeum.uiw.edu%2Fuiw_etds%2F397&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1024?utm_source=athenaeum.uiw.edu%2Fuiw_etds%2F397&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/432?utm_source=athenaeum.uiw.edu%2Fuiw_etds%2F397&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/432?utm_source=athenaeum.uiw.edu%2Fuiw_etds%2F397&utm_medium=PDF&utm_campaign=PDFCoverPages
https://athenaeum.uiw.edu/uiw_etds/397?utm_source=athenaeum.uiw.edu%2Fuiw_etds%2F397&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:athenaeum@uiwtx.edu


 
 
 
 

HUMAN-CENTERED EXPLAINABLE ARTIFICIAL INTELLIGENCE FOR ANOMALY 
DETECTION IN QUALITY INSPECTION: A COLLABORATIVE APPROACH 

TO BRIDGE THE GAP BETWEEN HUMANS AND AI 
 
 
 
 

by 
 
 
 

SRIKANTH VEMULA 
 
 
 
 
 
 
 
 
 

A DISSERTATION 
 

Presented to the Faculty of the University of the Incarnate Word  
in partial fulfillment of the requirements 

for the degree of 
 
 

DOCTOR OF PHILOSOPHY  
 

UNIVERSITY OF THE INCARNATE WORD 
 

May 2022 
  



ii 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright by  
Srikanth Vemula  

2022 
  



iii 
 

 
 
 
 

ACKNOWLEDGMENTS 
 
 

I cannot express enough gratitude to my committee for their continued support and 

encouragement: Dr. Michael Frye, and Dr. Lucretia Fraga, my committee chair, Dr. Alison Buck 

in completing this research. I offer my sincere appreciation for the learning opportunities 

provided through out my PhD journey by my committee and will always be grateful for their 

constant support. 

My completion of this project could not have been accomplished without the support of 

AVS Labs, CPS Energy, and DOD Army Research Grant. My deepest gratitude to my parents 

Mr. and Mrs. Murali Krishna Vemula, and my brother Avinash Vemula for keeping in check and 

being my motivation throughout in conducting this research and finishing this degree. 

Finally, to my dissertation group, my classmates, friends, and other professors who helped me to 

explore the paths that I never travelled before. My heartfelt thanks. 

 
 Srikanth Vemula 
  



iv 
 

 
 
 
 

DEDICATION 
 
 

I would like to dedicate this work to three important people in my life. The first one is my 

mother, A strong and gentle soul whose unconditional love, encouragement, and prayers, teaches 

me how to be good to others and humble. The second, my dad, who taught me how to stop 

worrying about the uncontrollable things and focus on how to use what you have and make the 

best out of it. Lastly my little brother, who is my strength, without him I wouldn’t able to finish 

this research and I will always grateful to have a brother like him. 

  



v 
 

 
 
 
 

HUMAN-CENTERED EXPLAINABLE ARTIFICIAL INTELLIGENCE FOR ANOMALY 
DETECTION IN QUALITY INSPECTION: A COLLABORATIVE APPROACH  

TO BRIDGE THE GAP BETWEEN HUMANS AND AI 
 

Srikanth Vemula 
 

University of the Incarnate Word, 2022 
 
 

Consumption of electricity is becoming more significant and is an important part of our present- 

day society, which raises major difficulties in terms of maintaining power supply stability, 

affordability, and sustainability. In the quality inspection industry’s use of AI, applications 

continue to advance to produce safer and faster autonomous systems that can perceive, learn, 

decide, and act independently. However, these AI systems’ performance is limited by the 

machine’s current inability to explain its decisions and actions to human users. Especially in 

energy companies, Explainable-AI (XAI) is poised to achieve fast reliability, explainability, and 

trustworthiness, which is currently lacking. Placing humans alongside XAI will establish a sense 

of trust that augments the individual’s capabilities at the workplace. To achieve such an XAI 

system centered around humans, it is necessary to design and develop more explainable models. 

Incorporating this XAI system centered around human workers in the inspection industry is 

significant for the emerging generation of AI intelligent inspection systems that make the 

decision-making process more sustainable and trustworthy. In identifying the significance of and 

need for having explainable AI models centered around humans for quality inspection, there is a 

lack of trust between the inspection workers and AI, which creates uncertainty in using existing 

AI models by the inspection workers that are being developed. To address this gap, this 
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qualitative research study aimed to explore and understand the need for these human-centered 

XAI systems in energy industries in detecting anomalies in quality inspection. 
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Chapter 1: Background 
 

Electricity plays a significant role in contemporary society in almost every aspect of 

human daily life nowadays. This is one of the reasons why it has become a highly dominant and 

dependable resource on earth. This raises major concerns about how the power supply can be 

sustained, bringing stability, affordability, and sustainability to the resources of the energy 

companies. For example, in Europe and the United States, a lack of incentives to invest in aging 

national power grid infrastructure is triggering a rise in power outages (Nguyen et al., 2018). 

Both short and long-term, these power outages can be detrimental to unprepared utility 

companies and inflict major financial damage on energy suppliers, manufacturers, and customers. 

To avoid such kinds of catastrophic outcomes, electric utilities are usually expected to 

conduct regular visual inspections (Katrasnik et al., 2009) of their electrical grids to avoid power 

outages and ensure a safe and stable energy supply. These inspections are tedious, time- 

consuming, and expensive, and yet are vital steps to be performed by electric companies. It is 

impossible to safely run a transmission and distribution network if damage checks or risk 

evaluations are overlooked. Typically, these inspections are carried out using a combination of 

airborne surveys via low-fly helicopters, and field surveys via foot patrol and tower climb. 

Infield surveys are carried out by a team of two inspectors, who walk from pylon to pylon and 

visually inspect the powerlines using binoculars, sometimes with infrared and corona detection 

cameras, and cover a short range of inspection. In airborne surveys, the inspection is typically 

conducted by a pilot team and a camera operator. The pilot flies the helicopter over the power 

lines while the camera operator takes pictures (Katrasnik et al., 2009). During this inspection 

process, many utility companies and contractors take pictures of potential defects and anomalies, 

while others take pictures of the whole power grid, which includes pictures of conductors and 



2 
 

other powerline components (e.g., insulators, poles, cross arms, and transformers) and 

surrounding objects (e.g., vegetation encroachment). These images are manually inspected one 

by one to identify potential damages, and to determine if there is any action that needs to be 

taken. As this whole process is carried out for large areas, it can take an enormous amount of 

time to find defects in the power grid or poles within a county or city, and is expensive, tedious, 

and risky, which affects the safety of the inspection workers as well. 

Context of the Study 
 

Lately, in order to address the issues around these traditional methods of inspections, 

Unmanned Aerial Vehicles (UAV) have become a viable option in terms of cost and data 

processing. In combination with Machine Learning (ML), Deep Learning (DL), and Computer 

Vision (CV) technologies, alongside UAVs, utility companies are focusing on looking into this 

approach. This research approach of converging Artificial Intelligence (AI) equipped UAVs in a 

civilian application brings much flexibility to enhancing human operators’ ability to decide 

quickly and fix problems in time, which avoids delays and shortages. One other advantage of 

using UAVs is that the capability of equipment with advanced camera payloads provides an 

ability to conduct aerial inspection with greater accuracy, effectively making the process itself 

less tedious, less expensive, and much faster. 

Due to the above advantages when using UAVs, the inspection industry overall found it 

attractive to try this approach, as it overcomes the difficulties that are involved with conducting 

inspections, but the new approach also enhances the range and productivity of inspections by 

boosting the coverage, volume, and quality of the data capture process. In doing so, there are 

several instances in which different techniques were developed to address these issues by using 

DL and CV in combination with UAVs. One such instance would be using the instance 
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segmentation method. In a recent paper by Vemula and Frye (2020a), a method was proposed 

that identifies the powerline components, and segments out each component in real-time while 

flying, which shows the use of AI and UAVs. Vemula et al. (2021) suggest a novel approach. A 

heterogeneous system, consisting of two autonomous systems, one UAV and one Unmanned 

Ground Vehicles (UGV), works collaboratively alongside humans to conduct powerline 

inspection. The same researchers published another DL method for conducting powerline 

inspection to make decisions based on the trained model to mask out the individual components 

of the powerline with a complete workflow in conducting inspections (Vemula & Frye, 2020b). 

Several other research studies mainly focus on developing new approaches or methods, and all 

these developed AI models are centered around the Blackbox approach. This means that the AI 

model does not explain why the model made such a prediction that creates an amount of 

uncertainty. The developer who is involved in the development of the model does not know why 

that decision was made and cannot assure when the user can trust the AI model. This huge gap in 

terms of the model explainability, due to which trust issues arise between the human and the AI, 

is the core of this research study. In the inspection industry, it is imperative to establish a sense 

of trust between the AI models that are developed with the inspection workers, and how it can 

bridge the trust within by establishing a collaborative approach. For instance, one scenario can be 

when a model detects the anomalies in the crossarm component of a powerline, the explainable 

model should not only detect the anomaly but also provide an explanation that a human 

inspection worker would understand of why it made such decision. This type of approach plays a 

significant factor in developing AI models for powerline inspections by designing the systems 

around humans, which possess explainability and trust within those models. When humans can 

trust and rely on conducting the quality inspection, identifying anomalies if they exist and 
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keeping the power grid in good maintenance to avoid long and short-term shortages, their 

capabilities are augmented using explainable AI. With that said the following sections discuss 

the problem statement and the research questions that this research is investigating and focusing 

on, the literature review, the purpose of this research, and a proposed methodology to address 

these questions. 

Problem Statement 
 

As the quality inspection industry’s use of AI, applications continues to advance, 

companies produce safer and faster autonomous systems that can perceive, learn, decide, and act 

independently. However, these AI systems’ performance is limited by the machine’s current 

inability to explain their decisions and actions to human users. Especially in energy companies, 

Explainable-AI (XAI) is imperative to achieve speed, reliability, explainability, and 

trustworthiness, which are currently lacking in the present models developed. 

Purpose 
 

Placing humans alongside XAI will establish a sense of trust that augments the 

individual’s capabilities at the workplace. In order to achieve such an XAI system centered 

around humans, designing and developing more explainable models is necessary. 

Significance 
 

Incorporating an XAI system centered around human workers in the inspection industry is 

significant for the emerging generation of AI intelligent inspection systems that make 

decision-making processes more sustainable. When I worked closely with the electric company, I 

observed distrust and a lack of explainability in the AI models. I also observed that the 

developers who created those AI models knew how the model was trained and created, but could 

not explain why the model was behaving in a certain way after it was trained. This observed 
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phenomenon led me to investigate how these factors could be addressed by placing humans at 

the center when developing AI models for conducting inspections. This idea of inculcating a 

human-centered vision of innovation in the electric companies will open a new approach to 

augmenting human capabilities during inspections, and will promote co-development, co- 

existence, and a sense of explainability between AI and humans. One major challenge would be 

designing such human-centered XAI systems and diffusing humans and AI as a collaborative 

system that helps build trust and explainability during inspections. 

A qualitative research study was used to explore and understand the need for these 

human-centered XAI systems in energy industries to detect anomalies in quality inspection by 

providing effective and trustworthy experiences between the AI and inspection workers. For this 

study, a modified framework for innovation was used to answer the research questions that are 

posed in three stages. Stage 1 and Stage 2 were focused on answering research question 1. Stage 

3 was focused on answering research question 1a.  

Research Questions 
 

• Research Question 1 (RQ1): How might we design a Human-Centered XAI (HC-XAI) 

system that augments human capabilities in conducting visual inspection for identifying 

anomalies? 

• Research Question 1a (RQ1a): How might this HC-XAI design foster social innovation 

and sustainability through this shared and collaborative approach? 

Overview of Methodology 
 

To answer the research questions, a modified framework for innovation was based on a 

double diamond methodology, and the research process was divided into three stages.  
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Stage 1: Discover Synthesis Phase 

Stage 1 comprised the discover phase, where participant selection, data collection, data 

analysis, and validating the collected data was carried out. Three individuals from three 

companies were selected, two of whom were directly involved in advocating the incorporation of 

human-centered design into AI. The last company was City Public Service (CPS) Energy, where 

I wanted to know more about the difficulties that are involved in conducting the inspection 

process. Data was collected using interviews and observations. Computational grounded theory 

was used to analyze the data and obtain the categories. Affinity mapping was used to organize 

the categories and shuffle them to form themes, visually organize thoughts into groups and 

shuffle the ideas in order to analyze the data collected. Once the data was analyzed, member 

checking was used to validate the data by returning to the participants to check for accuracy and 

resonance with their experiences. By the end of this stage, a better understanding of the problem 

statement was achieved and the study was ready for the second stage. 

Stage 2.1: Redefine Phase 
 

In this stage, the problem statement was redefined based on the findings collected from 

the first stage. This redefined problem statement included the research insights, intended 

audience, and the pain points discovered during initial research, and define what factors need to 

be investigated and focus on in developing the HC-XAI system in the prototyping phase in Stage 

2.2. 

Stage 2.2: Prototyping Phase 
 

In this stage, machine learning and computer vision technologies were used to construct 

and develop explainable AI models, focused on creating this prototype of an HC-XAI system for 

quality inspection. Before doing that, a feasibility mapping was generated to determine what 

could be achieved and what could not be achieved within the scope of the time frame. Once this 
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was established, a prototype was developed and made ready for the implementation and 

evaluation phase in Stage 3. 

Stage 3: Implementation and Evaluation Phase 
 

In this stage, usability testing was used to validate the prototype. Specifically, Concurrent 

Think Aloud (CTA) moderating techniques were used that helped to understand the thoughts of 

the participants. For this validation, research planning meetings were conducted with the 

participants where informed consent forms were given to participants and their observation and 

feedback were collected and recorded in validating the system. Where there was a need to 

incorporate some of the missing elements that these participants thought were necessary, those 

were incorporated by going back to the development phase. Once everyone was satisfied with 

the system, feedback was taken from participants who were involved in testing the system and 

assessing whether social innovation could be fostered through this system. This is how both 

research questions were answered in this research study. 

Nomenclature 
 

• AI - Artificial or Augmented Intelligence 

• CV - Computer Vision 

• DL - Deep Learning 

• HCD - Human-Centered Design 

• ML - Machine Learning 

• XAI - eXplainable AI 

• HC-XAI - Human-Centered eXplainable AI 

• UAV - Unmanned Aerial Vehicles Participant Selection 

In Stage 1, three participants were used whose experience was focused on the topics 
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related to the use of human-centered AI for solving socially challenging problems, advocating 

human-centered AI design and its importance. One participant possessed experience in handling 

and overseeing responsibilities in conducting powerline inspections. These three participants 

were recruited through email and in Stage 3, were used for testing and obtaining feedback on the 

HC-XAI system and how this system might augment human capabilities during inspection and 

identifying anomalies. 

Precautionary Measures 
 

There was minimal risk involved in this study, since the testing of the system took place 

by video that was recorded during inspection flights that were carried out in the real-world 

environment. During these flights, precautionary measures were taken, by wearing hard hats and 

carrying walkie talkies to avoid crashes by the workers at the training yard. A Non-disclosure 

Agreement (NDA) was signed by both parties, to make sure the data obtained and used in this 

research was secured. 

Delimitations 
 

AI is an ever-changing subject, and the associated human-centered design strategies with 

it are bound to evolve. Hence the solution to be designed considered current AI capabilities and 

human-centered design practices only. Along with that, this newly developed HC-XAI system 

was designed as a general model with respect to local electric company inspection procedures. 

Conclusion 
 

This chapter provides a high-level overview of how the research was carried out by 

touching on all the elements that were involved, such as background, significance, problem 

statement, research questions, and how the research was structured based on the research design, 

participant selection, and possible limitations that occur. In the coming chapters, a literature 
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review will help inform the research study, the detailed research design and methodology will be 

discussed, the detailed analysis will be presented, and detailed discussion and conclusion about 

the findings will be provided. 
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Chapter 2: Literature Review 
 

Energy companies’ use of AI in quality inspection continues to advance. However, many 

of these methods are being implemented using the Blackbox approach, and the AI lacks 

explainability and human-centeredness in those inspection methods. This led me to investigate 

posed research questions and investigate how the development of explainability and human 

centered AI can enhance and foster social innovation and sustainability. This section of the 

document presents research on general concepts of AI that are used in intelligent inspection 

systems, how AI is perceived through a technical and humanistic lens, and how HCAI has 

evolved. It will also explore the significance of explainable AI in inspection systems and how AI 

and sustainability are an important aspect to consider for the development of this HC-XAI 

system. 

General Concepts of Artificial Intelligence 
 

Artificial Intelligence (AI) was first used at the Dartmouth Conference in 1956 by a 

famous American computer scientist, John McCarthy. Although AI announced its arrival in the 

1950s, it was not until recent times that it has become a household name and is being used by 

every individual, knowingly or unknowingly. As AI deals with mimicking cognitive functions 

for real-world problem solving, it helps researchers and developers build systems that learn and 

think like humans. Poole et al. (1998) termed this ability to possess such intelligence by a 

machine as Machine Intelligence. In contrast with human intelligence (Russell et al., 2010), this 

field revolves around cognitive science and computer science (Tenenbaum et al., 2011). Because 

of the shift caused by the COVID-19 pandemic, and the practical successes in Machine Learning 

(ML) and Deep Learning (DL) applications in recent times, people are looking for innovative 

ways to use AI in various industries, as a result of which AI now has huge interest in these 
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industries. On the flip side, in AI, there is always a strong connectedness to explainability; 

McCarthy (1960) proposed an early example in 1958, the advice taker “program with common 

sense” (p. 20). This was probably the first time AI developers brought up common sense 

reasoning abilities as AI’s critical element. The latest AI developments have been increasingly 

used for many applications, and in daily lives for problem-solving using these AI models. 

According to Lake et al., (2017), more and more AI systems and their models should support 

explanation and understanding rather than just solving pattern recognition problems. 

Different Machine Learning Approaches 
 

ML is a field of AI that is used widely in a practical perspective in developing AI 

systems. According to Michalski et al. (1984), machines can learn automatically, based on 

previous data, to gain insights and knowledge that improve its learning behavior and ability to 

make predictions based on the new data. It faces challenges in terms of sensemaking in 

understanding the context given to it and making decisions under uncertain conditions 

(Holzinger, 2019). For these reasons, ML can be seen as a workhorse of AI. Its applications are 

being seen almost everywhere, throughout science, education, engineering, and business, which 

leads to more evidence-based decision-making, and makes life easier (Jordan & Mitchell, 2015). 

According to Abadi et al. (2016), due to the availability of large datasets and low-cost 

computation, there has been massive progress in ML developments. A machine can learn three 

different approaches that can be implemented in a real-world application based on the nature of 

the data and the problem at hand. 

Supervised Learning 
 

In this approach, the model is provided with lots of data that has been labeled, and trains 

the machine based on the data provided. The ML algorithm is designed so that it takes the input 
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collected and labeled to train the ML model to do a certain task. It is like teaching a child about a 

particular object and letting them learn over time to recognize that object in more 

nonprofessional terms. This is the process of training that happens in this approach of the ML 

algorithm. In this approach, the model trains itself to perform certain tasks. Some of the most- 

used algorithms are Classification and Regression. 

Unsupervised Learning 

Unlike the previous approach, the data fed to these algorithms are not labeled; instead, 

the machine looks for the patterns that it can find. This kind of approach is highly effective, 

especially when massive amounts of data are set, and humans cannot see a pattern. The most- 

used algorithms in these scenarios of unsupervised learning ML models are Clustering and 

Dimensionality Reduction. 

Reinforcement Learning 
 

This approach is quite the opposite of the two approaches discussed above. In this 

approach, no data is given to the algorithm; instead, the algorithm learns by itself using trial and 

error to achieve a clear objective. Alongside this, a reward system is implemented to penalize or 

reward, depending on the algorithm behavior that helps or hinders it from achieving the desired 

objective set. There are several examples of this kind of approach; one notable and popular 

example is Google’s AlphaGo. 

Those are some major concepts that give an overview of the concept of ML. Now let us 

dive into another advanced concept that is getting more popular these days—DL. 

Powerline Inspection Using Deep Learning 
 

DL is the ML family in which the models developed are using deep convolutional 

networks (Schmidhuber, 2015). Due to its capability of producing high-end results at human-



13 
 

level performance, these are gaining high traction (LeCun et al., 2015). According to Vemula et 

al. (2020a), recent work by AVS Labs research was conducted on powerline inspections using 

DL, which classifies individual components of the power pole with a level of competence 

comparable to human perception. Another research work that came out of the same lab that 

leverages instance segmentation technique in detecting the individual components of powerline 

using Unmanned Aerial Vehicles (UAV’s) (Vemula et al., 2020b). All these are well-illustrated 

examples of how well AI is lending its capabilities in real-world situations. These autonomous 

approaches emphasize that usable intelligence is difficult to achieve because there is a need for 

the model to learn from previous data in order to extract knowledge, generalize, and understand 

the context of which application domain the model operates (Bengio et al., 2009). 

ML- and DL-based Intelligent Inspection Systems 
 

During any industrial quality inspection, the detection of individual components for 

anomalies and maintenance is essential. Several researchers have studied the application of 

computer vision technologies for vision-based industrial inspection problems. Cusano and 

Napoletano (2017) have designed a visual recognition model for inspecting mechanical parts of 

an aircraft during its maintenance. Due to the increase in the use of deep neural networks, there 

are several cases that have used these deep convolutional neural networks (CNN) along with 

transfer learning to train the AI models in flower detection (Dias et al., 2018), and disease 

detection (Coulibaly et al., 2019), to name a few. Although there are many advances in other 

vision-related industrial detection tasks, like fire detection (Muhammad et al., 2019) and smoke 

detection (Filonenko et al., 2017), the detection subjects are amorphous when compared to the 

solid objects that are the focus of this dissertation. The anomaly detection system process mainly 

consists of two tasks: key component detection and detection of anomalies (Kang et al., 2018). 
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The first task’s purpose is to localize and extract the target object features from the images with a 

complex background. In contrast, the second task focuses on identifying the anomalies and the 

exact location or positions of those components (Zuo et al., 2017). The inspection tasks vary 

based on different components that include insulator explosion (Gao et al., 2017; Nguyen et al., 

2018; Yan et al., 2019; Yang, Huang et al., 2019), insulator missing (Adou et al., 2019; Nguyen 

et al., 2018), insulator swing angle (Gu et al., 2009b; Yang, Wang et al., 2019; Zhao et al., 2014), 

and snow and ice coverage (Gu et al., 2009a; Gu et al.,2009b). For intelligent inspection systems, 

these tasks of detection and localization of target objects are important and necessary (Zhao et 

al., 2012). In the electric power industry, insulators are crucial, and the faults that occur in these 

insulators lead to serious problems in power transmission systems (Park et al., 2017). Usually, 

regular maintenance and detecting anomalies are carried out using either walking patrol or 

helicopter assistance, which brings great risk to the lineman’s safety (Prates et al., 2019). For 

these reasons, fully automatic autonomous vision-based inspection systems have received more 

attention in the electric power industry. 

Different Perspectives of AI—Technological vs Humanistic 
 

Since 1950, when Alan Turing proposed the Turing-Test (Crevier, 1993; Grudin, 2009), 

intelligent systems have evolved. During this evolution process of AI, two distinctive 

philosophical perspectives have emerged in how human-computer interactions are carried out 

(Grudin, 2009; Winograd, 1996). The philosophy that views AI from a technological perspective 

falls under “rationalistic,” and the philosophy that views AI from a humanistic perspective falls 

under “design” (Winograd, 1996). These philosophical perspectives between science and the 

humanities have been going on for a little over a decade, even beyond AI development. During 

the early development of AI, in this philosophical divide, the technological (“rationalistic”) 
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perspective was represented by John McCarthy, and the humanistic (“design”) perspective was 

represented by Douglas Engelbart (Markoff, 2005; Winograd, 1996). Let us look in brief at what 

each perspective cares about and examine them through each of these lenses. 

From a technological perspective, the term AI is surrounded by the theory and 

development of computer systems capable of mimicking human abilities and doing tasks that 

require human intelligence. The research related to this perspective focuses on mathematical and 

technological advancements like neural networks, statistical language, and ML, to create 

adaptive system mechanisms. Moreover, most humans are seen as “cognitive machines” 

(Winograd, 1996; Winograd et. al., 1986). In the humanistic perspective, AI research is mainly 

centered around a problem-solving tool, to advance human capabilities and improve their current 

conditions. This humanistic perspective mainly focuses on the interaction or involvement of 

humans with computers (Winograd, 1996; Winograd et. al., 1986) and sees human thought and 

physical embodiment as inseparable (Dreyfus, 1992). The main advantage of this perspective is 

that it allows us to align and cope with real-world complexities and human situations (Rittel et. 

al., 1973) and it has a unique approach or strength during the interactions of humans with the AI 

system. These two main design research areas relate to these perspectives, illustrated in Figure 1. 

Evolution of Human-Centered Artificial Intelligence (HCAI) 

HCAI is an effort that was started in recent years to bring the two most significant 

research fields together, Human-Computer Interaction (HCI) and AI. This emergence aims to 

place humans as the center in the design and development of the technologies that involve HCI 

and AI, which are intended to help humankind rather than pose a threat. According to Xu (2019), 

AI’s role in the community is not to replace humans. Instead, its role is to augment human 
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capabilities to enhance their skills and increase productivity, which helps them make informed 

decisions. 

Figure 1 
 
Spectrum Illustration of Technological Perspective and Humanistic Perspective. 
 
 

 
Unfortunately, most of the time the AI systems that were developed were projected as a 

threat to humans and created a false impression that these systems were going to replace humans, 

rather than augmenting humans, which is the main intent of these developments (the fourth 

industrial revolution). This idea of AI augmenting humans instead of replacing them is one of the 

key objectives behind the development of HCAI. Xu (2019) mentioned how important it is for 

HCAI solutions to be ethical, explainable, comprehensible, and useful (Xu, 2019). This study 

investigated how to integrate these values and propose a working framework that includes three 

factors in designing and developing HCAI-based technological solutions. There is a huge shift in 
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technology advancement, and how things are rapidly changing around the world, especially with 

AI. It is time for HCI and UX researchers to investigate the challenges related to human-AI 

interactions and address the methods and usability of these solutions. Most of the currently 

existing HCI and UX methods and usability solutions developed are not designed for AI systems. 

Amershi et al. (2019) provided a set of Human-AI Interaction Guidelines, given that humans are 

increasingly depending on and engaging with these AI systems in making important decisions 

based on algorithms and data. UX researchers must play a key role and invest heavily in adding 

end-user values throughout the AI development life cycle. This idea of a human-centered 

approach is not new. There are many user-centered practices, design labs, and co-creation 

methodologies (Mulvenna et al., 2017) pioneered by UX researchers over the years. Integrating 

HCI and AI development will produce a multidisciplinary approach by involving HCI sub- 

disciplines, such as human factors, psychology, and design. 

Significance of Explainability AI in Inspection Systems 
 

Due to the popularity of AI, a wide area of research has been carried out around 

producing algorithms that are focused on determining intelligent inspection systems using 

computer vision technologies and AI. As these algorithms focus more on the novel algorithms in 

carrying out inspection, there is a lack of explainability about why the system is giving those 

results when implemented. There is no explanation involved in why the system behaves in the 

way it behaves, which produces a lack of trust in those using those systems. The term 

explainability is as old as AI itself. In AI, reasoning methods were logical and symbolic during 

its developing days (Newell et al., 1958), and these approaches were successful in terms of space 

and practicality. One such example is MYCIN, and an expert system was developed in Lisp for 

detecting bacteria that cause severe infections and then recommending antibiotics (Shortliffe & 
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Buchanan, 1975). Due to the significant effort involved in maintaining the knowledge base, it 

was never used in clinical routines. These early AI systems could perform tasks based on logical 

inference of human recognizable symbols and provide some traceable inference steps that 

formed the basis for an explanation, and there is some early work available about it (Johnson 

1994; Lacave & Diez, 2002; Swartout et al., 1991). 

Moreover, AI’s explainability in an intelligent system would enhance the needed trust 

factor that is lacking between humans and AI systems, especially in visual inspections in energy 

companies. Research trends focus more on building explainable AI (XAI) systems over the past 

two years. The current AI systems developed using ML and DL techniques were built as 

Blackboxes, where there is no explanation about why the system makes such a prediction. 

Therefore, there is an inherent tension that is created between ML performance and 

explainability. Even the best-performing methods, like DL, are less transparent, and the ones that 

provide a clear explanation, like decision trees, are less accurate (Bologna & Hayashi, 2017). In 

the current scenario in terms of an AI model, it is difficult to find and explain why such 

predictions are made or how the model parameters capture the underlying features of the trained 

mechanisms. One other constraint that humans have is their limited ability to visually assess or 

review explanations for a substantial number of axioms. This leads to the question of whether it 

is possible to deduce properties based purely on observations (Peters et al., 2017). 

In the context of XAI, understanding, interpreting, or explaining are interchangeably 

used (Doran et al., 2017). Several interpretation techniques were applied in the past. One notable 

discussion by Lipton (2018) is on the “myth of model interpretability.” The term 

“understanding” in XAI usually refers to the functional understanding of the model but not the 

low-level algorithmic understanding that seeks to characterize the model’s Blackbox behavior in 
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terms of learning without knowing how inner learning and representations are formed. To 

differentiate between explanation and interpretation, Montavon et al. (2018) defines 

interpretation as the mapping of an abstract idea into a realm that humans can perceive and 

comprehend. Simultaneously, an explanation is defined as a collection of the features of those 

interpretable realms that are guided to produce a decision in any given example. 

If these kinds of XAI systems complement inspection professionals, that can play a huge 

role in augmenting the human’s role in the inspection process, which leads to a safer and quicker 

decision-making process and builds better trust and explainability in a more human-centric 

approach. Sometimes it is assumed that humans always explain their decisions, but it is not often 

the case due to various heterogeneous and vast information sources. Hence XAI calls for 

confidence, safety, security, privacy, ethics, fairness, and trust (Kieseberg et al., 2016), which 

brings usability and Human-AI interaction into a new and much more important focus (Miller, 

2019). 

AI Towards Sustainable Development 
 

As the use of AI applications is on the rise in many fields, from autonomous vehicles 

(Bonnefon et al., 2016) to AI-powered healthcare solutions (De Fauw et al., 2018) and smart 

electrical grids (IEA, 2017), it is becoming more important to investigate how AI can be 

trustworthy and safe to use in critical decision making. Research was needed to focus on keeping 

these systems more robust, explainable, trustworthy, and assisting or augmenting humans in 

performing tasks, including keeping them updated on adversities like getting hacked (Russell et 

al., 2015). Research that investigates the safe integration of AI helps to understand the 

catastrophes that a systemic fault can enable in AI technology. The World Economic Forum 

(2018) raises concern over integrating AI in the financial sector. Due to this, it is essential to 
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raise concerns over the risks associated with AI systems in a society. In addition, numerous 

studies suggest that AI can potentially act as an enabler for many sustainable development goals 

and indicators. However, a fraction of these studies were conducted in a controlled laboratory 

environment based on limited datasets and using custom datasets for developing AI prototypes 

(Cao et al., 2014; Esteva et al., 2017; Gandhi et al., 2017). It is always a challenging task to 

evaluate the models in real-world settings and measure AI’s impact in broader scales, both 

temporarily and spatially. While conducting controlled experimental trials for evaluating the 

real-world impacts of an AI system can depict a snapshot situation, the AI system is constrained 

to a known environment, which is not the case with society as it constantly changes. The 

requirements for AI also change, resulting in a feedback loop with interactions between society 

and AI. 

Another aspect that needs to be brought to light is the resilience of society towards AI- 

enabled changes. There is a need for these novel AI methodologies to incorporate various points 

of view, like efficiency, ethics, and sustainability, before large-scale AI system deployments. For 

these reasons, research is essential and should aim to find out the reasons for the failure of AI 

systems by introducing a human-machine analysis tool (Nushi et al., 2018), with the aim of 

developing an accountable AI, by designing AI in a more human-centric way and by maintaining 

accountability and explainability to humans. 

How Literature Shaped This Study 
 

From the above literature review, there are three primary takeaways. Those are that AI is 

growing faster and will be present everywhere, the need for designing an accountable and 

explainable AI is significant and bringing human-centeredness and explainability to the 

intelligent systems for quality inspection in energy companies will provide new way of doing 

things that fosters social innovation and sustainability. This dissertation investigates the problem 
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statement and investigates a way to answer the research questions. To obtain this goal, a 

proposed conceptual framework that guides in investigating the research questions is going to be 

discussed in the next section of this dissertation. 
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Chapter 3: Methodology 
 

The methodology that inspired this research study is the framework for innovation that 

Design Council introduced in 2019. A modified version of this framework was used as a primary 

process to investigate the research questions. The core idea of this framework for innovation 

relies on the Design Council’s double diamond methodology, where there are four phases: 

Discover, Define, Develop, and Deliver. Along with these, the framework for innovation 

includes the key principles and design methods that designers and non-designers need to use, and 

the working culture needed to achieve significant and long-lasting positive change (Figure 2). 

Figure 2 
 
Framework for Innovation 
 

Note. Source: https://www.designcouncil.org.uk/news-opinion/what-framework-innovation-
design-councils-evolved-double-diamond  
  

http://www.designcouncil.org.uk/news-opinion/what-framework-innovation-design-
http://www.designcouncil.org.uk/news-opinion/what-framework-innovation-design-
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 The core of this framework for innovation depends on the process of the double diamond 

methodology, which involves four phases: 

• Discover: In this phase, it helps to understand what the actual problem is, rather than just 

assuming what it is. That involves speaking to key knowledge holders, spending time 

with affected groups, and learning more about the issues. 

• Define: In this phase, the insights gathered from the discover phase can help me to define 

the challenge differently. 

• Develop: In this phase, the second diamond is motivated to obtain different answers for 

the clearly defined problem by seeking inspiration from someone else and co- designing 

and developing from a different range of people. 

• Delivery: This phase involves testing the solution on a small scale by rejecting those that 

do not work and improving the ones that do. 

This double diamond process is not linear, as the dotted arrow in Figure 2 illustrates. Apart from 

these phases, four-core design principles exist in the framework for innovation, one of the main 

reasons this methodology was chosen for this study. Those are: 

• Put people first: understanding the people using the service, their needs, strengths, and 

goals. 

• Communicate visually and inclusively: create a shared understanding of the problem both 

for the people and the researcher. 

• Collaborate and co-create: Work collaboratively and get inspired by what others are 

doing. 

• Iterate, iterate, iterate: identifying errors and risks involved in the initial stages and iterate 

the prototyping process to build confidence in the ideas.  
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Along with those principles, this framework provided inspiration for this research study in the 

methods that it uses: 

• Explore the challenges, needs, and opportunities that are involved during the process. 

• Determine what shapes the prototypes, vision, and insights are. 

• Build ideas, plans, and expertise towards solving the problem. 

These are the three main reasons that this framework for innovation was modified for the current 

study, which involved designing an HC-XAI system that would help investigate the research 

questions and address the problem statement. The following sections provide a description of 

how this study was conducted by using the proposed modified framework for innovation to 

investigate the research questions. 

To conduct this research study, a modified framework for innovation was proposed, 

which consisted of three stages: discover synthesis phase, redefine and prototyping phase, and 

implementation and evaluation phase. These three stages assisted the research study as a guiding 

process. Stages 1 and 2 (discover synthesis phase, redefine and prototyping phase) assisted in 

answering research question 1. Stage 3 (implementation and evaluation phase) was responsible 

for answering research question 1a. The proposed framework for this research study is presented 

in Figure 3. 

Stage 1: Discover User Needs (Discover Synthesis Phase) 
 

Stage 1 of this research study involved interviewing individuals at two design firms 

(DEUS and Polytopal) and a local energy company (CPS Energy). The two design firms were 

selected because they are directly involved in working with the intersection of human-centered 

design and AI, and the energy company because I am currently working closely with the 

individuals involved in conducting regular daily inspections there. For this research study, one 
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industry professional from each design firm was recruited, and one from the energy company 

was recruited. These participants were recruited using email and phone, and interviews were 

conducted either in person or on Zoom, based on their preferences. Before moving to Stage 2, 

gathering insights from this Stage 1 was necessary. Three participants of the key knowledge 

holders were brought together, and ideation sessions were conducted individually to generate 

data. This data helped me to understand and gain insights in defining the problem—those three 

key knowledge holders were designers, AI developers, and inspection workers. The ideation 

sessions were conducted in a semi-structured manner. These ideation sessions were loosely based 

on the structure that is provided in Appendix A. 

Figure 3 
 
Modified Framework for Innovation 
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A constructivist approach was used to conduct research where there was a rich co- 

creative experience of participants, researchers, literature, and the data generated during this 

initial stage. For these reasons, the constructivist research paradigm was used in the data 

collection and analysis phase. 

To briefly understand what constructivist grounded theory is, grounded theory must be 

understood. Grounded theory is a methodology focused on constructing theories to tell the issues 

embedded in society that are tied to humans, and was revolutionized by Glaser and Strauss 

(1967). This methodology suggests the researcher be a blank slate to attain theoretical sensitivity 

while conducting the research. Constructivist grounded theory, which Charmaz (2014) proposed, 

suggests that the theoretical sensitivity will be obtained through co-creating the experiences of 

participants, researchers, literature, and data. Since it is consistent with the researcher’s 

epistemology and appropriate for this research, a constructivist grounded theory was used to 

collect and analyze data. 

Ideation sessions were conducted to collect data from participants and each knowledge 

group holder individually. The data obtained from these ideation sessions was coded using 

constructivist grounded theory, where interviews were coded using open coding and from which 

the themes were identified from the data collected. This helped to synthesize the collected data 

and analyze the tasks in order to make critical decisions that helped to validate the hypothesized 

problem. Affinity mapping was used to determine patterns from coded data to generate themes. 

Affinity mapping is a process used to organize large amounts of data (concepts, ideas, and issues) 

into affinities (or groups) on their relationships created by Jiro Kawakita in 1960, an 

anthropologist. Adopting this method within this design ethnography was a beneficial inductive 

process to better understand the patterns within the data collected in this stage. The process of 
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analyzing the data using affinity mapping considered four essential elements: 

• Step 1 - Generating ideas – Extracting concepts 

• Step 2 - Shuffle and display ideas 

• Step 3 - Sort ideas into groups 

• Step 4 - Create header cards – Top-level descriptions of concepts 

Once all these steps were completed, the affinity map itself had points that were going to 

be generated from each participant interview, such as motivations (goals, “if/then,” 

context/surroundings, emotions, preferences) and behaviors (actions, “this/then”). Once these 

identified patterns were collected and grouped together, new patterns emerged. These patterns 

from the data collected and synthesized helped me to redefine the hypothesized problem and 

build a solid foundation for the next two stages. The template for analyzing and validating the 

data using affinity mapping is presented in Figure 4. 

 By the end of the stage, I better understood the problem in integrating human- 

centeredness and AI design, and developed an understanding of the significance of integrating AI 

in quality inspection. This stage was essential for this research to infuse human-centered design 

in an AI design that aims for human-machine collaboration. To truly design such systems by 

incorporating human-centered design practices in the AI development process, it was essential to 

determine where these three groups intersected or interacted with the proposed HC-XAI system.  

Stage 2.1: Define Goals (Redefine Phase) 

 Once the data was collected and synthesized, the problem was redefined based on the 

findings collected from Stage 1. This redefined problem statement included research insights, 

intended audience, and the pain points discovered during Stage 1 research, and the way to solve 

the problem. This problem statement evolved with the system as the design became more  
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Figure 4 

Affinity Mapping Template 
 

 
 
 
 

 
Source: https://www.invisionapp.com/freehand/templates/detail/affinity-diagram-template 
 
 
solidified. These findings helped focus on the redefined problem and on designing this HC-XAI 

system. 

http://www.invisionapp.com/freehand/templates/detail/affinity-diagram-template
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In this phase, the goal of what kind of system was going to be designed and developed 

was defined by keeping in mind the ethical aspects, and empathy for users and stakeholders, 

without ignoring the needs and requirements of the inspection workers and the businesses. All 

the pain points that exist were considered and converted to challenges in designing an HC-XAI 

system. With the redefined problem statement, the development mode in Stage 2.2 was reached. 

By the end of this stage, definitive goals to implement in the next sub-phase were provided, 

which was the perfect segway to developing ideas. 

Stage 2.2: Develop Ideas (Prototyping Phase) 
 

This stage of research had a redefined problem and the specific goals in designing the 

HC-XAI system to address. To address these goals and develop ideas in the prototyping phase, a 

feasibility mapping was generated based on what was achievable and what was not, and what 

were the immediate needs, long-term needs, and minor needs to be addressed. Based on these 

needs, the focus was on the immediate needs in developing the prototype. To develop the 

prototype, a blended pipeline that combines AI and Design pipeline in prototyping the HC-XAI 

system was proposed. See Figure 5. 

For developing this prototype, ML and CV techniques were used in training the neural 

networks by following the proposed HC-XAI blended development framework. To train the 

neural networks, data was collected from the energy company based on immediate needs. 

Datasets were prepared to train the neural networks for the HC-XAI system to perform the 

operations and provide explainability in doing the tasks of augmenting human abilities in 

detecting anomalies during quality inspection. To train the ML model, it was necessary to be 

unbiased in annotating the data, one of the key elements in developing this system. Another key 
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Figure 5 
 
Proposed HC-XAI Blended Development Framework 
 

 
 
element was adding an explainability factor to the HC-XAI system, in order to obtain trust. Then 

the research study moved on to the last and final stage, Stage 3. 

Stage 3: Deliver Prototype (Implementation and Evaluation Phase). 
 

Stage 3 of the research study corresponded to the implementation and evaluation of the 

prototype that was developed in the previous Stage 2.2., where the trained model was tested on 

whether it was spotting the differences between typical objects and anomalies during the 

inspection, in the process making decisions and providing understanding to the user and 

explaining why it was making decisions. These were crucial in validating how transparent and 

trustworthy the AI was in the loop with the human operator, and thus augmenting its capabilities. 

For validating the research questions, the usability testing method was employed, which helped 

me understand the factors related to the HC-XAI system. First, the study identified which part of 
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the HC-XAI system would be tested to conduct this validation. The test was then organized by 

scheduling the research planning meeting and inviting the persons interested in participating 

from CPS Energy. After that, users were recruited and informed by letting them know what 

participation would entail during this testing, and clarifying any logistical expectations involved. 

Once these were done, I ran the tests, and post-debriefs were conducted to record opinions and 

feedback. 

In the last part of this validation, a collaborative synthesis meeting was conducted to discuss 

the issues observed or questions raised regarding the users’ needs from this HC-XAI system. This 

validation method helped to iterate and incorporate anything that was missing during this HC-XAI 

system development design. This enabled or augmented the participants in making inspection 

routines and making sure the HC-XAI was explainable and understandable, which led to building 

trust between humans and AI. The research study investigated how this HC-XAI system could 

attain sustainability and inculcate social innovation. It also examined how such an HC-XAI system 

would make a significant difference by placing humans first and by collaboratively performing 

tasks with the use of technology at times where humans face risk in the inspection process and 

showing the difference of having an HC-XAI system. 

Limitations and Ethical Considerations 
 

This research study sought to achieve meaning-driven innovation by understanding the 

shifts in societal and cultural dynamics within the energy companies that I observed during the 

time I was working with the energy company. This approach of meaning and technology offered 

radical innovation, which was needed for the current world situation, where lots of things cause 

uncertainty. There were two main ethical issues that existed in this research study. One was data 

collection for training the model and bias in annotating that data. To address this known ethical 
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issue, data from CPS that was diverse in nature was gathered. Another ethical issue was the use 

of intellectual data from CPS Energy. For that, a non-disclosure agreement from CPS Energy 

was obtained. Finally, in attempting to design explainable AI, there was a possibility of getting 

trapped in the existing paradigms and being biased in conducting the research. These were the 

main potential limitations and ethical issues that were observed initially around conducting this 

research study. 

Conclusion 
 

This chapter provides an overall view of the methodology and how this research study 

was guided in data collection and analysis, and how the HC-XAI system would be tested. In the 

next two chapters, the developed system, lessons learned, and future research will be presented, 

along with conclusions.  
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Chapter 4: Data Collection and Data Analysis 

This chapter elaborates upon all the insights and information gained during primary 

research in the discover phase of this research, where the purpose was to place humans alongside 

AI and to answer the research questions on how to design this human-centered AI by making it 

explainable and fostering social innovation. The study presents how the data was collected 

through semi-structured interviews from the three participants, and talks briefly about their 

backgrounds. It then presents the details about how member checking was carried out to check 

the validity of the data captured during the interviews. After collecting the data, the study 

presents how the data analysis used computational grounded theory’s three-step methodological 

framework. After obtaining the refined and confirmed categories from the computational 

grounded theory framework, the study presents how affinity mapping was used to group the 

categories with respect to the research questions and present the insights derived after the data 

analysis. A visual representation of how the entire process was carried out in this research stage 

is presented in Figure 6. 

Discover Phase (Data Collection) 
 
Semi-Structured Interviews with Energy Company and HCAI (Human-Centered Artificial 

Intelligence) Design Firms 

The interviews conducted with participants provided a deeper understanding of the user’s 

perspectives and perceptions regarding the research topic. These interviews also provided a 

guided pathway on what needed to be looked at in detail, expectations during the inspections, 

and what needs to be considered when designing a HC-XAI system. During this research phase, 

interviews were conducted with those associated with the inspections and those practicing or 
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advocating in developing HCAI solutions to address real-world problems. The interview guide 

used can be found in Appendix B and was used during the discover phase. 

Figure 6 
 
Overview of Data Analysis Carried Out in This Research 
 
 

 
 
 

Since these interviews were exploratory, the participants were chosen from specific 

backgrounds that mainly covered three areas: AI, inspections in an energy company, and the 

human-centered AI domain. A total of three semi-structured qualitative interviews were 

conducted. Participants were selected based on their known ongoing involvement and knowledge 

in the specific fields. A brief introduction about the participants’ backgrounds is presented 

below: 

Participant 1 was the manager who oversees the entire inspection operation in a local 

electrical energy company, CPS Energy in San Antonio.  

Participant 2 was the director of human-centered artificial development who advocates the 

importance of human-centered artificial intelligence and is responsible for working on projects 
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that heavily use human-centered AI to tackle socially challenged problems in DEUS. 

Participant 3 was responsible for developing the guidelines and publishing the cookbook 

on designing human-centered AI in Polytopal. 

The knowledge expertise of these three interviewees was crucial to this research, as they 

possess many years of research experience and are very active in those fields individually. Such 

types of experience helped me ask more profound questions and obtain different perspectives and 

thoughts on big ideas like explainability and human-centeredness in AI applications. This 

provided me with the ability to learn more about how these two big ideas could augment human 

intelligence, especially in energy companies. Conversations arose during the interviews 

regarding these big ideas and how there is a need for convergence of different technologies that 

can lead to sustainable and rational social innovation for companies who want to integrate AI 

systems to address real-world problems. 

The Interviews 
 

Primary Responses From Participant 1 in Key Areas: The first interview was with the 

manager at CPS Energy who oversees the entire operation of inspections for the energy 

company. When approached and asked how energy companies were using AI to conduct 

inspections, and the role of AI in the inspection industry, he said that they had started using 

drones and artificial intelligence to inspect in their company. He commented about how new 

ways of thinking could benefit regular inspections: 

The convergence of drone and artificial intelligence technologies to deliver the benefits of 
aerial inspections while enhancing worker safety…. With alternatives that keep humans 
on the ground, you can reduce risk. There is also an opportunity to reduce costs and time 
of inspections while improving the quality of the information gathered.  

 
 About this convergence, Participant 1 also said how it would help inspection workers 

reach out to the places where it is difficult to reach out. When asked about the amount of 
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reliability and trust in place when using AI during the inspection, the participant said that, with 

the AI systems that he encountered and tried with different inspection workers, they observed a 

phenomenon that workers expressed concern about the trust and explainability in using those 

systems during inspections. The participant also said that if there was a system to engage and 

augment how humans communicate, and to collaborate during the inspections, that would help 

augment their work more, reduce time and costs, be safer and would make the inspections more 

autonomous by augmenting human intelligence. When asked about the company policy in 

adapting these new and innovative modern technologies, he said that: 

Electrical companies are changing their standards all the time. The current standards for 
safety, inspection, and fixing are starting to work with modern options. The most modern 
of solutions today hinges on using drones and creating faster fixes than with normal 
solutions. As more energy companies start using drones, the industry standards will have 
to change, and early adoption is critical for the future of this type of work. 
 

He added: 
 

As the sophistication of AI and drones increases, powerline inspections may become 
more autonomous—through a complete inspection revolution is unlikely in the short 
term…. It is more likely to be small deployments that grow steadily, resulting in 
incremental improvements in efficacy and reduced operations and maintenance costs. We 
might never get to full autonomy, but we are working toward augmented inspections that 
are safer, more effective, and less expensive. 

 
He brought up the phenomenon of the Blackbox approach indirectly, which is very interesting, as 

is the context in which he mentioned the problem itself: 

Its human counterpart would be you asking a contractor to build you something. After 
close inspection of your request and doing some calculations, the contractor would send 
you an offer in dollars. The contractor, in this case, is the AI system, and the quote is 
comparable to the output. What went on in the contractor’s mind is unknown to you and 
how they came up with that price is unclear. Sometimes just the output, or in this case, 
the quote, is all you need as an end-user. However, sometimes this is not sufficient, either 
because you need to re-explain the quote to another person or additional information to 
“believe” and “trust” the quote that the contractor gave you. To understand the output 
(quote), you need additional information like material cost and estimated man-hours. An 
explanation for why the quote is what it is. The same can be said for AI system outputs. 
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Primary Responses From Participant 2 in Key Areas: Interview 2 was with the 

director of human-centered artificial development at DEUS who operates at the intersection of 

design, AI, and business. DEUS is a firm located in the Netherlands that aims at developing 

human-centered AI applications. It also conducted valuable research on AI in practice and has 

publicly released a document discussing different AI elements that can bring value to an AI- 

driven business. When asked about what things are taken into consideration when designing AI 

for stakeholders, the participant stated that: 

The role of the designer/developer is to represent what is desirable for all the stakeholders 
involved and all the interacting parties. Having that empathy and understanding of who is 
going to be affected by it and where the ethical side of it plays a key role, and that is a 
responsibility you carry across the team. 

 
The participant also mentioned that it is essential to assign equal responsibilities to three 

primary lenses when creating applications to impact ethics as a human: design, AI, and business. 

Another exciting thing that came out of the conversations was how psychology and ML play a 

vital role in creating systems that revolve around these three lenses. When asked about how AI 

systems were designed in DEUS, the interviewee stated that: 

Our goal is to revolutionize the way we think about, discuss, and create AI systems, 
starting with a vision of augmenting people and technology together and benefiting from 
information-rich displays that allow them to ask better questions and make more 
confident decisions. Human-Centered AI is the name given to this approach by a growing 
community of AI researchers (HCAI). Rather than eroding human agency, our purpose is 
to strengthen it. 

 
Primary Responses From Participant 3 in Key Areas. Participant 3 was responsible for 

developing the guidelines and publishing the cookbook on designing human-centered AI at 

Polytopal, a firm that operates at the same intersection but has taken a slightly different approach. 

Polytopal is a strategic design studio in the USA that builds AI solutions for a positive human 

impact. They created a design language for AI, Lingua Franca, which the creators describe as a 
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standard set of techniques, frameworks, visuals, messaging, and overall design patterns that apply 

broadly to different kinds of AI to make it more usable, more trustworthy, and better aligned with 

people. The creators of Lingua Franca believe that design can bring clarity, intuition, and usability 

to these kinds of experiences, and that design is a lens we should use to make changes in the world, 

not just in designing toys and interfaces, but also in designing algorithms, business strategies, and 

policy frameworks. Participant 3 stated that: 

The notion of a design language does not exist in any field, other than UX or visual 
design. At the intersection of AI and design, people lack a shared vocabulary. Moreover, 
that is a huge part of getting people into the same imaginative space when they all share a 
vocabulary for what is happening, what they want to create, the processes that they want 
to use, etc. 

 
Participant 3 also emphasized that the process of bringing together multiple fields, especially 

designers and data scientists, is very crucial: 

If you want to build AI, you should design it well. So, you should do user research and 
understand the means, create mock mock-up experiences. Question your assumptions, 
and then develop a plan. I mean, think about ethics, usability, interaction, and information 
architecture. It is like approaching it like a formal area of inquiry, not a technical, just a 
single kind of technology. So, what we found is that when you build AI - it is because of 
the complexity of dealing with the data and the kind of effect of that data on the user 
experience, you might create sort of unintended consequences. 

 
Participant 3 stated that designing an understanding system is key to building more collaborative 

AI that augments humans and machines in the loop, and insisted that more emphasis should be 

placed on this: 

The main goal is to understand AI systems and the workings that operate within the 
models. Not only that but also make it understandable for those who need to collaborate 
with the AI system to create trust in the collaboration between human and machine.  

 
Member Checking 
 

Before analyzing the data collected, I conducted member checking to ensure that the 

validity of the collected data was what the participants said, and not my biased interpretation. 
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After cleaning the data collected from the three participants, a one-page synthesized summary of 

the data collected was sent to each participant via email for cross-checking to ensure that what 

was captured during the interview was the same as what they meant. With this synthesized 

member checking, the participants’ knowledge and understanding were grounded within their 

experiences, as knowledge is socially constructed (Crotty, 1998; Gray, 2013; Hammersley, 1992; 

Snape Spencer, 2003). This synthesized member checking process was carried out for each 

participant and each was asked to comment if any information was not what they meant or 

intended. A synthesized document from CPS Energy company interview data is presented in 

Figure 7. 

I generated the synthesized data using Natural Language Processing text mining to avoid 

biases when producing the synthesized data from the semi-structured interviews. This step 

allowed me to increase the validity of the data gathered during those semi-structured interviews 

with the participants. According to Freire (2000), member checking is one of the crucial parts of 

data analysis in any qualitative research, which provides validation and addresses the co- 

constructed nature of knowledge by providing participants with the opportunity to engage with, 

and add to, interview and interpreted data. After receiving confirmation from the participants 

about the data, I moved on to the next step of this research, conducting data analysis, and the 

detailed process is presented in the coming sections of this chapter. 
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Figure 7 
 
Example of Company Data Collected for Member Checking  
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Data Analysis 
 

This research is mainly focused on how AI can augment humans in performing tasks. I 

used the computational grounded theory framework (Nelson, 2020) in conducting data analysis. 

This new way of conducting data analysis was done by converging grounded theory methods and 

computational textual analysis. This convergence addressed the significant issues in grounded 

theory, where generating categories can be subjective; like every other human being, researchers 

are subject to confirmation bias. The second major thing in grounded theory is that data analysis 

is not easily reproducible, and it is not easy to get the same person to code the same article in the 

same way twice. This is where the computational textual analysis comes into play, by adapting 

the latest developments in ML that would overcome the above two issues in grounded theory. 

This approach of converging these two methods for conducting data analysis not only helped me 

to avoid subjectivity and biases, but made the codes or categories easily reproducible, and faster. 

A three-step framework was used to obtain the categories from collected data and bring 

together the best parts of these two methodologies. The detailed process of the three-step 

framework used in this research is presented below. 

Human-Centered Computational Exploratory Data Analysis for Detecting 

Categories. In this first step, the data collected was analyzed using computer-assisted text 

analysis techniques, especially ML, which helped me explore the data by reducing its complexity 

and messiness into more interpretable and straightforward lists, or networks of words. There 

were different ways to identify categories across the data in ML. I used a topic-modeling 

algorithm to identify patterns across the data to uncover categories within a corpus. 

The topic-modeling algorithm is one of the most popular ways of conducting 

unsupervised text classification. This topic modeling algorithm works in creating topic models by 
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analyzing the co-occurrence of words within the corpus and reducing a complicated corpus to 

simple, interpretable groups of words. Figure 8 shows the overall process of how the algorithm 

works. 

Figure 8 
 
Overview of How the Topic Model Creation Works Using tBERT 
 
 

 
 

When the processed data was fed to the topic model tBERT (topic BERT) that was 

trained using an unsupervised technique, it allowed the model to extract meaningful patterns 

from text, first by generating a bag of words with weights from the data and then by producing 

the extracted topics. This process made it easier to glance over textual data and better understand 

the latent distribution of topics that live underneath the data. A sample bag of words based on the 

weights is shown in Figure 9, along with the topics. 

When the tBERT algorithm was applied on the entire corpus, it produced extracted topics, 

as presented in Table 1. 

These lists of words were weighted, and each list was a topic that helped me to 

summarize and visualize the corpus quickly. These topics forming the corpus helped me to detect 

thematic patterns across the documents. The primary intent of this step in analyzing the data is to 

perform the initial and entirely inductive analysis of the collected data. This helps me visualize 

the topics obtained that are exceptionally helpful and classify texts the same way every time, 
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making the classification step fully reproducible. Besides, this unsupervised text classification 

approach helped me to interpret the estimated categories rather than create the categories that 

helped me move away from the data and avoid biases. However, these algorithms provide me the 

ability to quickly summarize the text to obtain the categories or patterns from the data collected 

and make broad comparisons. It helped me look at the data differently and surprised me with the 

categories that were not thought of previously in categorizing the text data.  

Figure 9 

How Sample Topics are Generated From the Bag of Words With Weights 
 
 

 
  



44 
 

Table 1 
 
Sample List of Topics With Highest Weighted Words 
 

Sample List of Topics with Highest Weighted Words 
AI Solution Computer Difficult Application Implement Robot 

System Thing Kind Make Wrong Assumption Artificial 
Intelligence 

Human Control HCAI View House Rationalism Center AI 

Model Build Provide Enable Interface Rationalist Deal 

Design Research Look Identify Failure Action Consider 

Datum Decision Base Cost Powerline Caregiver Tower 

People Try Different Increase Company AI model Mean 

Need Know Process Define Long Unintended 
Consequences 

Software 

User Come Lead Today Electrical Design Process Get 

AI system Image Interact Risk Component Study Idea 

Machine AI Unintended Find Instead Place Utility 

Inspection Output Consequence Fix High Set Transmission 

Work Actually Product Say Start Invoice Number 

Go Study Drive EPRI Collect Bit Great 

Drone Machine 
Learning 

Line Believe Distribution Point Developer 

Use Happen Certain Explainable Real Digital Researcher 

Time XAI Price Imagine Artificial Modern World 

Problem Example Complex Sort Develop Early Goal 

Way Power Good Pattern Improve Available Autonomy 

Learning Want Train Begin Performance Automate Understandable 

Car Intelligence Autonomous Require Insight Accuracy Quote 

Create Person Box Change Explain Visual Give 

Right Information Phase Able Level Remain Instance 

Lot Method Approach Future Simply Analysis Question 

Case Black Center Feed Situation Advanced Explainability 

Experience Think Designer Simple Context Ask Self 

Technology New Important Reduce Play Deliver See 

Algorithm Help Community Data Social Potential Fake 

Understand Well Safety Allow Voice Additional Bias 

 

 



45 
 

The above-mentioned process was used to create one topic model, using the tBERT 

algorithm. The tBERT algorithm is a topic modeling algorithm that uses transformers to create 

dense clusters and allows easy interpretation and visualization of the topics generated from it. 

This algorithm mainly consists of three stages: first, it extracts the document embeddings from 

the documents, then it reduces the cluster embeddings and creates clusters of semantically 

similar documents from this; and finally, it extracts and reduces the topics to create a topic 

representation in order to improve the coherence of words with Maximal Marginal Relevance. 

Figure 10 is a visual representation of this algorithm. 

Figure 10 
 
tBERT Topic Modeling Stages 
 

 
 To determine the best topic model for the collected data, I ran four topic models to 

determine which model would be the best for the data collected using this approach. Each topic 

model varied on the number of topics used to run the topic model algorithm on the corpus. After 

running these different topic models, I observed that the topic model with the smaller number of 
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topics combined multiple topics into one. I noticed this when running a more significant number 

of topics subsequently with the other given topic models. The lower topics model generated top- 

weighted words like power, want, intelligence, person, information, method, and understand. I 

found that these generated top-weighted words addressed the highlight of having the human 

intelligence needed in the powerline inspection. When compared to the same corpus with the 

higher topic model, where the topics of the top-weighted words were more than the previous 

model used, I observed words like enable, human, apply, lead, favor, human, understand, 

continuously, casual, long, and question, which were more detailed and specific. However, in 

this instance I was looking for more meaningful topics, more than to be more specific in the 

corpus. I ran the experiment by changing the topic models and changing the number of words to 

observe this phenomenon. After running various topic models, I observed that when changing 

the amount of the topics from lower to higher, there was an observable difference of the top- 

weighted words generated. I chose the topic model in between to have a meaningful insight. 

After that, I applied the same by applying sentiment analysis to obtain the properties and 

categories for the topics discovered, and generated the code dictionary with categories, 

properties, and topic dimensions. A sample code dictionary with category, property, and topic 

dimensions generated from the topic modeling is presented in Figure 11. 
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Figure 11 
 
Coding Dictionary Generated From the Structural Topic Modeling 
 

 
 

From the coding dictionary generated using the topic modeling algorithm to further 

explore the categories, I used standard text analysis and generated weights for the categories by 
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excluding the property and topic dimensions resulted in the categories with weights. A sample of 

the categories generated is shown in Figure 12. 

Figure 12 
 
Categories Generated, Along With Their Weights 
 

 

Overall, this step served me as the first reproducible category detection step, and had some 

weaknesses that were improved by steps two and three in the computational grounded theory 

process. At this stage, all the categories’ topics and properties generated were completed by 

using unsupervised Natural Language Processing. These refined categories identified by topic 

modeling needed a guided deep reading by humans, which was carried out in the next step. A 

third step with additional computational techniques helped me to confirm the categories detected 

in step three, which will be presented in the coming sections of this chapter. 
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Human-Centered Interpretation Using Grounded Theory for Categories Detected. I 

implemented this step of data analysis in order to achieve three main things: confirm the 

plausibility of the patterns identified via an analysis of the computationally driven results in step 

one; add interpretation to the analysis; and potentially modify the identified patterns to better fit 

a human, and holistic, reading of the data using computational grounded theory. 

From the results obtained in step one using computational analysis, I used computational 

guided reading to check the interpretations of the groups of words and categories produced in the 

previous step, which helped determine if those groups of words translated into complete 

sentences or arguments. Through this guided reading of the corpus, I was confident in 

interpreting the words with the topic distribution in the data. This process helped me not skip 

over essential passages because of fatigue or bias. Since this step involved humans reading the 

text along with the numbers, context in the previous step provided a meaningful, more traditional 

sociological and theory-informed approach. 

In this step, the patterns from step one were taken and human-centered interpretation was 

applied using the traditional grounded theory approach, by associating the categories obtained 

from the related corpus data. A sample of data-driven categories and data interpretation back to 

the categories identified, using human-centered interpretation, is presented in Table 2. 

Through this reading, more concrete redefined categories were obtained that brought the 

interpretation back to the data by duplicating the traditional approach to grounded theory, but 

with a computational twist. From steps one and two, the refined categories obtained were 

immediately reproducible, allowing other researchers to reproduce the computational portion of 

the analysis and be scalable. The interpretive portion helped translate the computational output 

generated in step one into more meaningful concepts that helped to draw more abstract 
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conclusions about the data. After identifying and redefining the categories from these two steps, a 

computational technique called supervised learning was used to confirm these categories in the 

last step of this computational grounded theory data analysis. 

Table 2 
 
Sample Data-Driven Categories Identified 
 
Data-Driven Categories Identified Data Interpretation Back to the Categories 

Inspection “There are a lot of available drone options, but in the case of 
using them to work with powerline inspection, specific 
models and expertise need to be considered. Electrical grids 
can push energy back against the drone and cause problems 
for the feeds, so selecting the suitable drone becomes 
important within this category.” 

Intelligence “Artificial Intelligence can analyze and annotate large 
amounts of images in short periods, making your 
inspections effortless as well as very, very accurate” 

Explainable “For instance, look at convolutional neural networks that 
can contain hundreds of thousands of nodes (decision 
points) that interact on different levels, it can be difficult for 
a human to conceptualize the model and understand the 
output.” 
 

Components “These are difficult to manage, and experts have to work 
within parameters that not only help fix electrical 
components but also provide safety measures of people 
that are doing the work.” 

 

 

Category Confirmation. From the above two steps, the categories were identified, and 

the identified categories were refined by interpreting the computational output through guided 

reading. After obtaining the refined categories in this step, tests using supervised text analysis 

and Natural Language Processing were conducted. To ensure that the identified categories were 

not an artifact of a specific algorithm and were not based on my biased interpretation through 

deep reading, the participants’ data was coded by taking a small amount of data and using a 
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supervised ML algorithm, using Natural Language Processing to code the remaining amount of 

data from the participants. This allowed me to confirm the refined categories from the previous 

step and test that the categories identified were generalizable to the entire corpus and act as a 

reliability test to the grounded theory process. 

This supervised ML algorithm relied on hand-coding text; this method could be applied to 

most patterns identified. With reliable categories identified in step one and backed up with expert 

interpretation from the deep guided reading in step two, and with refined categories confirmed 

using a supervised ML algorithm, I confirmed categories by building affinity maps and 

reorganizing and shuffling these confirmed redefined categories with respect to the research 

questions, and identified the themes. 

Affinity Map Building From the Confirmed Categories. After obtaining the confirmed 

categories from this computational grounded theory three-step framework methodology, affinity 

mapping was used to visualize the categories obtained from the above method, and the affinity 

map was built using these categories. The process of affinity building is to organize the 

categories in one place and shuffle through and visualize them. During this process three themes 

were observed, each represented by a different color, where blue represents human-centered, 

green represents the rationalistic approach of conducting inspections, and orange represents 

explainable AI. The color coding facilitated mapping these themes with respect to the research 

questions. This shuffling of the categories based on the themes left some of the categories that 

did not fit in any themes as white labels. A visual representation of this affinity building, using 

the categories, is shown in Figure 13. 

Reorganize the Categories Corresponding to the Research Questions. After building 

the affinity map, those grouped categories were organized based on the research questions and 



52 
 

arranged corresponding to the research questions that this research seeks to answer. After 

performing this step, I obtained the reorganized categories shown in Figure 14. 

Conclusion 
 

This chapter presented a detailed overview of how the data was collected, the 

participants’ background, and how the data collected through semi-structured interviews were 

synthesized. It also presented how member checking was carried out and the steps that were 

involved in conducting data analysis, using a three-step computational grounded theory 

framework to obtain categories and themes. This chapter also presented how the process of 

affinity mapping was used in building the categories to obtain themes, and how these themes 

were mapped together to the research questions and helped to attain some key insights and big 

central ideas that enabled moving to the next stage of this research. The key insights and big 

central ideas from the data analysis will be presented in the next chapter.  

 

 



 

Figure 13 

Affinity Building From Refined Categories 
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Figure 14 
 
Reorganizing the Categories With Respect to Research Questions 
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Chapter 5: Investigating the Research Question 

This chapter will present how the research questions were investigated using Stages 2.1, 

Stage 2.2, and Stage 3 of the research study. The first part of this chapter discusses Stage 2.1 and 

Stage 2.2, which primarily deal with the redefine and prototyping phases of the HC-XAI design. 

I will present details of how this research study’s primary research question was investigated 

through the prototyping phase (Stage 2.2) from a detailed proposed developmental framework 

that guided in designing HC-XAI. Then I will discuss Stage 3 of this research study, and how the 

developed HC-XAI design was evaluated by presenting the results from the AI model and 

validating it using usability testing. Overall, by the end of the chapter, each stage of the modified 

framework of innovation that helped in answering the primary research question of this study 

will be presented. 

Stage 2.1: Redefine Phase 
 

After finishing the Stage 1 data collection interviews with participants in the energy 

company and the two design companies, and analyzing the collected data using computational 

grounded theory, three critical insights emerged from the data analysis that act as a basis for this 

Stage 2.1 redefine phase. These emerged critical insights played an essential role in whether the 

original problem statement needed to be modified or not, before presenting critical insights from 

the Stage 1 research. 

The first critical insight emerged from the first interview with the energy company, the 

significance of the explainability factor in AI systems that would enhance workers’ safety, which 

provided a rationalist approach. 

A second critical insight emerged that would help the firm to be conscious of trends in 

the competitive environment, prepare for a challenging future, and ensure that sufficient attention 
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is focused on the long-term by welcoming innovative technologies and to conduct inspections by 

converging AI and drone systems to perform faster inspections and make the process 

autonomous. Inspection workers could focus on more significant problems in identifying the 

faults and working on the solutions to fix the issues much quicker. 

A third insight emerged from interviews with the design companies, who emphasized the 

need for a standard tool to augment AI and humans. Currently, tools are primarily tailored to 

individual companies and their design practices, making it essential to create a standard tool that 

all can use. Having a standard tool would assist those who are new to the field and may not have 

access to various tools and procedures. The interviewees also emphasized the ethics and bias 

factors involved in designing AI-driven products and services. HCAI that focuses on meeting 

user needs should consider how diverse and varied their end users can be. The ML algorithms 

cannot be trained to benefit one group of people while being incredibly harmful to others. It is 

essential to address socio-cultural implications as well. 

As mentioned, three critical ideas emerged from the data analysis, implying that there is 

lack of explainability with the intelligent systems that affects the trust factor between the systems 

and humans. To address this, a rationalistic approach is needed in looking into changing the 

process of conducting inspections for the long run by bringing an innovative approach through 

converging the fields of AI and drones Based on the three vital main insights, or themes, that 

emerged from Stage 1, I looked at the original problem statement that was posed at the start of 

this research. and did not find any need or necessity to redefine the problem statement initially 

assumed at the beginning of this research.  

I kept the original problem statement and continued investigating answers to the research 

questions posed at the start of the research study. A visual illustration of the current problem 
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statement that defines what is currently happening while conducting inspections is illustrated in 

Figure 15. This visual illustration describes the current situation of the AI models used and the 

problem behind using those, training the AI model to use the data, and predicting the results 

based on the trained data. With this approach, there is a lack of explainability, reliability, and 

trustworthiness when used in the inspection industry for detecting anomalies. 

Figure 15 
 
Visual Illustration of the Problem Statement of the Current Problem 
 

 
 

This led me to design a more explainable human-centered AI algorithm, and led to 

constructing an algorithm by incorporating two of these themes, explainability and human- 

centeredness, in an AI algorithm. The visual representation of how the proposed algorithm works 

to establish explainability while detecting anomalies is shown in Figure 16, and will be discussed 
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more in detail in the next stage of this research, the prototyping phase. In this phase, I discuss 

how the AI algorithm is constructed and how the dataset is obtained and annotated, and will 

present how the algorithm is used to train the proposed HC-XAI model. In the latter part of the 

chapter, I will also discuss how this HC-XAI system is implemented by integrating the model 

and evaluating it in Stage 3 of this research. 

Figure 16 
 
Visual Illustration of the Proposed HC-XAI Algorithm by Incorporating Explainability and 
Human-Centeredness 
 
 

 
 
Stage 2.2: Prototyping Phase 
 

This stage of the research solely focuses on the themes uncovered during data analysis by 

keeping in mind those two themes, explainability, and human-centered AI, uncovered in Stage 1. 

I would like to build an HC-XAI system that incorporates these two themes in constructing the 

algorithm, which aims to investigate the following research question:  
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RQ1: How might we design a Human-Centered XAI (HC-XAI) system that augments 

human capabilities in conducting visual inspection for identifying anomalies? 

To conduct further investigation in order to answer the research question, I presented a 

detailed development framework used to construct the explainable AI algorithm, which was 

integrated into the HC-XAI system in Stage 2.2 and Stage 3 of the research. Before getting into 

how the system is built using the development framework, first I am going to present the 

architecture on how this explainable AI algorithm is constructed. The overall architecture of this 

algorithm is presented in Figure 17. 

Figure 17 
 
Overall Architecture of the eXplainable AI algorithm 
 
 

 
 

In this architecture the algorithm takes an image and context label as an input and 

generates a feature map from a Convolutional Neural Network (CNN) backbone. Then unlike 

Mask-RCNN, region proposal network is discarded and ground truth bounding boxes are directly 

utilized to extract the object-level representation with the ROI Align layer. Then two ROI 

features branch into two sibling predictors: an object predictor will take care of the object 

detection and masking of each class, while the context predictor layer will take care of the 
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prediction of the context label that is associated with the object class. Based on this architecture, 

the AI system will be developed with respect to the proposed development framework. The 

development framework for building this AI system is presented in Figure 18. Every stage of the 

framework provided an ability for the AI model to learn and improve itself over time. The 

detailed description of each stage is presented in the following sections of this prototyping phase. 

Figure 18 

Detailed Development Framework Used for Stage 2.2 and Stage 3 Research 
 
 

 
 
Data Preparation 
 

To develop the algorithm, I had to go through these three steps in this development Stage 
 
2.2. They are the first to develop the algorithm and test a custom dataset. For this step, I 

had collected the data on the powerline components from CPS Energy. Then after collecting the 

data, I had to annotate the dataset from the curated list of data and create the dataset to train and 

test the datasets. After building this custom dataset by annotating the data, I developed the 
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algorithm as the last step and built an AI model by training the model using the custom dataset. 

After that, I tested the model’s accuracy in terms of explainability and deployed it in an HC-XAI 

system to attain human centeredness. Each step carried out in this stage is presented below in 

detail. 

Data Collection 
 

The first step in developing the algorithm to investigate the research question was data 

collection. For this, I contacted CPS Energy to obtain the data needed. Since the data obtained 

from CPS Energy is intellectual property, I signed a Non-Disclosure Agreement with the energy 

company by agreeing that the data collected would not be used outside of this research and could 

not be used for personal purposes. After signing the agreement, I collected the data 

corresponding to the components, such as powerlines, poles, insulators and transformers. After 

collecting the data, I curated a list of image data used to construct the dataset, which is divided 

into two sets. One dataset, containing 80% of all data, was used as a training dataset, and 20% of 

the curated data served as a testing dataset. The sample type of data that I collected and used for 

data annotation is shown in Figure 19. 

I also took care of the size of the images captured by drones. Since most of the data 

captured for this research were high quality, the resolution of the images was too high. This took 

a lot of time to train the data and caused memory issues. To overcome this, I reduced the size of 

the images and prepared the datasets to handle these issues while training the AI model. After 

reducing the size of the images and separating the entire dataset to train and test datasets, I 

moved to the next step in this prototyping phase.  
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Figure 19 

Sample Data Collected 
 

 
 
Annotation of the Data and Dataset Preparation 
 

In this step of the prototyping phase, I used the cleaned datasets prepared in the previous 

step and used the data from the trained and test datasets created. From that, I used the LabelMe 

opensource software to annotate the data by selecting the anomalies and annotating the 

explanations and individual components used during inspection to determine whether the 

components were faulty. An example of how this was achieved using LabelMe is presented in 

Figure 20. 

After finishing annotating the data in both the training and testing dataset folders, I then 

moved to the next step in constructing the HCAI algorithm, presented in the next section of this 

chapter.  

 

 



63 
 

Figure 20 

LabelMe for Annotating the Data Collected 
 

 
Human-Centered eXplainable AI (HC-XAI) algorithm (AI Modeling) 
 

This section demonstrates how the HC-XAI neural network was created and trained using 

a custom powerline dataset. The main objective of this HC-XAI neural network was to detect the 

faulty components of a powerline and explain to the inspection worker why it has come to that 

prediction. This HCAI neural network’s structure comprised three layers: input layer, hidden 

layer, and output layer. The input layer consisted of seven neurons that acted as inputs for the 

neural network. The number of neurons used in the hidden layers depended on the experiments 

that were conducted (1, 2, 3, 5 and 20) to measure the accuracy of the explanation generated and 

anomalies detected after the model had been trained for 120k epochs, based on trial and error. 

Out of each, the closest explanation generated and anomalies detected, with an accuracy that was 

best observed within the three hidden layers, were used in the model training to obtain the output 
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layer. After training, the testing of this model was observed on the validation dataset and it was 

observed that there was no considerable difference compared to the number of hidden layers 

used (2, 3, 5 and 20). For these reasons, three hidden layers were chosen for this HC-XAI neural 

network. Finally, a single output layer was used to capture the features from the neural network 

that included x, y, w, and h of the anomalies detected, along with explanations of the detected 

faulty components. 

Stage 3: Implementation and Evaluation Phase 
 
Implementation Phase 
 

In the implementation stage, I presented the results obtained after this HCAI system was 

implemented, and the test results are presented in Figure 21. From the results, it was evident that 

the HC-XAI algorithm that was developed was performing as intended. The results suggest that 

the model identified the anomalies and explained why the model had come to that conclusion. 

This helped the inspection workers trust the HC-XAI system they were working with while 

conducting inspections. It also helped in augmenting the capabilities of the humans and made the 

job easier where inspections are needed, particularly in places where inspections are hard to 

conduct. In the next step, I evaluated the system with the actual users and evaluated the HC-XAI 

design. 

Evaluation Phase—Usability Testing for Evaluating the System. 
 

After implementing the HC-XAI system, I chose usability testing for evaluating the HC- 

XAI system, since it is the proven method for evaluating a system with real people and obtaining 

actionable insights that help create a better system. Before getting into the details of how 

usability testing was used in this research, a brief overview of usability testing is presented.  
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Figure 21 

Results of Proposed HC-XAI Algorithm by Incorporating eXplainability and Human- 
Centeredness 
 
 

 
Usability testing is a process of testing a system with real people by observing and noting 

their interactions with the HC-XAI system. For this usability testing, research planning meetings 

were conducted with the initial participants from the three companies and were asked to use the 

HC-XAI system and provide feedback on the aspects of explainability, human-centerednessand 

what are the aspects that can be improved in the current HC-XAI system. Before starting the 

process of usability testing informed consent forms were given to each of the three participants 

and their observation and feedback were collected and recorded in validating the system. This 

approach allowed me to understand whether the design of the system developed in the 

prototyping phase was usable and intuitive, in order to conduct inspections using this HC-XAI 
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system. This approach also brought a holistic look at the participants using this HC-XAI system 

and helped explore intended and unintended uses of the system. 

Several moderating techniques are available to gain insights from usability testing, of 

which I used the Concurrent Think Aloud (CTA) moderating technique. This moderating 

technique helped me to understand participants’ thoughts during their interaction with the 

system. Before starting the session, I asked all the participants to sign an informed consent 

agreement, and explained what part of the HC-XAI system would be tested. The participants 

were asked to focus on system explainability and how this collaborative system would help them 

conduct inspections. I noted the participants’ behaviors, comments, and suggestions about the 

task of HC-XAI system explainability, and how this collaborative system could assist in 

conducting inspections. After evaluating the HC-XAI system using this CTA moderating 

technique and recording the evaluation by note-taking sessions from the pilot system, I learned 

some key insights from the participants to improve the current system, which included: 

• Users felt that the model expandability feature could be more intuitive by adding user feedback to 

update the explainability feature on the anomalies detected. 

• Users felt that suggestions of what needs to be done when such failure is identified during the 

inspection were needed. 

• Users felt that integration of this HC-XAI system with the drone would give more flexibility for 

the inspection workers. 

These are some of the vital significant insights that evolved from the evaluation of the 

HC-XAI system with real people for whom the system was designed to make AI more 

collaborative and play a collaborative role in augmenting human intelligence. Apart from these, 

participants agreed that the HC-XAI system was more human-centric and explainable than the 

current system that they have worked with over the past year. 
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From these three stages (Stage 2.1 redefine phase; Stage 2.2 prototyping phase; Stage 3 

implementation and evaluation phase) of this research study, I created a development framework 

that could be used in determining how one might design a HC-XAI system that augments human 

capabilities in conducting visual inspection to identify anomalies, the main research question of 

this research. Chapter 6 will discuss how this HC-XAI system will foster social innovation 

through a shared and collaborative approach, and how one might create value for an 

organization. 

Conclusion 
 

This chapter was mainly focused on answering the main research question of this study. 

In the process, it provided a detailed overview of how the remaining phases contributed to doing 

so, after finishing data analysis in Stage 1. Based on the results obtained from Stage 1, this 

chapter explains how the rest of the stages (Stage 2.1 redefine phase; Stage 2.2 prototyping 

phase; and Stage 3 implementation and evaluation phase) helped me to answer the main research 

question of this study—how might we design and construct a human centered explainable AI 

algorithm that not only detects anomalies but also provides explanations to the humans so they 

can take action when conducting powerline inspections? This chapter also provides insights from 

the implementation and evaluation phase about this HC-XAI system and how it can be improved. 

In the next chapter, I will present the findings from this HC-XAI system and discuss how this 

system will foster social innovation and sustainability through a shared and collaborative 

approach, thus augmenting human capabilities, and how one might create value for an 

organization, the sub research question of this study.  
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Chapter 6: Discussion, Findings and Future Work 

This chapter focuses on presenting the problem which this study is based on and how the 

research questions, the findings, and interpretations from these findings create open discussion 

for further/future work. In this final chapter, I mainly focus on answering the sub-research 

question by presenting interpretation, findings, and discussions. The interpretation, findings, and 

discussion section of this chapter presents investigations on how this HC-XAI design will foster 

social innovation and sustainability, and the factors that need to be considered to create value in 

the HC-XAI design. Finally, I end the chapter by briefly presenting the findings from this 

research and then discussing future work I plan to do by creating a visual playbook that can 

guide common principles in designing human-centered explainable artificial intelligence based 

on a developmental framework and modified framework of innovation. 

Discussion, Interpretation, and Synthesis 
 

In this section of the document, I would like to talk about the findings from each stage of 

my conceptual framework and how these findings helped me in investigating the main research 

question and its sub-research question. The three key findings that emerged from Stage I and 

Stage II.1 of this research are as follows: 

• Lack of explainability with current intelligent systems. 

• Lack of human-centeredness in the AI systems. 

• The need for a rationalistic approach by looking into changing the process of conducting 

inspections in the long run by bringing in a new, innovative approach. 

This idea of AI augmenting humans instead of replacing them is one of the key 

objectives behind the development of HCAI. Xu (2019) mentioned how important it is for HCAI 

solutions to be ethical, explainable, comprehensible, and useful (Xu, 2019). The following three 
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key findings proves that how important it is to incorporate the factors of explainability to attain 

trust in AI systems and centered around humans when developing the intelligent systems that 

augments human’s capabilities. Especially developing these XAI system calls for confidence, 

safety, security, privacy, ethics, fairness, and trust (Kieseberg et al., 2016), which brings usability 

and Human-AI interaction into a new and much more important focus (Miller, 2019). These 

kinds of XAI systems complement inspection professionals, that can play a huge role in 

augmenting the human’s role in the inspection process, which leads to a safer and quicker 

decision-making process and builds better trust and explainability in a more human-centric 

approach in conducting powerline inspection. 

These three takeaways functioned as a building block for me to move into the next 

stage of this research study. These findings were compared with the initial problem statement 

that I assumed when I started the research study. I observed that there was not much of a 

difference in the problem, which then helped me to move to the next stage of the study by taking 

these findings and investigating the main research question of the study, which is: 

RQ1: How might we design a HC-XAI system that helps augment human capabilities in 

conducting visual inspection for identifying anomalies? 

This led me to the next stage of my research study by taking the pain points from the 

previous stage and then heading over to the prototyping, implementation, and evaluation phases. 

First, I will discuss the prototyping phase in which a HC-XAI system development framework is 

proposed to address the first two findings that came out in Stage I, which is lack of explainability 

and human-centeredness in AI Systems. To address these, the proposed development framework 

consisted of four phases, Data Preparation, AI modeling, Evaluation and Testing, and 

Deployment. The first two of these four phases took place in the Prototyping and implementation 
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phase, in which data was collected from CPS Energy and annotated to determine the faults that 

were determined by the inspection workers and explanations to the dataset were added. Once the 

data was annotated it was divided into two sets, one a training set into which 80% of the data 

went, 10% fell to testing, and the remaining 10% fell into evaluation datasets. After preparing 

the datasets for the model, an explainable AI algorithm was developed in Python to train the AI 

model to detect anomalies by providing explanations and complete instance segmentation on the 

anomalies detected. The algorithm used to train the model is presented in a pseudo form in 

Figure 22.  

After prototyping and implementing the algorithm, the AI model was trained on 400K 

iterations to make sure the model was behaving as intended and tested for every 100K steps to 

evaluate if the model was training properly. After taking into considerations the learning rate and 

the number of times the model was trained, I moved to the next phase of the development 

framework, the evaluation phase, in which I took the trained model and evaluated it using 

Concurrent Think Aloud (CTA) moderating technique usability testing. While evaluating the 

model I specifically evaluated the aspects of explainability and human-centeredness. In 

particularly focusing on system explainability and how this collaborative system helps in 

conducting inspections by observing the participant’s behavior, comments and suggestions were 

recorded in Zoom from the participants. From this phase I observed three main insights that 

emerged that helped in answering the main research question (RQ1) of this study, as follows: 

1. Model explainability feature could be more intuitive by adding user feedback to update 

the explainability feature on the anomalies detected. 
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Figure 22 
 
Code Snippets of the HC-XAI algorithm 
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2. Participants felt there should be a suggestions system of what needs to be done when such 

failure happens during the inspection. 

3. Integration of this HC-XAI system with a drone would provide more flexibility for 

inspection workers. 
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These findings from the evaluation phase of the development framework suggested that 

the system is explainable and human centered, as the system learns from human input and 

collaboration by saving the data that it has never seen to the local drive, which helped to answer 

the RQ1 of this research study. AI’s explainability in an intelligent system would enhance the 

needed trust factor that is lacking between humans and AI systems, especially in visual 

inspections in energy companies. Sometimes it is assumed that humans always explain their 

decisions, but it is not often the case due to various heterogeneous and vast information sources. 

Hence XAI calls for confidence, safety, security, privacy, ethics, fairness, and trust (Kieseberg et 

al., 2016), which brings usability and Human-AI interaction into a new and much more important 

focus (Miller, 2019).  

The last finding obtained at the end of Stage I of this research study is the need for this 

HC-XAI system to use a rationalistic approach by looking into changing the process of 

conducting inspections for the long run by bringing a new innovative approach and fostering 

social innovation and sustainability. The investigation of this finding was guided by using the 

following sub-research question: 

RQ1a: How might this HC-XAI design foster social innovation and sustainability through 

this shared and collaborative approach? 

What is Social Innovation? 
 

Before answering the sub-research question, I would like to talk about what innovation is 

and how it can be defined. Social innovation is a term that is used to describe new products or 

services, or new combinations of social practices that are aimed at meeting emerging or 

previously neglected societal needs (Caulier-Grice et al., 2012). However, the concept of 

innovation addresses not only having new, but also relatively new, patterns of action. As there 
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are several definitions of innovation, I would like to define innovation, simply, as new ideas that 

work. Social innovation can be defined as new ideas that work for social goals, which can be 

further narrowed down as innovative ideas or activities and services that are predominantly 

developed and diffused through organizations whose primary purposes are social (Akrich et al., 

2002). This approach ultimately differentiates social innovation from business innovation. In 

contrast, business innovation is mainly motivated by profit maximization, and social innovation 

is primarily aimed at producing replicable programs or models in an organization for the benefit 

of the society, to name a few - 3D-printed homes, liquid nano clay that can grow crops in deserts 

(Sutton, 2020).  

How Social Innovation Happens (Stages of Innovation) 

The story of change comes with the interaction between the innovators and the 

environment within which they are working, in which new ideas must secure support if they are 

to survive. On the other hand, social change depends on the alliances between the bees and trees, 

where bees are the small organizations, individuals, and groups who have new ideas that are 

mobile, quick, and able to cross-pollinate. The trees are the more prominent organizations— 

governments, companies, or big NGOs where there is a lack of creativity, but where they are 

generally good at implementation and have the resilience, roots and scale to make things happen. 

Each is dependent on the other, and most social change comes from these alliances between 

leaders and groups. An idea must pass through several stages of innovation to foster social 

innovation. Some organizations have developed formal creative methods, such as Edward de 

Bono’s Six Hats, which are now widely used (De Bono et al., 1970). The different methods used 

by IDEO design company and What If consultant are all aimed at freeing groups to think 

laterally and detect new patterns. The simulation of creative ideas can take place from 
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conversations that happen from other people by collecting the good ones and incorporating them 

and by eliminating the bad ones. All innovation processes include taking promising ideas and 

testing them in practice (Mulgan, 2006). He also discusses in his article that the process of social 

innovation occurs in three stages, where a creative or innovative idea should pass through: 

Generating ideas by understanding needs and identifying potential solutions; developing, 

prototyping, and piloting ideas; and assessing, then scaling up and diffusing the good ones. 

Generating Ideas by Understanding Needs and Identifying Potential Solutions 
 

This is the first stage of social innovation, identifying needs that are not being met and 

developing some ideas of how they can be met in relation to a problem (Mulgan, 2006). 

Sometimes needs are glaringly obvious, like hunger, homelessness, or disease. However, 

sometimes needs are less obvious or not recognized, like the need for protection from domestic 

violence or racism, and it takes campaigners and movements to name and define these. Needs 

come to the fore in many ways—through angry individuals and groups, campaigns, and political 

movements, as well as through careful observation. In this research, needs were carefully 

observed during the time I worked closely with the energy company, over a year. During that 

time I developed empathy and had a better understanding of the needs that the energy company 

was having during inspections, and started off with a presumption of the problem statement, 

which is one of the effective methods for cultivating social innovation. This presumption of the 

problem statement led me to look for positive deviants of what might be possible if an HC-XAI 

innovative solution was brought to inspection workers. In this way, I generated ideas by putting 

into research questions the needs that were tied to new possibilities of exploring the capability of 

adding explainability and human centeredness. 



77 
 

Developing, Prototyping, and Piloting Ideas 
 

The second phase of any social innovation process involves taking those promising ideas 

and testing them out in practice (Mulgan, 2006). Few plans survive their first encounter with 

reality wholly intact; however, it is through action that they evolve and improve. Social 

innovations may be helped by formal market research or desk analysis, but progress is often 

achieved more quickly by turning the idea into a prototype or pilot and then galvanizing 

enthusiasm. Social innovations are often implemented early. Because those involved are usually 

highly motivated, they are too impatient to wait for governments or professions to act. This 

experience of trying to make their ideas work speeds up their evolution, and the power of 

example then turns out to be as persuasive as written argument or advocacy.  

In this case, I carried out research to investigate how we might design a Human-Centered 

XAI (HC-XAI) system that augments human capabilities in conducting visual inspections for 

identifying anomalies. In the process of investigating the possibility of having this kind of 

innovative idea, I conducted research in two stages by following the framework of innovation. 

The first stage involved discovering whether the initial presumption of the problem was true; if 

so, what were the needs and opinions of the practitioners related to inspection? This analysis 

made me realize that the problem statement was accurate and I continued to investigate the 

research question, which was developing the HC-XAI system by prototyping the system and 

piloting the idea by evaluating and validating the system using usability testing of the ideas in 

protected conditions, halfway between the real world and the laboratory. An essential virtue of 

quick prototyping is that innovations often require several tries before they work. The first 

outcomes are invariably flawed, and in the social field, parallel methods were being developed to 

crystallize promising ideas so that they could be tested quickly. 
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Assessing, Then Scaling Up and Diffusing the Good Ones 
 

The third stage of the social innovation process comes when an idea is proving itself in 

practice and can then be grown, potentially through organic growth, replication, adaptation, or 

franchising (Mulgan, 2006). Usually, innovations spread in an S curve, with an early phase of 

slow growth amongst a small group of committed supporters, then a phase of rapid take-off, and 

then a slowing down as saturation and maturity are achieved. In this research, after developing, 

prototyping, and piloting the explainable algorithm, I learned key insights of where the HC-XAI 

system could be improved to scale up and incorporate new critical insights obtained from the 

usability testing, and offered the potential of growth without too much managerial responsibility. 

This type of growth is most attractive for social innovators.  

This research was carried out by following the stages of how social innovation happens. 

When comparing the research stages that were completed in investigating the main research 

question, I identified the needs of an energy company by understanding the needs of inspection 

and identifying possible solutions that might develop new and innovative ways by incorporating 

an explainable AI system that augments human capabilities. This idea then moved to the next 

stage of research by moving to prototype, implementation, and evaluation phases of research. I 

was able to show that an explainable AI system can be developed that is human-centric, by 

proving that a new innovative idea or service that is motivated by meeting the goal of social need 

can be predominantly developed and diffused through organizations whose primary purposes are 

social. 

Sustainability 
 

When it comes to sustainability, first, one must look at the goals of sustainable 

development that are multi-faceted and spread across many spheres of human life (Cobbinah et 
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al., 2015; Moore, 2015). The ultimate purpose of achieving sustainability is to improve 

humanity’s socio-economic wellbeing by creating an environment conducive for citizens to 

develop their full potential and thus live productive lives (Moore, 2015). Investigating the 

research question and being able to design the HC-XAI algorithm that augments humans reduced 

the risk of committing mistakes and enhanced productivity, and allowed more focus on important 

tasks. This encompassed an integrated and somewhat intertwined development goal, such as 

protecting the natural environment, promoting education, production, consumption, and the 

wellbeing of citizens (Addison et al., 2015; Coscieme et al., 2021). It can be assumed that the 

HC-XAI system that is developed to investigate the main research question will foster social 

innovation and sustainability. I also learned one more thing during the journey of this research, 

which was that it was significant to consider these three main factors whenever one is designing 

an HC-XAI system, in order to create value to the designed HC-XAI system. Those are 

necessity, achievability, and sustainability. The visual representation of the value creation, with 

three main factors that need to be considered when designing an HC-XAI system, is shown in 

Figure 23. 

Recommendations for Future Work 
 

Despite much interest in the area of XAI, evaluating these explainable models is still a 

topic that has not been solved and requires further research. Unlike ML models where there is a 

ground truth that can be used for model evaluation, there is currently no commonly agreed 

definition of what constitutes a right explanation and what are the properties that an explainable 

model should satisfy. Because of this lack of standardization assessment techniques of these 

XAI, where most of the explanations primarily comes from humans assuming that humans know 

what an accurate explanation would or should look like in explaining things. This is occasionally  
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Figure 23 
 
Three Factors to Consider In Designing an HC-XAI System to Create Value 
 
 

 
 
true but not true all the time, so when it comes to this research study as well, the explanations 

that the model predicts are mostly from the inspection workers. This is the major limitation in 

producing XAI models for any industry. 

Also, according to van Wynsberghe (2021), there are two branches that need to be 

considered when measuring sustainability in AI. Those are AI for Sustainability (AI4good, 

AI4Climate) and Sustainability of AI (reusable data, reduce carbon emissions from training AI) 

which are in their infancy stages. To address the sustainability of AI, these two branches should 

be addressed simultaneously. 

In terms of future work, especially after conducting the usability testing in Stage 3 of this 

research study, I found some critical insights that the initial pilot HC-XAI design should be 

improved upon, which allows redesigning and improving in the future. I also want to build a 

visual codebook by providing common design principles to construct more human-centered 

explainable AI systems that augment humans, instead of creating confusion or threats because of 

the development of AI. 
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Summary and Conclusion 
 

This chapter presented how the research questions were answered and discussed the 

research findings. In this chapter, I discussed how the data analysis from Stage 1 helped me look 

at the problem statement. From the data analysis stage, the evolved themes played a significant 

role in Stage 2.1 of this research study, where I had a chance to revisit the original problem 

statement. The redefine phase (Stage 2.1) allowed me to look at the presumed problem statement 

with the derived themes that evolved. After this redefine phase, I used the same problem 

statement, since there was not much alteration needed in terms. 

I then moved on to the next phase of this research study, the prototyping phase (Stage 

2.2). This prototyping phase was critical to this research study, because it was used to investigate 

one of the research questions: how we might design HC-XAI systems that augment human 

capabilities in conducting visual inspections to identify anomalies. In this stage, I proposed a 

common development framework for designing an HC-XAI system, which helped me answer 

this study’s main research question. The proposed development framework provided common 

steps to design any HC-XAI system that consists of various phases, including the data 

preparation phase, AI modeling phase, evaluation phase, and testing and deployment phase. Of 

these four phases in the development framework, two, data preparation and AI modeling, were 

carried out in the prototyping phase of this research study. The evaluating and testing phase and 

the deployment phase were carried out in Stage 3 of this research study. 

These phases helped me to answer the main research question of this study, which led to 

investigating the sub-research question: how this HC-XAI design might foster social innovation 

and sustainability through a shared and collaborative approach. To answer this sub-research 

question, I investigated what innovation is and the different types of innovation, then discussed 
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how social innovation happens and the different stages that it possesses, by mapping each stage 

of social innovation against current research study phases. This helped me in answering the sub- 

research question, and I learned that when designing any HC-XAI system, three key factors need 

to be considered to create value—necessity, achievability, and sustainability - to achieve 

rationalist or incrementalist strategies or innovation. These factors bring value to any HC-XAI 

design. They will foster social innovation by following the modified framework of innovation, 

by mapping how social innovation happens in stages, following the stages in the current research 

study.  
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Appendix A 
 

Interview Questions for Ideation Sessions 
 

• Introduction., Explain the scope of the thesis and research question 
 

• In the realm of AI and Intelligent systems, where do you see yourself on the 
spectrum? 

 
• Concerning having no explanations, do you think that this current 

approach of models that having inability to explain causes mistrust between AI 

and humans? 

• Why do current AI models need to provide Explanations, and will it help 

in inspection systems? Do you think human centered intelligent systems are 

missing? What are the key steps taken to bridge the gap in your company? 

• What improvements can be brought about the current methodology? 
 

• Who do you think will benefit the most from such a collaboration 

(between AI human- centered systems in inspection industry)? 

• What does ideation with respect to AI look like? How does one identify 
opportunities? 

• When it comes to bringing HC-XAI systems what are the factors that 

matters most in designing for critical uses. What is the desired educational 

path? 

• What case studies with respect to HC-XAI design shed light on this intersection? 
 

• What if your company doesn’t use machine learning right now, and 

doesn’t have the in- house expertise of Google, Amazon, or Facebook? What are 

some examples of improving existing AI related products? 

• For developers who aren’t yet working with human centered AI systems, 

how will your framework help them in their everyday work? 

• What expertise does this require? There’s already the ongoing debate 

about whether Explainable AI is necessary or not. Will it bridge the gap 
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between humans and AI if these are developed? 

• What about the other way around? Would they benefit from learning about 

related design and UX considerations for data scientists already working with 

machine learning? 
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Appendix B  
 

IRB Letter 
 

October 12, 2021 
 

To: Mr. Srikanth Vemula 
 

From: University of the Incarnate Word Institutional Review 
Board, FWA00009201 Srikanth: 

 
Your request to conduct the study titled Human-Centered 
Explainable Artificial Intelligence (XAI) for Anomaly Detection in 
Quality Inspection: A Collaborative Approachto Bridge the Gap 
Between Humans and AI was approved by expedited review on 
10/12/2021. Your IRB approval number is 21-10-002. You have 
approval to conduct this study through 10/12/2022. 
The stamped informed consent document is uploaded to the 
Correspondence section in the Research Ethics Review system. 
Please use only the stamped version of the informed consent 
document. 

 
Please keep in mind the following responsibilities of the Principal Investigator: 

1. Conducting the study only according to the protocol approved by the IRB. 
2. Submitting any changes to the protocol and/or consent documents to 

the IRB for review and approval prior to the implementation of the 
changes. Use the IRB Amendment Request form. 

3. Ensuring that only persons formally approved by the IRB enroll subjects. 
4. Reporting immediately to the IRB any severe adverse reaction or 

serious problem, whether anticipated or unanticipated. 
5. Reporting immediately to the IRB the death of a subject, regardless of the 
cause. 
6. Reporting promptly to the IRB any significant findings that become 

known in the course of the research that might affect the willingness 
of the subjects to participate in the study or, once enrolled, to 
continue to take part. 

7. Timely submission of an annual status report (for exempt studies) 
or a request for continuing review (for expedited and full Board 
studies). Use either the IRB Study Status Update or IRB 
Continuing Review Request form. 

8. Completion and maintenance of an active (non-expired) CITI human subjects 
training certificate. 
9. Timely notification of a project's completion. Use the IRB Closure form. 
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Approval may be suspended or terminated if there is evidence of a) 
noncompliance with federal regulations or university policy or b) any 
aberration from the current, approved protocol. 

 
If you need any assistance, please contact the UIW IRB representative for 
your college/school or the Office of Research Development. 

 
Sincerely, Mary Jo Bilicek 
Research Compliance Coordinator  
University of the Incarnate Word  
(210) 805-3565 
bilicek@uiwtx.edu 
  

mailto:bilicek@uiwtx.edu
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Appendix C 
 

Email to Potential Participants 
 

Human-Centered Explainable Artificial Intelligence (XAI) for Anomaly Detection in Quality Inspection:  
A Collaborative Approach to Bridge the Gap Between Humans and AI 

 
 
 

Researcher: Srikanth Vemula 
Department: Dreeben School of Education (PhD Candidate) Phone: (210) 283-5047 
Email: vemula@uiwtx.edu 
 
Dear Sir or Ma’am, 
 
I am a PhD candidate who is currently in dissertation stage of my research on the topic of Human - 
Centered Explainable Artificial Intelligence (XAI) for Anomaly Detection in Quality Inspection: 
A Collaborative 
approach to bridge the gap between Humans and AI. 
 
I am sending this email to you as I feel your participation in the study would be extremely 
valuable. In your role as a Practitioner at DEUS/Polytopal/CPS, you have insights and 
knowledge that will enhance the scope of my research in building and testing the explainable AI 
model and use of the human-centered intelligent systems in energy industry. 
 
For the purposes of my study, I will be facilitating a Qualitative Study. The study will explore 
your unique perceptions at a DEUS/Polytopal/CPS concerning the development of explainable 
models and how human centered explainable AI systems will foster social innovation. This study 
will also focus on your perceptions on possible barriers involved in creating those human-
centered AI systems and how these systems can foster social innovation and establish a 
collaborative approach between humans and AI systems. 
 
If you agree to be a part of this study, you will be asked to participate in method of data collection 
through individual interviews. During these Ideation sessions, you will be asked a series of 
open- ended questions. All interviews will be facilitated via the zoom pla tform, with a timeline 
of 60 minutes. Time dedicated to the interviews could be shorter or longer depending on the 
individual. 
 
Once the initial set of data is collected, you will be asked to participate in a follow up interview. I 
truly believe that your participation will significantly contribute to this study, and I am hopeful 
that you will accept this invitation to participate. If you are willing to accept, please respond via 
email at 
vemula@uiwtx.edu. Once I receive your confirmation of acceptance, I will provide you with the 
appropriate Informed Consent Letter. 

Thank you for your consideration, and I look forward to working with you in the upcoming 

months. Sincerely, 
Srikanth Vemula 
PhD Candidate 
Concentration: Social Innovation and Adult education Emphasis: Social Innovation 
Dissertation Chair: Dr. Alison Buck 

mailto:vemula@uiwtx.edu
mailto:vemula@uiwtx.edu
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Appendix D 
 

Letter of Cooperation from CPSE 
 

Letter of Cooperation 
 

 
Jose G Leandro 
Coordinator EDS Maintenance Program 2 | DSO Reliability CPS Energy | 10830 
Nacogdoches Rd. 
San Antonio, Tx 78217 | MD:36.01.01 Date: 7 October 2021 
Dear Mr. Vemula, 
 
Based on my review of your research proposal, I give you my permission to facilitate the 
study entitled “Human-Centered Explainable Artificial Intelligence (XAI) for Anomaly 
Detection in Quality Inspection: A Collaborative Approach to Bridge the Gap Between 
Humans and AI.” As a part of this study, I provide my permission for you to do this study of 
an Artificial Intelligence (AI) algorithm that can identify damaged and malfunctioning 
equipment with explanations from the visual images. CPSE will provide datasets for training 
of AI models and test the HC-XAI system during their Continued flight operations training 
at the Training Yard and along energized powerlines within the CPS Energy. 
 
We understand that our organization's responsibilities include permitting the recruitment of 
personal participation. We reserve the right to withdraw from the study at any time if our 
circumstances change. 
 
I understand that I am authorized to approve research in this setting and that your plan 
complies with the organizations policies. 
 
The parties acknowledge and agree that CPS Energy has no further obligation to provide 
financial support under this Agreement. I understand that the data collected will remain 
confidential and will not be provided to anyone outside of the researcher and the faculty/staff 
at the University of the Incarnate Word. 
 
Sincerely, 
 
 

 
Jose G Leandro 
Coordinator EDS Maintenance Program 2 | DSO Reliability CPS  
Energy | 10830 Nacogdoches Rd. 
San Antonio, Tx 78217 | MD:36.01.01 
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Appendix E 
 

Informed Consent Document for CPS 
 

Subject Consent to Take Part in a Study of: 

Human-Centered Explainable Artificial Intelligence (XAI) for Anomaly Detection in 
Quality Inspection: A Collaborative Approach to Bridge the Gap Between Humans and 

AI. 

University of the Incarnate Word 

Authorized Study Personnel: 
Researcher: Srikanth Vemula, 
PhD Candidate Dreeben School 
of Education (PhD Candidate) 
Phone: (210) 283-5047 
Email: vemula@uiwtx.edu 

 

Faculty Advisor: Dr. 
Alison Buck Phone: 
210.422.4568 
Email: mbuck@uiwtx.edu 

 
Key Information: Your consent is being sought for a research study facilitated at 
CPS. The proposed study seeks to collect data from purposively selected key 
participants to identify importance of human centeredness in Intelligent systems and 
the role of explainable AI in constructing a sense of trust and collaborative 
environment between humans and AI systems. If you agree to participate in this 
study, the project will involve the following: 

• Procedures will include the participants and the researcher to 
complete two individual interviews. Each interview will have a 
pre-determined set of questions and will last approximately 60 
minutes in length. 

• The meeting will take approximately one hour. During that time the 
researcher will make sure sufficient data is collected. 

• There are no risks associated with this study. 

• You will not be compensated for your participation. 

• Your participation is voluntary, and you can decide not to participate at any time. 

Invitation: 

You are invited to volunteer as one of the subjects in the research project named 
above. The information in this form is meant to help you decide whether to 
participate. If you have any questions, please feel free to ask. 

Why are you being asked to be in this research study? You are being asked to be 
in this study because the researcher feels that you will be able to provide in-depth 
information on your personal perceptions and experiences in regards to the AI 
inspection systems and the need for human-centered explainable systems to bridge 
the gap between humans and AI. 

mailto:vemula@uiwtx.edu
mailto:mbuck@uiwtx.edu
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Appendix F 

Informed Consent Document for DEUS 

 
Subject Consent to Take Part in a Study of: 

Human-Centered Explainable Artificial Intelligence (XAI) for Anomaly Detection in 
Quality Inspection: A Collaborative Approach to Bridge the Gap Between Humans and 

AI. 

University of the Incarnate Word 

Authorized Study Personnel: 
Researcher: Srikanth Vemula, 
PhD Candidate Dreeben School 
of Education (PhD Candidate) 
Phone: (210) 283-5047 
Email: vemula@uiwtx.edu 

 

Faculty Advisor: 
Dr. Alison Buck 
Phone: 
210.422.4568 
Email: mbuck@uiwtx.edu 

 
Key Information: Your consent is being sought for a research study facilitated at 
DEUS. The proposed study seeks to collect data from purposively selected key 
participants to identify importance of human centeredness in Intelligent systems and 
the role of explainable AI in constructing a sense of trust and collaborative 
environment between humans and AI systems. If you agree to participate in this 
study, the project will involve the following: 

• Procedures will include the participants and the researcher to 
complete two individual interviews. Each interview will have a 
pre-determined set of questions and will last approximately 60 
minutes in length. 

• The meeting will take approximately one hour. During that time the 
researcher will make sure sufficient data is collected. 

• There are no risks associated with this study. 

• You will not be compensated for your participation. 

• Your participation is voluntary, and you can decide not to participate at any time. 
Invitation: 

You are invited to volunteer as one of the subjects in the research project named 
above. The information in this form is meant to help you decide whether to 
participate. If you have any questions, please feel free to ask. 

Why are you being asked to be in this research study? You are being asked to be 
in this study because the researcher feels that you will be able to provide in-depth 
information on your personal perceptions and experiences in regards to the AI 
inspection systems and the need for human-centered explainable systems to bridge 
the gap between humans and AI. 
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Appendix G 

 
Informed Consent Document for Polytopal 

 
Subject Consent to Take Part in a Study of: 

Human-Centered Explainable Artificial Intelligence (XAI) for Anomaly Detection in 
Quality Inspection: A Collaborative Approach to Bridge the Gap Between Humans and 

AI. 

University of the Incarnate Word 

Authorized Study Personnel: 
Researcher: Srikanth Vemula, 
PhD Candidate Dreeben School 
of Education (PhD Candidate) 
Phone: (210) 283-5047 
Email: vemula@uiwtx.edu 

 

Faculty Advisor: 
Dr. Alison Buck 
Phone: 
210.422.4568 
Email: mbuck@uiwtx.edu 

 
Key Information: Your consent is being sought for a research study facilitated at 
Polytopal. The proposed study seeks to collect data from purposively selected key 
participants to identify importance of human centeredness in Intelligent systems and 
the role of explainable AI in constructing a sense of trust and collaborative 
environment between humans and AI systems. If you agree to participate in this 
study, the project will involve the following: 

• Procedures will include the participants and the researcher to 
complete two individual interviews. Each interview will have a 
pre-determined set of questions and will last approximately 60 
minutes in length. 

• The meeting will take approximately one hour. During that time the 
researcher will make sure sufficient data is collected. 

• There are no risks associated with this study. 

• You will not be compensated for your participation. 

• Your participation is voluntary, and you can decide not to participate at any time. 
Invitation: 

You are invited to volunteer as one of the subjects in the research project named 
above. The information in this form is meant to help you decide whether to 
participate. If you have any questions, please feel free to ask. 

 
Why are you being asked to be in this research study? You are being asked to be 
in this study because the researcher feels that you will be able to provide in-depth 
information on your personal perceptions and experiences in regards to the AI 
inspection systems and the need for human-centered explainable systems to bridge 
the gap between humans and AI. 
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