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Abstract. We investigate the asymptotic properties of solutions to higher order nonlin-
ear difference equations in Banach spaces. We introduce a new technique based on a
vector version of discrete L’'Hospital’s rule, remainder operator, and the regional topol-
ogy on the space of all sequences on a given Banach space. We establish sufficient
conditions for the existence of solutions with prescribed asymptotic behavior. More-
over, we are dealing with the problem of approximation of solutions. Our technique
allows us to control the degree of approximation of solutions.
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1 Introduction

Let IN, R denote the set of positive integers and the set of real numbers respectively. In this
paper we assume that m € IN is fixed and X is a real Banach space. We consider the equation

Amxn = anf(n, xg(n)) + bn (E)
neN, a,€R, b,e€X, fNxX—=>X, ¢:N—-N, limo(n)=oco.

By a solution of (E) we mean a sequence x : N — X satisfying (E) for all large n.

Nonlinear difference equations often appear in mathematical models used, for example, in
technology, biology, physics, economics or medicine. Hence the study of behavior of solutions
to difference equations is of great importance. Therefore, many papers are devoted to this
topic, see for example [3,4,6,12,14,15,17-22]. In some papers the difference equations in
Banach spaces are also investigated, see for example [1,2,5,7-9,16].

In this paper we deal with the problem of the existence of solutions to the equation (E),
with prescribed asymptotic behavior and the problem of approximation of solutions to equa-
tion (E). More precisely, in Section 4 we establish conditions under which for a given sequence
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y : IN — X such that A"x, = b, and a given number s € (—o0,0] there exists a solution x of
(E) such that x,, = y, + o(n®) (then x is called a solution with prescribed asymptotic behavior,
and y is called an approximative solution of (E)). Next, in Section 5, we establish conditions
under which for a given solution x of (E) and a given number s € (—oo,0] there exists a se-
quence y : N — X such that Ay, = b, and x, = y, + o(n®). By selecting the number s, we
can control the degree of approximation of solution.

The paper is organized as follows. In Section 2, we introduce notation and terminology.
In Section 3, we present our technical tools, i.e. vector version of discrete L’'Hospital’s rule,
the regional topology on the space of all sequences on a given Banach space, and remainder
operator which are needed to get the main results. The next two sections contain our main
results. In Section 4 we establish sufficient conditions for the existence of solutions with
prescribed asymptotic behavior. Section 5 is devoted to approximation of solutions.

2 Notation and terminology

Let Z, denote the set of all integers. If p,k € Z, p < k, then N(p), IN(p, k) denote the sets
defined by

N(p)={p,p+1,...}, N(p, k) ={p,p+1,...,k}.

We use the symbol |t| to denote the norm of a vector t € X. The space of all sequences
x : N — R we denote by RN. Moreover, we use the symbol XN to denote the space of all
sequences x : N — X. If 2 € RN and x € XN, then ax denotes the sequence defined by
pointwise multiplication

ax(n) = ayxy.

Moreover, |x| denotes the sequence defined by |x|(n) = |x,| for every n. Let

Fin(X) = [ J{x e X"N: x, =0forn > p},
p=1

ox(1) = {x c XN nl m x, = 0} , Ox(1) = {x e xN:xis bounded}

i
—00
and for a € RN let

ox(a) = {ax : x € 0x(1)} + Fin(X),

Ox(a) = {ax : x € Ox(1)} + Fin(X).
For a sequence a € RN and x € XN we write x, = o(a,) to denote the relation
x € ox(a).

Analogously x, = O(a,) denotes the relation x € Ox(a).
We use the symbol A to denote the difference operator defined by

A XN 5 XN (Ax)(n) = xp11 — X

As usual we use Ax, to denote the value (Ax)(n). For k € N we denote by A* the k-th iteration
of the operator A. Moreover, A denotes the identity operator. For k € IN(0) we define

Polx(k —1) = Ker(a¥) = {x € XN: Afx = 0}
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Then Polx (k — 1) is the space of all polynomial sequences of degree less than k. Note that
Polx(—1) = Ker(A%) = 0

is the zero space. It is easy to see that ¢ € Polx(k — 1) if and only if there exist vectors
X0, X1,...,Xr_1 € X such that

p(n) = 51"V F e onf 2 x4 xg
for any n € IN. For b € XN we use the symbol A~¥b to denote the set
A= {xexN:akx=b}.
Remark 2.1. If y is an arbitrary element of A~*b, then
A% =y + Polx (k — 1).
Let H be a metric space. For a subset A of H and € > 0, we define an e-ball about A by

B(A,e) = | B(a,e).

acA

where B(a,€) denotes an open ball of radius € centered at a. We say that a subset U of H is a
uniform neighborhood of A if there exists a positive ¢ such that

B(A,e) C U.
A subset A of H is called an e-net for a subset Z of H if Z C B(A,¢). A subset Z of H is said
to be totally bounded if for any & > 0 there exist a finite e-net for Z.
3 Preliminaries

In this section, we introduce the technical tools that form the basis of our technique for study-
ing the asymptotic properties of solutions to difference equations.

3.1 Discrete L'Hospital’s rule

Lemma 3.1. Assume a,b,r are positive real numbers, ¢ € X, ay,a, ... ,a, are real numbers with the
same nonzero sign. Then

aB(c,r) = B(ac,ar), aB(c,r)+UB(c,r) = (a+b)B(c, 1), (3.1)

and
a1B(c,7) + aB(c,7) + -+ -+ a,B(c,r) = (a1 + - - - + a,)B(c, ). (3.2)
Proof. The assertion (3.1) is an easy exercise, (3.2) is a consequence of (3.1). O

Lemma 3.2. Assumex € XN, pe N, r,L € R,

ceX, r>0, L>]|c|+r,
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(yn) is a sequence of real numbers, strictly monotonic for n > p. Moreover,

Yy £ 0 and A;” € B(c,r) (3.3)
forn > p. Then
T <r—|—Lyk+;Ck (3.4)

forn,k > p.

Proof. Assume the sequence (y,) is increasing for n > p. Choose n,k > p. For i > p we have
Ax; € (Ay;i)B(c,r). Hence, using Lemma 3.1, we obtain

Xp— X = Axp+ -+ Axp1 € (Ayr)B(c,r) + -+ + (Ayn—1)B(c,7)
= (Ayx+ -+ + Ayn—1)B(c, 1) = (yn — yx)B(c, 7).

for n > k. Similarly, for k > n, we have x; — x,, € (yx — y»)B(c,r). Hence

Xn Xk Yk
Xy —xx € (¥, — vy )B(c,r) and —6<1—>Bc,r.
(€ e yBler) and - e (1o Be)

Therefore, there exists a vector b € B(c, ) such that
Xno Xk _ <1_yk>b:b_ <yk)b
yn yn yVl yn

xn—c:b—c—<yk>b+xk.
Yn Yn Yn

Since |[b—c| < rand |b| < |c| +r < L, we have

Hence

<y +L LS + Tk
Yn Yn Yn
The case when (y,) is decreasing for n > p is analogous. O

Theorem 3.3 (Discrete I'Hospital’s rule). Assume (x,) € XN, (y,) is a sequence of real num-
bers which is strictly monotonic for large n. Moreover, we assume that the sequence (Ax,/Ayy) is
convergent and one of the following conditions is satisfied:

(a) limy—eo X = 0 and limy, e y» = 0,
(b) the sequence (yy) is unbounded.
Then the sequence (x,/yy) is convergent and

. Xpn . Axy,
lim — = lim .
n—o0 iy, n—00 Ayn

Proof. Let e > 0. There exists an index p such that

’ Ax,  Axy
<€
Ayn Ay
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for n,k > p. Let ¢ = Ax,/Ay,. Then Ax, /Ay, € B(c,¢) for n > p. If condition (a) is satisfied
and n > p, then taking sufficiently large k and using Lemma 3.2 we obtain |x,/y, — c| < 2e.
Similarly, if condition (b) is satisfied, then using Lemma 3.2 we obtain an index g4 > p such
that |x,/y, —c| < 2e for n > g. Then

X  Axy,

— - < |—=—c|+
Yn  Dyn Yn ‘

Lemma 3.4. Ifx € XN, m € N, s € (—1,), and A"x,, = o(n®), then

Xn Axy

< 2e+e. O
Ayy

Cc —

x, = o(n°t™).

Proof. Induction on m. Let m = 1. Using L'Hospital’s rule we obtain
(t + 1)S+1 _ ts+1

(t + 1)s+1 o ts+1 (1 + t*l)S“rl —1

Jim, fs Il = s s 1
1)(14t71)s(—t72
:lim(s+ )<+_>( ):s—l—l.
t—00 —t—2
Hence
] ns+l
lim —— =s+1.
n—soo M
So by assumption Ax = o(n°) we obtain
I Ax, I Ax, n® I Axy, T no 0
Mot — MM s Ay — M s MM e — o

Since s > —1, the sequence (n°"!) is increasing to infinity. By Theorem 3.3, we obtain x, =
o(n°**1). Hence the assertion is true for m = 1. Assume it is true for certain m > 1 and let
A" lx, = o(n®). Then A"Ax, = o(n®) and by inductive hypothesis we get Ax, = o(n*™™).
Hence by the first part of the proof we obtain x,, = o(nsT"*1). O

3.2 Regional topology

Let Y be a real vector space. We say that a function || - || : Y — [0, c0] is regional norm if the
condition ||x|| = 0 is equivalent to x = 0 and for any x,y € Y and « € R we have

x|l = faclllcll, e+l < llxll =+ [yll-

Hence, the notion of regional norm generalizes the notion of usual norm. If a regional norm
on Y is given, then we say that Y is a regional normed space. If there exists a vector x € Y
such that ||x|| = oo, then we say that Y is extraordinary.

Assume Y is a regional normed space. We say that a subset Z of Y is ordinary if ||x —y|| <
oo for any x,y € Z. We regard every ordinary subset Z of Y as a metric space with metric
defined by

d(x,y) = Jx =yl
Let U C Y. We say that U is regionally open if U N Z is open in Z for any ordinary subset Z
of Y. The family of all regionally open subsets is a topology on Y which we call the regional
topology. We regard any subset of Y as a topological space with topology induced by the
regional topology. The subset
Yo={ycY:lyl <o},



6 J. Migda

is a linear subspace of Y and regional norm induces an usual norm on Y. We say that Y is a
regional Banach space if Y is a Banach space.

An important special case of a regional Banach space we obtain as follows. Let D be an
arbitrary nonempty set and let F(D, X) denote the space of all functions f : D — X. Then the
formula

I£1l = sup{|f(p)| : p € D}

defines a regional norm on F(D, X). This space is extraordinary if D is infinite. In particular,
we obtain the regional topology on the space

XN = F(N, X).

The regional topology in F(D, X) is, simply, the topology of uniform convergence. In extraor-
dinary case this topology is not linear but almost linear. For more details and for the proof of
the following theorem we refer to [13].

Theorem 3.5 (Generalized Schauder theorem). Assume Q is a closed and convex subset of a re-
gional Banach space Y, a map A : Q — Q is continuous and the set A(Q) is ordinary and totally
bounded. Then there exists a point x € Q such that A(x) = x.

We say that a family T C XN is pointwise totally bounded if for any 7 the set T(n) = {t,
t € T} is totally bounded. We say that T is stable at infinity if for any € > 0 there exists an
index p such that |x, — y,| < € for any n > p and any x,y € T.

Lemma 3.6. If a family T C XN is pointwise totally bounded and stable at infinity, then T is totally
bounded with respect to regional norm.

Proof. Lett € T and & > 0. Choose an index p such that
|Xn —yn| < e
forany x,y € T and any n > p. Forany i = 1, ..., p choose a finite e-net G; for the set
T(i)={x;:xe€T}.
Let
G= {ZGXN izp € Gpforn <pandz, =t, forn>p}.

Fix an x € T. PFor any i € IN(1,p) choose g; € G; such that |x; — g;| < &. Let h € XN be
defined by

hy =gnforn<p, h,=t,forn>p.

Then h € G and |x — h| < e. Hence G is a finite e-net for T. O

3.3 Remainder operator

In this section we define the iterated remainder operator. This operator will be used in the
proofs of our main results. In Lemmas 3.7 and 3.8 we establish some basic properties this
operator. Next in Lemma 3.10 we show that if x € X™N and A™x is asymptotically zero, then x
is asymptotically polynomial. In Lemmas 3.11 and 3.12 we present some useful consequences
of Lemma 3.10.
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Now we define the spaces Sx(m) of m-times summable sequences and the remainder
operator. Let

Sx(0) = ox(1), Sx(1) = {x € XN: the series Y x, is convergent} .
n=1

For x € Sx(1), we define the sequence r(x) by the formula
n) =Y xj
j=n

Then r(x) € Sx(0) and we obtain the remainder operator
r:Sx(1) — Sx(0).
For m € IN, by induction, we define the linear space Sx(m + 1) and the linear operator
1Sy (m+1) — Sx(0)
by
Sx(m+1) = {x € Sx(m) : r"(x) € Sx(1)}, (%) = r(r™(x)).
Note that

(o] oo [ee)
— E E PPN E xim
i] =n iz 1

=i im :im—]

for any x € Sx(m) and any n € IN.
In the proof of the next lemma we use the fact that in Banach space absolute convergence
implies convergence of a series.

Lemma 3.7. Assumex € XN, m € N, p € N, and s € (—o0,0]. Then
(a) if |x| € Sr(m), then x € Sx(m) and |r™(x)| < r™(|x]),
(b) |x] € S(m) if and only if 32y 10" |x, | < o,
() if 2] € S(m), then r(|x])(p) < T2, w7,
(d) if x € Sx(m), then A™ (1" (x)) = (=1)"x,
(e) if x € ox(1), then A™x € Sx(m) and r™(A™(x)) = (—1)"x,
(f) if Yooy n™ 175 |xy| < oo, then x € Sx(m) and v (x)(n) = o(n®).

Proof. Using our notation, the assertion (a) may be proved by repeating the proof of [10,
Lemma 1]. Analogously, repeating the proof of [10, Lemma 2] we obtain (b). Similarly, we
can obtain (c), (d), and (e) from [10, Lemma 2], [10, Lemma 5] and [10, Lemma 6] respectively.
The assertion (f) we can obtain from [12, Lemma 4.2]. O

Lemma 3.8. If x € XN and |x| € Sg(m), then

Z Z Xiy, = Z (mm_l )xl’H-k
z i

(o]
= 1 I =im_1 k=0

=)
2 (k+1)(k+2)---(k+m—1) > (j—n+1)---(j—n+m-—1)
Z m_1)| Xntk = 2 m—l)' x]'.

k=0 ( j=n (
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Proof. See [11, Lemma 4]. d

Lemma 3.9. Ifa,b € Sg(m) and a < b, then r™(a) < r™(b).

Proof. See [12, Lemma 4.1 (h)]. O

Lemma 3.10. Assumea € RN, x € XN, m € N, s € (—oo,m — 1],

n" 175, | < 0o, and A"x, = O(a,).
n=1

Then
X € PolX(m — 1) + Ox(ns).

Proof. Lets < 0. The condition A™x, = O(a,) implies
) n" 7S Ay, | < oo,
n=1

Let u = A™(x). By Lemma 3.7 (f), u € Sx(m) and r"(u)(n) = o(n®). Let w = (—1)"r"(u).
Then w, = o(n°) and, by Lemma 3.7 (d), A™(w) = u = A™(x). Hence

x —w € Ker(A™) = Polx(m — 1)
and we obtain
x=x—w+w € Polx(m — 1) + ox(n®).

Lets € (0,m — 1]. Choose k € N(1,m — 1) such that k —1 < s < k. Then

2 n(m—k)—l—(s—k)|un| < o0

n=1

and, by Lemma 3.7 (f), u € S(m — k) and " *(u)(n) = o(n°*%). Let w = (—1)"F"=*(u).
Then w, = o(n*~*) and, by Lemma 3.7 (d), A" *w = u. Choose z € XN such that Afz, =
w, = o(n*~¥). Since s — k > —1, so by Lemma 3.4 we have z, = o(n°). Moreover

A"z = A" ARz = ARy =y = AT

and
x =x—2z+z € Polx(m—1)+ ox(n®). O

Lemma 3.11. Assumea € RN, b,x € XN, m € N, s € (—oo,m — 1],

n" 175, | < co, and A™x € Ox(a) +b.
n=1
Then
x € A7"b+ox(n®).
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Proof. Choose u € A~"b. Then
A" (x —u) = A"x — A"u = A"x —b € Ox(a).
Hence, by the previous lemma,
x —u € Polx(m — 1) + ox(n®).

On the other hand,
u+ Polx(m —1) = A™"b.

Hence
x € u+Polx(m—1)+ox(n®) = A™"b+ ox(n®). O

Lemma 3.12. Assumeb € XN, m € N, s € (—oo,m — 1], and

oo
Y " by < oo

n=1

Then
A7"b + ox(n®) = Polx(m — 1) + ox(n®).

Proof. Let x € A™"b and z € ox(n®). By Lemma 3.10,
x € Polx(m —1) + ox(n®).

Hence x + z € Polx(m — 1) + ox(n°) and we have

A7"b + ox(n®) C Polx(m —1) + ox(n®).
By Lemma 3.7 (f), b € Sx(m) and r"(b)(n) = o(n®). Let

u=(-1)"r"(b) and ¢ € Polx(m—1).
Then u = o(n°) and using Lemma 3.7 (d), we have

A" (@ +u) =A"u =b.

Hence
p+ucA™™b and ¢ AT"b+o(n).

Therefore
Polx(m — 1) + ox(n®) C A™"b + ox(n®). O

4 Solutions with prescribed asymptotic behavior

We say that a map f : Y — Z from a metric space Y to a metric space Z is a Heine map if it is
completely continuous and is uniformly continuous on any bounded subset of Y. We define
a metric d on N x X by

d((k,s), (n,t)) = max(|n — k|, [t —s]).

Note that if the dimension of the space X is finite then any continuous map f : N x X — X is
a Heine map.
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Theorem 4.1. Assume f is a Heine map, s € (—o0,0],

Y " Ha,| < oo, 4.1)
=1

=

w € RN is positive and bounded, g : [0,00) — [0, 00) is locally bounded,
[f(n, )] < g(walt]) (42)

for (n,t) e Nx X,y € XN, A"y = band

WnYo(ny = O(1). (4.3)
Then there exists a solution x of (E) such that x = y + o(n®).
Proof. For x € XN let ¥ € XN be defined by

Xn = f(1,Xg(n))-
Choose a positive constant c. Let

T = {xeX]N: |x —y| §c}.

By boundedness of w and (4.3), there exists a constant K such that if x € T and n € IN, then

’wﬂxa(n)‘ = ’wﬂxa(n) — WnlYo(n) + wﬂya(n)’

< ’wnHXU(n) _ya(n)’ + ’wn]/a(n)’ <K
Since g is locally bounded, there exists M > 0 such that g([0,K]) C [0, M]. Therefore, we have
glwncgp) <M and  [5a] < g(|¥p ) < M @)

for x € T and n € IN. Since " (|a|)(n) = o(1), there exists an index p > 1 such that

Mr"(lal)(n) <c¢ for n>p. (4.5)
Let u,p € RN,
0 forn<p,
n= = yuMr"(|al). 4.6
2 {1 fornsp PH (lal) (4.6)

Now, we define a subset S of XN and a map A:S — XN by
S = {x e XN . lx—y| < p} , A(x) =y + (=1)"ur'"(ax).

Then S C T. Obviously, S is convex, closed and ordinary subset of XN. If x € S, then, using
Lemma 3.7 (a), Lemma 3.9, (4.4) and (4.6) we get

|Ax — y| = [ur"(ax)| < pr™(Jax]) < p.

Hence A(S) C S. Choose ¢ > 0. There exists 4 > p and « > 0 such that

) q
2M ) n"Ya,| <e and  ag™! Y Jau| <e. 4.7)
n=q n=1
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Let
L = max{|y,u) —yal : n € N(1,9)},

and
W={(nt)e NxX:neN(,q),|t—ys| <L+c}

The function f is uniformly continuous on W. Hence, there exists a § > 0 such that
if (n,s),(n,t)eW and |[s—t| <, then [f(n,s)—f(nt)| <a. (4.8)
Assume x,z € S, |[x —z| <. Let u = ¥ — z. Then
|Ax — Az| = |ur™ (au)|.
Using Lemma 3.7 we get

d(Ax, Az) = sup |Ax, — Az,| = sup |r" (au)(n)|
nelN nelN

(o]
sup " (Jau|)(n) < ) "y,
nelN n=1

IN

Hence

q o]
d(Ax,Az) < Z nm’l\anunl + Z nm’llanun\. 4.9)

n=1 n=q
By (4.4), |u| <2M. If n € N(1,q), then
|xa(n) _yn‘ < |xa(n) - ya(n)‘ + |y0(n) - yn| < p(?l) +L<L+c
Hence (1, x,(,)) € W. Analogously (1,z,(,)) € W. Therefore, by (4.8), |u,| < a for n < g. By
(4.7) and (4.9) we get
q oo
d(Ax, Az) <aq™ 'Y fag| +2M Y 0" e, <e+e
n=1 n=q

Thus the map A is continuous. Now, we will show that the family A(S) is pointwise totally
bounded. Fix an n € N. Then

A(S) (1) = {yn + (=1)"pnr™ (ax)(n) : x € S}

and, by Lemma 3.8,

r"(ax)(n) = i

<m+k—1
k=0

m—1 >an+kf(n +k, xcf(n+k))'

Let
Qn = {r'"(ax)(n) : x € S}.

A = <m+k—1>,
m—1

Vi ={(n+k Xs(n4p) : x €S} ={n+k} xS(c(n+k))

For k € IN(0) let
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and
U = { Mk Fuyr 0 X €S}

Then Vj is a bounded subset of IN x X and, since f is completely continuous, the set f(V}) is
totally bounded. Hence

U, = {/\kaka(n +k, xa(Hk)) X € S} = )\kﬂnJrkf(Vk)

is also totally bounded. Let ¢ > 0. By (4.1) and Lemma 3.7 (b), |a| € Sg(m). By Lemma 3.8
there exists an index n; such that

M Z )\k|an+k| <&
k:n]
Let
D= { Z Akan+kxn+k:x65} and U=Uy+ U+ -+ Uy,

k:n1

Then

Qi’l — {Z)\kﬂn+kxn+k X G S} C u+D
k=0

By (4.4), |%,1x| < M for any k. Hence |z| < € for any z € D. Moreover, U is totally bounded
and there exists a finite e-net H for U. If u € U, then there exists h € H such that |u — h| <.
Moreover, if z € D, then

lu+z—h| <|u—h|+|z] <2

Hence H is a finite 2e-net for U + D and for Q, C U + D. Therefore Q, is totally bounded.
Thus

AS)(n) = g+ (1) s
is also totally bounded. Obviously the family A(S) is stable at infinity. Hence, by Lemma 3.6,
A(S) is totally bounded. Therefore, by Theorem 3.5, there exists a sequence x € S such that
A(x) = x. Then
Xn = Yyn+ (=1)"r"(ax)(n)
for n > p. This means that there exists a sequence u € XN such that u,, = 0 for n > p and
x=y+ (—=1)"r"(ax) + u. (4.10)
Hence, by Lemma 3.7 (d),
A"x = AN"y+ax+ A"u =ax+ b+ A"u.
It is easy to see that A™u, = 0 for n > p and we obtain
A"xy = anf(n, xs(n)) + bn
for n > p. Moreover, using (4.10) and Lemma 3.7 (f), we get x, = v, + o(n°). O

Theorem 4.2. Assume s € (—0,0], y € XN, A"y = b,
Z nmfsfl‘an| < o0,
n=1

U C X is a uniform neighborhood of the set y(IN), and the map f|IN x U is Heine and bounded. Then
there exists a solution x of (E) such that x,, =y, + o(n®).
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Proof. For x € XN let x € XN be defined by

Tn = f(1, Xo(n))-
Choose a positive constant ¢ such that B(y(IN),c) C U. Let

T={xecXN:|x—y|<c} and M =sup{|f(nt)|:(nt) €N xU}.
If x € Tand n € N, then x, € B(y(IN),c) C U. Hence
|%,| <M
for any x € T and n € IN. There exists an index p > 1 such that
Mr™(la|)(n) <c for n>p.

The rest of the proof is analogous to the second part of the proof of Theorem 4.1. O

Corollary 4.3. Assume the map f is Heine, s € (—o0,0], and
Z nm7s71|an| < oo.
n=1
Moreover, for any bounded subset Z of X, f is bounded on IN x Z. Then for any bounded solution y of

the equation A™y = b there exists a solution x of (E) such that x, = y, + o(n®).

Proof. The assertion is an easy consequence of Theorem 4.2. O

5 Approximations of solutions

Theorem 5.1. Assume x is a solution of (E), s € (—co,m —1], p € N, U C X,
oo
Y " a,] < oo, g :[0,00) — [0,00), we RN,
n=1

and one of the following conditions is satisfied:
(1) the sequence %, = f(n, Xy (y)) is bounded,

(2) f is bounded on IN(p) x U and x,(,) € U for large n,

(3) f is bounded on IN(p) x U and x, € U for large n,

(4) f is bounded,

(5) g is locally bounded, X,y = O(w, ') and |f(n,t)] < g(|wnt]) on N x X.

Then x € A~™b + ox(n®). If, moreover,

oo
nmflfs‘bn’ < oo,
n=1

then x € Polx(m — 1) + o(n®).
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Proof. Obviously (4) = (3) = (2) = (1). Assume (5). Then the sequence

zn = g(|wnXg(m)|)

is bounded and |f (1, Xo(n))| < &(|wnXs(n)|) = zn. Hence (5) = (1). If the sequence X is
bounded, then by the equality
Amxn — anx” + bn

for large n we obtain A"x = O(a) + b. Hence the assertion follows from Lemma 3.11. O

Corollary 5.2. Assume f is bounded on IN x Z for any bounded subset Z of X, s <0,

) n" g, | < oo, and ) n" b, | < oo.

n=1 n=1
Then any bounded solution x of (E) is convergent. More precisely, there exists a vector ¢ € X such
that x = ¢ + o(n®).

Proof. Let x be a bounded solution of (E) and let Z = x(IN). Then f is bounded on IN x Z,
and, by Theorem 5.1, x € Polx(m — 1) 4+ o(n®). Using the boundedness of x and assumption
s < 0 we see that there exists a vector ¢ € X such that x = ¢ + o(n°). O

Corollary 5.3. Assume that for any bounded subset Z of X, f is boundedon N x Z,s <0, € N, y
is a g-periodic solution of the equation A™y = b and

(o]
Z nmfsfl‘aﬂ < oo.
n=1

Then any bounded solution x of (E) is asymptotically g-periodic. More precisely, there exists a vector
c € X such that x = c +y + o(n®).

Proof. If x is a bounded solution of (E), then, by Theorem 5.1,
x € AT"b+0(n°) =y + Polx(m —1) + ox(n®).

Using boundedness of x and y and assumption s < 0 we see that there exists a vector c € X
such that x = ¢+ y + o(n°). O

Lemma 5.4. Assume a,u are nonnegative sequences, p € N, A,y > 0, and b > 0. Let g : [0,00) —
[0, 00) be nondecreasing, g(b) > 0,

00 ) n—1
Z ap < o, / ﬂ =00, and u, <b+A Z axg (pug)
k=0 b g(t) k=p
for n > p. Then the sequence u is bounded.
Proof. See [12, Lemma 7.2]. O

Lemma 5.5. If x € XN, m € N and p € IN(m) then there exists a positive constant L such that

n—1
|2, | < nlm=1) <L +) \Amxi|> for n>p.

i=p
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Proof. The proof is analogous to the proof of [12, Lemma 7.3]. O

Theorem 5.6. Assume o(n) < n for large n, s € (—oo,m — 1],
g :[0,00) = [0, 0), w € RN, w = O(n'™™),

If(n,t)| < g(lwnt|) on N x X, g is nondecreasing, g(t) > 0 for t > 1,

i m—1 s’ | i m—1 S|b | ® dt
nto o ay| < o, no < 00, /—:oo
n=0 ! ! 1 g(t)

n=0
and x is a solution of (E). Then x € Polx(m — 1) + ox(n®).

Proof. Choose M > 0 such that |w,|n"~! < M. Then |wn|n(’”_l) < M. By assumption

A" x| = lanf (1, xo(n)) + bal < |an||f (1, Xg())| + |b]
< |anlg(|wnXg(n) )| + Dnl.

By Lemma 5.5, there exists a positive constant L such that

o(n)—1 n—1
x| < o ()" <L+ Y |Amxl|> < p(m=1) <L+ Y |Amx1-|> .

i=p i=p
Hence
n—1
[WnXg (| < ML+M Y [A"xj].
j=1
Then
n—1 -1
WXy | < ML+ M Y |a;|g(Jwjxg +MZ]b|
=1 j=1
n—1
<K+ MY ajlg(|wixe)]),
j=1
where
n—1
K=ML+M)_ |bjl.
j=1
Obviously [¢ g(t)~'dt = co. By Lemma 5.4, the sequence (w,X,(,) is bounded. Choose

Q > 0 such that |wnxa )| < Q for every n. Choose P > 1 such that ¢(Q) < P. Then
g(|wnXy(n)|) < P for every n. Hence

A" x| < |an|g([wnXo(n)]) + [bn] < Plan| + |ba] < P(|an] + [ba]).

Therefore A"x,, = O(|a,| + |by|). Now the conclusion follows from Lemma 3.10. O
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