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Abstract

The resources in the Internet of Things (IoT) network are geographically
distributed among different parts of the network. Considering huge number
of IoT resources, the task of discovering them is challenging. While register-
ing them in a centralized server such as a cloud data center is one possible
solution, but due to billions of IoT resources and their limited computation
power, the centralized approach leads to some efficiency and security issues.
In this paper we proposed a location-aware and privacy preserving multi-
layer model of resource discovery (Lamred) in IoT. It allows a resource to be
registered publicly or privately, and to be discovered with different locality
levels in a decentralized scheme in the IoT network. Lamred is based on
structured peer-to-peer (P2P) scheme and follows the general system trend
of fog/edge computing. Our model proposes Region-based Distributed Hash
Table (RDHT) to create a P2P scheme of communication among fog nodes.
The resources are registered in Lamred based on their locations which results
in a low added overhead in the registration and discovery processes. Lamred
generates a single overlay and it can be generated without specific organizing
entity or location based devices. Lamred guarantees some important security
properties and it showed a lower latency comparing to the centralized and
decentralized resource discovery models.
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1 Introduction

The Internet of Things (IoT) network consists of billions of resources distributed
in different parts of the network. The huge number of resources and their different
levels of accessibility (e.g. private resources, local resources and public resources)
make the task of registering and discovering them a challenging task. Adopting a
centralized scheme such as relying on a cloud service helps organizing the resources
in an entity that has a high computation capability and can be used to discover
those registered resources. But, in systems that rely only on a centralized entity
a significant amount of traffic has to be used for the registration and discovery
processes which might affect the overall efficiency of the system. Comparing to
cloud computing infrastructure that send the traffic to a centralized cloud data
center, the fog/edge nodes in the fog and edge computing infrastructures try to
distribute the data among nodes and keep it as close as possible to the origin
source of data. Hence, fog computing extends the cloud computing to the edge of
the network, close to the point of origin of the data [3]. Processing the data locally
during the registration and discovery of resources helps to achieve scalability, at the
same time mitigates the potential privacy and security risks against single point
of attack and failure. However, there should be a unique decentralized scheme
that defines and arranges the relationship between the fog/edge nodes and their
responsibilities.

Distributed Hash Table (DHT) creates an overlay by assigning a seemingly
unique identifiers to the participating nodes. The generated overlay can be used
to organize the distributed nodes in the decentralized resource registration and
discovery processes [15]. The identifiers in DHT are generated by feeding some of
the parameters of the peer nodes (e.g. IP addresses) to a hash function, and the
output is used as the identifiers of the nodes. Depending on the identifier, each node
is resided in a specific location in the overlay with a predefined responsibilities. Due
to the random-looking behaviour of the hash functions, the output of the relatively
close parameters in the input range might not be close in the hash space. While
this property is required to ensure the random and uniform distribution of nodes
and the stored data in the overlay, but adopting the original DHT technique in fog
and edge computing infrastructures might results that two adjacent nodes reside
in two far locations in the overlay. As a result, while adopting DHT in resource
discovery [15] removes the centralized entity, but might map the geographically
close nodes to distant nodes in the resulted space. If the nodes in the resource
discovery models are distributed without considering their physical locations, an
efficiency issue might be raised. This is due to the reason that the logical path
of nodes on the underlying network could vary from the logical based path in the
overlay network that is organizing the distributed nodes. Thus the lookup latency
can be high, which in this case leads to operational inefficiency in applications
running over it [18]. During organizing nodes in the resource discovery model, the
locations of nodes have to be taken into consideration. Afterward, a resource is
registered based on its location in a close node in the distributed system which
reduces the required time to register and reach that specific node.
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Therefore, while adopting DHT as a structured Peer-to-Peer (P2P) scheme to
organizing fog and edge nodes in IoT has some advantages such as scalability and
functionality without involving any centralized entity, but DHT might cause the
data to be stored in a far node. In this paper we proposed a location-aware and
privacy preserving multi-layer model of resource discovery (Lamred) in IoT. Lamred
aims to keep the data as close as possible to the origin of the data by taking into
consideration the locations of both resources and IoT gateways and utilizing a single
DHT overlay. It can be implemented without specific location based devices, and
add no extra local overhead comparing to traditional DHT overlays. Here are the
main contributions of this paper:

• Propose Lamred, a new DHT based model as a P2P overlay for resource
discovery in the IoT Network.

• Propose a Region based Distributed Hash Table (RDHT) for location aware
resource registration and discovery. Lamred keeps the resources as close as
possible to the clients, hence reducing the required time during the registra-
tion and discovery processes.

• Propose a private tag generation method in Lamred for private resource reg-
istration and discovery.

• Use cryptographic primitives to protect the private resources in the system
and ensure the required anonymity and privacy in Lamred.

The rest of this paper is organized as follows. The next section defines some
of the preliminaries. Section 3 summarizes the efforts in current research field of
resource discovery. Section 4 describes Lamred, the proposed model of resource
discovery, and introduces its different components. In Section 5 we evaluate the
model, proof the required security properties and discuss the performance of Lam-
red. Finally, we conclude our work in Section 6.

2 Preliminaries

2.1 Cryptographic Primitives

Definition 1 (collision-resistant one-way hash function). A function H(.) that
maps an arbitrary length input M into a fixed-length digest d is called collision-
resistant one-way hash function it satisfies the following properties:

• Given M , it is easy to compute H(M).

• Given d, it is hard to find any M s.t. d = H(M).

• Given d = H(M) and M , it is hard to find M ′ s.t. M ′ �= M and H(M) =
H(M ′).
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• It is hard to find two distinct messages M ′ and M ′′ s.t. M ′ �= M ′′ and
H(M ′) = H(M ′′).

If the solution can be computed in the polynomial time, therefore it is considered
easy to compute. On the other hand, if there is no solution known to solve the
problem in polynomial time, it is considered a hard problem [7].

Definition 2 (Probabilistic Polynomial Time). An algorithm A is a PPT (Prob-
abilistic Polynomial Time) if its probabilistic and ∃c ∈ N such that ∀x,A(x) halts
in |x|c steps.

2.2 Distributed Hash Table

DHT is a distributed system that creates a structured P2P overlay in a network.
The participating nodes in the network can join and leave the DHT at any specific
time. Upon joining a new node, a new identifier is assigned to it and depending
on the assigned identifier, it will be responsible of storing a set of data in the
network. Using multiple replicas helps the DHT to be fault tolerant and improves
the availability of data in the network. Using identifiers instead of other types
of addressing (e.g. IPs) helps to balance and manage the data storage among
participating nodes without any centralized entity. In addition to load balancing,
it solves the scalability by providing the service of generating the identifiers by the
participating nodes themselves. There are several protocols to implement DHT
such as Chord [29], Kademila [20], Pastry [28], and Tapestry [33].

DHT uses a large address space of integer numbers. The size of the address
space depends on the fixed output size of the function that is used to generate
the identifiers. The size of the key space is he same as the address space, i.e. the
same function is used to generate identifiers for nodes and keys for the stored data.
To achieve the random function of identifier generation and uniform distribution
of data among all participating nodes a collision-resistant one-way hash function
(definition 1) is used in DHT.

Similar to hash tables [19], the data in DHT is stored in key/value pairs. The
value parameter includes any stored information about the data (e.g. the address of
the data) and can be retrieved from the DHT based on its associated key. The key
parameter of the key/value pair is generated by feeding specific information (e.g.
the attribute of the stored data such as its name, its type, etc.) to the collision-
resistant one-way hash function which produces a uniformly distributed randomized
hash value. The generated hash value which represents the key parameter in the
key/value pair is used to determine the responsible node in the network of storing
this specific pair. To achieve the distributed indexing, DHT defines a specific
portion in the key space that each particular node is responsible for. DHT has two
implementation interfaces for storing and lookup: Put and Get. The Put interface
takes the key/value pair and stores this pair in the DHT. The Get interface takes a
single parameter key and lookup in the DHT to retrieve the identifier of a node that
is responsible to store the corresponding value to the given key. In the DHT the
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store (i.e. put interface) and lookup (i.e. get interface) operations are guaranteed
to be done with an upper bound of O(log(n)), in which n is the number of nodes in
the DHT. This feature guarantees that any participating node in DHT can store a
pair of key/value or lookup based on a given key by routing through of maximum
log(n) nodes.

2.3 Resource Discovery

Resources in IoT can be IoT data or IoT devices. These resources are registered
in the network and can be discovered by the clients. The process of discovery is to
get the access address (e.g. URI or IP and port addresses) of IoT data, IoT devices
or a combination of them as a result of discovering (i.e. querying) the resources
in the network. The search techniques can be functional (event-based, location-
based, time-related, content-based, spatio temporal-based, context-based, real-time
and user interactive searching) or implementational (text-based, metadata-based or
ontology-based approach) [25].

The resources can be registered in different parts of the network distributed
among many nodes (Figure 1a) or in a centralised trusted entity (Figure 1b). The
resource discovery [9] is a mechanism to return the access address of a resource
based on the information provided during the lookup operation. The resource
access address can be its IP and port addresses, its URI or other metadata and
further links about the resource. The discovery process starts by issuing a query
including the attributes of the required resources to be discovered. An attribute
of a resource can be any information that describes it, such as its location, its
type, etc. The query is issued by a client and sent to the discovery system. The
query that is received by the discovery system is then processed and divided into
sub-queries. As instance, the query can be divided based on the attributes of the
required resources, and a sub-query is issued in the system for each attribute. The
discovery system then finds and communicates with the responsible nodes to get
the required information about the resources. After getting the list of resources,
they are ranked based on some scoring methods and the final result is sent back to
the requested client.

The data that are generated by the discovered resources in the system can be col-
lected in either request/response or publish/subscribe patterns. In request/response,
the data from the discovered resource is returned back to the clients based on their
requests. As instance, Constrained Application Protocol (CoAP) [4] is a document
transfer protocol that works based on a request/response approach on a client-
server architecture. In the publish/subscribe, the discovered resource publishes its
data to the clients that are already subscribed. The process can be done through
a publish/subscribe server that is the middleware between the subscribed clients
and the published resources. MQ Telemetry Transport (MQTT) [11] is a protocol
that is based on publish/subscribe approach and facilitates one to many communi-
cations through a common node (i.e. broker). Resources publish the messages by
sending them to the broker and on the other hand clients subscribe for a specific
message in the broker.
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(a) Decentralised Scheme (b) Centralized Scheme

Figure 1: Discovery and Access Mechanism

3 Related Work

Some researchers adopt the use of a centralised entity as part of their proposed mod-
els that manages some parts or all parts of the system. Cheshire and Krochmal [5]
proposed a Domain Name System (DNS) based discovery for the IoT network. It
defines a model on how the users register their resources and discover the resources
based on the DNS protocol. The proposed model does not modify the underlying
DNS protocol messages and codes and as a result is simple to implement. In this
model, a centralized authority stores the registered resources and there is no ad-
ditional security consideration to the original DNS protocol itself. Authors in [12]
have proposed a large scale resource discovery to discover the devices and sensors
in the IoT network by building a scalable architecture called Digcovery. The frame-
work enables the users to register their resources into a shared infrastructure and to
access/discover accessible resources by a mobile phone. Their proposed work is fo-
cuses on the discoverability of devices based on context-awareness and geo-location.
Digcovery allows high scalability for the discovery based on a flexible architecture.
However, it relies on a centralized point called digcoverycore for management and
discovery.

Datta and Bonnet [8] proposed a resource discovery framework for IoT. The
proposed framework includes a centralized registry that registers and indexes the
attributes of resources. The attributes of the resources are used as the parameters
during the discovery process through the search engine, that returns the access
addresses of the discovered resources. The authors in [13] proposed a discovery
model for IoT that performs the discovery based on various constraint parameters
such as input/output (IO), precondition/effect and quality of experience (QoE). In
the proposed model, a centralized directory server is used to register and discover
the services in the IoT network. The discovery is done using semantic service
description method OWL-Siot that describes both the IoT services and discovery
requests. Using the centralized scheme helps organizing the resources in an entity
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that has a high computation capability, however, this centralized entity might turn
into a single point of failure, which, if fails, the overall system will stop. This
profoundly affect the availability and reliability of the system. Additionally, the
centralized entity could turn into a bottleneck for the system affecting the overall
system performance.

Several researches utilized the P2P scheme in the IoT network as a method for
distributed resource discovery. The model in [15] removes the centralized entity
by managing the fog nodes in a P2P scheme. It divides the resources into pub-
lic resources that are discoverable by all clients and private resources that can be
discovered by a subset of clients. In addition it provides other features such as
multi-attribute discovery. However, the main drawback of this model is that by
not considering the physical location of the resources and fog nodes it fails to keep
the registration process low by using only the fog nodes that are in the same region
of the registered resource. A particular emphasis on the links and nodes locality
presents a Mesh-DHT in [30] that implemented in IEEE 802.11 wireless mesh net-
work (WMN). The authors employed the Mesh-DHT for building a scalable DHT
in WMNs. This approach enables an entirely distributed organization of informa-
tion by building a stable, location-knowledgeable overly network. Because nodes
primarily talk to physically nearby nodes, it allows minimizing the overhead in
DHT communication of WMNs, therefore requiring fewer transmissions. However,
the model can not reflect the locality of mesh routers in the overlay construction
and therefore does not able to represent the locality of keys. Wirtz et al. [31]
have been proposed an improved version of the DHT based service registration and
discovery. Their work is based on their previous model (Mesh-DHT) and focuses
to address its main drawback. Their proposed model partitions the global DHT
overlay into different scopes with different degrees of locality that are hierarchically
organized in levels. By choosing an appropriate level, a lookup can be restricted to
only consider the locally available information. The put(key, value) and get(key)
in DHT are extended to put(key, value, level) and get(key, level), respectively.

The authors in [21] proposed a single-gateway based hierarchical DHT solution
(SG-HDHT) for an efficient resource discovery in Grids (i.e. Virtual Organizations
(VO)). The model forms a tree of structured overlay and consists of a two-level
hierarchical overlay network. It defines a global DHT and number of second level
DHTs, a DHT overlay for each VO. Only one peer (called a gateway or super peer)
in a DHT overlay of a VO is attached to the global level DHT of the hierarchy. The
proposed resource discovery in this model deals with two different classes of peers:
super peers and simple nodes. The lookup is directed to the super peer of the VO
and then through the global DHT to the superpeer of the requested resource.

The authors in [1] proposed a wireless communication and computation frame-
work that sustains the scalability for a massive increase of IoT devices. The re-
searchers adopt the fog computing paradigm and therefore their proposed model en-
larges the cloud-based solution by providing computing services close to the source
of data generation. WMN nodes are used as the fog nodes in the proposed model.
The authors have employed Chord [29], to generate a DHT based P2P overlay
of fog nodes for resource discovery. This proposed model specifically targets the
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underutilized processing power of devices for computing purposes. The discovery
in this model is done by involving the fog nodes as brokers for the discovery of
the required resources. Pahl and Liebald [23] introduced a distributed modular
directory of service properties and a query federation mechanism based on virtual
state layer (VSL) [24] that allows mapping complex semantic queries on the simple
search. The presented modularaization adds little latency which makes it suitable
for time-critical operations. The proposed model supports multi attribute discov-
ery and allows adding new attributes in the system at runtime that fits the nature
of the dynamically varying IoT.

Authors in [6] proposed an architecture consists of two discovery levels, local
and global service discovery. It uses the P2P scheme for resource discovery, and
IoT gateways are the peers in the P2P overlay. This architecture uses two lay-
ers: the Distributed Location Service (DLS) and the Distributed Geographic Table
(DGT) [26]. The DLS is a DHT based architecture that works as a name resolution
service by providing any required information to access any resource in the network,
depending on its URL. The DGT builds a layer to distribute the information de-
pending on the location of nodes, which can be used to discover the resources based
on their geographic location information. The model successfully manages the reg-
istration and discovery based on the locations of the resources. Although DGT
keeps the location data of the IoT gateways, but since DGT and DLS are loosely
coupled then in order to discover the resources in a given location the system has to
retrieve the IoT gateways data from DGT overlay and then lookup the DLS overlay
for the required resources. In addition to keep the data as close as possible to the
registered resources, Lamred aims to utilize a single DHT overlay and add no extra
local overhead and low global overhead comparing to traditional DHT overlays.
Furthermore, it aims to allow the participating nodes to join Lamred without using
specific location based devices.

4 Location-Aware and Privacy Preserving Multi-
Layer Resource Discovery (Lamred)

The resource discovery in fog/edge computing has some requirements that have to
be addressed. Due to the distributed nature of the IoT gateways and the limited
computing power of the IoT resources, the resource discovery model has to depend
only on low computation processes and does not involve any centralized entity.
Lamred allows four levels of discovery: local discovery that is limited to a single IoT
gateway, intra-regional discovery that is limited to a local region (i.e. sub-region of a
region set), regional discovery that is done in a specific geographical area and public
discovery (i.e. location independent) that is done among all publicly registered
resources, regardless of their locations. In addition, Lamred distinguishes between
two types of resources, public resources that can be discovered by any client in the
system (e.g. a public temperature sensor or a resource offering a public service)
and private resources that can be discovered by a predefined subset of clients (e.g.
private resources in a smart home or a local printer in an organization).
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There are three main disjoint sets in Lamred: set of clients (C), set of objects (O)
and set of gateways (W). The finite set C consists of the IoT clients in the network.
An object o ∈ O is any device in the IoT network with proper computational
power that handles a resource u. Subsets of C and O are connected to different IoT
gateways in W. A gateway w’s responsibility may vary from handling a few nodes
(e.g. smart home) to hundreds of nodes (e.g. environmental monitoring). The
proposed model creates a region-based DHT (RDHT) [17] overlay that provides a
structured P2P method of addressing and discovery of the peers. The members
of W (i.e. IoT gateways) represent the peers in the P2P overlay. Let H(.) be a
collision resistant one-way hash function with d bits message digest, Enck(m) be
an encryption of the message m using symmetric key k and Signw(m) be a digital
signature for message m generated by w ∈ W gateway.

4.1 Lamred Properties

The Lamred has been designed to address the requirements for resource registration
and discovery in the IoT network. Table 1 shows a comparison of some of the
supported properties in the different resource discovery models. In general, Lamred
has the following properties:

• Location Aware: Lamred utilizes RDHT [17] that creates an overlay of
IoT gateways divided logically into multiple region sets and local regions (i.e.
sub-regions) in DHT overlay based on their physical locations. It generates
a single overlay that can be generated without specific organizing entity or
location based devices.

• Multi-attributes: Each resource has number of attributes. These attributes
can be its location, its type, its provided service and so on. To discover
a resource or a set of resources, in addition to their exact identifiers more
than one attribute might be needed to get the precise result of the required
resources. Lamred supports the multi-attributes discovery and the clients are
able to discover the resources based on multiple attributes. In addition to the
predefined set of attributes, participants in Lamred are able to create new
attributes in real time.

• Scalability: The scalability describes the ability of the a decentralized re-
source discovery to adjust the registration and discovery process as the sys-
tem grows in term of number of nodes. Lamred distributes the responsibility
among many nodes that can continue working efficiently as the number of
nodes grows.

• Management: Lamred provides defined interfaces for the authorized IoT
entities to be able to add, remove, update and discover resources in the net-
work.

• Discoverability: Because of the use of RDHT overlay, Distributed Address
Table (DAT) [16] can be integrated as a part of Lamred (in a specific region
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Table 1: Supported properties in Resource Discovery Models

Features Decentralized
Location

aware overlay
Multi

attributes
Security

considerations
Jara et. al. [12] � - � �

Cheshire et. al. [5] � - � �

Datta and Bonnet [8] � - � �

Jia et. al. [13] � - � �

Cirani et. al.[6] � � � �

Wirtz et. al. [30] � � � �

Wirtz et. al. [31] � � � �

Mokadem et. al. [21] � � � �

Shabir et. al. [1] � � � �

Kamel et. al. [15] � � � �

Pahl et. al. [23] � � � �

Lamred � � � �

in RDHT) to allow discoverability of all resources in the network including
as instance those behind the Network Address Translator (NAT).

• Responsibility Definition: Each node in RDHT overlay of Lamred is aware
of the range of its responsibility to registering a subset of resources. This
results that the clients that need to discover a resource in the system being
aware of the specific IoT gateway in Lamred that is responsible to store the
required information to access that specific resource, and issue a discovery
request to that specific node.

• Discoverability Range: Lamred uses a private/public architecture and
is able to keep some of the resources private and only discoverable by the
authorized clients in the IoT network.

4.2 Security model

An object o ∈ O that needs to register its private resource in Lamred has a pre-
defined set Fo ⊂ C of friend clients. The members of Fo are able to discover the
privately registered resource of object o. We assume that from the viewpoint of
any object o ∈ O in Lamred, the set of friends Fo are honest nodes. The rest of
the clients Ro = {r ∈ C \ Fo} can be assumed to be malicious. In the case of
the finite set of IoT gateways W in Lamred, we have to assume that there is no
cut containing malicious nodes only in the communication graph composed of the
clients, objects and gateways (otherwise, the malicious nodes together could make
the communication impossible). More precisely, we assume that for a given resource
u of an object o for every friend f ∈ Fo there exist a path (w1, w2, . . . , wk) in the
communication graph such that the object o is connected to w1, the friend client f
is connected to wk and all of w1, . . . , wk are semi-honest. The semi-honest entities
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are assumed to follow the protocol properly, but they might store the received data
locally in an attempt to get more information from the stored data.

Beside these properties, the nature of the communication model also regulates
the applicable security. In Lamred only the IoT gateways assumed to be able to use
public key cryptography, while the objects handling the IoT resources can encrypt
and decrypt messages using symmetric keys only because of their limited computa-
tion power. In case of IoT gateways, we suppose that every w ∈ W can generate a
digital signature Signw(p) of any transmitted packet p. The proposed construction
is supposed to achieve security requirements in the computational sense, i.e. we
assume PPT adversaries (definition 2) with negligible success probabilities when
attempt to attack the scheme. A function has a negligible success probability if the
success occurs with a probability smaller than any polynomial fraction if the size
of the input exceeds a given bound [2]. The private resources are registered and
discovered by an added private tuple (see Section 4.5). The goal of the security
model in the privately registered resources of Lamred is to allow friend clients to
securely and anonymously discover the private resources, which comes from the
following security properties:

• Resource anonymity: Every PPT adversary can learn any connection be-
tween a given private tuple and a given private resource with negligible prob-
ability only.

• Resource privacy: Every PPT adversary can learn the address of a resource
from a given private tuple with negligible probability only.

• Unforgeability: Every PPT adversary is able to generate, remove or update
a valid private tuple of a resource on behalf of a given honest object with
negligible probability only.

4.3 Location Regions in Lamred

Lamred consists of maximum 2g regions with maximum of 2d IoT gateways in
each region. The regions are grouped in 2g/2 sets, each set with one representative
region and 2g/2 − 1 local regions. Consequently, an identifier of a node in Lamred
consists of three concatenated parts: region set id, local region id and local node
id and is (g + d)-bit long. During the creation of identifiers in Lamred, two hash
functions are used. The first hash function generates g-bit output digest based on
a given information of the region set and the local region, while the second hash
function generates d-bit output digest based on the given node information. g and
d parameters can have same value and the same hash function can be used to
generate the different parts of the identifiers. There are two specific generic regions
in Lamred, namely private and public regions. Each node joins private and public
regions regardless of its physical location. In addition to that, a new node joins a
local region in the Lamred based on its location. Figure 2 illustrates the regions in
RDHT overlay of Lamred.
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Figure 2: Regions in RDHT

The regions are generated by feeding the information of the locations to the
hash function that outputs a g-bit digest. The given input information of the
locations can be represented by human readable names of regions or a specific
prefix of latitude/longitude data. Each region set has a representative region, in
which the nodes in the that region represent other nodes in the region set. To
create a region id, the information of the representative region of that region set
is fed to the hash function and the first left g/2 bits represents the first g/2 bits
of the generated region id. The local region information is then fed to the hash
function and the last g/2 bits is taken that will represent the second g/2 bits of the
generated region id. The representative region itself, will have the last g/2 bits all
set to zero. As a result, all the regions in each of the g/2 region sets in RDHT share
the same g/2 prefix bits. Because of the Avalanche effect property [32] of the hash
function algorithms, each subset of a generated digest by the hash function should
be affected equally as any other subset of the digest. Therefore, generating the
region id by taking g/2 bits from the g bits digest of representative region and g/2
bits from the g bits digest of the local region should not affect the randomness of
the generated identifier. The remaining d-bit of the identifier of a node is generated
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by hashing the information of the IoT gateway (e.g. its IP address). Figure 3 shows
the generation of the identifier of a node in Lamred.

Figure 3: Identifier generation in Lamred

A new IoT gateway w ∈ Wrg ⊂ W joins Lamred by registering in its local region,
along with other members ofWrg in the same local region. This is done by hashing
the location information of the representative region and its local region to get the
first g bits of the identifier of node w and then hashing its unique information (e.g.
IP address of w) resulted in the rest d bits of the identifier of node w. In addition
to the local region, the newly joined node w can join private and public regions as
well. This is done by first hashing its unique information (e.g. IP address of w)
to be able to generate two identifiers that are used in private and public regions.
The generated identifier in the private region starts with g zeros followed by the d
bits output of the hash function used by w. The generated identifier in the public
region starts with g − 1 zeros followed by a single bit 1 and the d bits output of
the hash function used by w. The joining process is done through an introducer
node that is already a member of Lamred. The joining process of a newly joined
node w starts by sending a look up request through the introducer node for its own
identifier (i.e. the newly generated identifiers of node w) in both private and public
regions, as well as in its own local region.

Similar to Kademlia [20] there are two general α and k parameters in Lamred
that determine the parallelism and system wide replication, respectively. Each node
in Lamred, has d lists of the k-buckets [20] that includes the access addresses to the
nodes in the same region. In addition, each node in any region of a region set should
keep g/2 lists of the k-buckets that includes access addresses to all representative
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regions in all region sets in RDHT, including the public and private regions. The
nodes in the representative region of any subset, keep g/2 lists of the k-buckets
that includes access addresses to all local regions in the region set. As a result,
the nodes in the representative regions have d + g lists and all other nodes in any
region in RDHT have d+ g/2 lists. Each of those lists has maximum of k entries.
Considering the size of the DNS domain cache in Raspberry Pi that is defaulting
to 10,000 entries1, storing the access addresses of maximum k IoT gateways in
maximum d + g lists does not require any additional storage consideration in the
Lamred peers. Figure 4 shows an example of a RDHT overlay of Lamred with 3
region sets, in addition to the public and private regions. In this tiny example the
hash function of both region and local identifiers generates a 4-bit digest, therefore,
the identifier of each node consists of 8-bits that includes 4-bits region identifier and
4-bits local identifier. As instance, initiator peer with identifier 10001110 wants to
get the access address of a resource that is stored in the destination peer 11101111.
Since the destination peer is in region id (1110), the representative region that this
peer belongs to is (1100). Therefore, the initiator peer sends the request to the
node (11001110) in the representative region which is then directed to the specific
region and finally to the destination peer in the required region.

4.4 Public Resource Registration and Discovery

A resource u in the network has its specific access address and a set of attributes
that describe its properties (e.g. its type, its provided service, etc.). When an object
o ∈ O wants to register its resource u in the network, it has to add the required
information in Lamred through a member of W that is directly connected to. This
set of information includes the tag that is generated by hashing the attribute type
of the resource, the value of the added attribute, the ownership information and
the access address to resource u as illustrated in Figure 5. After adding the tuple
(tag, value, ownership, data) of resource u to Lamred, it can be discovered by all
clients in the network. There are two options for registering a resource in the
network. The first option which is the default choice for a resource is to register
it in the local region, i.e. in the same region that it belongs to. Since registering
it locally ensures that the tuple will be stored in a node in the same geographical
region, it requires less time and overhead for registration. The resources that do not
depend on a specific location or provide services that are location-independent, can
register themselves in the public region as well. In addition to that, the directly
connected IoT gateway (i.e. the IoT gateway w that the object o is connected
to) keeps a copy of the registered resource locally in the cache for a specific time
depending on the caching expiry parameters.

The overall workflow of resource registration and discovery is shown in Fig-
ure 6. An object o ∈ O registers its resource u in the network as tuples of
(tag, value, ownership, data). The set of the attributes that describe resource u
are fed to the hash function to generate the tag parameter. The value in the added

1https://docs.pi-hole.net/ftldns/dns-cache/
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Figure 4: An example of Lamred implementation with 4 bits per region id and
local id

tuple indicates the actual value of each of the attributes of the registered resource.
During resource registration, the object o generates a random number r and adds
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Figure 5: The public tuple structure in Lamred

its hashed value as a later proof of ownership of the generated tuple. Revealing the
pre-image of the hash value (i.e. r) guarantees the ability of proving the ownership
of the tuple that is used during updating or removing it from the Lamred. The
access address (i.e. data in the tuple) parameter of the resource u might consist
of its address, URI or other metadata about the resource u. The tuple is then
stored in RDHT based on the its tags with a predefined number of replicas. The
actual number depends on the replication factor rp. Choose an appropriate rp
parameter depends on the nature of the network. As a general rule for choosing
the appropriate rp value, the probability of existence of a subset of offline nodes in
Lamred Offline ⊂ W with cardinality greater than the number of replicas has to
be negligible ε. This is shown in equation 1. In addition, the existence of replicas
increases the system performance by reducing the access load on any specific node
in Lamred.

P (‖Offline‖ ≥ rp) < ε (1)

Figure 6: Overall workflow of resource registration and discovery in Lamred
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Let Wrg ⊂ W be a subset of IoT gateways in a specific region that the resource
u has been registered in. In addition to storing the tuples locally in the directly
connected IoT gateway w ∈ Wrg ⊂ W and depending on the replication factor, the
close nodes in the same local regionWrg to tag parameter are responsible for storing
(tag, value, ownership, data) tuple. If a node with identifiers idw and a tuple with
tag tagv are close or equal, then we denote it with idw ≈ tagv. The model does
not depend on any specific distance function (dst) to compute the closeness. It can
be any particular distance function. Metrics such as bitwise exclusive or (xor) [20]
can be used to compute dst value.

Let Id be a set of all possible sequences of d-bit binary digit (i.e. identifiers) in
region rg and each peer w ∈ Wrg ⊂ W has an identifier idw ∈ Id and each resource
u has a tagu ∈ Id. Let define the following set of peers

M(u) = {w : tagu ≈ idw, �w
′ | dst(idw′ , tagu) < dst(idw, tagu)} (2)

The set M(u) links each resource u depending on its added attribute tagu to a
node w ∈ Wrg that its identifier idw ∈ Id is close or equal to tagu. The cardinality of
M(u) depends on the replication factor rp parameter. The procedure of registering
a public resource u in the network consists of three steps:

• Tuple Definition and Generation: The object o and based on the at-
tributes that describe the resource u generates the tags, i.e. hash value of
the attributes. Each of the tags is put along with their values, the ownership
parameter that is the hash value of a randomly generated number r and the
access address to the resource u and send the generated tuples to directly
connected w. In addition to that, the object o determines whether u has to
be stored in the same region or in the public region.

• Tuple Signing: In this step the appropriate set of tuples of the resource u
are signed by w ∈ W.

• Resource Registration: The gateway w registers the resource u by storing
the tuples at the corresponding nodes in Lamred.

The public resources that are registered without any restrictions in Lamred
can be discovered by all clients in the network based on their attributes and the
registered regions. Lamred allows discovery of the registered resources based on
one or more attributes. A client c ∈ C lookup for a resource by sending a lookup
request with the required set of attributes, their values and the required region to
the node w in Lamred that is directly connected to. The node w after receiving a
discovery request from a client c generates the appropriate tags for the discovery
process based on the received attributes. The discovery process contains three main
steps as follows.

• Query Generation: In the first step, the node w generates the set of tags
based on the received attributes from a client c. This is done by hashing each
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of the requested attributes in the client’s request. In addition to that, the
region id is also added to the generated tag.

• Lookup: The second step starts by issuing the lookup request by w in Lamred.
The result Ri of each of the lookup operations is a set of data parameters
that indicates the resulted resources based on the given attribute i and its
required value.

• Result Gathering: After receiving the results and verifying them based on
their attached digital signatures, the intersected members of sets R0 ∩ R1 ∩
· · ∩Rn will be returned as a result to the requested client c. In this step and
prior to returning the result to client c, some scoring methods can be applied.

The tuples of the registered resources are remained in Lamred based on the
caching expiry parameter. In addition to that, an object is able to update the data
or remove its registered resource from Lamred by issuing a request including the
pre-image of the ownership field in the added tuple. The request is signed by the
directly connected node in Lamred, w and is sent to the corresponding node in
Lamred. After checking the ownership of the tuple (i.e. H(r) = ownership), the
requested tuple is updated by a new tuple or removed from Lamred based on the
received request.

4.5 Private Resource Registration and Discovery

Every object o in the IoT network is able to keep a resource private and discoverable
only by a predefined set Fo by generating a private tuple as illustrated in Figure 7.
An object o has a set of its friends Fo = {f1,...,fn} ⊂ C that can be communicated
with in a secure and trusted way. The members of a friend set Fo of an object
o are connected through members of W but they are not part of RDHT overlay
itself. Each private resource has a private identifier idu that is chosen uniformly at
random from a given range, e.g. from bit strings of length 512. The identifier idu
is known only by the members of Fo. Additionally, each c ∈ C has also a private
identifier idc that is chosen uniformly at random from a given range. The object
o stores the private identifiers of each f ∈ Fo ⊂ C locally. In addition, for every
object o and for each f ∈ Fo, an initial value (IV of ) and a common secret key
(kof ) are generated and shared between them on a secure channel. The key kof is
used to encrypt the indirect transmitted data between them. These keys are stored
at each node locally at the setup phase and its future distribution scheme is out of
the scope of this paper.

If an object o registers its resource u privately, only the members of Fo can
discover and access this specific resource of o. To do so, an object o has to generate
a privateTaguf for a resource u and every friend client f ∈ Fo using equation
3. The access address of the private resource is then encrypted using the shared
key kof . A random number r is also generated and its hashed value is added
as a later proof of ownership of the generated private tuple. A private resource
can be registered privately in the local region or in the private region. While
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Figure 7: The private tuple structure in Lamred

registering a private resource in the private region does not guarantee the low
latency process, but it hides the actual region that the private resource belongs
to. On the other hand, registering a private resource in the local region ensures
a low latency process, but reveals its local region. The decision of whether the
private resource should be registered in the same local region or in the generic
private region is made by the object o that handles the private resource. After
generating the tuples as (privateTaguf , ownership, encryptedaccessAddress), the
corresponding node in Lamred receives the resulted tuples (a single tuple for each
f ∈ Fo) from the directly connected object and put them in the same local region
or the private region of RDHT. After registration, the members of Fo can discover
the registered private resource by computing its private tag. These private tags
are not permanent and used only once. The privateTaguf (new) parameter can be
calculated using privateTaguf (old), idu and idf values. At any given time, the
current private tag of a resource is computed as 3:

privateTaguf (new) = H(privateTaguf (old)⊕ idu ⊕ idf ) (3)

where privateTaguf (old) is the previous private tag of the resource u (i.e. the
output of the previous hash) and the initial value is privateTaguf (old) = H(IVof⊕
idu ⊕ idf ). The one-time private tag ensures that the IoT gateway w ∈ W that
idw ≈ privateTaguf is not the same during the life cycle of the resource. Similar
to publicly registered resources, the private tuple of a privately registered resource
can be updated or removed from Lamred by issuing a request and revealing the
pre-image of the ownership field in the added private tuple. Although the discovery
process of a private resource in the network resembles the public discovery, but there
are two differences. First is that in order to be able to discover a resource u that is
handled by o, a client has to be able to compute its private tag, i.e. being a valid
member of Fo. Secondly, after receiving the discovery result, the returned access
data is confidential and can be read only by knowing the secret key k corresponding
to this specific node.
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5 Evaluation

5.1 Security Analysis

Theorem 1. If H(.) is a one-way hash function then the system satisfies resource
anonymity.

Proof. Suppose that the private tuple

P = (P1|P2|P3) = (H(privateTaguf (old)⊕idu⊕idf )|H(r)|Enckof
(accessAddress))

is stored in Lamred by object o to register the resource u that can be discovered
only by its friend client f ∈ Fo. Note that, only P1 includes some information
related to the private resource u (i.e. idu), hence we can deal with this part of
the private tuple only, hence the goal of the adversary is to compute idu from the
tuple. Let assume that the adversary knows privateTaguf (old) also (e.g. from
previous communications). First suppose that a client m ∈ C \ Fo wants to learn
some information. Additionally, we can suppose that m ∈ Ff , i.e. m knows idf .
If m could find a pre-image of H(privateTaguf (old)⊕ idu ⊕ idf ), and if she could
remove privateTaguf (old) ⊕ idf then she can compute idu. However, since H() is
a one-way function, m can find any x with H(x) = P1 with negligible probability
only. The remaining nodes in Lamred outside Ff are in a much hopeless situation,
since even if they are assumed to find a pre-image of the hash, after that they
have to remove privateTaguf (old) and idf and the later is chosen randomly arising
unconditional resource anonymity in this case. This completes the proof.

Theorem 2. If Enc is a computationally secure encryption then the system satis-
fies resource privacy.

Proof. Suppose that the private tuple

P = (P1|P2|P3) = (H(privateTaguf (old)⊕idu⊕idf )|H(r)|Enckof
(accessAddress))

is stored in Lamred by object o to register the resource u that can be discovered
only by its friend client f ∈ Fo and a malicious node m ∈ W ∪ (C \ Fo) wants
to discover and learn the access address of the registered private resource. Note
that, only P3 depends on the access address of the private resource, hence we can
deal with this part of the private tuple only. This last part of the tuple is the
accessAddress encrypted with a computationally secure encryption. Therefore,
without the knowledge of the symmetric key kof the address accessAddress can
be computed with negligible probability only. This completes the proof.

Theorem 3. If H(.) is a collision-resistant one-way hash function and Enc is a
computationally secure encryption, then the system satisfies unforgeability.
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Proof. Suppose that the object o registers the resource u and the actual private
tuple

P = (P1|P2|P3) = (H(privateTaguf (old)⊕idu⊕idf )|H(r)|Enckof
(accessAddress))

is stored in Lamred. Letm ∈ W∪(C\Fo) be a malicious node and first suppose that
m wants to remove or update this tuple. Then m has to compute the pre-image of
P2, which is possible with negligible probability only since H(.) is one-way.

Next, suppose that m wants to generate a new valid private tuple. To achieve
this, the malicious node m has to first compute the new private tag (i.e. P1) and
then replace the part containing information related to accessAddress (i.e. P3).
We will show that neither part of the tuple can be computed with non-negligible
probability. First suppose that m wants to compute P ′1 = H(P1 ⊕ idu ⊕ idf ),
furthermore assume that m ∈ Ff (i.e. m knows idf ) and privateTaguf (old) is also
known by m. Then the only remaining part necessary for P ′1 is idu and only P1 and
privateTaguf (old) depends on this identifier. In both cases m has to compute the
pre-image of the hash function H(.) which can be done with negligible probability
only, since H(.) is a one-way function. Finally, suppose that m wants to compute
P ′3 = Enckof

(accessAddress′) for a fake address accessAddress′. Such fake address
can be found with negligible probability since Enc is a computationally secure
encryption. This completes the proof.

5.2 Performance Analysis

In addition to proving the security properties in Lamred, the main concern is to
keep the data of the registered public and private resources in the system as close
as possible to the point of origin to prevent the high latency of long distances. In
order to study the performance of Lamred and validate its feasibility and reliability,
several issues such as region sizes, required preparation time for registration and
discovery in constrained IoT devices, local and global discovery, and the affect
of local cache size and churn on Lamred have been investigated. The network
latency has been taken into consideration for measuring the performance of Lamred.
Table 2 shows the assumed random parameters of real-time latency2 for each of the
different network links in the system.

Table 2: Network parameters

type parameter
local connection latency 2 ms

sub-regional latency (local region) 3 - 8 ms
intra-regional latency (region set) 10 - 30 ms

long distance latency 80 - 120 ms

2https://wondernetwork.com/pings
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We should call the reader’s attention to the fact that the IoT gateways are the
peers in RDHT and not the IoT clients or IoT resources. The members of C and
O (i.e. clients and objects that handle IoT resources) are not part of RDHT itself
and are connected through the peers in RDHT. The Kademlia implementation3 of
PeerSim simulator[22] has been used for the performance experiments. The imple-
mentation has been modified to fit our proposed model. In the implementation and
as with uTorrent4, the popular implementation of Kademlia, system wide replica-
tion is set to 8 and the lookup parallelism is set to 4. The results of researches
[14][27] that focus on studying these two factors and other parameters in Kademlia
[20] implementation to improve the lookup latency in DHT based implementa-
tion can be applied on Lamred. The system performance has been tested using a
simulated Lamred network with 400 million to 2 billion IoT gateways. The IoT
gateways are distributed and grouped in 200 region sets with 200 regions per re-
gion set (i.e. overall 40,000 regions with 10,000 to 50,000 IoT gateways per region).
Table 3 shows the resource discovery latency in a local region. Figure 8 shows the
resource discovery in Lamred with different region size and discovery scope. The
sub-regional discovery is done within the same region, intra-regional discovery is
done between two regions that are within the same region set and regional discovery
(i.e. long distance discovery) is done between two regions that are in two different
region sets. Due to huge number of IoT gateways in RDHT, the intra-regioal and
regional discovery have been simulated in different stages. Without loss of gener-
ality, we assumed that no churn occurred and no cache has been used in Lamred
during these tests.

Table 3: Resource discovery in a region in Lamred

region size discovery latency
10,000 45.27 ms
20,000 47.14 ms
30,000 48.1 ms
40,000 48.9 ms
50,000 49.7 ms

To evaluate the efficiency of the Lamred for handling issues of robustness, avail-
ability, and replication, we performed a set of experiments where we introduced
churn in the network. Over 100 to 2000 milliseconds intervals and for a period of
120 seconds, we randomly either killed an existing IoT gateway or started a new
one in a region of 10,000 nodes. During the evaluation, resource discovery rate of
100 requests per second have been issued. As shown in the presented result in figure
9, there is 11 ms delay comparing to the network without churn in the discovery
time in Lamred when the churn rate is 0.1 second (i.e. every 100 millisecond either
an IoT gateway leaves or joins Lamred) and less than one millisecond delay when

3http://peersim.sourceforge.net/
4https://www.utorrent.com/
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Figure 9: Churn affect on Lamred

the churn rate is higher than 1.6 second between each occurrence.

Figure 10 shows the affect of cache on Lamred. During the evaluation in a region
of 10,000 IoT gateways and 1000 requests per second, the probability of discovering
a resource that has been already resided in the local cache has been set to 0.05 -
0.25. The analysis showed that the local cache in Lamred nodes that includes the
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Figure 10: Cache affect on Lamred

locally registered and frequently discovered resources, improves the overall delay
linearly.

As part of the evaluation, Lamred has been compared with the centralized
service discovery (CSD) [13] and the decentralized resource discovery (DRD) [15]
models. Since the DRD model [15] uses the IoT gateways without considering their
locations, during analysis and comparison we simulated this model by creating a
region set and assuming that the resources are registered in the regions without
considering the locations of the resources. The direct matching scheme that has
the minimum response time in the CSD model [13] has been used. There are 1000
IoT objects that have been distributed uniformly at random among a region in
Lamred with 5,000 - 10,000 IoT gateways. As it appears from figure 11, although
the resource discovery in centralized discovery is fixed, but the lookup process of
discovering a resource in the network of a centralized scheme is higher than the
proposed model. At the same time, as it is notable, when in the proposed model
the number of gateways in the system increases the delay of the lookup process
increases logarithmically. The reason is the use of the DHT overlay for discovery
in which the lookup time among n peers is log(n).

Lamred shows that it has a low latency that makes it suitable for IoT network
with large number of IoT resources. The latency in a region of Lamred has been
compared with the latency in some of the recent works and the result is listed in
Table 4.

The private resource registration and discovery follows a different approach than
other regions, as discussed in Section 4.5. In this case the object has to generate
the private tag of the resource to be used in the private region of Lamred and on
the other hand, the client application has to calculate the private tag in order to
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Table 4: Latency in resource discovery Models

Model Properties Latency

Datta and Bonnet [8]
Search Engine Based
Resource Discovery

450-600 ms

Jia et. al. [13]
Centralized Resource
Discovery

230 ms

Kamel et. al. [15]
Decentralized Re-
source Discovery

150 ms

Pahl et. al. [23]
4 predicates/ search
providers

80 ms

Lamred
A region with 10,000
IoT gateways

45 ms

be able to discover the private resource and get the encrypted access address of
it. The private tag generation in equation 3 has been tested on an MCU with
single-core 32-bit 80 MHz microcontroller. The SHA256 [10] is used as hashing
algorithm for tag generation and AES-128-CBC is used as encryption algorithm.
For analysis and implementation of SHA256 and AES algorithms on the MCU, the
Crypto library5 for the ESP8266 IoT devices has been used. During the test, each
of the cryptographic operations has been repeated 20 times, and their mean value
is registered. The average time required to perform the encryption, decryption,
hashing and the private tag generation and discovery are shown in Tables 5 and 6.

5https://github.com/intrbiz/arduino-crypto
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Table 5: Required operation time by the microcontroller for private resource
registration

Operation Required time
XOR operation 8 ms

RNG 5 ms
SHA256 (Private Tag and RN) 2 * 227 ms

AES-128-CBC encryption 288 ms

Tag generation (Registration) 805 ms

Table 6: Required operation time by the microcontroller for private resource
discovery

Operation Required time
XOR operation 8 ms

SHA256 (Private Tag) 227 ms
AES-128-CBC decryption 348 ms

Tag generation (Discovery) 583 ms

5.3 Complexity Analysis

Suppose that Lamred consists of 2g regions, divided into NRegionSet region sets.
Let’s suppose that the cardinality of IoT gateways in the private and public regions
are NP , and in the local regions R1, R2 and R3 of RDHT overlay are NR1, NR2

and NR3, respectively. Suppose that both R1 and R2 are in the same region set
that includes NRS1 local regions, and R3 is in a different region set. We discuss
the complexity of the proposed model in five cases:

• Sub-regional registering or discovering a resource in the same local region
(RDlocal)

• Location independent registering or discovering a resource in the private/
public regions (RDpp)

• Discovering a resource that is stored in the cache of an IoT gateway (Dcache)

• Intra-regional discovering a resource in the same region set (RDRS)

• Regional discovering of a resource in a different region set than the client
region (Dregional)

Registering or discovering a resource in the same region R1 that the object
and client belong to is done by the corresponding peer w ∈ WR1 and is equal
to RDlocal = O(log(NR1)). Registering or discovering a resource in the private
or public regions regardless of its location is done by first reaching a node in the
target private or public regions and then finding the exact node in these regions
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responsible for storing the access address of the required resource. Since each node
in Lamred has the access addresses of nodes in public and private regions, it takes
O(1) to reach each of these two regions and then perform a lookup request for the
exact required node. Therefore, registering or discovering a resource in the private
or public regions depends on the number of nodes in each of these regions and is
equal to RDPP = O(log(NP )).

Each IoT gateway in Lamred keeps a copy of the registered or previously dis-
covered resources locally for a specific time depending on the caching expiry pa-
rameters. If a client requests to discover a resource that resides in the cache (which
happens for the frequently discovered resources), then the result is returned di-
rectly to the client and is equal to Dcache = O(1). If the client and the discovered
resource are in regions R1 and R2 that are in the same region set including overall
NRS1 local regions, the discovery access time takes RDRS = O(log(NRS1NR2))
and is done in two stages. Firstly, it takes O(log(NRS1)) to reach the target re-
gion (i.e. R2) and then it takes O(log(NR2)) to discover the required resource by
reaching the specific responsible node in target region R2. Discovering a resource
in region R2 by a client belongs to region R3 that is in a different region set rakes
Dregional = O(log(NRegionSetNRS1NR2)) and is done in three stages. Firstly, ac-
cessing the representative region of the region set that the target region R2 belongs
to takes O(log(NRegionSet)) based on the number of available region sets in Lamred.
Then, reaching the region R2 takes O(log(NRS1)). Finally, it takes O(log(NR2))
to perform a lookup and discover the required resource by reaching the specific
responsible node in target region R2.

6 Conclusion

In this paper a location aware and privacy preserving multi layer model of resource
discovery (Lamred) in IoT has been proposed. It adopts the peer to peer (P2P)
scheme by utilizing Regional Distributed Hash Table (RDHT), a proposed version
of DHT. Lamred ensures that there is no single point of failure in the system and the
network can be easily scaled without any need of a reorganizing and synchronizing
authority. The RDHT overlay is generated by taking into consideration the physical
location of IoT gateways in the system. Resources are not part of RDHT overlay,
but they can be registered locally, globally or privately different regions in RDHT
through an IoT gateway. On the other hand, clients can discover the resources based
on one or more attributes of the required resources. During the discovery phase,
the client can choose a specific local region or the public region for the discovery of
the resources. The private resources that are registered privately either in the local
region or in the private region can only be discovered by a predefined set of clients
in Lamred. During the evaluation, Lamred showed a lower latency comparing to
the centralized and location-independent decentralized resource discovery models.
In addition, the required security properties of the registered resources in Lamred,
namely resource anonymity, privacy, and unforgeability have been proved.

Some open problems remain related to the proposed model. On one hand, while
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the current model supports registering private resources in Lamred, but it offers a
two-level binary policy and can not define the set of attributes of clients that are
able to discover privately registered resources. This problem has to be addressed in
future works. On the other hand, in Lamred a separate lookup in the DHT overlay
for each of the attributes is issued which will add a significant overhead to the
system, there should be a future study to improve the efficiency of the discovery
process.
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