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Abstract

The phase reconstruction process in digital holographic microscopy involves a

trade-off between the phase error and the high-spatial-frequency components.

In this reconstruction process, if the narrow region of the sideband is windowed

in the Fourier domain, the phase error from the DC component will be reduced,

but the high-spatial-frequency components will be lost. However, if the wide

region is windowed, the 3D profile will include the high-spatial-frequency com-

ponents, but the phase error will increase. To solve this trade-off, we propose

the high-variance pixel averaging method, which uses the variance map of the

reconstructed depth profiles of the windowed sidebands of different sizes in the

Fourier domain to classify the phase error and the high-spatial-frequency com-

ponents. Our proposed method calculates the average of the high-variance

pixels because they include the noise from the DC component. In addition, for

the nonaveraged pixels, the reconstructed phase data created by the spatial fre-

quency components of the widest window are used to include the high-spatial-

frequency components. We explain the mathematical algorithm of our proposed

method and compare it with conventional methods to verify its advantages.
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1 | INTRODUCTION

The phase information of light cannot be obtained
directly using human eyes and image sensors because
they can only detect the intensity of light. To obtain the
phase information of light, one needs to obtain the inter-
ference characteristics of the light used by a coherent
light source. Holography [1] is a representative technique
that uses coherence to obtain the phase information of
light. In this technique, reference and object beams are
generated using coherent plane waves or spherical waves,
and the interference pattern between them is recorded on

a photosensitive plate or an image sensor. When the
object beam is scattered by objects, the phase information
and interference pattern change. This altered interference
pattern provides the shape information of the object, and
the three-dimensional (3D) shape information of the
object can be obtained using holography. Digital hologra-
phy (DH) [2] has the same principle as holography but
uses image sensors instead of films for recording. DH has
been widely applied in many applications, such as 3D
image encryption [3,4], 3D image recognition [5–7],
digital holographic reconstruction [8,9], and digital
holographic microscopy (DHM) [10–26].
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DHM is used for disease diagnosis [19,25], 3D profil-
ing of microstructures [12,22], and microbial research
[10,16,21,24] because it can reconstruct the thickness pro-
file of micro-objects with a high depth resolution. In
DHM reconstruction, a sideband (corresponding to the
object information) in the Fourier domain is windowed
to obtain the specimen thickness. In this process, when a
wide window is used, high-spatial-frequency components
are included. Thus, the detailed thickness information of
the specimen can be obtained. However, this information
also has noise from the DC component in the Fourier
domain, leading to phase error. Therefore, when a wide-
windowed sideband is used, the high-spatial-frequency
components of the specimen are included, but the phase
error increases. However, when a narrow window is
used, the phase error decreases, but the high-spatial-
frequency components of the specimen are lost. More-
over, when the DHM interferometry changes, the side-
band position also changes, thereby altering the distance
between the DC component and the sideband. Therefore,
a trade-off exists between the sideband window size and
the phase error. This noise can be reduced using conven-
tional filtering methods, such as Gaussian and median
filtering. These conventional approaches use the height
information of the neighboring pixels of the target pixel.
Hence, many researchers have been studying filtering
methods for DHM using spatial filtering [27,28], spiral
phase filters [29], and deep learning techniques [30],
among others.

In this paper, we propose a phase-error reduction
method for DHM called high-variance pixel averaging
(HiVA), which can address the above issue. We compare
the noise reduction effectiveness of HiVA with that of
conventional filtering methods using an unfiltered speci-
men height profile.

The remainder of this paper is organized as follows.
In Section 2, we explain the principles of DHM and
HiVA. Section 3 presents a description of the experimen-
tal setup and conditions. In Section 4, we provide the
experimental results and the results of the comparison of
our proposed method with the conventional filtering
methods. Finally, in Section 5, we discuss the effective-
ness of HiVA based on the experimental results.

2 | THEORY

2.1 | Phase error in the processing
of DHM

In DHM, the image sensor can record only the intensity
of the hologram. This intensity information can be
expressed as follows [15,22]:

Hol¼ jRj2þjOj2þR ∗OþRO ∗ , ð1Þ

where Hol is the hologram intensity recorded by the
image sensor; R and O are the complex amplitudes of the
reference and object beams, respectively; the jRj2þjOj2
term is the DC component; and the R ∗OþRO ∗ term
represents the positive and negative sidebands in the
Fourier domain. A ∗ is the complex conjugate of A. This
equation can be derived as follows:

Hol¼ IRþ IOþR ∗OejðϕO�ϕRÞ þRO ∗ e�jðϕO�ϕRÞ, ð2Þ

where ϕO and ϕR are the phase information of the object
and reference beams, respectively, and ϕO�ϕR is the
phase difference between the object and reference holo-
grams. This phase difference can be represented by Δϕ,
and the depth information of the specimen can be
obtained from Δϕ using the following equation [15, 22]:

Δϕðx,yÞ¼ω

c
ðns�nmÞhðx,yÞ, ð3Þ

hðx,yÞ¼Δϕðx,yÞ
K�Δn

, ð4Þ

where K ¼ω=c,Δn¼ ns�nm,ω is the angular frequency,
c is the speed of light, and ns and nm are the constant
refractive indices of the specimen and the surrounding
medium, respectively. h is the height information of the
specimen, K is the wavenumber, and Δn is the difference
of the refractive index.

Figure 1 shows the interference pattern of a recorded
hologram and its Fourier domain [22]. Specifically,
Figure 1A is the spatial domain, and Figure 1B is the
spatial frequency domain. In Figure 1B, the positive or
negative sidebands are shown on both sides of the DC
component, and a circle can be drawn to illustrate the
overlap between the DC component and the sidebands.

F I GURE 1 (A) Interference pattern of the recorded hologram

and (B) Fourier domain of the hologram
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However, the DC component is also distributed weakly
and widely in the high-spatial-frequency region. These
sidebands have the spatial frequency components of the
object. Thus, a sideband is windowed for the DHM recon-
struction process. When a wide sideband window is used,
the high-spatial-frequency components of the object are
reconstructed, but the phase error and the information of
the DC component also increase. In contrast, when a nar-
row sideband window is used, the phase error decreases,
but the high-spatial-frequency components of the object
are lost. Therefore, we propose HiVA.

2.2 | HiVA

HiVA windows the two-dimensional spatial frequency
domain of both the reference and object holograms from
the narrow region to the wide one at regular intervals,
then creates a variance map using phase reconstruction.
Thus, we can calculate the average of the high-variance
pixels because they include the noise from the DC com-
ponent. In addition, for the nonaveraged pixels, the
reconstructed phase data created by the spatial frequency
components of the widest window are used. HiVA can be
expressed as follows:

Sðx,yÞ¼ 1
Nd

�
XNd

i¼1

Δϕiðx,yÞ
K�Δn

, ð5Þ

Vðx,yÞ¼ 1
Nd

�
XNd

i¼1

Δϕiðx,yÞ
K�Δn

�Sðx,yÞ
� �2

, ð6Þ

hHiVAðx,yÞ¼

ΔϕNd
ðx,yÞ

K�Δn
, Vðx,yÞ<mV,

1
Nd

�
XNd

i¼1

Δϕiðx,yÞ
K�Δn

, Vðx,yÞ≥mV ,

8>>><
>>>:

ð7Þ

where S and V are the average and variance, respectively,
of the height information of the specimen; mV is the aver-
age of the variance V ; and Nd is the number of phase
reconstruction data for various sizes of the windowed
sideband. The average of the variance mV is used as the
threshold value for segmenting the high-variance pixels
and the other pixels in (7). We performed an optical
experiment to verify the effectiveness of HiVA.

3 | EXPERIMENTAL SETUP

By using a modified Mach–Zehnder interferometer with
two spherical waves to make the fringe pattern as narrow

as possible, we cropped the spatial frequency sidebands
to make them as wide as possible and thus include the
high-spatial-frequency components of the specimen.

Figure 2 illustrates the experimental setup used to
verify the effectiveness of HiVA. It included a semicon-
ductor laser diode module (532-nm wavelength and
3-mW output power) with a collimating setup. L1 was a
10 � objective lens, and L2 was a collimating lens. The
diameter of the laser through L2 was 2mm. Thin red
blood cell (RBC) smears from healthy males were used as
the specimens. The object and reference beams were
magnified by 40 � (0.65NA) objective lenses. To record
the hologram, we used a CMOS sensor (Basler
acA2500-14uc) with a pixel resolution of 2590 (H) � 1942
(V) and a pixel size of 2.2 μm (H) � 2.2 μm (V).

4 | EXPERIMENTAL RESULTS

4.1 | Modification of the equations

Figure 3 shows the experimental results obtained by
HiVA. Figure 3A,B demonstrates the acquired image
using the DHM experimental setup with the RBCs and
the phase differences of Figure 3A, respectively. These
phase difference data were obtained by the widest win-
dow. Figure 3C,D demonstrates a variance map of all the
reconstructed depth data and the result of the zero
replacement of pixels lower than the threshold value of
Figure 3C, respectively. Thus, only the filtering pixels are
shown in Figure 3D. However, we changed the algorithm
because the difference between the maximum value and
the other values in the variance map was too large to be
segmented using the threshold value. Figure 3E,F
demonstrates the logarithm of the variance map and the
result of the zero replacement of pixels lower than the
threshold value of Figure 3E, respectively. As shown in
Figure 3E, the high variances were mostly located at the
specimen boundaries. Therefore, we modified (7) as
follows:

F I GURE 2 Experimental setup. L: lens, P: pinhole, M: mirror,

BS: beam splitter, and OL: objective lens
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hHiVAðx,yÞ¼

ΔϕNd
ðx,yÞ

K�Δn
, logVðx,yÞ<mLV,

1
Nd

�
XNd

i¼1

Δϕiðx,yÞ
K�Δn

, logVðx,yÞ≥mLV:

8>>><
>>>:

ð8Þ

In (8), we use the average of the logarithm variance
map (mLV) as a new threshold value for the segmenta-
tion. In addition, all the filtering algorithms used in this
study were applied after phase unwrapping.

4.2 | Effectiveness of the proposed
method

We used the Goldstein phase unwrapping algorithm [31]
to obtain a 3D profile of the specimens. In addition, the
data window used for reconstruction by the proposed
method was widened at intervals of 30 pixels horizontally

and vertically from 90 (H) � 90 (V) pixels to 660 (H) �
660 (V) pixels. Figure 4A demonstrates the reconstructed
thickness profile of the RBCs obtained by the widest win-
dowed phase region. Moreover, Figure 4B,C demon-
strates the results obtained by applying (5) and (8),
respectively. As shown in Figure 4, HiVA can simulta-
neously reconstruct high-spatial-frequency components
and remove the noise from the DC component. There-
fore, HiVA is more effective for DHM. However,
Figure 4B,C indicates no significant differences. For this
reason, we compared the results by calculating the
signal-to-noise ratio (SNR) and the mean square error
(MSE) [32] as performance metrics. In the SNR and MSE
processing, the phase reconstruction data of the side-
bands with the narrowest windows (60 (H) �
60 (V) pixels) served as a reference for comparing only
the noise coming from the DC component. In addition,
for statistical comparison, we randomly selected 20 differ-
ent RBCs and obtained 3D profile data from the widest
windowed sidebands.

Figure 5 shows the results of the SNR and MSE com-
parisons. In Figure 5A, the effectiveness of the conven-
tional filtering methods (Gaussian and median filtering)
and HiVA is shown. The filter size of each conventional
method was modified to obtain a similar SNR/MSE ratio
to that of HiVA because if the filter size were further
increased, the depth information would be approximated
only by the height information of the RBCs. In the case
of the RBCs with serious phase errors, the conventional
filtering methods could not reduce the noise, but HiVA

F I GURE 3 (A) Recorded hologram image, (B) calculated

phase differences of (A), (C) variance map of all reconstructed

depth data, (D) result of the zero replacement of pixels lower than

the threshold value of (C), (E) logarithm of (C), and (F) result of the

zero replacement of pixels lower than the threshold value of (E)

F I GURE 4 Reconstructed 3D profile by (A) the widest

windowed phase region, (B) all-pixel averaging, and (C) the

proposed method
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could. In other words, HiVA has the stability of a 3D pro-
file. In addition, we compared the all-pixel averaging
method and HiVA, as shown in Figure 5B. Both methods
had stable filtering effects, but the result of the all-pixel
averaging method was more stable than that of HiVA.
Therefore, to show the advantage of HiVA, we compare
the spatial frequency domain of the reconstructed depth
data in the next section.

4.3 | Spatial frequency domain
comparison

Figure 6 demonstrates the spatial frequency domain of
the reconstructed depth information. As seen in
Figure 6A, a wider window size of the sideband region
was used, and a larger area of the spatial frequency com-
ponents was obtained. However, the all-pixel averaging
method may filter this larger area of the spatial frequency
components, as shown in Figure 6B. In contrast, HiVA
could maintain this larger area, as shown in Figure 6C.

Figure 7 shows a one-dimensional (1D) graph of the
spatial frequency domain of the reconstructed depth

information. In Figure 7, the red solid line shows all-pixel
averaging and unfiltered data, the yellow solid line shows
the HiVA data, and the red dotted circles indicate the
areas of the specific spatial frequency components. The
specific spatial frequency components of the all-pixel
averaging method are weaker than those of HiVA. Again,
we used 20 randomly selected RBCs and then calculated
their correlation peaks [32].

Figure 8 shows a comparison of the correlation peaks
of the all-pixel averaging method and HiVA with the

F I GURE 5 SNR and MSE comparison (A) between

conventional filtering methods and the proposed method and

(B) between all-pixel averaging and HiVA

F I GURE 6 Spatial frequency domain of the reconstructed

depth information with (A) each size of the windowed sideband,

(B) all-pixel averaging, and (C) the proposed method

F I GURE 7 Spatial frequency domain comparison with all-

pixel averaging and the proposed method using a 1D graph

F I GURE 8 Correlation peak comparison

KIM ET AL. 5



20 randomly selected RBCs. As shown in Figure 8, 90% of
the RBCs processed by HiVA had a higher correlation
peak than those of the all-pixel averaging method. Only
10% of the RBCs processed by the all-pixel averaging
method had a higher correlation peak than those of
HiVA. Therefore, although the simple averaging method
could reduce the noise effectively and stably, it also
reduced the high-spatial-frequency components. In con-
trast, HiVA could not only reduce the noise effectively
and stably but also keep the high-spatial-frequency
components.

5 | CONCLUSION

We propose HiVA, a new method of reducing the phase
error from the DC component in DHM using a variance
map of the reconstructed depth profiles of windowed
sidebands of different sizes. We compared HiVA with
conventional filtering methods, and the result showed
that the noise reduction effectiveness of HiVA was more
stable than that of the conventional approaches. In addi-
tion, we compared HiVA with the all-pixel averaging
method. The effectiveness of both methods was stable,
but HiVA had the advantage of preserving the high-spa-
tial-frequency components. To verify this, we compared
these approaches using the spatial frequency domain of
the reconstructed depth data. The result showed that
HiVA preserved the larger spatial frequency components
of the wide-windowed sideband. The threshold value was
used as the average of the logarithm of the variance map.
This value can be modified using the median value or the
average of the maximum and minimum values. HiVA
can be applied to all other techniques based on
DH. However, it cannot accurately classify the noise and
the high-spatial-frequency components in the Fourier
domain. In the future, we will investigate a method of
classifying the phase error and the high-spatial-frequency
components in DHM more accurately.
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