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Abstract. Object detection and segmentation algorithms evolved significantly in 

the last decade. Simultaneous object detection and segmentation paved the way 

for real-time applications such as autonomous driving. Detection and 

segmentation of (partially) flooded roadways are essential inputs for vehicle 

routing and traffic management systems.  This paper proposes an automatic 

floodwater detection and segmentation method utilizing the Mask Region-Based 

Convolutional Neural Networks (Mask-R-CNN) and Generative Adversarial 

Networks (GAN) algorithms. To train the model, manually labeled images with 

urban, suburban, and natural settings are used. The performances of the 

algorithms are assessed in accurately detecting the floodwater captured in images. 

The results show that the proposed Mask-R-CNN-based floodwater detection and 

segmentation outperform previous studies, whereas the GAN-based model has a 

straightforward implementation compared to other models. 

Keywords: Floodwater detection; Mask-R-CNN; GAN; object detection and 

segmentation. 

1. Introduction 

Monitoring and sensing roadway conditions automatically are critical not only for self-

driving vehicles but also for informing the traveling public. Due to various 

environmental and weather-related factors (e.g., heavy snow, rain, storm surge), 

roadway conditions can dramatically change, and a given road segment may be 

inundated or may operate under a reduced capacity. The vulnerability of roadways to 

floodwater is increasingly becoming a major concern for numerous communities, 

especially for those living in the coastal regions, since recurrent flooding occurs more 

frequently due to sea-level rise, storm surge, heavy rain, and tidal flooding [1].  As 

many societal functions depend on a functioning transportation infrastructure, i.e., 

routing of emergency vehicles and delivery of goods and services to support commerce, 

there needs to be a scalable and effective system to monitor or predict the inundations 
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on roadways [2]. The main goal of this paper is to contribute to the development of such 

a system by showing how image-based sensing and detection techniques could be 

utilized to detect floodwater present on the roadways.  

Over the last five years, object detection and segmentation have been evolving 

rapidly, where new approaches are being invented, and new application areas are 

emerging. Previous studies for the detection and segmentation of floodwater focused on 

remote sensing methods, which leverage aerial photographs and radar data [3-4]. A 

survey of large areas can be done with these methods, whereas detailed information 

about an area, especially a roadway, needs a more localized approach. Synthetic 

Aperture Radar (SAR) images are used by Kang et al. [5] with Fully Convolutional 

Network (FCN) implementation. These approaches lack important local information, 

such as the type, severity, and extent of floodwater, which are crucial for safe driving. 

Ultrasonic rangefinder and passive infrared temperature sensors are utilized by Mousa 

et al. [6] to detect floods in urban cities with Artificial Neural Network (ANN). Their 

implementation requires special sensor placement, which will increase the cost and 

effort to detect and segment the floodwater. Authors in [7] propose a flood detection 

model where Region-Based Convolutional Neural Networks (R-CNN) architecture is 

used to preprocess the images.  

In this paper, the recently proposed Mask-R-CNN and Generative Adversarial 

Networks (GAN) [8] methods will be utilized to detect and segment the floodwater on 

roadways. Mask-R-CNN is built on the Faster-R-CNN algorithm and improves the 

segmentation performance [9]. Mask-R-CNN is a deep learning algorithm belonging to 

the Region-Based Convolutional Neural Networks (R-CNN) family of object detection 

and semantic segmentation models. As the latest evolution in the R-CNN family, Mask-

R-CNN fuses localization, classification, and segmentation in a compact and fast 

algorithm. GAN algorithm is another deep learning algorithm that is widely used in a 

variety of applications. It is used in a conditional setting to segment flooded areas in the 

images. The implementation of Mask-R-CNN and GAN models on detecting and 

segmenting the floodwater on roadways has not been investigated previously. The main 

contributions of this study include: (i) Applying Mask-R-CNN and GAN models to both 

detect whether a given image contains floodwater and, if so, to segment the image to 

delineate the floodwater; and (ii) Demonstrating that the proposed approaches yield 

more accurate results than alternative approaches. The proposed deep learning models 

do not require manual extractions of any features and are tested on various images 

collected under different conditions. 

The remainder of this paper is organized as follows. Section 2 introduces the 

background of proposed algorithms Mask-R-CNN and GAN. Section 3 presents the 

methodology. Section 4 includes data collection steps and the preparation of the dataset 

for processing. Results and related discussions are examined in Section 5. Conclusions 

and future work are provided in Section 6. 

2. Background 

Image segmentation is one of the essential processes in the image processing field [10]. 

Image segmentation tasks include the division of the image into various regions by 

utilizing similar and specific properties in the image [11]. Deep learning techniques 
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contribute significantly to image processing, especially in image segmentation. In this 

section, R-CNN and GAN methods will be discussed in detail. 

2.1. Regions with CNN features (R-CNN) 

One of the common model families for object detection and segmentation is R-CNN 

[12]. Four different methods have evolved over the years, namely R-CNN, Fast-R-

CNN, Faster-R-CNN, and lastly, Mask-R-CNN. 

R-CNN, Regions with CNN features, was developed with a three-step structure in 

2014 [13]. The first part of this structure is the selective search, which proposes 

bounding boxes of around 2000 regions called ‘Region of Interest’ (RoI) [13]. These 

proposed regions are fed to CNN to compute the features of each proposed RoI. This 

step requires very high computing power and is time-consuming. Class-specific linear 

Support Vector Machines (SVM) are employed for the classification of each region. 

The Fast-R-CNN method, Fast Region-based Convolutional Neural Network, is an 

improved version of R-CNN, which requires a long time for object detection. The 

calculation of the ConvNet forward-pass independently for each RoI is the main reason 

why R-CNN is slow [14]. The Fast-R-CNN takes an image and produces a 

convolutional (Conv) feature map from the entire image, which is shared for each RoI. 

On the other hand, R-CNN calculates the feature map for each RoI, which takes a lot of 

time. Fast-R-CNN then extracts the feature vector for the corresponding RoI, which is 

then fed to a fully connected (FC) layer. FC layer has two outputs: SoftMax probability 

output for classification and a real-valued output for the position of the bounding box of 

classes.  

The Faster-R-CNN is developed to speed up Fast-R-CNN. The significant drawback 

of Fast-R-CNN is the separate generation of region proposals. Girshick [14] indicates 

that the generation of region proposals can be implemented by Conv feature maps used 

in Fast-R-CNN. Region Proposal Networks (RPNs) are developed as an attention 

mechanism by Ren et al. [15] and fused with Fast-R-CNN, which harnesses shared 

computation, to speed up the object detection. The dual structure of Faster-R-CNN 

decreased the time needed for object detection.  

2.2. Generative Adversarial Networks (GAN) 

GAN algorithm is developed by Goodfellow [8] that consists of two hostile networks, 

namely Generator (G) and Discriminator (D) networks. These two networks are 

simultaneously trained to pick the underlying statistical data distribution of the training 

set.  

Different GAN models are proposed after its first introduction for various image-

related applications. One of the most used GAN models, DCGAN, is proposed by 

Radford et al. [16]. DCGAN utilizes the feature extraction capabilities of CNNs to 

generate natural images. The elimination of the fully connected layer, use of batch 

normalization, replacing pooling layers with strided and fractional-strided convolutions 

improve the produced image quality. 
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The use of GAN in a conditional setting is implemented by forcing the generated 

images to follow certain data distribution. Conditional Generative Adversarial Networks 

(cGAN) models have been used to successfully tackle a wide variety of problems [17]. 

Future state prediction [18], image manipulation by user constraints [19], super-

resolution [20], inpainting [21], and style transfer [22] are some of the application areas 

that generate significant results. 

3. Methodology 

This study employs Mask-R-CNN and cGAN based architectures to segment the 

inundated areas on roadways. These two deep learning techniques will be implemented 

separately using the same dataset. Our study will reveal that both models have a high 

potential to achieve successful segmentation results. 

3.1. Mask-R-CNN 

Mask-R-CNN is the fourth generation of the R-CNN object detection family by adding 

a third branch that implements fine pixel-to-pixel alignment for segmentation. The 

Faster-R-CNN framework is modified to predict an object mask [23]. The RoI pooling 

layer is changed with the Region of Interest Align (RoIAlign) layer to align the 

extracted features precisely with the input [9]. A fully convolutional neural network is 

applied to each RoI to produce a segmentation mask. Mask and class predictions are 

also decoupled to improve instance segmentation [24]. As shown in Fig. 1, localization, 

classification, and segmentation are the three tasks that Mask-R-CNN implements. 

The Mask-R-CNN has a two-stage procedure that consists of a region proposal 

network and three networks fed by RoI Align, as seen in Fig. 1. The proposed Mask-R-

CNN model in this paper is built utilizing a Feature Pyramid Network (FPN) [25] for 

feature extraction and adopted ResNet101 [26] as the backbone in the first stage. This 

CNN has four layers of convolution and one deconvolution layer. The RoIAlign layer 

keeps the size of the feature map the same and avoids misalignment by avoiding 

quantization. Anchors are used for region proposals. They are preassigned, and our 

model follows the same steps as in  [9]. The model checks if there is any object inside 

the anchor, then it moves to each pixel in the feature map. After refining the anchor 

coordinates, it returns the bounding boxes as object proposals. Multi-task loss (L), 

bounding-box loss (Lbox), classification loss (Lcls), and mask loss (Lmask) are identical to 

the previous studies [9-15]. The multi-task loss is defined as                   

[27]. The Tensorboard visualization tool is used to track these loss metrics. The features 

are fed into three networks. The mask prediction branch has four convolutions and one 

deconvolution layer followed by the ReLU activation function to predict flood masks. 

The returned predicted mask has a size of 28x28 to decrease the computational 

complexity, which provides faster instance segmentation. On the other hand, image 

segmentation on downscaled images (28x28) could result in artifacts after being scaled 

up for inference. There are two common FC layers on the classification and bounding-

box branch. This assists the classification network to classify only the inside of the 

bounding box. The final FC layers consist of 2 layers. 
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Fig. 1. Framework of the proposed method 

3.2. Conditional Generative Adversarial Networks (cGAN) 

Conditioning the output to a given input is achieved by cGAN, which evolves from the 

vanilla GAN model. In the vanilla GAN model, generator and discriminator networks 

form the GAN architecture. These two separate networks are trained simultaneously to 

compete with each other. The generator network uses the given random uniform or 

Gaussian noise (z) to mimic the training data distribution for generating the fake image 

(y), G: z  y [28]. The generated images by the generator network are then classified as 

real or fake by the discriminator network during the training stage, i.e., D: y [0, 1]. 

This two-player zero-sum game continues until satisfactory image generation is 

achieved [29]. Training of GAN algorithms is subject to research, and it is a continuing 

effort to handle efficient training of GAN models [30]. After the training, the generator 

network is used for the generation of new images. 

The cGAN architecture utilizes an additional conditioning input image (x) which 

provides further benefits in addition to the vanilla GAN architecture. cGAN model 

outshines other GAN-based architectures because of its simplicity, fast and 

straightforward implementation. Generator network gets input image (x) and noise (z) to 

produce an image (y) that shares similar characteristics with the input image and similar 

data distribution with the training set, G: {x, z} y [17]. Discriminator network also 

observes the input image (x) so as to determine if the output of the generator image (y) 

is real or fake, D: {x, y} [0,1] [31]. Generator network design is based on U-Net [32] 

encoder-decoder with skip connections architecture. Discriminator network utilizes 

PatchGAN architecture to increase the generated image quality [17]. 
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Fig. 2. Framework of the proposed method 

The GAN algorithm utilizes four different loss functions during the training to 

generate decent fake images. D_real and D_fake loss functions for real and fake 

samples directly update the discriminator network. Generator network weights are 

updated with two loss functions: adversarial loss (G_GAN) from the discriminator 

network and L1 loss (G_L1). Training and update of the discriminator network are 

straightforward, whereas generator network training is done indirectly via the 

discriminator network. This is one of the reasons why the training of GAN is difficult 

[33]. Adversarial loss objective is depicted as: 

 

                                                             

 

The overall objective loss function is expressed with regularizing parameter ( ) 

as: 

 

                                     (2) 

4. Data Collection 

The data collection, preparation, validation, and training environment details will be 

presented in this section. 

4.1. Data Collection and Preparation 

The flood image dataset, which includes urban, suburban, and natural areas, is manually 

labeled for training and testing [34]. The variety of scenes improves the applicability of 

the algorithm implemented in this paper. The size of the images and labels is shaped as 

385x512 pixels for the Mask-R-CNN-based model and the cGAN based model. Flood 

Latent space 
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images are hand-labeled at the pixel level where flooded areas have the pixel value of 

one, and the rest of the image has the pixel value of zero. MATLAB labeler tool is used 

for the labeling. Around 500 images contain floodwater, while another 250 images are 

dry. Twenty-five (25) crowdsourced images from the internet are used for testing. Some 

of the images used in this study can be seen below in the result section. Red-colored 

areas are detected and segmented as floodwater. 

4.2. Environment 

We implemented the proposed Mask-R-CNN model using the Keras deep learning and 

Tensorflow libraries with Python 3.6. We used the pre-trained weights for MS COCO 

and Matterport’s code [35] as a starting point. Our model is trained using an Intel(R) 

Xeon(R) CPU E5-2630 v3 @ 2.40 GHz with 128 GB memory and NVIDIA Quadro 

K4200 with 4 GB dedicated and 64 GB shared memory. We trained our model for 20 

epochs which took approximately 24 hours. We use a learning rate of 0.001 where the 

original paper used 0.02 because it causes weights to blow up in Tensorflow. The rest of 

the hyperparameters were the same as those in the original Mask-R-CNN article [14]. 

cGAN based model is implemented using PyTorch machine learning library with 

Python 3.8. Pix2pix framework [18] is utilized to create the proposed cGAN-based 

segmentation model. The study with the cGAN based model is realized using Intel(R) 

Core(TM) i7-10750H CPU @ 2.60 GHz with 32 GB memory and NVIDIA GeForce 

GTX 1650 Ti GPU with 4 GB dedicated and 16 GB shared memory. We trained our 

model for 200 epochs which took approximately 2 hours. We choose a batch size of 20 

to fully leverage GPU power. That’s why the training of the GAN algorithm took less 

time. Adam optimizer and a learning rate of 0.002 are employed during the training. 

4.3. Validation 

The performances of the algorithms are evaluated based on four common metrics: 

accuracy, precision, recall, and F1-score [36]. Since a binary classification problem is 

being solved, each pixel will fall into one of the two possible categories: “dry” 

indicating no floodwater and “flood” for the opposite. The performance metrics are 

defined below : 
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Where True Positive (TP) is the number of correctly predicted flood pixels; False 

Positive (FP) is the number of pixels that are incorrectly classified as dry; True Negative 

(TN) is the number of correctly predicted flood pixels; False Negative (FN) is the 

number of pixels that are incorrectly classified as dry.  

5. Result and Discussion 

This section will present and discuss the outputs of the Mask-R-CNN and cGAN based 

models in terms of performance. The dataset consisting of 441 flood and 238 dry 

images is divided into training (75%) and validation (25%) subsets. 

5.1. Results of Mask-R-CNN based model 

The proposed Mask-R-CNN-based model encapsulates three different networks. The 

three networks address predicting the bounding box of the RoI, the classification, and 

the instance segmentation. All these three networks are trained together during training.  

Accuracy is the measurement of correctly classified instances, which is depicted in 

equation (3). According to the results from the testing samples, the floodwater/dry 

classification accuracy of the Mask-R-CNN model is 99.2%, and the segmentation 

accuracy of the flooded area is 93.0%. Compared to cGAN based model and a recent 

study [2], Mask-R-CNN yields better accuracy in segmentation and classification tasks. 

The loss function is used to evaluate how well the machine learning algorithms 

perform in the training phase. The model weights are regulated to minimize the loss 

function. Figs. 3 and 4 show the loss graphs of the total, bounding box, classification, 

and segmentation mask loss. Each figure shows the number of epochs on the X-axis and 

the output of the loss function on the Y-axis.  

Furthermore, the bold line shows a smoothed version of the actual output shown in a 

dimmer line for better readability. The overall downward trend of the curves shows the 

adequate nature of the network modeling flood detection, which is a sign for the model 

learning the inherent pattern of flooding in the images. 

  

a) b) 

Fig. 3. (a) Multi-task and (b) bounding box loss graphs 
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The loss graphs indicate that the model successfully learns the properties of each 

image. Fig. 3 and Fig. 4 show the same decreasing nature. 

  

a) b) 

Fig. 4. (a) Classification and (b) segmentation mask loss graphs 

The validation loss is another metric like training loss, but it is not used to update the 

weights. It is used for monitoring if the model generalizes well. Checking validation 

loss helps to avoid overfitting. If the validation loss does not improve for a long time, 

model training will need to be stopped early. The total validation loss is shown in Fig. 5. 

for 30 epochs. After 20 epochs, the loss tends to increase, indicating the potential for 

overfitting. 

 

Fig. 5. Total validation loss graph for 30 epochs 

Fig. 6 to Fig. 10 depict flood segmentation and original images side by side. The 

predicted region, as floodwater by the Mask-R-CNN, is marked in red. Since the model 

first determines a bounding box and then segments within this box, there may be 

straight lines demarcating the floodwater boundaries in the scene. Overall, the model 

captures the floodwater boundaries reasonably well.  
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(a) 

 

(b) 

Fig. 6. (a) Original and (b) segmented image of a suburban scene. Segmented flood regions are 

overlaid red 

  

(a) (b) 

Fig. 7. (a) Original and (b) segmented image of a suburban scene. Segmented flood regions are 

overlaid red 

  

(a) (b) 

Fig. 8. (a) Original and (b) segmented image of a roadway with a red overlay 
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(a) (b) 

Fig. 9. (a) Original and (b) segmented image of an urban scene with a red overlay 

  
(a) (b) 

Fig. 10. (a) Original and (b) segmented image of a natural scene with a red overlay 

5.2. Results of cGAN-based model 

The cGAN-based model has distinctive training characteristics as a different framework 

(PyTorch) was used in comparison to the Mask-R-CNN-based model (Tensorflow). 

There are four different loss functions that are used in the GAN model, D_real, D_fake, 

G_GAN, and G_L1. D_real and D_fake loss functions for real and fake samples directly 

update the discriminator network. Generator network weights are also updated with two 

loss functions, adversarial loss (G_GAN) from discriminator network and L1 loss 

(G_L1) [37]. The training of discriminator and generator networks is a zero-sum game 

and causes a non-converging problem [38]. Therefore, the training progress cannot be 

understood by the loss graph alone. The loss graphs of cGAN based model extracted 

from the visdom virtualization package are indicated in Fig. 11. 

The segmentation accuracy of the cGAN based model is 67%. The performance of 

the cGAN model is low in contrast to previous studies and the proposed Mask-R-CNN 

model regarding the accuracy parameter. This is an expected result as GAN models 

need more images to converge. Sample images from the test set are shown in Figs. 12-

16. 
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(a) 

 
(b) 

Fig. 11. Graph of L1 loss (a) and other three different loss functions (b) 

  

(a) (b) 

Fig. 12. (a) Original and (b) segmented image of a suburban scene. Segmented flood regions 

are overlaid red 
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(a) (b) 

Fig. 13. (a) Original and (b) segmented image of a suburban scene. Segmented flood regions 

are overlaid red 

  

(a) (b) 

Fig. 14. (a) Original and (b) segmented image of a roadway with a red overlay. 

  
(a) (b) 

Fig. 15. (a) Original and (b) segmented image of an urban scene with a red overlay. 
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(a) (b) 

Fig. 16. (a) Original and (b) segmented image of a natural scene with a red overlay. 

5.3. Comparison of the models 

Table 1 compares a recent study [39] with the proposed Mask-R-CNN and GAN 

models.  Our Mask-R-CNN model has better precision, recall, and F1-score results over 

the Fully Convolutional Neural Network (FCN) based on a pre-trained VGG-16 

network [2]. 

 

Table 1. Model comparison with a previous study 

Model Precision Recall F1-score 

Mask-R-CNN 0.96 0.96 0.96 

GAN 0.88 0.73 0.80 

FCN [2] 0.92 0.90 0.91 

 

Results indicate that Mask-R-CNN achieves better accuracy over cGAN based model 

and previously proposed models [2]. Object reflections have adverse effects on 

segmentation accuracy. Training our model on a larger dataset with more reflection 

cases will increase the model’s accuracy. The downscaling of images, as explained 

previously, to reduce computational complexity may also decrease segmentation 

accuracy. Instance segmentation on downscaled images provides faster results, which is 

essential for autonomous vehicles. 

The Mask-R-CNN performs segmentation on a rescaled (smaller-28x28) version of 

the original image (385x512). This has the side effect that the segmentation pixel 

resolution is very coarse. Figs. 8 and 9 show this artifact very well. The headlights of 

the car are labeled as a flood in Fig. 8. This could be improved by modifying the Mask-

R-CNN to work on a similar size to the original image. However, the downside of 

increased image resolution is that learning will only converge with a much bigger image 

dataset because the number of parameters would increase exponentially. 

cGAN-based model suffers from a class imbalance problem as it could segment the 

flooded areas in the lower half of the image better. When the same image in Fig. 9 and 
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Fig. 15 are compared, cGAN based model achieves better segmentation for the flooded 

areas around the car. We envision that the cGAN-based model has significant room for 

improvement if a sufficient dataset is provided.  

6. Conclusion 

This paper presents state-of-the-art deep learning algorithms, Mask-R-CNN and cGAN, 

to the segmentation of inundated sections of the roadways, on an image dataset 

consisting of urban, suburban, and natural scenes. The models are trained to detect 

floodwater in these images and delineate its boundaries using segmentation techniques. 

The proposed Mask-R-CNN model achieves 99% and 93% accuracy for floodwater 

detection and segmentation tasks, respectively. The graphs of the loss functions of the 

three encapsulated networks, which are classification, bounding box detection, and 

segmentation mask networks, indicate the efficient training of the model. 

The proposed cGAN based model underperforms in comparison to Mask-R-CNN 

and previous FCN based models. The main reason for the low performance of the 

cGAN based model is the limited dataset size, which was insufficient to gather data 

distribution of the training set by the GAN algorithm. However, its straightforward 

implementation, fast, and apparent structure provide significant potential. With the 

increasing importance of data collection, the underlying dataset size problem could be 

resolved. Mask-R-CNN also has many benefits, but it is expensive in terms of time and 

memory consumption.  

As a future study, the floodwater depth prediction will be investigated. The flood 

level will be determined using nearby objects, such as cars and traffic light poles. In 

addition to flood depth prediction, the speed of flood detection algorithms will be 

investigated as well. The dataset size will be increased to get a better result. Finally, 

water reflections will be studied to improve flood segmentation accuracy. 
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