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Abstract 

The traditional power systems are usually centralized systems, in which the control, 

operation and monitoring are performed by the centralized control center, e.g., SCADA. 

However, with the development of renewable energy, power systems are getting more and 

more distributed. So, it becomes necessary to establish the distributed power system 

operation methods for these power systems. In this research, the distributed techniques for 

the renewable power systems are proposed based on the consensus protocol technique from 

graph theory. These techniques cover the three important problems in power systems, i.e., 

economic dispatch, state estimation, and optimal power flow. First, the Distributed 

Economic Dispatch (DED) approach is proposed. In this part, both the PI controller and 

Neural Network (NN) controller are utilized to design the distributed algorithm to 

minimize the power system’s operational cost in a distributed way. The communication-

failure-tolerant DED algorithm is proposed to improve the robustness of the approach 

during communication failure. Also, the DED algorithm considering line loss model is 

proposed. On the other hand, an information propagation method is provided to develop 

the Distributed State Estimation (DSE) algorithm. Then, the bad data detection and 

measurement accuracy improvement topics in state estimation are discussed. Then, based 

on the proposed DED algorithm and DSE algorithm, the Distributed Optimal Power Flow 

(DOPF) method is developed. Finally, the AC power flow model is considered to build the 

distributed AC State Estmiation method and distributed AC Optimal Power Flow method. 
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At the end, the proposed methods are verified in the MATLAB/simulation software. The 

4-generator system model, IEEE 10-generator 39-bus system model, WSCC 9-Bus system 

model, and some specially designed power system models are employed in the tests. The 

results of the simulation show that the proposed methods reach the desired performance.  
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Chapter 1. Introduction 

In recent decades,  renewable energy is getting more and more popular, a lot of PV 

panels and wind turbines are connected to the power grid, in which power generation 

becomes distributed in modern power systems. With the distributed energy resources (DER) 

being connected, it is more complex and less efficient to use the traditional centralized 

control center to coordinate all of these distributed facilities. Therefore, it is necessary to 

develop a distributed control, operation, and optimization scheme to achieve higher 

efficiency and better performance in distributed power systems. 

There are several advantages for distributed methods. Because of the distributed 

characteristic, the distributed system can be more robust, more economical, and higher 

efficient. For example, in [1], a distributed algorithm for the electricity market is proposed 

to protect the privacy of load aggregators and generators and to reduce the computational 

complexity of the centralized approach. This is because that the connectivity of the 

distributed structure is usually higher than the centralized structure (i.e. star network), and 

the calculation can be done by a bunch of cheap devices in parallel in a distributed system 

instead of the expensive control center. Besides these advantages, the development of 

distributed control system also benefits the conventional centralized power system, since 

the distributed control system can be implemented as an auxiliary or backup system for the 

centralized control system to improve the robustness and efficiency of the power system.  



2 

In this research, three important topics for power systems will be covered and the 

distributed solutions for these topics will be proposed. These topics are: Economic 

Dispatch (ED), State Estimation (SE), and Optimal Power Flow (OPF). 

Economic dispatch is an important problem in power systems. The solution of the 

economic dispatch ensures the power system to be operated under the most economical 

condition. State estimation is also an important technique for power system operation. It is 

usually performed by Energy Management System (EMS) [2-4] in control centers to 

acquire the states of the power system. The major objective of state estimation is to monitor 

the states of power systems, estimate the unmeasured data, improve measurement accuracy, 

and detect bad measurements. Optimal power flow is a technique used in power system 

control centers to achieve optimal operation under certain constraints. Similar to the 

economic dispatch problem, the OPF schemes minimize the operating cost of power 

systems. In addition, more power flow related constraints are considered in OPF rather than 

the simple cost minimization in the ED problem. In this research, the power flow limits on 

all power lines in the power system will be considered in the OPF problem. 

Based on the consensus protocol technique [5], the distributed version of the above 

techniques is realized in this research. They are Distributed Economic Dispatch (DED), 

Distributed State Estimation (DSE), and Distributed Optimal Power Flow (DOPF). For the 

DSE and DOPF methods, both the DC version which is developed on the basis of the DC 

power flow model and the AC version which considers the AC power flow model are 

introduced in this work,  
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Chapter 2. Literature Review  

Different methods have been proposed to realize the distributed algorithms for 

different topics in power systems. In this section, the existing methods for distributed 

economic dispatch, distributed state estimation, and distributed optimal power flow are 

introduced.  

2.1. Distributed Economic Dispatch Methods 

The conventional economic dispatch approaches are designed mainly for 

centralized power systems, in which a centralized control center is needed to calculate the 

power output reference for each generator. Many different methods have been developed 

to solve the ED problem in the conventional centralized power system. These methods 

include Lambda-iteration, gradient methods, Newton’s method, and dynamic 

programming [6]. Since the ED is an optimization problem, the heuristic optimization 

methods, such as genetic algorithm [7], particle swarm optimization [8], and Neural 

Network Approach [9], are also applicable for the ED problem. Also, an advanced method 

like oblivious network design has been employed in [10] to develop the new oblivious 

routing economic dispatch (ORED) algorithm, in which the economic dispatch can be 

achieved while managing congestion and mitigating power losses.  

Some distributed economic dispatch methods have been investigated recently as 

well. One of the major methods is the consensus-based DED approaches [11-17]. These 

methods are mainly based on the consensus protocol from the graph-theoretic method [5]. 



 

4 

Since the necessary condition for the solution to the ED problem requires the Lagrange 

multipliers 𝜆 of all generators to be identical, the consensus protocol was applied to achieve 

all equal Lagrange multipliers in these research. However, the solution of the distributed 

ED problem should also meet the power balance constraint (the power supply is equal to 

the power consumption), which has not been solved perfectly in the previous works. As 

said in [18], most of these methods generally require a centralized node to ensure that the 

demand-supply balance is satisfied. For example, a consensus-based algorithm was 

proposed in [11] to solve the DED problem in Microgrids, in which the optimal solution is 

obtained by introducing the global supply-demand mismatch value (power imbalance). 

This value is estimated locally by each generator through an estimation algorithm, and the 

result of the estimation heavily depends on the initial value. However, a centralized 

information center is still required to calculate the initial value of the mismatch, which 

makes the method not totally distributed. Also, the estimation algorithm in this paper 

cannot deal with the load variations. In [12], the authors discussed a consensus-based 

distributed gradient algorithm for the DED problem. However, the authors assume that the 

total demand in the power system is known by each generator, which is hard to be obtained 

in a totally distributed system without a centralized node. Similarly, in [15, 16], the authors 

developed the distributed economic dispatch methods by assuming that the power 

imbalance between the total load and the total generation is known. So, these methods 

failed to be totally distributed due to their strong assumption on the availability of the 

power mismatch in distributed systems. Differently, in [17], a lambda consensus protocol 

with an innovation term was introduced to solve the DED problem for a distributed power 
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system, and the innovation term was used to ensure the power balance in the power system. 

However, the convergence of the protocol cannot be guaranteed by the algorithm due to 

the lack of power mismatch information. Thus, two decaying weight parameters 𝛼𝑡 and 𝛽𝑡 

were applied to force the solution to converge, but the optimal solution cannot be obtained. 

In order to solve this problem, several communication protocols, such as the “timestamp" 

algorithm in [13] and graph discovery algorithm in [19], are proposed to collect the load 

and generation information in the power system, then calculate the power imbalance. 

However, this method requires the algorithm to be run on both the generators and the loads, 

which increases the cost and complexity of the system. 

2.2. Distributed State Estimation Methods 

Some efforts have been made in recent years to develop the DSE method. The most 

commonly used method is the distributed multi-area state estimation as in [20-25]. In this 

type of method, the entire power system is partitioned into several small areas. Each area 

has a local state estimator to estimate the states of its own buses and communicates with 

the nearby estimators to ensure the observability of the estimation. The state estimation in 

this method is realized by decomposing the centralized state estimation problem into 

several smaller problems, e.g., using the Alternating Direction Method of Multipliers 

(ADMM) method. However, since there are some requirements for the area partitioning, 

such as the size of the areas, the way to divide the system, and the overlapping between the 

areas, this method may not be compatible with many power systems. Also, this method is 

not fully distributed since it has a centralized structure (all sensors in an area are connected 
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to the local estimator) inside each area and the state estimation algorithm is partially 

centralized (all data in an area are assembled at the estimator for calculation).  

Some other methods are also proposed to address the DSE problem, e.g. [26, 27]. 

However, centralized facilities, such as GPS (Global Positioning System) and SCADA 

(Supervisory Control and Data Acquisition), are still required in these methods. So, these 

methods are not totally distributed as well.  

According to the above discussion, the existing DSE methods are not totally 

distributed. This drawback makes the distributed power system less robust since a 

centralized structure still exists in the system. Also, due to the same reason, these methods 

are not compatible with some other distributed techniques in power systems, e.g. 

distributed economic dispatch methods [28], so that the development of the more advanced 

distributed techniques in power systems is limited.  

2.3. Distributed Optimal Power Flow Methods 

There are some existing papers for distributed OPF problem. In [29], a distributed 

OPF algorithm is developed, in which the alternating direction multiplier method (ADMM) 

is used to decompose the optimization problem into several subproblems. However, in this 

method, the power system is required to be divided into several areas, and the centralized 

method is still used within each area. So, the algorithm is not completely distributed. On 

the other hand, only the local power constraint and voltage limit constraint are considered 

in [29], but the constraints related to multiple buses, such as line flow constraint, are not 

discussed. It makes the proposed method in [29] less useful in practice since many 

important problems in OPF are multi-bus problems, e.g., the line flow constraint and the 
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N-1 contingency problem. Similarly, three Distributed DC Optimal Power Flow (DDCOPF) 

methods based on ADMM are proposed in [30], in which the power system is also divided 

into small areas, and the centralized method is also needed within each area. Similarly, the 

ADMM-based methods are discussed in [31-33]. Since ADMM-based methods require the 

power system to be partitioned into sub-areas, these methods are not totally distributed 

methods. 

Other distributed OPF methods are also discussed in [34-38]. These papers are also 

based on the area partitioning method which is not fully distributed. In [39], the authors 

proposed a Distributed Security-Constrained Unit Commitment (DSCUC) which is closely 

related to distributed OPF. The paper uses the analytical target cascading (ATC) method 

to achieve the DSCUC. However, this method also requires the system to be partitioned 

into several sub-areas. 

In sum, the existing research always relies on the area partitioning concept to 

separate the global ACOPF problem into smaller and decoupled optimization problems. 

But, as the centralized structure still exists inside the sub-areas, these methods are not fully 

distributed methods in which the advantages, such as the robustness of the communication, 

of the distributed system cannot be fully achieved. 
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Chapter 3. Preliminary Knowledge 

3.1. Some Basic Knowledge from Graph Theory  

In a distributed power system, the communication network can be modeled by an 

undirected graph 𝐺 = (𝑉, 𝐸), where 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑛}𝑎 is the set of vertices in the graph 

which denotes the 𝑛 buses in the power system. 𝐸 = {𝑒𝑙 = {𝑣𝑖, 𝑣𝑗} ∣ 𝑣𝑖, 𝑣𝑗 ∈ 𝑉} is a special 

subset of 𝑉 × 𝑉 which represents the set of 𝑚 edges between any two linked vertices in 𝐺. 

The two linked vertices are called “neighbors” to each other.  

There are four important matrices from graph theory that will be useful in this 

research. They are 𝐴 (adjacency matrix), 𝐷 (degree matrix), 𝐼 (incidence matrix), and 𝐿 

(Laplacian). The adjacency matrix 𝐴 = [𝑎𝑖𝑗] for an undirected graph is a 𝑛 × 𝑛 symmetric 

matrix which describes the adjacency relationships of the vertices in the graph. The element 

𝑎𝑖𝑗 at the 𝑖th row and 𝑗th column of the matrix 𝐴 is 1 if there is an edge that connects the 

vertex 𝑣𝑖  to 𝑣𝑗(𝑖 ≠ 𝑗), i.e. 𝑣𝑗  is a neighbor of 𝑣𝑖 . Otherwise, 𝑎𝑖𝑗  is zero. Note that the 

diagonal elements of the adjacency matrix are all zeros since there is no edge to connect a 

vertex with itself. 

In a graph, the set of neighbor vertices of a certain vertex 𝑣𝑖  is defined as the 

neighborhood set 𝒩𝑖 of vertex 𝑣𝑖, and the cardinality of the neighborhood set 𝒩𝑖 is called 

the degree 𝑑(𝑣𝑖) of vertex 𝑣𝑖, which represents the number of vertices connected to vertex 

𝑣𝑖. Matrix 𝐷 = [𝑑(𝑣𝑖)] is called the degree matrix, in which the elements of the matrix are 
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the degrees of the vertices in the graph. Contrary to the adjacency matrix, the degree matrix 

only has non-zero elements on its diagonal. That is 𝐷 = 𝐷𝑖𝑎𝑔([𝑑(𝑣1), 𝑑(𝑣2), . . . , 𝑑(𝑣𝑛)]). 

𝐼  is the incidence matrix of a graph. It is a 𝑛 × 𝑚  matrix and its elements are 

defined as  

 [𝐼]𝑖𝑗 = {

−1,   𝑖𝑓 𝑣𝑖 𝑖𝑠 𝑡ℎ𝑒 𝑡𝑎𝑖𝑙 𝑜𝑓 𝑒𝑗     

1,   𝑖𝑓 𝑣𝑖 𝑖𝑠 𝑡ℎ𝑒 ℎ𝑒𝑎𝑑 𝑜𝑓 𝑒𝑗 

0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                 

 (1) 

The incidence matrix represents the relationship between vertices and edges.  

Laplacian 𝐿 is one of the most important matrices in graph theory, it is related to 

the dynamic characteristic of the graph. The Laplacian 𝐿 can be defined by 

 𝐿 = 𝐷 − 𝐴 = 𝐼𝐼𝑇 (2) 

According to equation (2), Laplacian 𝐿 is symmetrical as the degree matrix 𝐷 and 

the adjacency matrix 𝐴 are both symmetrical. As discussed before, the 𝑖th row of the 

adjacency matrix 𝐴 describes the connections of vertex 𝑣𝑖 to its neighbors by ones. Then, 

the sum of the 𝑖th row of 𝐴 is the number of neighbors of 𝑣𝑖. The row sum of the degree 

matrix 𝐷 is also the number of neighbors since all the elements in a row are zeros except 

the diagonal element which is the cardinality of the neighborhood set 𝒩𝑖 . Therefore, the 

row sum of Laplacian is equal to zero, and since Laplacian is symmetrical, the column sum 

is also zero.  

3.2. Consensus Protocol   

Base on the above knowledge, a consensus protocol can be designed for a network 

system. The consensus protocol can be used for several important applications of power 

systems. For example, suppose the generators (vertices) in a power system (an undirected 
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graph 𝐺) need to calculate (or estimate) a quantity such as the desired incremental cost of 

the generators. The consensus protocol can help the generators to reach a consensus about 

the quantity. 

The consensus protocol for vertex 𝑣𝑖 can be designed as the update formula form 

in discrete-time as 

 𝑥𝑖(𝑘) = 𝑥𝑖(𝑘 − 1) + 𝜏 ∑ 𝑤𝑖𝑗[𝑥𝑗(𝑘 − 1) − 𝑥𝑖(𝑘 − 1)]

𝑗∈𝒩𝑖

 (3) 

where 𝑥𝑖(𝑘) is the 𝑖th vertex’s state at iteration 𝑘. 𝜏 is the time interval between 

two update iterations. 𝒩𝒾  is the neighbors of vertex 𝑖. 𝑤𝑖𝑗  is a weight coefficient on the link 

between 𝑣𝑖 and 𝑣𝑗. It can also be expressed as 𝑤𝑙 where 𝑙 is from edge 𝑒𝑙 = {𝑣𝑖, 𝑣𝑗}. 

Let 𝑋(𝑘) = [𝑥1(𝑘), 𝑥2(𝑘), 𝑥3(𝑘),… , 𝑥𝑛(𝑘)]
T denotes the states of vertices in the 

graph at iteration 𝑘. The equation (3) can be rewritten as matrix form (4) by considering 

all vertices in the graph. 

 𝑿(𝑘) = 𝑿(𝑘 − 1) − 𝜏𝐿𝑤𝑿(𝑘 − 1) (4) 

where 𝐿𝑤 = 𝐼𝑊𝐼
𝑇 is the weighted Laplacian, and 𝑊 = 𝐷𝑖𝑎𝑔([𝑤1, 𝑤2, … ,𝑤𝑚]) is 

the weight matrix. Equation (4) follows Lemma 1 [5]. 

Lemma 1: The vector 𝑿(𝑘) is convergent as: 

 𝑙𝑖𝑚
𝑘→∞

𝑋 (𝑘) = (
1

𝑛
∑𝑥𝑖(0)

𝑛

𝑖=1

)𝟏 =
1

𝑛
𝟏𝟏T𝑋(0) (5) 

if and only if the graph is connected and 

 𝜌(𝐿𝑤) <
2

𝜏
 (6) 
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where “the graph is connected” means that, for every two vertices in the graph, 

there is at least one path between them. In other words, there are no isolated parts in the 

graph. 𝑥𝑖(0) is the initial value of 𝑥𝑖. 𝟏 is a 𝑛 × 1 vector which all elements are 1, i.e. 𝟏 =

[1,1,… ,1]𝑇. 𝜌(𝐿𝑤) is the maximum eigenvalue (in absolute value) of 𝐿𝑤. 

Therefore, the stability of the consensus protocol (4) in a connected graph can be 

guaranteed by tuning the weight coefficient 𝑤𝑘  on each vertex to force the weighted 

Laplacian 𝐿𝑤 to satisfy the Lemma 1. 

3.3. Centralized Economic Dispatch  

The objective of the ED problem is to calculate the power generation for each 

generator so that the entire power system works in the most efficient condition. By 

neglecting the transmission losses, the ED problem is an optimization problem which to 

minimize the following objective function, 

 Minimize 𝐹(𝑃𝐺) =∑𝐹𝑖(𝑃𝑖)

𝑛

𝑖=1

 (7) 

 𝑠. 𝑡.     𝑃𝐷 =∑𝑃𝑖

𝑛

𝑖=1

          (8) 

 𝑃𝑖
𝑚𝑖𝑛 ≤ 𝑃𝑖 ≤ 𝑃𝑖

𝑚𝑎𝑥  (9) 

where 𝑃𝑖 is the 𝑖th generator’s power production. 𝐹𝑖(𝑃𝑖) is the cost function of the 

𝑖th generator. 𝑃𝐷 is the total demand of the entire power system, which includes loads and 

losses, i.e., 𝑃𝐷 = 𝑃𝑙𝑜𝑠𝑠 + 𝑃𝑙𝑜𝑎𝑑 . 𝑃𝑖
𝑚𝑖𝑛  and 𝑃𝑖

𝑚𝑎𝑥  are the lower and upper active power 

output limits of the generator 𝑖, respectively. Since the losses are very small compared to 

the loads, the losses can be neglected in some ED problems. The constraint (8) ensures the 
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power balance between the load and generation. Meanwhile, constraint (9) limits the output 

of each generator in its permitted range. Typically, the generation cost function in (7) is 

quadratic as 

 𝐹𝑖(𝑃𝑖) = 𝛼𝑖 + 𝛽𝑖𝑃𝑖 + 𝛾𝑖𝑃𝑖
2 (10) 

where 𝛼𝑖, 𝛽𝑖 and 𝛾𝑖 are the coefficients of the cost function for the 𝑖th generator. 

In the traditional centralized power system, the ED problem can be solved by the 

Lagrange multiplier method. By introducing the Lagrange multiplier, the solution of the 

ED problem can be obtained by solving the following equations 

 
𝑑𝐹𝑖(𝑃𝑖)

𝑑𝑃𝑖
= 𝜆     , for 𝑖 = 1, 2, … , 𝑛 (11) 

Therefore, the Lagrange multiplier equals the incremental cost of each generator. 

Now, considering the cost function (7) and the constraints (8) and (9), the solution of the 

objective function can be written as 

 𝑃𝑖
∗(𝑘) =

{
 
 

 
 𝜆 − 𝛽𝑖
2𝛾𝑖

, if  𝑃𝑖
𝑚𝑖𝑛 < 𝑃𝑖

∗(𝑘) < 𝑃𝑖
𝑚𝑎𝑥

𝑃𝑖
𝑚𝑖𝑛 , if  𝑃𝑖

∗(𝑘) ≤ 𝑃𝑖
𝑚𝑖𝑛            

𝑃𝑖
𝑚𝑎𝑥 , if  𝑃𝑖

∗(𝑘) ≥ 𝑃𝑖
𝑚𝑎𝑥            

 (12) 

where 𝑃𝑖
∗(𝑘) is the solution of the ED problem at time 𝑘. 

If the line losses are specifically considered, the power balance constraint (8) 

becomes 

 ∑𝑃𝑖

𝑛

𝑖=1

= 𝑃𝑙𝑜𝑎𝑑 + 𝑃𝑙𝑜𝑠𝑠 (13) 

and the necessary conditions (11) for the solution of the ED problem is given by 
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𝑑𝐹𝑖(𝑃𝑖)

𝑑𝑃𝑖
= 𝜆 (1 −

𝜕𝑃𝑙𝑜𝑠𝑠
𝜕𝑃𝑖

) , for 𝑖 = 1, 2, … , 𝑛 (14) 

where 𝜕𝑃𝑙𝑜𝑠𝑠/𝜕𝑃𝑖 is called incremental loss. 

The above method is obvious a centralized approach since the single Lagrange 

multiplier 𝜆 should be computed for all generators. Also, the total power supply ∑ 𝑃𝑖
𝑛
𝑖=1  in 

(8) or (13) is determined at the centralized control center by collecting the generation data 

from all generators.  

3.4. Centralized State Estimation  

The Weighted Least-Squares (WLS) is a commonly used method in power system 

state estimation [6]. Assuming that there is a measurement device to detect a state 𝜃 in the 

system, the mathematical model of the measurement is 

 𝑧 = 𝐻𝜃 + 𝜂 (15) 

where 𝑧 is the reading on the instrument. 𝐻 is the observation matrix that represents 

the characteristic of the power system. 𝜂 is the noise or error in the measurement. Then, 

the WLS method in (16) can be used to estimate the state 𝜃 with the noisy measurement 𝑧. 

 𝜃 = (𝐻T𝑅−1𝐻)−1𝐻T𝑅−1𝑧 (16) 

where, 𝜃 is the estimation of the state 𝜃. 𝑅 is the covariance matrix of measurement 

errors. For a power system, the WLS state estimation is employed to estimate the voltage 

magnitudes and phase angles on different buses by the noisy measurements of the real 

power, reactive power, current, transformer tap position, and voltage magnitude [6].  

In this research, the work is focused on state estimation using DC power flow 

analysis. So, the measurements are the real power on each transmission line and the states 

are the phase angles on different buses. In addition, the estimation can be used to improve 
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the accuracy of the measurements. By inputting the estimated state 𝜃  back to the 

measurement equation without noise as in (17), the better estimation 𝑧̂ of the measurement 

values can be obtained. 

 𝑧̂ = 𝐻𝜃 (17) 

3.5. Distributed State Estimation over Sensor Networks  

In a distributed network, numerous meters (or sensors) are installed to measure the 

same quantity in the system. By connecting the meters together to form a sensor network, 

the redundant measurement can be used to improve the accuracy of state estimation and 

measurement results. 

In order to realize the DSE, two consensus protocols are required [5], 

 𝑃𝑖(𝑘 + 1) = 𝑃𝑖(𝑘) + 𝜏 ∑ 𝑤𝑖𝑗
𝑃 (𝑃𝑗(𝑘) − 𝑃𝑖(𝑘))

𝑗∈𝒩𝑖

 (18) 

 𝛩𝑖(𝑘 + 1) = 𝛩𝑖(𝑘) + 𝜏 ∑ 𝑤𝑖𝑗
𝛩 (𝛩𝑗(𝑘) − 𝛩𝑖(𝑘))

𝑗∈𝒩𝑖

 (19) 

where, 𝑃𝑖(0) = 𝐻𝑖
𝑇𝑅𝑖

−1𝐻𝑖  and 𝛩𝑖(0) = 𝐻𝑖
𝑇𝑅𝑖

−1𝑧𝑖 . 𝑤𝑖𝑗
𝑃  and 𝑤𝑖𝑗

𝛩  are the weights for 

graph 𝐺(𝑃) and 𝐺(𝛩), respectively. According to Lemma 1, 𝑃𝑖(𝑘) and 𝛩𝑖(𝑘) converge to 

values, 

 𝑙𝑖𝑚
𝑘→∞

𝑃𝑖(𝑘) =
1

𝑛
∑𝐻𝑖

𝑇𝑅𝑖
−1𝐻𝑖

𝑛

𝑖=1

 (20) 

 𝑙𝑖𝑚
𝑘→∞

𝛩𝑖(𝑘) =
1

𝑛
∑𝐻𝑖

𝑇𝑅𝑖
−1𝑧𝑖

𝑛

𝑖=1

 (21) 
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Therefore, by implementing the equations (18) and (19) on each node, the same 

result of the centralized WLS state estimation [5] can be achieved by (22) on the 𝑖th node 

in a distributed fashion, 

 𝜃𝑖(𝑘) = 𝑃𝑖(𝑘)
−1𝛩𝑖(𝑘) (22) 

Since 𝑙𝑖𝑚
𝑘→∞

𝜃(𝑘) = 𝜃. 

3.6. Optimal Power Flow Problem 

The OPF (optimal power flow) problem is an advanced version of economic 

dispatch in which it also aims to minimize the cost of the power system meanwhile it does 

not only consider the power balance between the total load and total generation in the 

power system but also take the power flow model in consideration to ensure the power is 

balanced on each bus. In addition, the OPF problem usually has more constraints such as 

the line flow constraints. 

As mentioned above, the OPF problem is an advanced economic dispatch problem, 

so it has the same objective function (7) and constraints (8)-(9). In addition, the following 

constraints are also included in the OPF problem, 

 𝑃𝑖
𝐷,𝑚𝑒𝑎𝑠 = 𝑃𝑖

𝐺 − ∑ 𝑃𝑖𝑗

𝑛𝑔

𝑖𝑔=1

 (23) 

 𝑄𝑖
𝐷,𝑚𝑒𝑎𝑠 = 𝑄𝑖

𝐺 − ∑ 𝑄𝑖𝑗

𝑛𝑔

𝑖𝑔=1

 (24) 

 |𝑃𝑖𝑗| ≤ 𝑃𝑖𝑗
𝑚𝑎𝑥 (25) 

 |𝑄𝑖𝑗| ≤ 𝑄𝑖𝑗
𝑚𝑎𝑥  (26) 
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Where (23)-(24) are node power balance constraints. Meanwhile, (25)-(26) are 

called line flow limit constraints; 𝑃𝑖
𝐷,𝑚𝑒𝑎𝑠

 and 𝑄𝑖
𝐷,𝑚𝑒𝑎𝑠

 are the active and reactive demands 

measured on the bus 𝑖, respectively. 
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Chapter 4. Proposed Methods 

Based on the preliminary knowledge above, the proposed distributed algorithms for 

economic dispatch, state estimation, and optimal power flow will be introduced. In the first 

two sections, the distributed economic dispatch and distributed state estimation based on 

the DC power flow model will be developed. Then, the distributed optimal power flow 

method will be established on the basis of the first two distributed methods. In the last two 

sections, the distributed AC state estimation and distributed ACOPF methods will be 

presented. 

4.1. Distributed Economic Dispatch 

According to the existing research discussed in Chapter 2, the challenge for the 

consensus-based distributed economic dispatch is to obtain the power mismatch 

information in a distributed system and thus satisfy the power balance constraint in the 

DED problem. However, this problem can be easily solved by control methods. For 

example, the frequency controller in the peer-to-peer control method [40] is designed to 

balance the active power in the power system. Based on this concept, the PI controller and 

Neural Network (NN) controller are employed to develop the DED method. 

4.1.1. DED Control with PI controller  

Based on the consensus protocol (3), the Lagrange multipliers 𝜆’s can be treated as 

the states of vertices in the graph, so they can be equalized by the consensus protocol. In 

addition, the power balance constraint (8) should be satisfied, so the peer-to-peer frequency 
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control method [40] can be introduced by adding a goal attraction function [41] in the 

consensus protocol to balance the power in the system. Therefore, a modified consensus 

protocol having the form (27) can be adopted to develop the DED control method. 

 𝜆𝑖(𝑘) = 𝜆𝑖(𝑘 − 1) + 𝜏 ∑ 𝑤𝑖𝑗[𝜆𝑗(𝑘 − 1) − 𝜆𝑖(𝑘 − 1)]

𝑗∈𝒩𝑖

+ 𝐺𝑖
∗(𝑘) (27) 

where 𝐺𝑖
∗(𝑘) is a goal attraction function [41] to force 𝜆(𝑘) to reach a certain 

consensus, which is the optimal solution for ED problem, rather than the naive “average 

value” solution as in (5). The goal attraction function is a function of the distance between 

the desired 𝜆∗ and the current 𝜆, and the function becomes zero when the goal is reached. 

Now, the objective is to create the proper goal attraction function 𝐺𝑖
∗(𝑘) based on 

the peer-to-peer frequency control method so that the desired solution of ED problem can 

be obtained. Typically, in a distributed system, the Lagrange multipliers 𝜆𝑖(𝑖 = 1,2,… , 𝑛𝑏) 

converges to an identical value in a few iterations (𝑘𝑐)  with the consensus protocol. 

Therefore, the consensus term 𝜏 ∑ 𝑤𝑖𝑗[𝜆𝑗(𝑘 − 1) − 𝜆𝑖(𝑘 − 1)]𝑗∈𝒩𝑖
 in (27) can be 

neglected for time 𝑘 > 𝑘𝑐, and 𝑘𝑐 is usually a small number. Then, the lambda-iteration 

equation (27) becomes, 

 𝜆𝑖(𝑘) = 𝜆𝑖(𝑘 − 1) + 𝐺𝑖
∗(𝑘) (28) 

In equation (28), the term 𝐺𝑖
∗(𝑘) acts like the change of state 𝛥𝜆𝑖 in an iteration 

equation. So, let 𝐺𝑖
∗(𝑘) = 𝛥𝜆𝑖. According to equation (11) and Euler approximation, the 

change of state is 

 𝐺𝑖
∗(𝑘) = 𝛥𝜆𝑖(𝑘) =

𝑑𝜆

𝑑𝑃𝑖
𝛥𝑃𝑖(𝑘) = 2𝛾𝑖𝛥𝑃𝑖(𝑘) (29) 
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where 𝛥𝑃𝑖(𝑘) is the change of active power output of the 𝑖th generator. In order to 

balance the load and generation in the power system, the frequency controller is used for 

each generator to calculate the 𝑃𝑖(𝑘). Since the iteration is adopted in a discrete manner, 

the discrete PI controller can be utilized for the frequency controller. Then, the proposed 

DED control scheme is, 

 𝜆𝑖(𝑘) = 𝜆𝑖(𝑘 − 1) + 𝜏 ∑ 𝑤𝑖𝑗[𝜆𝑗(𝑘 − 1) − 𝜆𝑖(𝑘 − 1)]

𝑗∈𝒩𝑖

+ 𝛥𝜆𝑖(𝑘) (30) 

 𝛥𝜆𝑖(𝑘) =  2𝛾𝑖[𝐾𝑝𝑖(𝛥𝑓(𝑘) − 𝛥𝑓(𝑘 − 1)) + 𝜏𝐾𝑖𝑖𝛥𝑓(𝑘)] (31) 

 
𝛥𝑓(𝑘) =  𝑓𝑟𝑎𝑡𝑒𝑑 −  𝑓(𝑘) (32) 

where 𝛥𝑓(𝑘) is the frequency deviation at iteration 𝑘. 𝑓(𝑘) is the frequency of the 

power system at iteration 𝑘 which can be measured by the Phase-Locked Loop (PLL) on 

each generator. 𝑓𝑟𝑎𝑡𝑒𝑑  is the rated frequency that can be reached when the load and 

generation are balanced under the rated operating condition. 𝐾𝑝𝑖 is the proportional gain 

and 𝐾𝑖𝑖 is the integral gain. After 𝜆𝑖(𝑘) is obtained, the optimal power output reference 

𝑃𝑖
∗(𝑘) for the 𝑖th generator can be calculated by letting 𝜆 = 𝜆𝑖(𝑘) in equation (12). 

Note that, if there is no communication failure, it is not necessary for all generators 

to measure the frequency 𝑓(𝑘). The control scheme is still applicable even if the frequency 

measurement is only available for a small subset of all generators. For the generators 

without PLL, called followers [42], their goal attraction terms 𝜆𝑖(𝑘)  in the control 

algorithm (17) can be removed. The reason is that, due to the consensus protocol, the 

followers are attracted by the leaders, i.e., the generators with frequency measurement 

ability, to reach the optimal solution. 
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The proposed DED control algorithm is summarized in Algorithm 1. 

Algorithm 1 The Algorithm on the 𝑖th Generator 

1: Initialize 𝜆𝑖(0) with an arbitrary value. 

2: Set parameters 𝑤𝑖𝑗 , 𝐾𝑝𝑖 and 𝐾𝑖𝑖. 

3: for 𝑘 > 0 do 

4:       Measure the frequency 𝑓𝑖(𝑘) in the grid 

5:       Receive the Lagrange multipliers {𝜆𝑗(𝑘 − 1) ∣ 𝑗 ∈ 𝒩} from neighbor nodes 

6:       Send the local Lagrange multiplier 𝜆𝑖(𝑘 − 1) to the neighbor nodes. 

7:       Calculate the new Lagrange multiplier 𝜆𝑖(𝑘) by (30)-(32).  

8:       Calculate the generator reference 𝑃𝑖(𝑘) by (12). 

9:       Set the output reference of the generator by 𝑃𝑖
∗(𝑘). 

10:     Let 𝑘 = 𝑘 + 1. 

11: end for 

 

Now, let’s discuss the convergence of the proposed method. By the control 

objective, the Lagrange multipliers of all generators should be identical to achieve the 

economic dispatch. So, in the following paragraphs of this section, the convergence of the 

Lagrange multipliers under the proposed algorithm will be discussed, i.e., 𝜆1(𝑘) =

𝜆2(𝑘) = ⋯ = 𝜆𝑛𝑏(𝑘). 

According to equation (4), the consensus protocol (30) can be written into the 

vector form as 

 𝝀(𝑘) = 𝝀(𝑘 − 1) − 𝜏𝐿𝑤𝝀(𝑘 − 1) + 𝛥𝝀(𝑘) (33) 

where 𝝀(𝑘) = [𝜆1(𝑘), 𝜆2(𝑘),… , 𝜆𝑛𝑏(𝑘)]
T
is the vector of Lagrange multipliers of 

the generators. Similarly, 𝛥𝜆(𝑘) = [𝛥𝜆1(𝑘), 𝛥𝜆2(𝑘),… , 𝛥𝜆𝑛𝑏(𝑘)]
T

. Let 𝑀𝑤 = 𝐼 − 𝜏𝐿𝑤 , 

the equation (20) becomes 

 𝝀(𝑘) = 𝑀𝑤𝝀(𝑘 − 1) + 𝛥𝝀(𝑘) (34) 

which can be expanded as  



 

21 

 

𝝀(𝑘) = (𝑀𝑤)
𝑘𝝀(0) + (𝑀𝑤)

𝑘−1𝝀(1) + ⋯+𝑀𝑤𝝀(𝑘 − 1)

+ 𝛥𝝀(𝑘) 
(35) 

The vectors 𝛥𝝀(𝜅) for 𝜅 = 1,2,… , 𝑘 − 1 can be written into two terms by letting 

𝛥𝝀(𝜅) = 𝛥𝝀(𝜅) + 𝜹𝜆(𝜅), where 𝛥𝝀(𝜅) = 𝟏𝟏𝑇𝛥𝜆(𝜅)/𝑛𝑏 is the average vector of 𝛥𝝀(𝜅), 

in which the entries of this average vector are all the same. 𝜹𝜆(𝜅) is the difference between 

the average vector 𝛥𝝀(𝜅) and original vector 𝛥𝝀(𝜅). Then, the equation (35) becomes 

 
𝝀(𝑘) = (𝑀𝑤)

𝑘𝝀(0) + (𝑀𝑤)
𝑘−1𝛥𝝀(1) +⋯+𝑀𝑤𝛥𝝀(𝑘 − 1)

+ (𝑀𝑤)
𝑘−1𝜹𝜆(1) + ⋯+𝑀𝑤𝜹𝜆(𝑘 − 1) + 𝛥𝝀(𝑘) 

(36) 

Here, a lemma about the matrix 𝑀𝑤 is introduced: 

Lemma 2: If the graph is connected and 𝜌(𝐿𝑤) < 2/𝜏, then  

 (𝑀𝑤)
∞ ≔ 𝑙𝑖𝑚

𝑘→∞
(𝑀𝑤)

𝑘 =
1

𝑛
𝟏𝟏T (37) 

the proof can be found in [5]. 

By Lemma 2, the average vector 𝛥𝝀(𝜅)  can be represented as 𝛥𝝀(𝜅) =

(1/𝑛)𝟏𝟏𝑇𝛥𝝀(𝜅) = (𝑀𝑤)
∞𝛥𝝀(𝜅) , and thus (𝑀𝑤)

𝑘′𝛥𝝀(𝜅) = (𝑀𝑤)
𝑘′(𝑀𝑤)

∞𝛥𝜆(𝜅) =

(𝑀𝑤)
𝑘′+∞𝛥𝜆(𝜅) = (𝑀𝑤)

∞𝛥𝜆(𝜅) = 𝛥𝜆(𝜅). So, the equation (36) becomes 

 
𝝀(𝑘) = (𝑀𝑤)

𝑘𝝀(0) + 𝛥𝝀(1) + ⋯+ 𝛥𝝀(𝑘 − 1) + 𝛥𝝀(𝑘)

+ (𝑀𝑤)
𝑘−1𝜹𝜆(1) + ⋯+𝑀𝑤𝜹𝜆(𝑘 − 1) + 𝜹𝜆(𝑘) 

(38) 

This equation shows that the inequality between the entries of the vector𝝀(𝑘), i.e., 

the Lagrange multipliers of all nodes, is caused by the terms (𝑀𝑤)
𝑘𝝀(0)  and 

(𝑀𝑤)
𝑘−𝜅𝜹𝜆(𝜅)  for all 𝜅 . However, by Lemma 2, the term (𝑀𝑤)

𝑘𝝀(0)  converges to 

𝝀(𝜅) = (1/𝑛𝑏)𝟏𝟏
𝑇𝝀(𝜅). So, the differences between the Lagrange multipliers is mainly 
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caused by the terms (𝑀𝑤)
𝑘−𝜅𝜹𝜆(𝜅). Therefore, to prove the convergence of the proposed 

algorithm, the convergence of the summation ∑ (𝑀𝑤)
𝑘−𝜅𝜹𝜆(𝜅)

𝑘
𝜅=1  should be proven. 

According to equation (31), assuming that the measured frequency is the same for 

all nodes, the difference between the controller coefficients of the generators is the reason 

to make the goal attraction term 𝛥𝝀(𝑘) for each node distinct, i.e.,𝜹𝜆(𝑘) ≠ 0. Also, this 

difference can be amplified by the frequency variation, i.e., the terms 𝛥𝑓(𝑘) − 𝛥𝑓(𝑘 − 1) 

and 𝛥𝑓(𝑘) . Since the controller coefficients are fixed during the operation, and the 

frequency deviation cannot be arbitrarily large due to the dynamic of the power system, 

then it is reasonable to assume that the term 𝜹𝜆(𝑘) has an upper bound 𝜹𝜆 for some norms, 

i.e., ‖𝜹𝜆‖ ≥ ‖𝜹𝜆(𝑘)‖ for 𝑘 = 1, 2,…. Assuming that the term 𝜹𝜆(𝑘) = 𝜹𝜆 for all time, if 

the proposed algorithm can still converge under this extreme condition, it means that the 

algorithm can always converge, thus the convergence of the algorithm is proven. So, let 

𝜹𝜆(𝑘) = 𝜹𝜆 for 𝑘 = 1, 2,… and define a new time variable 𝜅′ = 𝑘 − 𝜅, then the summation 

∑ (𝑀𝑤)
𝑘−𝜅𝜹𝜆(𝜅)

𝑘
𝜅=1  becomes a power series when time goes to infinity, 

 ∑(𝑀𝑤)
𝜅′𝜹𝜆

∞

𝜅′=0

= 𝜹𝜆 +𝑀𝑤𝜹𝜆 + (𝑀𝑤)
2𝜹𝜆 +⋯ (39) 

In order to converge the term ∑ (𝑀𝑤)
𝜅′∞

𝜅′=0  in equation (39), there must be a matrix 

norm ‖∗‖ such that the numerical series ∑ ‖𝑀𝑤‖
𝜅′∞

𝜅′=0  converges [43]. Since the series 

∑ ‖𝑀𝑤‖
𝜅′∞

𝜅′=0  is a geometric series, the condition for its convergence can be easily satisfied 

by tuning the weights of the weighted Laplacian 𝐿𝑤 to make ‖𝑀𝑤‖
𝜅′ < 1. Then, the series 

(39) converges to 
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 ∑(𝑀𝑤)
𝜅′𝜹𝜆

∞

𝜅′=0

= 𝑆𝑤𝜹𝜆 (40) 

where 𝑆𝑤 = ∑ (𝑀𝑤)
𝜅′∞

𝜅′=0 . This result cannot ensure Lagrange multipliers to be 

identical since the entries of 𝑆𝑤𝜹𝜆 may be distinct. This is reasonable since the difference 

vector 𝜹𝜆 is constantly added into the equation (38) to create a new difference between the 

Lagrange multipliers. But this result gives the upper bound for the difference. So, the 

proposed method is not divergent. In addition, since the frequency deviation in the power 

system can be eliminated by the frequency controller in the proposed algorithm, then the 

goal attraction term 𝛥𝝀(𝑘) decreases to zero, and thus the difference vector 𝜹𝜆(𝑘). So, the 

consensus can be achieved eventually. 

4.1.2. DED Control with NN Controller 

As shown in the previous section, the lambda-iteration equation (27) becomes (28) 

after the consensus term converges. So, control methods in discrete form can be integrated 

with the consensus protocol. In the previous section, the PI frequency controller is 

integrated with the consensus protocol to obtain the DED control method. In this section, 

a different controller, the neural network controller, is employed to integrate with the 

consensus protocol to develop a new distributed optimal control scheme. So, it can show 

that the proposed scheme can be widely applied for different control purposes by 

integrating different controllers. 

In this work, a two-layer neural network is employed to integrate with the 

consensus protocol, and it is easy to expand the neural network with more layers if needed. 

The two-layer neural network includes one hidden layer and one output layer. The hidden 
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layer has 5 neurons, and the output layer has 1 neuron. The inputs of the neural network 

are the frequency deviation 𝛥𝑓(𝑘) and the second-order frequency deviation 𝛥2𝑓(𝑘) =

𝛥𝑓(𝑘) − 𝛥𝑓(𝑘 − 1). The output of the neural network is the change of Lagrange multiplier 

𝛥𝜆𝑖. The structure of the two-layer neural network is shown in Figure 4-1. 

 

Figure 4-1 The structure of the neural network 

According to the neural network structure, the proposed algorithm is the following, 

 𝜆𝑖(𝑘) = 𝜆𝑖(𝑘 − 1) + 𝜏 ∑ 𝑤𝑖𝑗[𝜆𝑗(𝑘 − 1) − 𝜆𝑖(𝑘 − 1)]

𝑗∈𝒩𝑖

+ 𝛥𝜆𝑖(𝑘) (41) 

 𝛥𝜆𝑖(𝑘) = 𝑶1
𝑇𝑾2 + 𝐵2 (42) 

 𝑶1 = Sigm(𝛥𝑓(𝑘)𝑾1,1 + 𝛥
2𝑓(𝑘)𝑾1,2 + 𝑩1) (43) 

 𝛥𝑓(𝑘) = 𝑓𝑟𝑎𝑡𝑒𝑑 − 𝑓(𝑘) (44) 

 𝛥2𝑓(𝑘) = 𝛥𝑓(𝑘) − 𝛥𝑓(𝑘 − 1) (45) 

where 𝑾1,1, 𝑾1,2 and 𝑾2 are the weight vectors of the hidden layer and the output 

layer; 𝑩1 and 𝐵2 are the biases of the two layers; 𝑶1 is the outputs of the hidden layer. The 

sigmoid function 𝑆𝑖𝑔𝑚(∗) has the form in (33). 

 𝑆𝑖𝑔𝑚(𝑥) =
2

1 + 𝑒−2𝑥
− 1 (46) 
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This sigmoid function maps the outputs of the hidden layer 𝑶1  into the range 

(−1,1) . If the input of the sigmoid function is a vector, the function is performed 

componentwise. 

4.1.3. Communication-failure-tolerant DED Control method 

According to the consensus protocol, the communication between the controllers 

in the power system is required to converge their Lagrange multipliers to the consensus. 

However, if there is a communication failure, i.e. the communication network is 

disconnected into two or more parts due to faults, in the system, the consensus may not be 

able to be maintained for the basic DED control method proposed in the previous sections. 

By the equation (30), the proposed DED algorithm includes two major parts: the consensus 

term 𝜏 ∑𝑗∈𝒩𝑖
𝑤𝑖𝑗 (𝜆𝑗(𝑘 − 1) − 𝜆𝑖(𝑘 − 1))  and the goal attraction function 𝛥𝜆𝑖(𝑘) . 

According to equation (31), the values of the goal attraction functions in different nodes 

are distinct due to the distinct parameters. Normally, these differences can be eliminated 

by the consensus term. However, during the communication failure, the information of the 

Lagrange multipliers cannot be transmitted through the consensus term, so the differences 

of the goal attraction functions cannot be removed. This is why the communication failure 

makes the generators fail to maintain consensus, i.e., the economic dispatch. So, in this 

section, the communication-failure-tolerant DED control method is proposed to solve this 

problem and make the system stay at the economic dispatch during the communication 

failure. The proposed communication-failure-tolerant DED approach mainly includes two 

parts: Controller gain design and leader-follower mode. 
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Controller gain design is a method to set the parameters 𝐾𝑝𝑖  and 𝐾𝑖𝑖  of the PI 

controllers so that the consensus can be maintained during the communication failure. As 

discussed above, the errors introduced by the goal attraction functions cause the Lagrange 

multipliers to fail to reach the consensus, and the errors are generated by the differences in 

the control parameters of the nodes. So, by carefully designing the control parameters of 

the controllers to make their goal attraction terms 𝛥𝜆𝑖(𝑘)  identical, the errors can be 

removed so that the consensus can be maintained. In equation (36), if 𝛥𝝀(𝜅) = 𝛥𝝀(𝜅) for 

any 𝜅, which indicates 𝜹𝜆(𝜅) = 0, the equation (38) becomes  

 𝝀(𝑘) = (𝑀𝑤)
𝑘𝝀(0) + 𝛥𝝀(1) + … + 𝛥𝝀(𝑘 − 1) + 𝛥𝝀(𝑘) (47) 

This is also true if 𝛥𝝀(𝑘) is a vector with identical elements. In this situation, the 

residual term 𝝈 = 𝟎 and 𝝀(𝑘) = 𝝀(𝑘) for 𝑘 ≥ 𝑘𝑐, even if the communication network fails. 

So, by adjusting the coefficients 𝐾𝑝𝑖  and 𝐾𝑖𝑖  in equation (31) to satisfy the equation 

𝛥𝝀(𝑘) = 𝛥𝝀(𝑘), the proposed control scheme can be more robust. 

The elements in 𝛥𝝀(𝑘) are 

 

𝛥𝜆𝑖(𝑘) =
2

𝑛𝑏
(∑

𝑛𝑏

𝑖=1

𝛾𝑖𝐾𝑝𝑖) (𝛥𝑓(𝑘) − 𝛥𝑓(𝑘 − 1))

+ 𝜏
2

𝑛𝑏
(∑

𝑛𝑏

𝑖=1

𝛾𝑖𝐾𝑖𝑖)𝛥𝑓(𝑘) 

(48) 

compared with (31), for 𝝀(𝑘) = 𝝀(𝑘), the new coefficients 𝐾𝑝𝑖
∗ and 𝐾𝑖𝑖

∗ can be set as  

 𝐾𝑝𝑖
∗ =

1

𝑛𝑏𝛾𝑖
∑

𝑛𝑏

𝑖=1

𝛾𝑖𝐾𝑝𝑖 (49) 
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 𝐾𝑖𝑖
∗ =

1

𝑛𝑏𝛾𝑖
∑

𝑛𝑏

𝑖=1

𝛾𝑖𝐾𝑖𝑖 (50) 

With the controller gain design method, the consensus can be maintained during 

the communication failure. 

However, if one or more nodes in the system cannot measure the frequency due to 

the cost or faults, then their goal attraction terms 𝛥𝜆𝑖(𝑘) cannot be calculated. Thus, the 

controller gain design method cannot be directly applied. To solve this problem, the leader-

follower mode is proposed. In this mode, the controllers that can measure the frequency 

are called “leaders”, and the controllers that have no frequency measurement ability are 

called “followers”. The idea of the leader-follower mode is to make the communication 

between the leaders and the followers into one-way so that the lack of goal attraction 

function in followers will not affect the leaders maintaining the consensus with the 

controller gain design method, and the followers can “trace” the leaders to reach the 

consensus through the consensus term. According to this idea, the algorithm of the leaders 

is in the equation (51),  

 
𝜆𝑖(𝑘) = 𝜆𝑖(𝑘 − 1) + 𝜏 ∑

𝑗∈𝒩𝑖
𝐿

𝑤𝑖𝑗[𝜆𝑗(𝑘 − 1) − 𝜆𝑖(𝑘 − 1)] + 𝛥𝜆𝑖(𝑘) (51) 

where 𝒩𝑖
𝐿  is the set of the leader nodes. The goal attraction term 𝛥𝜆𝑖(𝑘) can be 

calculated by the PI controller method (31) with the controller gain design or the NN 

controller (42) with the same weights and biases for all nodes. The difference between the 

algorithm of the leaders in (51) and the algorithm of the basic DED control method in (30) 

is that the leader nodes only communicate with other leaders but not the followers, so the 

error in the followers will not affect the leaders. 
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Then, the algorithm of the followers is in the equation (52),  

 𝜆𝑖(𝑘) = 𝜆𝑖(𝑘 − 1) + 𝜏 ∑

𝑗∈𝒩𝑖

𝑤𝑖𝑗[𝜆𝑗(𝑘 − 1) − 𝜆𝑖(𝑘 − 1)] (52) 

in which the equation is the same as the equation (30) but has no goal attraction 

term 𝛥𝜆𝑖(𝑘) due to the lack of frequency measurement. Since the followers can receive the 

information of the Lagrange multipliers from the leaders through one-way communication, 

they can be driven to the consensus by the consensus term. 

4.1.4. Line Losses Constraint 

In the ED problem, if the line loss model is considered, the line losses constraint 

(13) should be satisfied. The line losses of the power system can be modeled by the 

following function [40], 

 𝑃𝑙𝑜𝑠𝑠 = 𝐿1𝑃1
2 + 𝐿2𝑃2

2 +⋯+ 𝐿𝑛𝑏𝑃𝑛𝑏
2  (53) 

where 𝐿𝑖(𝑖 = 1,2,… 𝑛𝑏) are the parameters of the line losses model. 

According to the necessary conditions with line losses constraint (14), the solution 

of the ED problem is  

 𝑃𝑖
∗(𝑘) =

𝜆𝑖(𝑘) − 𝛽𝑖
2𝛾𝑖 + 2𝐿𝑖𝜆𝑖(𝑘)

 (54) 

where 𝑃𝑖
∗(𝑘) is the ED solution for the 𝑖th generator at iteration 𝑘. Considering the 

output limits (9) of each generator, the optimal dispatch will be  

 𝑃𝑖
∗(𝑘) =

{
 
 

 
 𝜆𝑖(𝑘) − 𝛽𝑖
2𝛾𝑖 + 2𝐿𝑖𝜆𝑖(𝑘)

, if  𝑃𝑖
𝑚𝑖𝑛 < 𝑃𝑖

∗(𝑘) < 𝑃𝑖
𝑚𝑎𝑥

𝑃𝑖
𝑚𝑖𝑛 , if  𝑃𝑖

∗(𝑘) ≤ 𝑃𝑖
𝑚𝑖𝑛            

𝑃𝑖
𝑚𝑎𝑥 , if  𝑃𝑖

∗(𝑘) ≥ 𝑃𝑖
𝑚𝑎𝑥            

 (55) 
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This solution is obtained locally at each generator and 𝑃𝑖
∗(𝑘) can be set as the active 

power output reference of each generator 𝑖 at time 𝑘. 

4.2. Distributed State Estimation 

According to the literature review, the existing distributed state estimation methods 

are not fully distributed. Most of them require area partitioning on the power system. To 

overcome this drawback, a fully distributed state estimation method without any 

centralized structure or facility (e.g. SCADA, local control center, or GPS) is proposed in 

this section so that the state estimation can be realized with only the distributed smart 

meters. Also, a novel information propagation algorithm is proposed as the basis of the 

proposed DSE method. The information propagation algorithm can help the smart meters 

to broadcast their local data to the entire system with a distributed communication network. 

The proof of the convergence of the proposed information propagation algorithm is 

provided. In addition, the distributed WLS method for the normal sensor network [5] and 

the DC power flow model [6] are adopted to develop the DSE method. 

4.2.1. Problem Statement 

This work will focus on the state estimation of phase angle based on the DC power 

flow model, since the calculation of DC power flow is much faster than AC power flow, 

and the accuracy is acceptable. So, in the algorithm, the measurements are the real power 

on each transmission line and the states to be estimated are the phase angles on different 

buses.  

According to the distributed state estimation method for sensor networks provided 

in the preliminary section, equation (22) can be used to realize the DSE. However, the 
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method cannot be directly applied in power systems, since power systems are different 

from the traditional sensor network. For example, the power system shown in Figure 4-2 

has four buses, in which bus 4 is set as the reference. There are four meters (𝑀12, 𝑀24, 𝑀31 

and 𝑀43) to measure the real power on the transmission lines. The meters are connected by 

the communication lines as the dashed lines in Figure 4-2.  

 

Figure 4-2 An example of a four-bus power system 

According to the DC power flow, the measurement model in the centralized state 

estimation method is  

 [

𝑀12

𝑀31

𝑀24

𝑀43

] =

[
 
 
 
 
 
 
 
  
1

𝑋12
−
1

𝑋12
0

−
1

𝑋31
    0

1

𝑋31

   0   
1

𝑋24
0

   0     0 −
1

𝑋43]
 
 
 
 
 
 
 
 

[
𝜃1
𝜃2
𝜃3

] + 𝜂 (56) 

However, in a decentralized system, since there is no centralized facility, the 

measurement information is incomplete for some nodes (meters). For example, in Figure 

4-2, the meter 𝑀31 is only connected to the meter 𝑀12, so the measured values 𝑀24 and 

𝑀43 are unknown for 𝑀31. Then, the measurement model at 𝑀31 is  
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 [
𝑀12

𝑀31
] =

[
 
 
   

1

𝑋12
−
1

𝑋12
  0

−
1

𝑋31
    0

1

𝑋31]
 
 
 

[
𝜃1
𝜃2
𝜃3

] + 𝜂 (57) 

It is easy to verify that 𝑃31 = 𝐻31
𝑇 𝑅31

−1𝐻31  in the equation (22) is singular. Thus the 

system is unobservable for the meter 𝑀31 [6], and the DSE cannot simply proceed because 

𝑃𝑖(𝑘)  is singular in (22). In order to solve this problem, an information propagation 

algorithm is proposed to broadcast the local measurement data of each node to the entire 

system, so that the system is observable for all nodes. 

4.2.2. Information Propagation Algorithm 

For a distributed system, in order to share information among the nodes in the 

system, the information propagation algorithm is proposed for the nodes to broadcast their 

local information (measurements) to the entire system. 

Suppose that the vector 𝑍 = [𝑧1; 𝑧2; … ; 𝑧𝑛] includes the local information 𝑧𝑖 (the 

measurements on each meter in this case) of all 𝑛 nodes in the system. The objective is to 

modify the consensus protocol (3) to estimate the vector 𝑍, i.e. 𝑙𝑖𝑚𝑡→∞𝑥𝑖(𝑡) = 𝑍. Please 

note that this estimation is not the state estimation. So, 𝑥𝑖(𝑡) ∈ ℝ
𝑛 is an estimation vector 

in node 𝑖  at time 𝑡 , in which its 𝑗 th entry 𝑥𝑖,𝑗(𝑡) is the estimation for the 𝑗 th node’s 

measurement 𝑧𝑗. 

The following consensus protocol serves as the proposed information algorithm,  

 𝑥̇𝑖(𝑡) = 𝐼𝑖
0 ∑

𝑗∈𝒩𝑖

(𝑥𝑗(𝑡) − 𝑥𝑖(𝑡)) (58) 

where the initial values 𝑥𝑖,𝑗(0) can be arbitrary if 𝑖 ≠ 𝑗, but 𝑥𝑖,𝑖(0) = 𝑧𝑖 since the 

local information 𝑧𝑖  is available from the measurement at the 𝑖 th node; 𝐼𝑖
0  is a 𝑛 × 𝑛 
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diagonal matrix which is the same as the identity matrix but has a zero at the 𝑖th diagonal 

entry,  

 𝐼𝑖
0 ≜ 𝐷𝑖𝑎𝑔([1,1,… ,1,0,1,… ,1]) (59) 

With the information propagation algorithm (58), the estimation vector 𝑥𝑖(𝑡) 

converges to the local information vector 𝑍, i.e. 𝑙𝑖𝑚𝑡→∞𝑥𝑖(𝑡) = 𝑍. The proof is given in 

the following section. 

4.2.3. Proof of The Convergence of Information Propagation Algorithm 

Here is a proof of the statement 𝑙𝑖𝑚𝑡→∞𝑥𝑖(𝑡) = 𝑍, where 𝑥𝑖(𝑡) is the estimation 

vector of the 𝑖th node, and 𝑍 = [𝑧1; 𝑧2; … ; 𝑧𝑛] is the vector of local information of every 

node. The proof includes two parts: the first part proves the estimation vector 𝑥𝑖(𝑡) 

converges to an equilibrium point 𝑥𝑖(∞) ≜ 𝑙𝑖𝑚𝑡→∞𝑥𝑖(𝑡) under the algorithm (13), and the 

second part proves that the equilibrium point 𝑥𝑖(∞) is 𝑍. 

The estimation vector 𝒙𝒊(𝒕) converges to an equilibrium: 

First, let us define a modified Laplacian 𝐿∗  by the equation 𝐿∗ ≜ [𝐼𝑖
0]𝑛(𝐿⊗ 𝐼), 

where [𝐼𝑖
0]𝑛 ≜ 𝐷𝑖𝑎𝑔([𝐼1

0, 𝐼2
0, … , 𝐼𝑛

0]), and 𝐼1
0 is from (59). Then, the consensus protocol of 

the entire system can be written into the matrix form 

 𝑋̇(𝑡) = −𝐿∗𝑋(𝑡) = −[𝐼𝑖
0]𝑛(𝐿 ⊗ 𝐼)𝑋(𝑡) (60) 

where 𝑋̇(𝑡) is the derivative of the vector 𝑋(𝑡); 𝑋(𝑡) = [𝑥1(𝑡); 𝑥2(𝑡);… ; 𝑥𝑛(𝑡)] is 

a 𝑛2 × 1 vector. The symbol "⊗" represents the Kronecker product. 

The task is to prove the convergence of the consensus-based algorithm (60). Since 

(60) is a linear differential equation, the Gershgorin circle theorem [43] can be used to 

locate the eigenvalues of the matrix 𝐿∗. 
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Theorem 1 (Gershgorin theorem [43]) Suppose that there is a matrix 𝐴 = [𝑎𝑖𝑗] ∈

ℂ𝑛×𝑛. Note that 𝐴 is not the adjacency matrix 𝐴. Let 𝑅𝑖
𝑑 = ∑𝑗≠𝑖 |𝑎𝑖𝑗| be the sum of the 

absolute values of the off-diagonal entries in the 𝑖th row of 𝐴. Consider the Gershgorin 

discs 𝐷(𝑎𝑖𝑖, 𝑅𝑖
𝑑) = 𝑧 ∈ ℂ: |𝑧 − 𝑎𝑖𝑖| ≤ 𝑅𝑖

𝑑  centered at 𝑎𝑖,𝑖  with radius 𝑅𝑖
𝑑 . Then, all the 

eigenvalues of 𝐴 are in the union of Gershgorin discs 𝐺(𝐴) = ⋃𝑛
𝑖=1 𝐷(𝑎𝑖𝑖, 𝑅𝑖

𝑑).  

 

Now, let us look at the Laplacian 𝐿 . Since 𝐿 = 𝐷 − 𝐴 , the center of each 

Gershgorin disc is the diagonal entry of the degree matrix 𝐷, i.e. the degree 𝑑(𝑣𝑖) of each 

vertex. And the radius 𝑅𝑖 is the sum of the row entries of the adjacency matrix 𝐴. By the 

definition of 𝑑(𝑣𝑖), it is true that 𝑅𝑖
𝑑 = 𝑑(𝑣𝑖). Similarly, for the matrix 𝐿⊗ 𝐼 = 𝐷⊗ 𝐼 −

𝐴⊗ 𝐼, the centers and radiuses are determined by 𝐷⊗ 𝐼 and 𝐴⊗ 𝐼, respectively. Now, 

for the modified Laplacian 𝐿∗ = [𝐼𝑖
0]𝑛(𝐿⊗ 𝐼), the matrix [𝐼𝑖

0]𝑛 can be considered as an 

operation to replace 𝑛  rows of 𝐿 ⊗ 𝐼  by zeros. For these replaced 𝑛  rows, the 

corresponding Gershgorin discs become circles at the origin with zero radii. Therefore, as 

an example, the Gershgorin discs of the modified Laplacian 𝐿∗ have the form as in Figure 

4-3.  
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Figure 4-3 An example of the Gershgorin discs for the modified Laplacian 𝐿∗ 

In Figure 4-3, all the smaller Gershgorin discs (including the discs at the origin with 

zero radii) are contained within the largest Gershgorin discs. Thus, all the eigenvalues of 

𝐿∗ are located in the largest Gershgorin discs which are centered at 𝑚𝑎𝑥𝑑(𝑣𝑖) and has the 

radius 𝑚𝑎𝑥𝑑(𝑣𝑖), where 𝑚𝑎𝑥𝑑(𝑣𝑖) denotes the largest degree of all vertices. Because all 

the degrees 𝑑(𝑣𝑖) ≥ 0, the eigenvalues of 𝐿∗ are either zeros or in the right half-plane. 

Therefore, for the differential equation (60), none of the eigenvalues of the matrix −𝐿∗ are 

purely imaginary or has positive real part. Then, the solution of the differential equation 

(60) converges to a certain value as time goes to infinite.  

 𝑋(𝑡)|𝑡→∞ = 𝑋(∞) = 𝐶 (61) 

where 𝐶 is a constant vector. 

Proof of 𝒙𝒊(∞) = 𝒁: 

In order to complete the proof, the constant 𝑋(∞) = 𝐶 must be found out. Since 

𝑋̇(∞) = 0, 𝑋(∞) is the equilibrium point of the differential equation (60). Therefore, the 

objective is to find the solution 𝑋 = 𝑋(∞) for the function  
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 𝐿∗𝑋 = 0 (62) 

Here, let us define a new matrix [𝐼]𝑖
0  by the equation [𝐼]𝑖

0 ≜

𝐷𝑖𝑎𝑔([𝐼, 𝐼, … , 𝐼, 𝐼𝑖
0, 𝐼, … , 𝐼]), in which the identity matrix 𝐼 has the same dimension as 𝐼𝑖

0, 

and the matrix 𝐼𝑖
0 only appears at the 𝑖th diagonal block. So the row (and also the column) 

𝑛(𝑖 − 1) + 𝑖  is all zeros for the particular 𝑖 . The matrix [𝐼𝑖
0]𝑛  can be decomposed as 

[𝐼𝑖
0]𝑛 = [𝐼]𝑛

0 [𝐼]𝑛−1
0 … [𝐼]1

0. Then, the matrix 𝐿∗ can be rewritten into  

 𝐿∗ = [𝐼]𝑛
0[𝐼]𝑛−1

0 … [𝐼]1
0(𝐿 ⊗ 𝐼) (63) 

On the other hand, define 𝟎𝑖
1 ≜ 𝐼 − 𝐼𝑖

0 , and 𝑃𝑖 ≜ 𝟏
𝑇 ⊗ (𝟏𝑇𝟎𝑖

1). 𝑃𝑖 ∈ ℝ
1×𝑛2  is a 

vector that only has ones at its (𝑘𝑛 + 𝑖)th entries, for 𝑘 = 0,1, . . , 𝑛 − 1. According to the 

mixed-product property of the Kronecker product and the property 𝟏𝑇𝐿 = 𝐿𝟏 = 𝟎, we 

have  

 

𝑃𝑖(𝐿 ⊗ 𝐼) = [𝟏𝑇⊗ (𝟏𝑇𝟎𝑖
1)](𝐿 ⊗ 𝐼)

= (𝟏𝑇𝐿) ⊗ (𝟏𝑇𝟎𝑖
1𝐼)

= 𝟎⊗ (𝟏𝑇𝟎𝑖
1𝐼) = 𝟎

 (64) 

where 𝟎 is the zero vector. Then, let [𝑃𝑖] ∈ ℝ
𝑛2×𝑛2 be a matrix that has only one 

non-zero row vector 𝑃𝑖 at its ((𝑖 − 1)𝑛 + 𝑖)th row, i.e., [𝑃𝑖] = [𝟎; 𝟎; … ; 𝟎; 𝑃𝑖; 𝟎; … ; 𝟎]. By 

equation (64), [𝑃𝑖](𝐿 ⊗ 𝐼) = 𝟎  as well. So the right-most two terms of equation (63) 

become  

 

[𝐼]1
0(𝐿 ⊗ 𝐼) = [𝐼]1

0(𝐿 ⊗ 𝐼) + [𝑃1](𝐿 ⊗ 𝐼)

= ([𝐼]1
0 + [𝑃1])(𝐿 ⊗ 𝐼)

= 𝐸1(𝐿 ⊗ 𝐼)

 (65) 
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where 𝐸1 ≜ [𝐼]1
0 + [𝑃1]. Since right multiplying a matrix by [𝐼]1

0 is equivalent to 

the column operation that eliminates the first column of the matrix, and the first column of 

[𝑃2] is already all zeros, then [𝑃2][𝐼]1
0 = [𝑃2]. Thus,  

 

[𝐼]2
0[𝐼]1

0(𝐿 ⊗ 𝐼) = [𝐼]2
0[𝐼]1

0(𝐿 ⊗ 𝐼) + [𝑃2][𝐼]1
0(𝐿 ⊗ 𝐼)

= ([𝐼]2
0 + [𝑃2])[𝐼]1

0(𝐿 ⊗ 𝐼)

= 𝐸2𝐸1(𝐿 ⊗ 𝐼)

 (66) 

where 𝐸2 ≜ [𝐼]2
0 + [𝑃2]. By performing the similar process as above for 𝑛 times, 

equation (63) can be rewritten into  

 𝐿∗ = [𝐼𝑖
0]𝑛(𝐿 ⊗ 𝐼) = 𝐸𝑛𝐸𝑛−1…𝐸1(𝐿 ⊗ 𝐼) (67) 

where 𝐸𝑖 ≜ [𝐼]𝑖
0 + [𝑃𝑖] (for 𝑖 = 1,2,… , 𝑛) and it has the following form  

 𝐸𝑖 =

[
 
 
 
 

𝐼 | 𝟎
− − − − − − −

𝑃𝑖
− − − − − − −

𝟎 | 𝐼 ]
 
 
 
 

← 𝑡ℎ𝑒(𝑛(𝑖 − 1) + 𝑖)𝑡ℎ𝑟𝑜𝑤 (68) 

Since 𝑃𝑖 is a vector with ones at its (𝑘𝑛 + 𝑖)th entries, the diagonal of the matrix 𝐸𝑖 

are all ones. So, each 𝐸𝑖 can be decomposed as the product of a sequence of elementary 

matrices corresponding to row-addition transformations. According to equation (67), [𝐼𝑖
0]𝑛 

performs similarly as a series of row-addition transformations on the matrix 𝐿 ⊗ 𝐼 . 

Because the row operation does not change the null space of the original matrix, the 

matrices 𝐿∗ and (𝐿 ⊗ 𝐼) have the same null space, i.e., 𝑁𝑢𝑙𝑙(𝐿∗) = 𝑁𝑢𝑙𝑙(𝐿 ⊗ 𝐼). 

For a connected network, the rank of Laplacian 𝐿  is 𝑛 − 1 . According to the 

property of Kronecker product, 𝑟𝑎𝑛𝑘(𝐿 ⊗ 𝐼) = 𝑟𝑎𝑛𝑘(𝐿)𝑟𝑎𝑛𝑘(𝐼) = (𝑛 − 1)𝑛 . Also, 

because 𝐿 ⊗ 𝐼 is a 𝑛2 × 𝑛2 matrix and based on the rank-nullity theorem, the dimension 

𝑑𝑖𝑚(𝑁𝑢𝑙𝑙(𝐿 ⊗ 𝐼)) = 𝑛2 − (𝑛 − 1)𝑛 = 𝑛. Thus, 𝑑𝑖𝑚(𝑁𝑢𝑙𝑙(𝐿∗)) = 𝑛. 
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Meanwhile, for an arbitrary 𝑛-dimensional vector 𝑥∗,  

 

𝐿∗(𝟏⊗ 𝑥∗) = [𝐼𝑖
0]𝑛(𝐿 ⊗ 𝐼)(𝟏⊗ 𝑥∗)

= [𝐼𝑖
0]𝑛[(𝐿𝟏)⊗ (𝐼𝑥∗)]

= [𝐼𝑖
0]𝑛[𝟎⊗ (𝐼𝑥∗)] = 𝟎

 (69) 

thus 𝟏⊗ 𝑥∗  is in 𝑁𝑢𝑙𝑙(𝐿∗) . Since 𝑠𝑝𝑎𝑛𝟏⊗ 𝑥∗ ⊆ 𝑁𝑢𝑙𝑙(𝐿∗)  and 

𝑑𝑖𝑚(𝑁𝑢𝑙𝑙(𝐿∗)) = 𝑑𝑖𝑚(𝑠𝑝𝑎𝑛𝟏⊗ 𝑥∗) = 𝑛, then 𝑁𝑢𝑙𝑙(𝐿∗) = 𝑠𝑝𝑎𝑛𝟏⊗ 𝑥∗. 

Therefore, the general solution to the equation (62) is  

 𝑋 = 𝟏⊗ 𝑥∗ = [𝑥∗; 𝑥∗; … ; 𝑥∗] (70) 

Since 𝑋(∞) is one of the solutions and 𝑋(∞) = [𝑥1(∞); 𝑥2(∞);… ; 𝑥𝑛(∞)], then  

 𝑥1(∞) = 𝑥2(∞) = ⋯ = 𝑥𝑛(∞) = 𝑥∗ (71) 

This result shows that all the states 𝑥𝑖 will converge to a consensus when the time 

goes to infinity (in practice, it will converge within an acceptable error in a few reasonable 

steps). On the other hand, according to the information propagation algorithm equation 

(58), the term 𝐼𝑖
0 sets the 𝑖th row of 𝑥̇𝑖(𝑡) to zero, which means that the 𝑖th row of 𝑥𝑖(𝑡) 

does not change for the whole time. So, it is true that  

 𝑥𝑖𝑖(∞) = 𝑥𝑖𝑖(0) = 𝑧𝑖 (72) 

where 𝑥𝑖𝑖(𝑡)  denotes the 𝑖 th element of 𝑥𝑖(𝑡) . Finally, all the states 𝑥𝑖  will 

converge to the solution as  

 𝑥𝑖(∞) = [𝑥11(0); 𝑥22(0);… ; 𝑥𝑛𝑛(0)] = [𝑧1; 𝑧2; … ; 𝑧𝑛] = 𝑍 (73) 

∎  
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4.2.4. The Proposed Distributed State Estimation 

With the information propagation algorithm, the DSE for power systems can be 

established. In order to integrate with the discrete form of DSE, the information 

propagation algorithm can be written into discrete form as 

 𝑍𝑖(𝑘 + 1) = 𝑍𝑖(𝑘) + 𝜏𝐼𝑖
0 ∑

𝑗∈𝒩𝑖

𝑤𝑖𝑗
𝑍 (𝑍𝑗(𝑘) − 𝑍𝑖(𝑘)) (74) 

where 𝑍𝑖 denotes the estimated measurements on the 𝑖th node. 𝜏 is the update time 

step. 𝑤𝑖𝑗
𝑍  is the weight on the edge 𝑍𝑖, 𝑍𝑗. 

In (19), 𝑧𝑖  in the initial value 𝛩𝑖(0) = 𝐻𝑖
𝑇𝑅𝑖

−1𝑧𝑖  is the measurement data of the 

entire power system, which is estimated by 𝑍𝑖(𝑘). So, by combining the information 

propagation algorithm with the distributed WLS state estimation, the proposed DSE for a 

power system is obtained as follows, 

 𝑍′𝑖(𝑘) = 𝑍𝑖(𝑘),𝑤ℎ𝑒𝑟𝑒𝑍
′
𝑖,𝑖(𝑘) = 𝑧𝑖,𝑖(𝑘) (75) 

 𝑍𝑖(𝑘 + 1) = 𝑍
′
𝑖(𝑘) + 𝜏𝐼𝑖

0 ∑

𝑗∈𝒩𝑖

𝑤𝑖𝑗
𝑍 (𝑍′𝑗(𝑘) − 𝑍

′
𝑖(𝑘)) (76) 

 𝑃𝑖(𝑘 + 1) = 𝑃𝑖(𝑘) + 𝜏 ∑

𝑗∈𝒩𝑖

𝑤𝑖𝑗
𝑃 (𝑃𝑗(𝑘) − 𝑃𝑖(𝑘)) (77) 

 𝛩′𝑖(𝑘 + 1) = 𝛩
′
𝑖(𝑘) + 𝜏 ∑

𝑗∈𝒩𝑖

𝑤𝑖𝑗
𝛩 (𝛩′𝑗(𝑘) − 𝛩

′
𝑖(𝑘)) (78) 

 𝜃𝑖(𝑘 + 1) = (𝑃𝑖(𝑘 + 1))
−1
𝛩′𝑖(𝑘 + 1)𝑍𝑖(𝑘 + 1) (79) 

where 𝑍𝑖,𝑖(𝑘) is the 𝑖th entry of the vector 𝑍𝑖 at time 𝑘. 𝑧𝑖,𝑖(𝑘) denotes the local 

measurement of the 𝑖th vertex at time 𝑘. 𝑍′𝑖(𝑘) is a modification of 𝑍𝑖(𝑘) that the 𝑖th entry 

is replaced by the actual measurement 𝑧𝑖,𝑖(𝑘). So, equations (75) and (76) are used to 



 

39 

constantly broadcast the local information. The initial values are: 𝑍𝑖,𝑖(0) = 𝑧𝑖,𝑖(0), 𝑍𝑖,𝑗(0) 

can be arbitrary initial values (e.g. zero), 𝑃𝑖(0) = 𝐻𝑖
𝑇𝑅𝑖

−1𝐻𝑖, and 𝛩′𝑖(0) = 𝐻𝑖
𝑇𝑅𝑖

−1. Note 

that 𝛩′(𝑘) is different from 𝛩(𝑘) in equation (19). 

Different from typical sensor networks, the 𝐻𝑖 and 𝑅𝑖 in the proposed equations are 

not the observation matrix and covariance matrix of the individual sensor. However, since 

the power flow calculation is based on the information of the entire system, the matrices 

𝐻𝑖 and 𝑅𝑖  are constructed based on the characteristics of the whole system as shown in 

section 4.2.1. So, these matrices are the same for the vertices in the same system, i.e. 𝐻1 =

𝐻2 = ⋯ = 𝐻  and 𝑅1 = 𝑅2 = ⋯ = 𝑅  for the constant matrices 𝐻  and 𝑅  of the power 

system. Consequently, the matrices 𝑃𝑖 and 𝛩′𝑖 are constant as well, and thus the algorithm 

(75)-(79) can be replaced by,   

 𝑍′𝑖,𝑗(𝑘) = 𝑍𝑖,𝑗(𝑘), 𝑓𝑜𝑟𝑗 ≠ 𝑖 (80) 

 𝑍′𝑖,𝑗(𝑘) = 𝑧𝑖,𝑗(𝑘), 𝑓𝑜𝑟𝑗 = 𝑖 (81) 

 𝑍𝑖(𝑘 + 1) = 𝑍
′
𝑖(𝑘) + 𝜏𝐼𝑖

0 ∑

𝑗∈𝒩𝑖

𝑤𝑖𝑗
𝑍 (𝑍′𝑗(𝑘) − 𝑍

′
𝑖(𝑘)) (82) 

 𝜃𝑖(𝑘 + 1) = (𝐻
𝑇𝑅−1𝐻)−1𝐻𝑇𝑅−1𝑍𝑖(𝑘 + 1) (83) 

4.3. Distributed Optimal Power Flow 

In the proposed distributed OPF method, the power system has two networks: the 

power network and the communication network. The power network connects the loads 

and generators with the transmission lines. The communication network links all the 

generator controllers together and also connects all the smart meters. In addition, each 

generator controller connects to a smart meter (or, a smart meter can be installed as a part 
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of the controller) to obtain the power flow information. In the proposed scheme, the DSE 

algorithm runs on the smart meters, and the proposed DDCOPF algorithm is executed on 

the generator controllers. 

4.3.1. The Idea and Framework of The DDCOPF 

In the OPF problem, the optimization considers not only the economic dispatch 

problem with the power balance constraint (7) and the generation limit constraint (8) but 

also some power flow related constraints. For example, this work focuses on the DC line 

flow limit constraints (84) as follows [6],  

 
1

𝑥𝑖𝑗
|𝜃𝑖 − 𝜃𝑗| ≤ 𝑃𝑖𝑗

𝑚𝑎𝑥 , 𝑓𝑜𝑟 𝑖, 𝑗 = 1,2, … , 𝑛𝑏;  𝑖 ≠ 𝑗 (84) 

where 𝑥𝑖𝑗 is the reactance between bus 𝑖 and bus 𝑗. 𝜃𝑖  and 𝜃𝑗 are the voltage phase 

angles on the bus 𝑖 and 𝑗, respectively. 𝑃𝑖𝑗
𝑚𝑎𝑥 is the power flow limit for the transmission 

line between bus 𝑖 and bus 𝑗. According to the DC power flow [44], the constraint (84) for 

the entire power system can also be written in the vector form,  

 |𝑃𝑓| = |𝐻𝜃| = |𝐻(𝐵′)
−1𝑃| ≤ 𝑃𝑓

𝑚𝑎𝑥 (85) 

where 𝑃𝑓 is the vector of the line flow in the power system. 𝑃𝑓
𝑚𝑎𝑥 is the vector of 

line flow limits. 𝐻 is the matrix to convert the phase angle values to the power flow values. 

𝜃  and 𝑃  are the vectors of phase angles and nodal injections for buses 2,3,… , 𝑛𝑏 , 

respectively. 𝐵′ is called the “B-prime" matrix, which transfers the phase angles into the 

power injection [6]. Since bus 1 is the reference bus and its phase angle is always zero, the 

𝐵′ matrix does not include the row and column for bus 1, so the impact of power injection 
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at bus 1 cannot be directly calculated with the 𝐵′ matrix. Therefore, a new matrix 𝑇 is used 

in this work to calculate the power flow. The 𝑇 is constructed as 

 𝑇 =

[
 
 
 
 
 
−𝐵12 −𝐵13 . . . −𝐵1,𝑛𝑏
  𝐵22 −𝐵23 . . . −𝐵2,𝑛𝑏
−𝐵32   𝐵33 . . . −𝐵3,𝑛𝑏
   ⋮    ⋮  ⋱    ⋮
−𝐵𝑛𝑏,2 −𝐵𝑛𝑏,2 . . .  𝐵𝑛𝑏,𝑛𝑏 ]

 
 
 
 
 
𝑔

 (86) 

where [ ∗ ]𝑔 denotes the generalized inverse of the matrix, so 𝑇 is a (𝑛𝑏 − 1) × 𝑛𝑏  

matrix, and 

 𝐵𝑖𝑗 =

{
  
 

  
 

0 𝑖𝑓 𝑏𝑢𝑠𝑒𝑠 𝑖 𝑎𝑛𝑑 𝑗 𝑎𝑟𝑒 𝑛𝑜𝑡 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑
1

𝑥𝑖𝑗
𝑖𝑓 𝑏𝑢𝑠𝑒𝑠 𝑖 𝑎𝑛𝑑 𝑗 𝑎𝑟𝑒 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑

∑

𝑛𝑏−1

𝑘=2,𝑘≠𝑖

𝐵𝑖𝑘 𝑖𝑓 𝑖 = 𝑗

 (87) 

Now, the inequality constraint (85) becomes, 

 |𝑃𝑓| = |𝐻𝜃| = |𝐻𝑇𝑃| ≤ 𝑃𝑓
𝑚𝑎𝑥  (88) 

To solve the DDCOPF problem, the DED method [28] is employed in this research 

to constantly update the solution of the ED problem (7)-(9) to approach the optimal 

dispatch. However, the constraint (88) defines a feasible region for the solution of the 

DDCOPF problem. In order to keep the constraint (88) being satisfied, the DDCOPF 

should limit the solution 𝑃𝑔 of the DED algorithm within the feasible region. In this work, 

a line flow constraint algorithm (as shown in Figure 4-4) is proposed to correct the solution 

of the DED method, so that the final solution of the DDCOPF is restricted in the feasible 

region. 
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Figure 4-4 The flow chart of the proposed constraint algorithm for DDCOPF 

According to Figure 4-4, at the first, the information from the DED algorithm and 

DSE algorithm is adopted to predict the line flows of the next step in the power system and 

determines whether there will be overflow. If no potential overflow in the power system, 

the generation references calculated by the DED algorithm are directly applied to the 

generators. However, If overflow will happen on any line, the correction algorithm will be 

performed to correct the references of the generators to prevent the overflow. In addition, 

if the overflow has already happened in the system, a penalty term will be added to the 

references to reduce the line flow. In the following sections, the different parts of the 

framework in Figure 4-4 will be described. 
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4.3.2. Line Flow Prediction and Overflow Checking 

This section discusses the method to predict and check the overflow in the power 

system. The method is based on the DC power flow model, and the Auto-Regressive (AR) 

model is adopted for the load prediction. 

In the DC power flow model, due to the linearity, the load buses and the generator 

buses in the power system can be considered separately as follows,  

 𝑃𝑓 = 𝐻𝜃 = 𝐻𝑇𝑃 = 𝐻(𝑇𝑔𝑃𝑔 + 𝑇𝐿𝑃𝐿) (89) 

where 𝑃𝑔  and 𝑃𝐿  are the power injection vector of the generator buses and load 

buses, respectively. 𝑇𝑔 is a matrix constructed according to (86) but with only the generator 

buses. Similarly, 𝑇𝐿 is developed by considering only the load buses. 

Before step 𝑘, the prediction for the line flow at time 𝑘 can be made by (23).  

 

𝑃𝑓(𝑘) = 𝐻(𝜃(𝑘 − 1) + 𝛥𝜃(𝑘))

= 𝑃𝑓(𝑘 − 1) + 𝐻𝑇𝑔𝛥𝑃𝑔(𝑘) + 𝐻𝑇𝐿𝛥𝑃𝐿(𝑘) 
(90) 

The power flow 𝑃𝑓(𝑘 − 1) at the previous step can be obtained from the DSE 

algorithm. So, the object is to predict the update of the power injection vector 𝛥𝑃𝑔(𝑘) and 

𝛥𝑃𝐿(𝑘). 

The update of the generation reference vector 𝛥𝑃𝑔(𝑘) can be obtained from the 

result of the DED algorithm. In (31), the update of the Lagrange multiplier 𝛥𝜆𝑖(𝑘) is 

calculated. According to (12), the final result of the generation reference is computed based 

on the Lagrange multiplier 𝜆𝑖(𝑘). So, for the controller of the 𝑗th generator, the update of 
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the generation reference 𝛥𝑃𝑔,𝑖
𝑗 (𝑘) of the 𝑖th generator can be estimated by (91) with its local 

Lagrange multiplier 𝜆𝑗(𝑘), since 𝜆𝑗(𝑘) = 𝜆𝑖(𝑘) after the consensus protocol is converged. 

 

𝛥𝑃𝑔,𝑖
𝑗 (𝑘) = 𝑃𝑔,𝑖

∗ (𝑘) − 𝑃𝑔,𝑖
∗ (𝑘 − 1)

= {

𝑑𝜆𝑗(𝑘)

2𝛾𝑖
, 𝑖𝑓𝑃𝑔,𝑖

𝑚𝑖𝑛 < 𝑃𝑔,𝑖
∗ (𝑘) < 𝑃𝑔,𝑖

𝑚𝑎𝑥

0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(91) 

Therefore, by storing the parameters 𝛽𝑖 and 𝛾𝑖 for 𝑖 = 1,2,… 𝑛𝑔 in each generator 

controller, the prediction of the generation reference update vector 𝛥𝑃𝑔(𝑘) =

[𝛥𝑃𝑔,1
𝑗 (𝑘); 𝛥𝑃𝑔,2

𝑗 (𝑘);… ; 𝛥𝑃𝑔,𝑛𝑔
𝑗 (𝑘)] can be obtained by the equation (91). Note that the 

notation 𝛥𝑃𝑔(𝑘) here is a vector for the 𝑗th generator. But, since the equation is the same 

for all controllers and for the sake of simplicity, the superscript 𝑗 is omitted. 

Now, let’s consider the prediction of the load variation 𝛥𝑃𝐿(𝑘). There are many 

methods to predict the load in a power system [45, 46]. In this work, an Auto-Regressive 

(AR) model of order 2 is used to predict the load variation as follows,  

 𝛥𝑃𝐿(𝑘) = 𝜑1𝛥𝑃𝐿(𝑘 − 1) + 𝜑2𝛥𝑃𝐿(𝑘 − 2) (92) 

where the parameters 𝜑1  and 𝜑2  can be calculated based on historical data of 

𝛥𝑃𝐿(𝑡) by Least Square method in (93),  

 𝑀𝑖𝑛∑

𝑇

𝑡=3

(𝛥𝑃𝐿(𝑡) − 𝜑1𝛥𝑃𝐿(𝑡 − 1) − 𝜑2𝛥𝑃𝐿(𝑡 − 2))
2
 (93) 

By the AR model, the prediction 𝛥𝑃𝐿(𝑘) can be made by (16) with the previous 

updates 𝛥𝑃𝐿(𝑘 − 1) and 𝛥𝑃𝐿(𝑘 − 2), whose previous updates are provided by the DSE 

algorithm. 
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After the prediction of generation reference update 𝛥𝑃𝑔(𝑘) and prediction of load 

variation 𝛥𝑃𝐿(𝑘) are obtained, the prediction for the line flow 𝑃𝑓(𝑘) can be calculated by 

(90). Then, the overflow in the power system can be checked, and the results are put in a 

column vector 𝑂𝐹(𝑘) whose each entry is defined by,  

 𝑂𝐹𝑢(𝑘) = {
1 , 𝑃𝑓,𝑢(𝑘) ≥ 𝑃𝑓,𝑢

𝑚𝑎𝑥

0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       
 (94) 

where 𝑂𝐹𝑢(𝑘) is the 𝑢th entry of vector 𝑂𝐹(𝑘) at time 𝑘; 𝑢 = 1,2, … ,𝑚𝑙. 𝑃𝑓,𝑢(𝑘) 

is the line flow in line 𝑢 at time 𝑘. 𝑃𝑓,𝑢
𝑚𝑎𝑥 is the maximal line flow allowed for line 𝑢. 

4.3.3. Correction of Power References 

According to Figure 4-4, the power references of the generators calculated by the 

DED algorithm are directly outputted if the prediction shows no overflow in the power 

system in the next step. However, if any overflow will happen, the power references should 

be adjusted to avoid the violation of the line flow constraint. In this section, a method to 

correct the power references is proposed to make the solution of the DDCOPF stay within 

the feasible region. 

 

Figure 4-5 The correction of the power reference update vector 
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Since the power balance constraint (8) and the output limit constraint (9) are already 

satisfied by the DED algorithm, the correction algorithm in this section should adjust the 

result of the DED algorithm to meet the line flow constraint (88). Assuming that the current 

solution 𝑃𝑔(𝑘 − 1) of the DED algorithm is inside the feasible region but near the boundary 

as shown in Figure 4-5. If the line flow prediction (90) shows that the constraint (88) will 

be violated at time 𝑘, i.e. the solution 𝑃𝑔(𝑘) will be out of the feasible region, then it is 

necessary to adjust the update 𝛥𝑃𝑔(𝑘) of the DED solution to prevent the further increasing 

of the power flow on the lines, denoted by 𝑃𝑓,𝑣(𝑘), which will be overflowed according to 

the prediction. This adjustment can be realized by letting the increment 𝛥𝑃𝑓,𝑣(𝑘) to be zero 

as follows,  

 𝛥𝑃𝑓,𝑣(𝑘) = 𝐻𝑣(𝑘) (𝑇𝑔𝛥𝑃𝑔(𝑘) + 𝑇𝐿𝛥𝑃𝐿(𝑘)) = 0 (95) 

where 𝐻𝑣(𝑘) is the matrix related to the lines which will violate the constraint, and 

it is defined as follows,  

 𝐻𝑣(𝑘) = 𝐷𝑖𝑎𝑔([𝑂𝐹1(𝑘), 𝑂𝐹2(𝑘),… , 𝑂𝐹𝑚𝑙
(𝑘)])𝐻 (96) 

In (95), since 𝛥𝑃𝑔(𝑘) is the adjusted update for the DED solution which should be 

calculated, the equation (95) can be rewritten into the nonhomogeneous form as follows,  

 𝐻𝑣(𝑘)𝑇𝑔𝛥𝑃𝑔(𝑘) = −𝐻𝑣(𝑘)𝑇𝐿𝛥𝑃𝐿(𝑘) (97) 

Because 𝐻𝑣(𝑘)𝑇𝑔 is usually not a full ranked square matrix, the solution cannot be 

simply computed by its inverse. So, according to linear algebra [47], the solutions of this 

nonhomogeneous equation are the sum of a particular solution 𝛥𝑃𝑔
𝜂(𝑘)  of the 

corresponding nonhomogeneous equation and the general solutions 𝛥𝑃𝑔
𝜁(𝑘)  of the 
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homogeneous equation 𝐻𝑣(𝑘)𝑇𝑔𝛥𝑃𝑔(𝑘) = 0. Here, by equation (97), it is convenient to 

consider that the particular solution 𝛥𝑃𝑔
𝜂(𝑘) is to counteract the effect of the load variation 

𝛥𝑃𝐿(𝑘) on the line flow. Then, the solution 𝛥𝑃𝑔
𝜁(𝑘) of the homogeneous equation is the 

desired power reference update for the power system with constant loads. 

First, let us solve the particular solution 𝛥𝑃𝑔
𝜂(𝑘) of the nonhomogeneous equation. 

Since the particular solution is to neutralize the effect of the loads, the difference (if it is 

not zero) between the left-hand side (the line flow caused by generators) and the right-hand 

side (the line flow caused by loads) of the equation (97) is required to be minimized. In 

other words, the solution should be the least square solution. Also, it is better to minimize 

the norm of the solution 𝛥𝑃𝑔
𝜂(𝑘), so that the result is more energy-efficient. Therefore, the 

Moore-Penrose pseudoinverse [48] is used to solve the particular solution 𝛥𝑃𝑔
𝜂(𝑘) as in 

(98), since it gives the least square solution with minimal norm.  

 𝛥𝑃𝑔
𝜂
(𝑘) = −(𝐻𝑣(𝑘)𝑇𝑔)

+𝐻𝑣(𝑘)𝑇𝐿𝛥𝑃𝐿(𝑘) (98) 

where 𝛥𝑃𝐿(𝑘)  comes from the prediction (92). The superscript notation (∗)+ 

denotes the Moore-Penrose pseudoinverse. 

Next, let us consider the general solution of the homogeneous equation 𝐻𝑣(𝑘)𝑇𝑔𝛥

𝑃𝑔(𝑘) = 0. All the solutions of the homogeneous equation indeed form the kernel of the 

matrix 𝐻𝑣(𝑘)𝑇𝑔. Since the kernel is a subspace of the ℝ𝑛𝑔 , it is possible to find a basis that 

spans the kernel. Suppose that a basis matrix 𝑀𝑏 is defined in which its column vectors are 

the basis of the kernel, and the coordinates for the vectors in the kernel are denoted by 𝑋. 

Because any vector in the kernel satisfies the homogeneous equation, then 𝑋 can be any 
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value. Note that the matrices 𝑀𝑏 and 𝑋 are related to 𝐻𝑣(𝑘), hence they are not a constant 

value, i.e. 𝑀𝑏(𝑘) and 𝑋(𝑘). So, the general solution of the homogeneous equation is,  

 𝛥𝑃𝑔
𝜁(𝑘) = 𝑀𝑏(𝑘)𝑋(𝑘) (99) 

So, the homogeneous equation becomes,  

 𝐻𝑣(𝑘)𝑇𝑔𝑀𝑏(𝑘)𝑋(𝑘) = 0 (100) 

As discussed above, the homogeneous equation describes the power system with 

constant loads, thus the change of line flow is only related to the generation. Since the 

object is to correct the original power reference updates to meet the requirement, it is 

necessary to preserve as much information from the original solution 𝛥𝑃𝑔(𝑘) as possible, 

and also satisfy the homogeneous equation (100). So, it is natural to use the Least Square 

method to find the solution 𝑋  in which the corrected vector 𝛥𝑃𝑔
𝜁(𝑘)  is closest to the 

original vector 𝛥𝑃𝑔(𝑘) and is in the kernel. According to the equation (99), the Least 

Square solution is,  

 𝛥𝑃𝑔
𝜁
(𝑘) = 𝑀𝑏(𝑘)(𝑀𝑏

𝑇(𝑘)𝑀𝑏(𝑘))
−1𝑀𝑏

𝑇(𝑘)𝛥𝑃𝑔(𝑘) (101) 

Now, as the particular solution of the nonhomogeneous equation and the Least 

Square solution of the homogenous equation are obtained, the desired solution of the 

nonhomogeneous equation (97) is  

 

𝛥𝑃𝑔
∗(𝑘) = 𝛥𝑃𝑔

𝜂
(𝑘) + 𝛥𝑃𝑔

𝜁
(𝑘)

= −(𝐻𝑣𝑇𝑔)
+𝐻𝑣𝑇𝐿𝛥𝑃𝐿 +𝑀𝑏(𝑀𝑏

𝑇𝑀𝑏)
−1𝑀𝑏

𝑇𝛥𝑃𝑔 

(102) 

here, to make the equation clear, the time variable 𝑘  is omitted. 𝛥𝑃𝑔
∗(𝑘) is the 

corrected power reference update with inputs 𝛥𝑃𝑔(𝑘) and 𝛥𝑃𝐿(𝑘). 
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4.3.4. Penalty Term for The Infeasible Operating Point 

 Ideally, the correction algorithm above can ensure the solutions of the DDCOPF 

method stay in the feasible region. However, in practice, some factors may cause the actual 

operating point (the power flow) of the power system to be infeasible. 

In the correction equation (98), the load variation 𝛥𝑃𝐿(𝑘) is estimated by the AR 

model (92), thus the error of the prediction will be propagated into the final result. 

Consequently, the solution 𝛥𝑃𝑔(𝑘) may not be restricted on the boundary and drift out of 

the boundary due to the prediction error. Also, since the change of power flow is eliminated 

by the correction algorithm by letting 𝛥𝑃𝑓(𝑘) = 0, the infeasible result cannot return to the 

feasible region. 

In addition, the inertia of the generator causes the delay between the output 

reference (the solution of the DDCOPF) and the actual output. So, when the reference is 

bounded on the boundary of the feasible region, the actual output may not stop increasing 

instantly, but overshoot beyond the limit. Then, due to the equation 𝛥𝑃𝑓(𝑘) = 0, the 

operating point may not go back to the feasible region. 

Due to the above reasons, if the operating point moves out of the feasible region, a 

penalty function is needed in the constraint algorithm to pull the infeasible operating point 

back to the feasible region. In other words, the power flow of the overflowed lines should 

be decreased to satisfy the line flow constraint (88). According to the equation (95), the 

power flow increment on the overflowed lines 𝛥𝑃𝑓,𝑣 includes two parts such that 𝛥𝑃𝑓,𝑣 =

𝐻𝑣𝑇𝑔𝛥𝑃𝑔 +𝐻𝑣𝑇𝐿𝛥𝑃𝐿. Due to the correction algorithm, the loads related term 𝐻𝑣𝑇𝐿𝛥𝑃𝐿 is 

eliminated by the solution 𝛥𝑃𝑔
𝜂(𝑘) of the nonhomogeneous equation (97). Also, instead of 
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fixing the operating point by letting its increment 𝛥𝑃𝑓,𝑣 = 0 in the correction algorithm, 

the penalty term should decrease the power flow by making the increment 𝛥𝑃𝑓,𝑣  to be 

negative as follows, 

 𝛥𝑃𝑓,𝑣 = 𝐻𝑣(𝑘)𝑇𝑔𝛥𝑃𝑔
𝜋(𝑘) = −𝐹𝑠(𝑘) (103) 

where 𝐹𝑠(𝑘) is a vector with positive entries which represents the step size of the 

power flow decreasing. 𝛥𝑃𝑔
𝜋(𝑘) is the change added on the generation reference to produce 

the penalty. Due to the inertia of the power system, the change 𝛥𝑃𝑔
𝜋(𝑘) on the generation 

reference cannot affect the power flow instantly, so it is impossible to reduce the power 

flow 𝑃𝑓,𝑣  to the limit 𝑃𝑓,𝑣
𝑚𝑎𝑥  in one iteration by directly letting 𝛥𝑃𝑓,𝑣 = −(𝑃𝑓,𝑣 − 𝑃𝑓,𝑣

𝑚𝑎𝑥). 

Therefore, the concept of PI controller is employed to calculate the step vector 𝐹𝑠  to 

gradually decrease the power flow to the feasible region. 

 𝐹𝑠(𝑘) = 𝐾𝑓,𝑝𝑑
2𝑃𝑓,𝑣(𝑘) + 𝐾𝑓,𝑖𝑑𝑃𝑓,𝑣(𝑘) (104) 

where 𝑑𝑃𝑓,𝑣(𝑘) = 𝑃𝑓,𝑣(𝑘) − 𝑃𝑓,𝑣
𝑚𝑎𝑥  and 𝑑2𝑃𝑓,𝑣(𝑘) = 𝑑𝑃𝑓,𝑣(𝑘) − 𝑑𝑃𝑓,𝑣(𝑘 − 1) . 

𝐾𝑓,𝑝 and 𝐾𝑓,𝑖 are the proportional gain and integral gain, respectively. Therefore, according 

to the equations (103) and (104), the change of generation reference to produce the penalty 

is obtained with the pseudoinverse as follows, 

 𝛥𝑃𝑔
𝜋 = − (𝐻𝑣𝑇𝑔)

+(𝐾𝑓,𝑝𝑑
2𝑃𝑓,𝑣 +𝐾𝑓,𝑖𝑑𝑃𝑓,𝑣) (105) 

In the power system, when the operating point is out of the feasible region, this 

penalty term 𝛥𝑃𝑔
𝜋(𝑘) can be added to the result from the correction algorithm, so that the 

final result becomes 𝛥𝑃𝑔
∗(𝑘) = 𝛥𝑃𝑔

𝜂(𝑘) + 𝛥𝑃𝑔
𝜁
(𝑘) + 𝛥𝑃𝑔

𝜋(𝑘). 
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4.4. Distributed AC State Estimation and ACOPF 

In the previous sections, the distributed state estimation and optimal power flow 

schemes are introduced. However, these methods are developed based on the DC power 

flow model which is a linear method. Because power systems in real life are nonlinear 

systems, the linear methods may not be able to perform very precisely. For example, the 

DC state estimation may not give a precise estimation when the system is highly nonlinear. 

To solve this problem, the AC state estimation and ACOPF (AC Optimal Power Flow) 

methods are presented in this section. These methods are developed based on the AC power 

flow model which is a nonlinear model that better describes the power system. 

4.4.1. AC Power Flow Model 

The AC power flow model for the active and reactive power flow from the bus 𝑖 to 

the bus 𝑗 are summarized as follows, 

 𝑃𝑖𝑗(𝑥) = 𝑉𝑖
2𝐺𝑖𝑗 − 𝑉𝑖𝑉𝑗[cos(𝜃𝑖 − 𝜃𝑗) 𝐺𝑖𝑗 + sin(𝜃𝑖 − 𝜃𝑗)𝐵𝑖𝑗] (106) 

 
𝑄𝑖𝑗(𝑥) = −𝑉𝑖

2(𝐵𝑖𝑗
𝑐𝑎𝑝

+ 𝐵𝑖𝑗) − 𝑉𝑖𝑉𝑗[sin(𝜃𝑖 − 𝜃𝑗)𝐺𝑖𝑗 − cos(𝜃𝑖 − 𝜃𝑗)𝐵𝑖𝑗] (107) 

where 𝑥 = [𝑉𝑟𝑒𝑓 , 𝑉1, 𝑉2, … , 𝑉𝑛𝑏 , 𝜃𝑟𝑒𝑓 , 𝜃1, 𝜃2, … , 𝜃𝑛𝑏]
𝑇
 is the state vector which contains the 

voltage and phase angle variables (to be optimized) of all buses. 

4.4.2. Distributed AC State Estimation 

Similar to the proposed distributed DC state estimation, the Distributed AC state 

estimation is also based on the information propagation algorithm introduced in the 

previous section. According to Newton’s method [6] for the centralized AC state estimation, 

the state estimation problem is solved by updating the estimated states over and over again 
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to approach the optimal solution. The updating step 𝛥𝑥̂𝑠 for the AC state estimation is the 

following, 

 𝛥𝑥̂𝑠 = (𝐻T𝑅−1𝐻)−1𝐻𝑇𝑅−1(𝑍 − ℎ(𝑥̂𝑠)) (108) 

where 𝐻 is the Jacobian of the observation model ℎ(𝑥̂𝑠); 𝑅 is the covariance matrix of 

measurement errors; 𝑍 is the vector of measurements from the sensors; 𝑥̂𝑠 is the estimated 

state of the power system. 

This iteration can be combined with the iterations in the information propagation 

algorithm to update the states of the power system 𝑥̂𝑠 and the information state 𝑥𝑖 at the 

same time. That is, for the node 𝑖 between buses 𝑛 and 𝑚, the iterative equations of the 

proposed AC DSE algorithm at the step 𝑘 are listed as follows, 

 𝛥𝑍𝑖
𝑃 = 𝜏𝐼𝑖

0 ∑ 𝑤𝑖𝑗
𝑃 (𝑍𝑗

𝑃(𝑘) − 𝑍𝑖
𝑃(𝑘))

𝑗∈𝒩𝑖

 (109) 

 𝛥𝑍𝑖
𝑄 = 𝜏𝐼𝑖

0 ∑ 𝑤𝑖𝑗
𝑄 (𝑍𝑗

𝑄(𝑘) − 𝑍𝑖
𝑄(𝑘))

𝑗∈𝒩𝑖

 (110) 

 𝑍𝑖
𝑃(𝑘 + 1) = 𝑍𝑖

𝑃(𝑘) + 𝛥𝑍𝑖
𝑃(𝑘) (111) 

 𝑍𝑖
𝑄(𝑘 + 1) = 𝑍𝑖

𝑄(𝑘) + 𝛥𝑍𝑖
𝑄(𝑘) (112) 

 𝑍𝑖(𝑘 + 1) = [𝑍𝑖
𝑃(𝑘 + 1); 𝑍𝑖

𝑄(𝑘 + 1)] (113) 

 𝛥𝑍𝑖(𝑘 + 1) = 𝑍𝑖(𝑘 + 1) − ℎ(𝑥̂
𝑠(𝑘)) (114) 

 𝛥𝑥̂𝑠(𝑘 + 1) = (𝐻T𝑅−1𝐻)−1𝐻𝑇𝑅−1𝛥𝑍𝑖(𝑘 + 1) (115) 

 𝑥̂𝑠(𝑘 + 1) = 𝑥̂𝑠(𝑘) + 𝛥𝑥̂𝑠(𝑘 + 1) (116) 

The procedure of the algorithm can be summarized as in Algorithm 2 below, 

Algorithm 2 Distributed AC state estimation 

1: Initialize 𝑍𝑖
𝑃(0) and 𝑍𝑖

𝑄(0) with random values or zeros. 
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2: Set 𝑍𝑖𝑖
𝑃(0) to the measured real power from the sensor on node 𝑖. 

3: Set 𝑍𝑖𝑖
𝑄(0) to the measured reactive power from the sensor on node 𝑖. 

4: while ‖𝛥𝑥̂𝑠(𝑘)‖∞ > tolerance do: 

5:       Update the estimation vectors 𝑍𝑃 and 𝑍𝑄 by the information propagation 

equations (109)-(110). 

6:       Combine 𝑍𝑃 and 𝑍𝑄 in one vector as in (113). 

7:       Update the estimation of the state vector 𝑥̂𝑠 by equations (114)-(116).  

8: end while 

where ‖⋅‖∞ is the infinity norm which gives the maximal value in the vector. So, the norm 

‖𝛥𝑥̂𝑠(𝑘)‖∞ represents the state estimation error and the algorithm stops when it is smaller 

than a given tolerance value. 

4.4.3. The Framework of Distributed ACOPF 

In section 394.3, the distributed DCOPF method was introduced. In this section, 

the distributed ACOPF method will be established by formulating the objective function 

and constraints given in section 3.6 by the AC power flow model (108) and (109). 

In the node power balance constraint (23)-(24) in the OPF problem, the active and 

reactive demand measurements 𝑃𝑖
𝐷,𝑚𝑒𝑎𝑠

 and 𝑄𝑖
𝐷,𝑚𝑒𝑎𝑠

 are usually not directly measured 

since it is not economical and reliable to install sensors on all loads. Typically, these 

measurements are obtained from state estimation. In the state estimation methods, instead 

of reading data from all loads, it only requires a few meters to measure the power flow on 

transmission lines. Also, the state estimation methods can improve the accuracy of the 

measurements and rule out bad readings. Since this is a distributed ACOPF method, the 

distributed AC state estimation introduced in section 4.4.2 is used to provide the active and 

reactive demand measurements 𝑃𝑖
𝐷,𝑚𝑒𝑎𝑠

 and 𝑄𝑖
𝐷,𝑚𝑒𝑎𝑠

 for the distributed ACOPF method. 

In this way, the entire control and measurement system for the power system is totally 
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distributed and AC power flow based. According to this idea, the proposed distributed 

ACOPF scheme contains 2 layers as shown in Figure 4-6, 

 

Figure 4-6 The structure of the proposed ACOPF scheme 

The first layer in the ACOPF scheme is the DSE (distributed state estimation) layer 

which performs the distributed state estimation. In this layer, the DSE units are installed 

on the transmission lines in the power system and they measure the active and reactive 

power flow. The communication lines connect these DSE units together (typically, each 

DSE unit only links to the one or two nearest DSE units). The DSE units run the Distributed 

AC State Estimation program in Algorithm 2 to estimate the states (voltage and phase angle) 

of the power system. 

4.4.4. Linearization of ACOPF Problem 

In this research, the ACOPF (AC Optimal Power Flow) problem is solved by 

iteratively solving the linearized ACOPF problem. This is because, compared with other 
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nonlinear optimization methods, the linear programming method handles the inequality 

constraints better [6].  

In order to linearize the ACOPF problem, the nonlinear functions such as the cost 

function (10) for the 𝑖𝑔th generator in the OPF problem should be linearized around a point 

𝑥0 = [𝑉0𝑟𝑒𝑓 , 𝑉01, 𝑉02 , … , 𝑉0𝑛𝑏 , 𝜃0𝑟𝑒𝑓 , 𝜃01 , 𝜃02 , … , 𝜃0𝑛𝑏] as follows, 

 𝐹̃𝑖𝑔 (𝑃𝑖𝑔(𝑥)) = 𝐹𝑖𝑔 (𝑃𝑖𝑔(𝑥0)) + (𝛽𝑖𝑔 + 2𝛾𝑖𝑔𝑃𝑖𝑔(𝑥0))
𝑑𝑃𝑖𝑔
𝑑𝑥

|
𝑥0

Δ𝑥  (117) 

Where 𝐹̃𝑖𝑔 is the linearized function and  
𝑑𝑃𝑖𝑔

𝑑𝑥
 is  

 
𝑑𝑃𝑖𝑔
𝑑𝑥

=  ∑
𝑑𝑃𝑖𝑗
𝑑𝑥

𝑛𝑏

𝑗=1

 (118) 

Also, the AC power flow model (106)-(107) can be linearized at the point 𝑥0 as 

 𝑃̃𝑖𝑗(𝑥) = 𝑃𝑖𝑗(𝑥0) +
𝜕𝑃𝑖𝑗
𝜕𝑉𝑖

|
𝑥0

Δ𝑉𝑖 +
𝜕𝑃𝑖𝑗
𝜕𝑉𝑗

|
𝑥0

Δ𝑉𝑗 +
𝜕𝑃𝑖𝑗
𝜕𝜃𝑖

|
𝑥0

Δ𝜃𝑖 +
𝜕𝑃𝑖𝑗
𝜕𝜃𝑗

|
𝑥0

Δ𝜃𝑗 (119) 

 𝑄̃𝑖𝑗(𝑥) = 𝑄𝑖𝑗(𝑥0) +
𝜕𝑄𝑖𝑗
𝜕𝑉𝑖

|
𝑥0

Δ𝑉𝑖 +
𝜕𝑄𝑖𝑗
𝜕𝑉𝑗

|
𝑥0

Δ𝑉𝑗 +
𝜕𝑄𝑖𝑗
𝜕𝜃𝑖

|
𝑥0

Δ𝜃𝑖 +
𝜕𝑄𝑖𝑗
𝜕𝜃𝑗

|
𝑥0

Δ𝜃𝑗 (120) 

where 

 
𝜕𝑃𝑖𝑗
𝜕𝑉𝑖

|
𝑥0

= 2𝑉0𝑖𝐺𝑖𝑗 − 𝑉0𝑗[cos(𝜃0𝑖 − 𝜃0𝑗) 𝐺𝑖𝑗 + sin(𝜃0𝑖 − 𝜃0𝑗) 𝐵𝑖𝑗] (121) 

 
𝜕𝑃𝑖𝑗
𝜕𝑉𝑗

|
𝑥0

= −𝑉0𝑖[cos(𝜃0𝑖 − 𝜃0𝑗)𝐺𝑖𝑗 + sin(𝜃0𝑖 − 𝜃0𝑗) 𝐵𝑖𝑗] (122) 

 
𝜕𝑃𝑖𝑗
𝜕𝜃𝑖

|
𝑥0

= 𝑉0𝑖𝑉0𝑗[sin(𝜃0𝑖 − 𝜃0𝑗) 𝐺𝑖𝑗 − cos(𝜃0𝑖 − 𝜃0𝑗)𝐵𝑖𝑗] (123) 
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𝜕𝑃𝑖𝑗
𝜕𝜃𝑗

|
𝑥0

= −𝑉0𝑖𝑉0𝑗[sin(𝜃0𝑖 − 𝜃0𝑗) 𝐺𝑖𝑗 − cos(𝜃0𝑖 − 𝜃0𝑗) 𝐵𝑖𝑗] (124) 

and  

 

𝜕𝑄𝑖𝑗
𝜕𝑉𝑖

|
𝑥0

= −2𝑉0𝑖(𝐵𝑖𝑗
𝑐𝑎𝑝

+ 𝐵𝑖𝑗)

− 𝑉0𝑗[sin(𝜃0𝑖 − 𝜃0𝑗) 𝐺𝑖𝑗 − cos(𝜃0𝑖 − 𝜃0𝑗) 𝐵𝑖𝑗] 

(125) 

 
𝜕𝑄𝑖𝑗
𝜕𝑉𝑗

|
𝑥0

= −𝑉0𝑖[sin(𝜃0𝑖 − 𝜃0𝑗) 𝐺𝑖𝑗 + cos(𝜃0𝑖 − 𝜃0𝑗) 𝐵𝑖𝑗] (126) 

 
𝜕𝑄𝑖𝑗
𝜕𝜃𝑖

|
𝑥0

= −𝑉0𝑖𝑉0𝑗[cos(𝜃0𝑖 − 𝜃0𝑗) 𝐺𝑖𝑗 + sin(𝜃0𝑖 − 𝜃0𝑗)𝐵𝑖𝑗] (127) 

 
𝜕𝑄𝑖𝑗
𝜕𝜃𝑗

|
𝑥0

= 𝑉0𝑖𝑉0𝑗[cos(𝜃0𝑖 − 𝜃0𝑗)𝐺𝑖𝑗 + sin(𝜃0𝑖 − 𝜃0𝑗) 𝐵𝑖𝑗] (128) 

 

4.4.5. The Proposed ACOPF algorithm 

As discussed in section 4.4.3, the DSE units run the distributed state estimation 

algorithm to estimate the states of the power system, then the results are sent to the ACOPF 

units for optimization. The ACOPF units perform the distributed ACOPF algorithm to 

solve the optimal power flow problem shown in section 3.6. The values 𝑃𝑖
𝐷,𝑚𝑒𝑎𝑠

 and 

𝑄𝑖
𝐷,𝑚𝑒𝑎𝑠

 in the constraints (23) and (24) of the optimzation are obtained by computing the 

AC power flow model with the power system states, i.e., phase angle and voltage, from the 

DSE algorithm. In order to get the precise power system states, the ACOPF algorithm does 

not run at the beginning of the entire algorithm. Meanwhile, the DSE algorithm is running 

solely to obtain the accurate power system states. After the DSE algorithm converges 
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(when |Δ𝑥̂𝑠| is less than a threshold), the ACOPF algorithm starts to run with the latest  

𝑃𝑖
𝐷,𝑚𝑒𝑎𝑠

 and 𝑄𝑖
𝐷,𝑚𝑒𝑎𝑠

. The distributed ACOPF algorithm iteratively computes the 

linearized ACOPF optimization problem given in section 4.4.4. In every iteration, the 

ACOPF algorithm obtains the power system states from the nearby DSE unit to update the 

values of 𝑃𝑖
𝐷,𝑚𝑒𝑎𝑠

 and 𝑄𝑖
𝐷,𝑚𝑒𝑎𝑠

 in the constraints (23) and (24). Then, a linear programming 

solver is used to optimize the linearized ACOPF problem. 

By running the ACOPF algorithm given in above, the ACOPF units can solve the 

ACOPF problem and reach the optimal power flow. However, the iterative linear program 

method used in the ACOPF is not a global optimization method, so it is possible that some 

ACOPF units get the local optimal result near the global optimal point. This may cause 

inconsistent generation assignments over all generators in the system, in which a part of 

generators are assigned with the power references from one optimal solution and another 

part of generators have generation references from a distinct local optimal solution. Since 

these local optimal solutions are different, then they cannot be consistent. So, it is likely 

that the system will not be balanced, which the total generation is not equal to the total 

loads plus the losses. This will cause the system to unstable. To resolve this problem, the 

consensus protocol is used to synchronize the ACOPF results in the ACOPF units. 

With the ACOPF optimization algorithm and the consensus protocol, the proposed 

distributed ACOPF discussed above is summarized in Algorithm 3 below.  

Algorithm 3 Distributed AC Optimal Power Flow 

1: while |Δ𝑥̂𝑠| <tolerance do: 

2:       Read the estimated state 𝑥̂𝑠 from the connected DSE unit (Algorithm 2). 

3:       Calculate the loads 𝑃𝑖
𝐷,𝑚𝑒𝑎𝑠

 and 𝑄𝑖
𝐷,𝑚𝑒𝑎𝑠

 on all PQ buses by AC power flow 

model (106)-(107) with the estimated state 𝑥̂𝑠. 
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4:       Perform one iteration of the consensus protocol over the latest ACOPF results 

𝑥𝑖(𝑘) on all ACOPF units. The result of the consensus protocol on the 𝑖th ACOPF unit 

is denoted by 𝑥𝑖
′(𝑘). 

5:       Optimize the linearized ACOPF problem at the initial point 𝑥𝑖
′(𝑘) and get the 

new optimal result 𝑥𝑖(𝑘 + 1).  
8: end while 
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Chapter 5. Numerical Simulations 

5.1. Simulation for Distributed Economic Dispatch   

In this section, the proposed DED control scheme is simulated in several different 

power systems, which are a four-generator power system, an IEEE 39-bus system, and 

other four power systems with different sizes. The simulations are conducted in Matlab 

Simulink software. In the first two cases, the normal economic dispatch and frequency 

control problems are studied. Then, the communication-failure-tolerant consensus protocol 

is tested in a power system with communication failure. After that, the consensus protocol 

considering the line loss model is simulated. Finally, a sensitivity analysis for the system 

size is provided to show the applicability of the proposed method in different power 

systems. 

5.1.1. Four-Generator System  

In the first case, the simulation is done in a four-generator power system. The 

structure of this system is shown in Figure 5-1 Power system with four generators. There 

are four distributed generators (DGs) and three loads in the system. Each generator has a 

controller which can communicate with the neighbor controllers, and the distributed ED 

algorithm has been implemented in each controller. The parameters of the generators are 

presented in Table 5-1 and the output of each generator is limited to 70% ∼ 105% of their 
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rated capacity 𝑃𝑟𝑎𝑡𝑒𝑑. Meanwhile, the loads can be changed to imitate the load variation in 

a real power system. The model of the entire system is built in Simulink.   

 

Figure 5-1 Power system with four generators 

Table 5-1 The Parameters of Generators  

 𝛼𝑖 𝛽𝑖 𝛾𝑖 𝑃𝑟𝑎𝑡𝑒𝑑  (MW) 

DG1 561 8.08 0.00118 150 

DG2 310 7.8 0.00346 80 

DG3 278 7.85 0.00322 80 

DG4 453 8 0.00184 110 

 

First, the simulation is conducted for the distributed economic dispatch with PI 

controller from section 4.1.1. To simulate the load variation, the loads are changed at 

different times. At 10s, Load 1 is changed from 120MW to 140MW. Then, Load 2 is 

decreased from 75MW to 60MW at 25s. Finally, at 40s, Load 3 is increased from 150MW 

to 170MW. The simulation results are shown in Figure 5-2. 
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Figure 5-2 The simulation results of the DED algorithm with PI controller 

In the results, the frequency of the system remains stable at 50Hz at the steady-

state and the deviation is lower than 0.05Hz when the loads change. It means that the 

control scheme is stable and the power balance condition in equation (8) has been satisfied. 

The profiles of all the 𝜆𝑖 are displayed in the fourth subplot in Figure 5-2, and this result 

tells that all the Lagrange multipliers are identical and thus the optimal operation is 

achieved. Figure 5-3 shows that the 𝜆’s for all generators can reache the consensus in a 

very short time (less than 0.01s), which supports the assumption that the consensus protocol 

ensures the convergency of the states 𝜆𝑖(𝑘) very fast. 
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Figure 5-3 The convergence of lambda 

Second, the DED control method with an NN controller is simulated in this power 

system. To train the neural network, the input and output data of the PI controller are 

collected as the training dataset for the neural network. In the training process, 70% of data 

from the entire dataset is the training data, 15% of data is for validation, and the remaining 

15% of data is for testing. The neural network is trained by the Levenberg-Marquardt 

method [49, 50]. After the training, the information of the trained weights and biases of the 

neural network is applied in the algorithm (41)-(45). Then, the algorithm is simulated in 

the power system model. The results of the simulation are shown in Figure 5-4. 
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Figure 5-4 The simulation results of the DED algorithm with NN controller 

A similar conclusion of the results of the DED with PI controller can be obtained 

from this result. The proposed distributed control method with an NN controller keeps the 

system stable and economic during the load variations. 

Finally, the proposed distributed method is compared with the centralized method. 

However, it is hard to compare the two methods directly. This is because the conventional 

centralized economic dispatch is performed with a 5-min or longer interval, but the 

proposed distributed economic dispatch method is operated in real-time. So, as the 

simulation results are shown above, the optimal dispatch can be instantly reached under 

the load variations with the proposed distributed method, but this time scale is too small 

for the centralized method to react. Thus, to verify the performance of the proposed 

distributed method, the algorithm of the centralized ED method is adopted to calculate the 
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optimal solution of the system, and the calculation is made at every instant based on the 

data collected from the simulation. The costs of the power system under the two different 

methods are shown in Figure 5-5. According to the result, the distributed method obtains 

almost the same results as the centralized method. It means that the economic dispatch is 

reached under the distributed method. However, since the conventional centralized ED 

method in a real power system cannot be performed in real-time, the proposed distributed 

method has a better performance by tracking the optimal solution in a transient state. 

 

Figure 5-5 The comparison between the centralized method and distributed method in 

the 4-generator system 

5.1.2. IEEE 10-Generator 39-Bus System 

 In addition to the four-generator system, the IEEE 10-generator 39-bus System, as 

shown in Figure 5-6, is built in Simulink to test the proposed method. The 39-bus System 

is operated at 60Hz, and 19 loads are installed in the system. The communication network 

in the system connects all the generators as the dash lines in Figure 5-6, so there is no 

centralized control center. The parameters of the generators in the power system are listed 

in Table 5-2. 
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Table 5-2 The Parameters of Generators in the 39-bus System  

 𝛼𝑖 𝛽𝑖 𝛾𝑖  𝑃𝑟𝑎𝑡𝑒𝑑  (MW) 

DG1 561 8.08 0.00118 1000 

DG2 310 7.8 0.00346 1000 

DG3 278 7.85 0.00322 1000 

DG4 453 8 0.00184 1000 

DG5 453 8.1 0.00248 1000 

DG6 524 7.95 0.00385 1000 

DG7 384 7.86 0.00268 1000 

DG8 368 7.75 0.00362 1000 

DG9 572 8.12 0.00262 1000 

DG10 426 8.03 0.00368 1000 

 

 

Figure 5-6 A 39-bus Power System with 10 generators 

In the simulation, the load (158MW, 30MVAR) on bus 18 is turned off at 10s, then 

a load (100MW, -50MVAR) is added on bus 24 at 20s. This is to simulate the load 
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variations in a real-world power system and test the stability of the power system with the 

proposed control scheme. Since these load changes are much bigger than the normal load 

variations in a real power system, the performance of the proposed control scheme can be 

exhibited. The results are shown in Figure 5-7. 

 

Figure 5-7 The results of the distributed control for the 39-bus Power System 

In the results, the first sub-figure (upper-left) of Figure 5-7 shows the frequency 

profile of the power system during the simulation. Two fluctuations occurred when the 

loads changed at 10s and 20s, but the system is stabilized quickly by the distributed 

controllers. The second sub-figure (upper-right) shows the active power output in the 

percentage of each generator. The real-time calculated cost of the system is shown in the 
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third sub-figure (lower-left). The last sub-figure (lower-right) represents the Lagrange 

multipliers 𝜆’s of all generators. The profiles of all the 𝜆’s are overlapped in the figure, 

which means the Lagrange multipliers of all generators are identical as expected, and the 

economic dispatch is achieved continuously. 

The results show that the frequency control (stabilize the frequency) and economic 

dispatch (equalize the incremental costs of generators) are achieved by the proposed DED 

control method in a distributed manner. The results of this 39-bus system are similar to the 

results in the four-generator system in the last case, so the proposed control scheme is a 

universal method. 

In Figure 5-8, the costs of the distributed method and the centralized method are 

presented. The two methods get the same result, which shows that the economic dispatch 

can be achieved by the proposed distributed method. 

 

Figure 5-8 The comparison between the centralized method and distributed method in 

the 39-bus system 

5.1.3. Communication Failure 

 In this section, the communication failure is introduced in the four-generator 

system to test the controller gain design scheme in the communication-failure-tolerant 
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DED control method. Then, the leader-follower mode is also tested in the 39-bus system 

under the link faults. 

To simulate the communication failure in the four-generator system in Figure 5-1, 

the link between DG1 and DG3 is disconnected at 1s. Then, a 15MW of Load 1 on Bus-7 

is turned off at 5s. The results of the DED control method and the communication-failure-

tolerant DED control method with controller gain design are shown in Figure 5-9 and 

Figure 5-10, respectively. 

 

Figure 5-9 Communication failure for the basic consensus protocol 

 

Figure 5-10 Communication failure for the communication-failure-tolerant consensus 

protocol 
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According to the results, in both cases, the system operation is not affected when 

the communication failure just happens (1s~5s). This is because, in the steady-state, the 

consensus protocol acts according to equation (28) and does not rely on the information 

from neighbors. But, after the loads change at 5s, these two types of consensus protocols 

perform differently. In the system with the basic consensus protocol applied, the Lagrange 

multipliers 𝜆𝑖  cannot reach the consensus after 5s. While the communication-failure-

tolerant consensus protocol shows a better result. However, the 𝜆’s in the system with 

communication-failure-tolerant consensus protocol do not perfectly remain identical. This 

is because the design of the communication-failure-tolerant controller gain is based on the 

assumption that the measured frequency is the same at all buses in the power system. But 

in a large power system, this assumption may not be satisfied due to the measurement error 

and the difference of the dynamic between generators, especially during the transient state. 

Figure 5-11 shows that the frequency measured at different buses is different during the 

transient period. To reduce the influence of this problem, it is better to set the integral 

coefficient 𝐾𝑝𝑖 in the equation (31) as small as possible, so that the error culminates slower. 
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Figure 5-11 The measured frequency on each generator 

On the other hand, two link faults are injected in the 39-bus system in Figure 5-6 to 

test the leader-follower mode in the communication-failure-tolerant DED control method. 

The G1, G2, G6, and G8 in the system are the leaders, and the rest generators are the 

followers which cannot measure the frequency. The two faults occur at the link between 

G1 and G10 and the link between G9 and G7 at 5s, in which the entire communication 

network is divided into two areas: Area 1 includes G10, G8, and G9; area 2 contains G1-

G7. Then, at 10s and 20s, two loads variation are performed. The result is shown in Figure 

5-12. As the result, the Lagrange multipliers stay identical after the communication failure. 

So it shows that the leader-follower method improves the robustness of the DED control 

method during the faults. 



 

71 

 

Figure 5-12 The communication failure in the 39-bus system with the leader-follower 

mode 

In addition, the robustness of the proposed method during the communication 

failure is also influenced by the topology of the communication network. According to the 

graph theory, the cycle graph has higher edge-connectivity than the path graph, which 

means that the cycle network is more robust than the path network. The 39-bus system 

shown in the previous case study has a cycle network as shown in Figure 5-6. To show the 

impact of communication failure on the cycle network, a simulation is made in the 39-bus 

system to disconnect the communication between G1 and G10 at 5s. The result is shown 

in Figure 5-13. According to the result, the system stays stable after the communication 

failure at 5s. Also, by the profile in the second subplot, the Lagrange multipliers stay 

together during the load variation at 10s and 20s, which means that the system stays at the 

optimal as desired. The result shows that the proposed distributed control method is more 

robust in this cyclical communication network, and the control objective can be still 

reached even though one link in the network is disconnected. Furthermore, if a topology 
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with higher edge-connectivity is chosen to construct the communication network, the 

system can be more robust. 

 

Figure 5-13 The communication failure in the 39-bus system 

5.1.4. Transmission Loss 

 In the last case, the line losses model (53) is employed in the DED solution. The 

parameters of the line losses model are: 𝐿1 = 0.00003367 , 𝐿2 = 0.00003416 , 𝐿3 =

0.00006402  and 𝐿4 = 0.00002715 . According to the analysis in section 4.1.4, the 

solution of the ED problem becomes (55). In the simulation, Load 1 is increased by 15MW 

at 5s. The results are compared with the basic consensus approach in Figure 5-14, Figure 

5-15, and Figure 5-16. 

In Figure 5-14, the two methods show almost the same results in terms of the total 

cost of the power system. The reason is that, with the traditional economic dispatch, the 

total demand 𝑃𝐷 in the power balance constraint (8) is obtained by collecting the load data 

and calculating the line loss by the model (53). Thus, the power balance constraint cannot 

be actually satisfied if there is no line loss model. However, in the proposed distributed ED 
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method, the frequency information is used to satisfy the power balance constraint, in which 

the frequency deviation is related to the power imbalance. So, no matter whether the line 

loss model is included, the constraint can be satisfied. Then, the cost should be the same, 

though the ED solution of the optimization may be different. 

 

Figure 5-14 Total cost of the power system 

In Figure 5-15, the algorithm with the line loss model considered has the lower line 

loss. According to the line loss model (53), the parameters reflect the “weight" of each 

generator in the line loss. So, the bigger the 𝐿𝑖 is, the more losses the 𝑖th generator causes. 

On the other hand, based on equation (54), the generation reference 𝑃𝑖
∗(𝑘) will become 

smaller as the 𝐿𝑖 gets bigger, thus the line losses decrease. 

In this case study, the parameter 𝐿4 is the smallest and 𝐿3 is the largest one. To 

decrease the line losses, according to the line loss model (53), the DG4 should generate 

more power and DG3 should output less, which are supported by the results in Figure 5-16. 
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Therefore, the modified algorithm is useful to minimize line losses while maintaining the 

lowest cost. 

 

Figure 5-15 The line losses of the power system 

 

Figure 5-16 The real power outputs of generators (DG𝑖 (Basic) represents the generator 

performing the basic consensus protocol; DG𝑖 (w/ loss) loss denotes the generator with 

modified consensus protocol) 
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5.1.5. Sensitivity Analysis 

To verify the performance of the proposed method in different power systems, a 

sensitivity analysis of the control scheme for the power system size is provided in this 

section. In this test, four power systems with different sizes are adopted. The power systems 

are 4-generator 7-bus system, 8-generator 15-bus system, 16-generator 31-bus system, and 

32-generator 63-bus system. The 7-bus system is built at the first, including 4 generators 

(one 200MW generator and three 100MW generators) and 3 loads (100MW each). In the 

simulation, a 15MW load will be connected to the system at 5s. For the other three bigger 

systems, they are created by adding the "load-generation pairs" in the small system as 

shown in Figure 5-17. A load-generation pair contains two buses: a PV bus with a 100MW 

generator and a PQ bus with an 80MW load. In addition, a 4MW load will be added on the 

PQ bus at 5s. For example, the 15-bus system is obtained by adding four load-generation 

pairs in the 7-bus system. By creating the power systems with those "load-generation pair" 

modules, the load-generation ratios of these power systems all remain 0.8, and the 

increased loads at 5s are always 5% of the total loads. Also, the controller settings of these 

four power systems are the same. Therefore, the only difference, except for the generator 

parameters, between these power systems is the size, and the simulations of these power 

systems are comparable. 
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Figure 5-17 The structure of the power systems for sensitive analysis 

The frequency profiles of the four different power systems are shown in Figure 

5-18. According to the results, the proposed control scheme can stabilize the power systems 

with different sizes under load variation. In the figure, the frequency fluctuation is slightly 

increased with the power system size. This is because the large power system has bigger 

inertia, so the system fluctuation is higher under the same control settings. 

 

Figure 5-18 The frequency fluctuation of the four power systems 

In addition, the convergence of the consensus algorithm in the four power systems 

is tested. In this test, the initial values of the Lagrange multipliers of the generators are 

randomly chosen. The results are presented in Figure 5-19. The results show that the 
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consensus algorithm can converge the Lagrange multipliers to the identical value as desired 

in power systems with different sizes. However, the convergence of the large power 

systems is slower than the small power systems, since there are too many nodes. But this 

can be overcome by increasing the weight coefficients between the nodes or reducing the 

time interval ‘𝜏’ in the equations 17 and 18 to accelerate the convergence. Also, the 

topology of the communication network influences the convergence speed of the algorithm. 

So the convergence speed can be improved by adding cycles in the communication network. 

In addition, according to the characteristics of the consensus algorithm, once the Lagrange 

multipliers are converged, they will remain converged unless there is a communication 

failure. 
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Figure 5-19 The convergency of the Lagrange multipliers in the power systems 

5.2. Simulation for Distributed State Estimation 

5.2.1. Information Propagation Algorithm in Example Graphs 

In order to verify that the proposed information propagation algorithm can share 

the local value of each vertex to the others, the simulations are conducted in the 

communication networks with two different graphs as shown in Figure 5-20, which are the 

cycle graph (a) and the tree graph (b), respectively [51]. 
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Figure 5-20 The two different graphs: (a) Cycle graph and (b) Tree 

In the two case studies, the vertices 𝑉1, 𝑉2, … , 𝑉6 have initial local values 8, 2, 25, 

12, 13, and 3, respectively. Then, at time 𝑡 = 0.5𝑠, the local values are turned into 4, 6, 14, 

9, 21, and 11. By applying the information propagation algorithm on the graphs, the results 

are shown in Figure 5-21 and Figure 5-22.  
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Figure 5-21 The information propagation algorithm in the graph (a) 

 

Figure 5-22 The information propagation algorithm in the graph (b) 

The results show that local data can be successfully propagated in the graphs by the 

information propagation algorithm. According to Figure 5-21 and Figure 5-22, the 

estimations can converge to the correct values in about 0.15𝑠. 

5.2.2. State Estimation in WSCC 9-Bus Power System 

In this work, the WSCC 3-Generator 9-Bus system [52] is adopted to test the 

proposed DSE method. WSCC 9-Bus system is an approximated model of the Western 

System Coordinating Council (WSCC) power system at 60Hz, as shown in Figure 5-23. 
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Figure 5-23 WSCC 9-Bus system 

The generator G1 and G3 in the power system are Hydro plant and thermal plant, 

respectively. Considering the rapid development of renewable energy, the generator G2 is 

modeled as an inverter-based generator. The three transformers T1, T2, and T3 step up the 

generators’ voltages to 230kV for the transmission lines. The transmission lines are Line 

1 (0.01 + 𝑗0.085), Line 2 (0.032 + 𝑗0.161), Line 3 (0.017 + 𝑗0.092), Line 4 (0.039 +

𝑗0.17), Line 5 (0.0085 + 𝑗0.072) and Line 6 (0.0119+ 𝑗0.1008) in p.u.. There are three 

loads, load 1 (187.5MVA), load 2 (153MVA), and load 3 (170MVA), on bus-5, bus-6, 

and bus-8, respectively. In addition, six meters, 𝑀1, 𝑀2, ..., 𝑀6, are installed to measure 

the real power on the transmission lines in the system as shown in Figure 5-23. Each meter 

is connected with its neighbor meters. 
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In a 25s simulation, load 1 is increased by 30MW at 5s, while load 3 is decreased 

by 20MW at 15s. A Gaussian noise with zero mean and 𝜎 = 0.01 are added on the meters. 

The proposed DSE algorithm (80)-(83) is used to estimate the phase angle on each bus. 

Figure 5-24 shows the phase angle estimation results by the distributed algorithm executed 

at node M1. The result is compared with the centralized state estimation and the actual 

value. The result shows the DSE has less noise than the centralized method. This is because 

the consensus protocol is a recursive algorithm that has the inherent filtering effect, which 

reduces the noise. 

 

Figure 5-24 Comparison between the actual value, the estimations by the centralized 

method and by the proposed distributed method at node M1 

In order to evaluate the performance of the proposed method, the Mean Squared 

Error (MSE) is adopted to compute the accuracy of the estimation. The MSE is defined by 

𝑀𝑆𝐸 =
1

𝑇
∑𝑇𝑡=0 (𝑥(𝑡) − 𝑥̂(𝑡))

2
, where 𝑥(𝑡) is the actual value; 𝑥̂(𝑡) is the estimated value; 

𝑇 is the total time. 
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The results are shown in Figure 5-25. In the bar chart, the bars are categorized into 

five groups, in which each group represents the results for each bus in the power system. 

Meanwhile, inside each group, the bars show the estimation errors of different meters and 

methods. Since the proposed DSE algorithm can be performed on every meter, each meter 

has its own state estimation results. Therefore, the left six bars in each group are the results 

of the proposed DSE executed on the six different meters, and the last bar represents the 

result of the centralized method performed by the control center. According to the results, 

the error of our proposed method is much smaller than the centralized method. 

 

Figure 5-25 Comparison of the MSE between different methods 

5.2.3. State Estimation in IEEE 39-Bus Power System 

IEEE 39-Bus system is a power system model with 10 generators and 39 buses. 

Figure 5-26 [53] shows the diagram of the 39-Bus power system. In the system, 37 smart 

meters running the proposed DSE are installed on different lines. The communication 

network connects these smart meters as shown in the diagram. The results of the simulation 
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are shown in Figure 5-27. According to the results, the proposed DSE is more accurate than 

the traditional centralized method. 

 

Figure 5-26 IEEE 39-Bus Power System for State Estimation 

 

Figure 5-27 MSE of different methods for IEEE 39-Bus system 
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5.2.4. Improving the Measured Data 

On the other hand, the estimated states can be used to improve the accuracy of the 

measurements by the equation 𝑧̂ = 𝐻𝜃, where 𝜃 is the estimated phase angle obtained from 

the proposed DSE method, and 𝑧̂ is the estimation of the power flow. By this method, the 

noise in the raw measurements of the power flow from smart meters can be reduced, thus 

the measurements are more precise. The case study is done on the 39-Bus power system 

model. The results of the estimation from the meter M1 in the IEEE 39-Bus system, as an 

example, are presented in Figure 5-28. 

 

Figure 5-28 MSE of the power flow estimation in M1 in IEEE 39-Bus system 

The results of the IEEE 39-Bus system in Figure 5-28 compare the MSEs of the 

power flow estimation between the proposed DSE method and the traditional centralized 

SE method. According to the results, the proposed method has a lower MSE for the 

estimation of each bus, which means that it is much more accurate than the centralized 

method. The same is true for other meters. 
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5.2.5. Bad Measurement Detection 

Bad measurement detection is one of the most important topics in power system 

estimation. In a large sensor network, the hardware malfunction or cyber-attack may cause 

the sensors to provide incorrect readings. So, it is very important to identify and eliminate 

bad measurements. In this case study, the system runs for 8s and two bad measurements 

(by increasing the raw measurement reading by 1.0) are injected between 2s-3s and 5s-6s 

on M1 and M14, respectively. Based on the proposed DSE method, the bad measurement 

can be detected by the 𝑖th meter by calculating the measurement residual 𝐽𝑖(𝜃𝑖) [6],  

 𝐽𝑖(𝜃𝑖) =∑

𝑛

𝑗=1

(𝑧𝑖,𝑗 − 𝑧̂𝑖,𝑗)
2

𝜎𝑖,𝑗
2  (129) 

where 𝑧𝑖,𝑗  is the 𝑗 th raw measurements and 𝑧̂𝑖 = 𝐻𝜃𝑖  is the estimation of the 

measurements. 𝜎𝑖,𝑗  is the standard deviation of the measurement and it is 0.01 in this 

system. In this 39-Bus system, the number of estimated states 𝜃𝑖 is 29 and the number of 

measurements is 37, hence the degrees of freedom for the state estimation is 37 − 29 = 8. 

The measurement residual 𝐽𝑖(𝜃𝑖) satisfies the 𝜒2 distribution. Then, according to the PDF 

(Probability Distribution Function) of 𝜒2  distribution, by choosing 3𝜎  confidence, the 

threshold value of 𝐽𝑖(𝜃𝑖) for the bad measurement detection is 23.3. 

In the proposed method, bad data detection can be performed by any meter in the 

system. In Figure 5-29, the residuals 𝐽𝑖(𝜃𝑖) calculated by all meters are presented. The 

results show that the residuals on all meters exceed the threshold during 2s-3s and 5s-6s. It 

means that the bad data injection on M1 and M14 are detected. 
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Figure 5-29 The values of the objective function J for bad data detection 

5.3. Simulation for Distributed Optimal Power Flow 

An IEEE 39-Bus power system model with 10 generators and 39 buses is built in 

Matlab/Simulink as shown in Figure 5-30 [53]. The 39-Bus system is operated at 60Hz 

with 19 loads on different buses. The communication network in the power system includes 

two parts, one network connects all generator controllers together while another network 

links all smart meters in the system. In addition, each generator connects to a nearby meter 

to get the power flow information. As shown in Figure 5-30, there is no centralized control 

center in the power system, so the system is totally distributed. The parameters of the 

generators are listed in Table 5-2. 
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Figure 5-30 IEEE 39-Bus Power System for Optimal Power Flow 

In the simulations, two case studies are provided to show the performance of the 

proposed method.  

5.3.1. Overflow on One Transmission Line 

In the first case, the limit of the line flow on line 24 is set to 0.8 p.u. To simulate 

the load variation and overflow, the load on bus 24 increases by 100MW from 5s to 7s, so 

that line 24 will overflow if no action is taken. The results are shown in Figure 5-31 and 

Figure 5-32. 
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Figure 5-31 Case 1: The line flow on line 24 with 0.8 p.u. limit. 

 

Figure 5-32 Case 1: The Lagrange multiplier and frequency of the system 
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The top figure in Figure 5-31 shows that, without applying the proposed DDCOPF 

method, the line flow on line 24 will go beyond the limit and stay at about 0.82. But, with 

the proposed method, the line flow decreases down below the limit. In the figure, the 

estimated flow is from the smart meter with the DSE method. The estimation is almost the 

same as the actual power flow on the line, which means that the DSE method is pretty 

accurate. The sub-figure at the bottom of Figure 5-31 shows when the constraint algorithm 

is activated. In Figure 5-32, the frequency of the system returns to 60Hz after the load 

variation and the Lagrange multipliers (Lambdas) are identical for all generators, which 

means that the optimal solution of the ED problem with power balance constraint as 

described in equation (7)-(9) is achieved. 

5.3.2. Overflow on Two Transmission Lines 

In another case study, the scenario in which two lines in the power system are 

overflowed at the same time is simulated. In this case, line 24 and line 27 exceed their 

maximal line flow, i.e., 0.8 p.u. for line 24 and 1.4 p.u. for line 27, after the load increases 

on bus 24. The simulation results are shown in Figure 5-33, Figure 5-34, and Figure 5-35. 

Similar to the previous case, the line flow on both line 24 and line 27 decreases to the 

feasible region. Also, the frequency and Lagrange multiplier show that the system operates 

in the optimal condition. 
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Figure 5-33 Case 2: The line flow on line 24 with 0.8 p.u. limit. 

 

Figure 5-34 Case 2: The line flow on line 27 with 1.4 p.u. limit. 
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Figure 5-35 Case 2: The Lagrange multiplier and frequency of the system 

The simulation runs on a PC with Intel i7-7700HQ 2.8GHz CPU and 8GB memory. 

The time consumed by each iteration of the algorithm is less than 0.000002s. So, the 

algorithm does not require a very powerful computation device and is valid for real-time 

running. 

5.4. Simulation for Distributed AC State Estimation 

In this section, the proposed Distributed AC state estimation in section 4.4.2 is 

tested in MATLAB on IEEE 14-bus system, IEEE 39-bus system, IEEE 118-bus system, 

and IEEE 300-bus system. In addition, a case study over IEEE 118-bus system with 

different communication network topology is provided to show the impact of the network 

structure on the performance of the AC DSE. 
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5.4.1. Case study on IEEE 14 Bus System 

 The structure of the IEEE 14 bus system is shown in Figure 5-36. In this system, 

17 DSE units are installed on the power lines. The dash lines in the figure are the 

communication lines that connect the DSE units. 

 

Figure 5-36 The IEEE 14 bus system 

The trajectory of the estimated states (the phase angles and voltage magnitudes of 

the 14 buses) by the proposed AC DSE method is shown in Figure 5-37. The figure shows 

that the estimated states reach the actual values in about 200 iterations. For the simulation 

on a PC with Intel Core i7 2.8Ghz CPU and 24GB memory, each iteration takes about 

0.001s, so the 200 iterations take about 0.2s which is acceptable compare with the 15 

minutes interval between two state estimation in a centralized state estimation method. 

The proposed AC DSE method is also compared with the traditional centralized 

state estimation method [6]. The estimated phase angles and voltage magnitudes from node 

1 by the proposed AC DSE are compared with the results from the centralized method as 
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shown in Figure 5-38. In the results, the phase angle is in radian and the voltage magnitude 

is in p.u.. The MSE (Mean squared error) and MAE (Mean absolute error) of each method 

are listed in Table 5-3. 

 

Figure 5-37 The convergence of the AC DSE on IEEE 14 bus system 

 

Figure 5-38 Comparison of centralized SE and AC DSE on IEEE 14 bus system 

Table 5-3 The Errors of State Estimation Methods on IEEE 14 Bus System  

Methods Centralized SE Proposed AC DSE Difference 

Phase angle MAE (rad) 0.0016514 0.0016535 0.12716% 

Voltage MAE (p.u.) 0.0007402 0.00074041 0.028371% 

Phase angle MSE (rad) 4.6457 × 10−6 4.6579 × 10−6 0.26261% 

Voltage MSE (p.u.) 1.065 × 10−5 1.0618 × 10−5 −0.30047% 
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According to the above results, the accuracy of the proposed AC DSE method is 

similar to the centralized state estimation method in the IEEE 14-bus system. 

5.4.2. Case Study on IEEE 39 Bus System 

The IEEE 39-bus system as shown in Figure 5-39 is adopted in the simulation. 

There are 46 DSE nodes in the system and the communication network is represented as 

the dash lines in the figure. The results of this simulation case are listed in Table 5-4. 

 

Figure 5-39 The IEEE 39 bus system 

Table 5-4 The Errors of State Estimation Methods on IEEE 39 Bus System  

Methods Centralized SE Proposed AC DSE Difference 

Phase angle MAE (rad) 0.00018428 0.00018409 −0.1031% 

Voltage MAE (p.u.) 0.00019664 0.00019667 0.015256% 

Phase angle MSE (rad) 5.5541 × 10−8 5.5518 × 10−8 −0.041411% 

Voltage MSE (p.u.) 5.0927 × 10−8 5.0954 × 10−8 0.053017% 
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5.4.3. Case Study on IEEE 118 Bus System 

To verify the performance of the proposed method in a big power system, the 

proposed method is also simulated in the IEEE 118-bus power system model [54]. There 

are 179 DSE nodes in the system. The results are shown in Table III. 

Table 5-5 The Errors of State Estimation Methods on IEEE 118 Bus System  

Methods Centralized SE Proposed AC DSE Difference 

Phase angle MAE (rad) 0.0010439 0.0010585 1.3986% 

Voltage MAE (p.u.) 0.0007395 0.00073666 −0.38404% 

Phase angle MSE (rad) 1.6417 × 10−6 1.6991 × 10−6 3.4964% 

Voltage MSE (p.u.) 8.2586 × 10−7 8.2088 × 10−7 −0.60301% 

 

5.4.4. Case Study on IEEE 300 Bus System 

Finally, the proposed method is tested in the IEEE 300-Bus system [55] and 

compared with the centralized state estimation method. There are 409 DSE nodes in the 

system. The results are shown in Table 5-6. The errors of the DSE method are the same as 

the centralized method in this case. 

Table 5-6 The Errors of State Estimation Methods on IEEE 118 Bus System  

Methods Centralized SE Proposed AC DSE Difference 

Phase angle MAE (rad) 0.0032567 
0.0032567 ≈ 0% 

Voltage MAE (p.u.) 
0.002517 

0.002517 
≈ 0% 

Phase angle MSE (rad) 0.00013898 0.00013898 ≈ 0% 

Voltage MSE (p.u.) 0.0001109 0.0001109 ≈ 0% 
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According to the results from the different cases above, the errors of the centralized 

state estimation and the proposed AC DSE are very close. This result confirms that the 

proposed AC DSE method has similar accuracy as the centralized method. 

5.4.5. The influence of the communication network structure 

The performance of the DSE method is usually related to the topology of the 

communication network. In this case study, the IEEE 118-bus system is used to 

demonstrate the impact of the communication network structure on the convergence of the 

estimation. Two different communication network structures are investigated in this study: 

One is chain connection and another is fully connected. The chain connection is that each 

node connects to its previous node if it is not the first node and connects to the next node 

if it is not the last node. For example, for the 179 DSE nodes in the IEEE 118-bus system, 

node 1 connects with node 2, node 2 connects to node 1 and node 3, node 3 connects to 

node 2 and node 4, and goes on until node 179 only connects to the node 178.  On the other 

hand, the full connection means that each node connects to all other nodes in the system. 

The chain connection structure has the fewest communication lines and the full connection 

structure has the most communication lines. 
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Figure 5-40 The results of fully connected communication network 

 

Figure 5-41 The results of chain connected communication network 
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The simulation results of the two communication network structures in the IEEE 

118-bus system are shown in Figure 5-40 and Figure 5-41. The figures show the trajectory 

of the estimated states and the errors of the results. According to the results, the state 

estimation in the fully connected communication structure is much fast than in the chain-

connected system. The chain-connected system spends about 40000 iterations to reach an 

accurate result, but the fully connected system only takes 30 iterations. Since the chain-

connected structure and the fully connected structure are the extreme cases, other 

communication structures will have the speed between these two results. In addition, 

although the chain-connected system takes 40000 iterations to reach the acceptable result, 

the speed of the algorithm can be improved in the real world by properly setting the initial 

values of the estimated states with the previously estimated results. 

5.5. Simulation for Distributed AC Optimal Power Flow 

In this section, the proposed distributed ACOPF method is tested on IEEE 9 bus 

system and IEEE 39 bus system. 

5.5.1. Case Study on IEEE 9 Bus System 

The first case is the ACOPF over the IEEE 9-bus system. There are 9 DSE units 

and 3 ACOPF units in the system. The 9 DSE units are installed on the transmission lines 

between buses.  
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Figure 5-42 The errors of DSE in the IEEE 9 Bus System 

 

Figure 5-43 The errors of the ACOPF in the IEEE 9 Bus System 

The result of the distributed ACOPF over the IEEE 9 bus system is shown in Figure 

5-42 and Figure 5-43. The error of distributed state estimation over the IEEE 9 bus system 
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is shown in Figure 5-42. As shown in the results, the estimated power system states from 

the DSE convergences to the real value at around 200 steps. Meanwhile, The error of 

distributed ACOPF over the IEEE 9 bus system is shown in Figure Figure 5-43. It shows 

that the ACOPF result converges at around 300 steps. The errors between the results of the 

proposed distributed ACOPF algorithm and the results of the traditional centralized 

ACOPF algorithm are as shown in Table 5-7. It shows that the proposed distributed method 

has a similar performance as the traditional centralized method. 

Table 5-7 The errors of ACOPF results  

 MSE (p.u.) 

Phase angle (rad) 1.933 × 10−3 

Voltage (p.u.) 2.385 × 10−4 

 

In addition, Figure 5-44 shows the line flows on transmission line 4 computed by 

the proposed distributed ACOPF algorithm. For the result without constraint in the figure, 

it means the power flow on the transmission line is not limited. The result with constraint 

shows the power flow of the transmission line 4 when there is a 1.4 p.u. limit applied on it. 

The results show that the proposed distributed ACOPF algorithm can limit the line flow of 

transmission line 4 to the upper limit effectively.  
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Figure 5-44 The line flows on transmission line 4 with and without the constraint 

 

5.5.2. Case Study on IEEE 39 Bus System 

In the IEEE 39-bus system, there are 46 transmission lines in total. On each 

transmission line, a DSE unit is installed. Each DSE unit connects to three other DSE units 

in the network. Meanwhile, each generator in the system is equipped with an ACOPF unit. 

These ACOPF units are connected with the nearby DSE units to obtain the state estimation 

data. 

The results of the AC DSE on the IEEE 39 bus system are shown in Figure 5-45. 

The errors in this plot are the average absolute error between the actual states and the 

estimated states on each DSE unit. The actual states are obtained by running the centralized 

state estimation on the system with error-free data input. The plot shows that the error of 

the estimated states is continuously decreasing. 
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Figure 5-45 The errors of DSE in the IEEE 39-bus system 

 

Figure 5-46 The errors of the distributed ACOPF in the IEEE 39-bus system 

The results of the ACOPF are shown in Figure 5-46, in which the result shows the 

average error of optimized voltage and the average error of the optimized phase angle on 
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the buses of the system. The errors are the difference between the results (in p.u.) of the 

centralized ACOPF method and the proposed distributed ACOPF method. It shows that 

the error of the proposed distributed ACOPF gets very small after 2400 steps. As shown in 

section 5.4.5, if there are more connections between the DSE units, the state estimation 

will be much faster. 

 

Figure 5-47 The line flows on transmission line 31 with and without constraint 

The case study of the line flow limit constraint is also given in Figure 5-47. The 

power flow on transmission line 31 is limited to 0.8 p.u.. The result shows that the proposed 

distributed ACOPF algorithm can ensure the line flow limit constraint is satisfied. 

Meanwhile, compared with the results in section 5.3, the distributed ACOPF algorithm 

handles the line flow limit much better than the distributed DCOPF algorithm. 

Finally, the results of these case studies show that the errors between the proposed 

distributed ACOPF method and the centralized ACOPF method are very close, which 
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means that the proposed distributed ACOPF method has a similar performance as the 

centralized method. In addition, since the distributed method is more robust than the 

centralized method under communication disconnection, the proposed distributed ACOPF 

is more suitable for power systems with high renewable DER penetration.  
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Chapter 6. Research Conclusion and Future Work 

6.1. Conclusion 

This research focuses on the three important topics in power systems, i.e., economic 

dispatch, state estimation, and optimal power flow. In order to handle the distributed 

characteristics of renewable power systems, the distributed economic dispatch, distributed 

state estimation and distributed optimal power flow methods are developed on the basis of 

consensus protocol technique. 

For the distributed economic dispatch, the distributed algorithm is developed to 

minimize the power system’s operational cost without the centralized control center. To 

prove the versatility of the proposed approach, both the PI controller and NN controller are 

utilized to design the distributed algorithm. In addition, a communication-failure-tolerant 

distributed economic dispatch is provided to ensure the optimal dispatch during serious 

communication failure. Also, the line loss in the power system is considered to achieve a 

more detailed optimization. In the simulation, the proposed methods are tested in a 4-

generator system and the IEEE 10-generator 39-bus system. Also, a sensitivity analysis is 

provided to show that the proposed method works well in power systems with different 

configurations. 

For the state estimation problem, an information propagation algorithm is 

developed to share the measured data in the distributed system. With the information 

propagation algorithm, the distributed state estimation is established. The proposed method 
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is also tested in a WSCC 9-Bus system and the IEEE 39-bus system in simulation. The bad 

data detection and the measurement accuracy improvement features of state estimation are 

also verified in the simulations. Also, the distributed AC state estimation method is 

developed based on the AC power flow model to get a more accurate result in the 

estimation. The proposed method has been tested in several IEEE standard power system 

models to demonstrate its performance in power systems with different sizes and structures. 

In the end, the distributed optimal power flow is developed on the basis of the 

proposed distributed economic dispatch and distributed state estimation methods. The line 

flow constraint is satisfied by the specially designed update term and penalty term in the 

optimization algorithm. The proposed method is tested in the IEEE 39-bus system with two 

simulation cases. In addition, the distributed AC optimal power flow scheme is provided 

to achieve a better optimization result. The simulations show that the proposed distributed 

AC optimal power flow achieves similar performance as the centralized AC optimal power 

flow method but is more robust due to its decentralized structure. 

6.2. Future research 

The next step of the reaserch is to improve the distributed ACOPF scheme. The 

current algorithm is a combination of two algorithms, i.e., distributed state estimation (DSE) 

and distributed ACOPF. However, the two algorithms are running separatedly, that is the 

DSE algorithm runs first and the distributed ACOPF starts to run after the DSE converges. 

So, the algorithm is not most efficient since the ACOPF algorithm is not optimizing before 

DSE converges. To improve the efficiency, the next version of the distributed ACOPF 

scheme will integrate the two algorithms together, in which the ACOPF algorithm starts to 
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run from the very beginning, so it will not waste the time to wait until the DSE to converge. 

To achieve the integration of DSE and distributed ACOPF, the framework of the entire 

distributed ACOPF scheme should be re-designed to ensure the algorithms converges 

without stuck at the local minimum. 

In addition, more distributed optimization methods for power systems will be 

studied. Since the existing distributed optimization methods are majorly based on area 

partitioning methods, e.g., the ADMM technique. Then, they are not fully distributed. As 

shown in this paper, consensus-based methods can realize fully distributed optimization. 

So, consensus-based methods will play an important role in distributed power systems in 

the future. The author will continue to work on the research of distributed optimization for 

power systems with different objective functions and constraints. Also, the author will 

study the interesting features of the distributed control and management system, e.g., plug-

and-play of the nodes and parallel computing over the nodes. 

On the other hand, as mentioned in the introduction, the major motivation of the 

research of distributed control and management system is due to the advancement of 

renewable energy technology. So, the distributed control and optimization for renewable 

sources will be researched in the future. In a published paper by the author, an optimal 

controller for wind turbines is proposed. It shows better performance than the traditional 

methods. This control method will be integrated with the proposed distributed economic 

dispatch and distributed optimal power flow methods in the future. Also, to optimize the 

renewable power system, the different possible operational scenarios of the renewable 

generators should be considered. However, due to the massive number of possible 
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scenarios, the scenario set reduction is usually required. The author is currently working 

on a paper to address the scenario reduction problem for PV power with a deep learning 

technique. At the next step, the new scenario reduction methods will be integrated with the 

distributed optimal power flow to achieve a better result in the renewable power system. 
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