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ABSTRACT 

EFFECT OF GRAVITY AND TEMPERATURE ON THE AGGREGATION OF 

BULK NANOPARTICLE HALOING SYSTEMS 

Marzieh Moradi 

June 22, 2021 

One of the methods of assembling colloids into 3D crystal structures is through the 

use of nanoparticle haloing. Nanoparticle haloing is a stabilization mechanism in binary 

particle suspensions possessing both a size and charge asymmetry, with which the 

nanoparticles aid in the bulk suspension’s stability. By altering the volume fractions of 

nanoparticles, it is possible to control the effective repulsion between the microparticles. 

Understanding the colloidal interactions and aggregate crystallinity as a function of 

nanoparticle concentration, temperature, and time are key challenges in developing future 

materials and designing crystalized 3D colloidal systems. In this study, we investigated the 

effect of temperature and nanoparticle volume fraction on the aggregation size using 

experimental techniques and molecular dynamics simulations. 

Gravity settling results showed a rapid aggregation in the absence of the 

nanoparticles due to the van der Waals interactions. However, by adding the nanoparticles 

to the system, the rate of gravity settling and aggregation significantly decreased due to the 

effective potential barrier that arises from the nanoparticle halo formation. 

The effect of temperature on the aggregation of the nanoparticle haloing systems 

was investigated using a confocal microscopy. By applying a temperature shock to the 
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binary suspensions, the average colloid aggregates' size increased while the systems' 

coarseness decreased. The average aggregate size growth was more significant at the higher 

temperatures and the lower nanoparticle volume fractions. Overall, applying the 

temperature shock resulted in a more idealized structure with higher crystallinity. 

Molecular dynamics simulations were employed to determine the repulsive barrier 

between colloidal particles induced by the nanoparticles as a function of nanoparticle 

volume fraction. Results showed that the induced repulsive barrier between the 

microparticles increases with increasing the volume fractions of nanoparticles, and it 

reaches 6.5 kBT at the highest nanoparticle volume fraction of φnano = 10-3. This potential

barrier was strong enough to prevent aggregation gelation and increase the stability of the 

suspension, which was in agreement with the experimental results. 
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CHAPTER 1 

INTRODUCTION 

 COLLOIDAL SYSTEMS 

Colloids are systems with at least one component with dimensions in the nanometer 

or micrometer range 1, 2. Colloids are classified into three main groups: colloidal 

dispersions, true macromolecule solutions, and association colloids. Colloidal dispersions 

are systems composed of disperse phase of solid particles that are much larger than the 

dispersion medium molecules. They are thermodynamically unstable due to their high 

surface free energy. Since a negative change in free energy is thermodynamically 

favorable, the system tends to aggregate to minimize the interfacial area. Macromolecules, 

such as proteins and polymeric solutions, can often be uniformly dispersed. These systems 

are thermodynamically stable and reversible. An association colloid, which is also 

thermodynamically stable and reversible, is a system with a number of molecules that 

associate together and form aggregates which are known as micelles 2-4. 

Colloidal dispersions are two-phase systems consisting of a dispersed phase (the 

particles) and a dispersion medium (the medium in which the particles are distributed). The 

size of the suspended particles in a colloid can range from 1 nm to 1 µm . Different types 

of dispersions are listed in Table 1.1 2, 4. Sols and emulsions are two most important types 

of colloidal dispersions. 
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Table 1.1. Different types of colloidal dispersions 

Dispersion Phase Disperse Phase Name Example 

Gas 

Liquid Aerosol Cloud, moist, fog 

Solid Aerosol Smoke, dust 

Liquid 

Gas Foam Beer 

Liquid Emulsion Mayonnaise, milk 

Solid Sol/dispersion Printing ink 

Solid 

Gas Solid foam Styrofoam 

Liquid Solid emulsion Ice cream, butter 

Solid Solid dispersion Glass, concrete 

In colloidal dispersions, particles are large enough that definite surfaces of 

separation exist between the particles and the medium. The most important factors of 

colloidal systems are the size and shape of the particles, surface properties (charge), 

particle-particle interactions, and particle-solvent interactions. The most important types 

of colloidal dispersions are sols/colloidal suspensions (solid dispersed phase in a liquid 

medium) and emulsions (liquid dispersed phase in a liquid medium) 1, 2.  

Colloidal particles and suspensions have been investigated widely due to their 

extensive applications from advanced materials to drug delivery 5, 6. Widespread research 

on colloidal particles has taken place in a number of application areas including coatings7, 

assembly of ceramics 8, photonic materials 9, and pharmaceutical materials 10. Different 

characteristics of colloidal suspensions and resulting products can be reached by tailoring 

both the morphology and chemistry of the colloidal particles 11. 
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 COLLOID STABILITY 

Aggregation* in colloidal dispersions is an important property that depends on the 

interactions between the particles. In the absence of any repulsion interactions, van der 

Waal interactions between the particles result in the aggregation of particles. Electrostatic 

repulsive interactions are required to increase the stability of the colloidal   

dispersions 2, 12, 13.  

Colloidal particles obtain a surface charge when they are in contact with an aqueous 

medium. This surface charge affects the nearby ions in the aqueous medium. Ions with 

opposite charge will be attracted towards the surface and ions of like charge will be repelled 

away from the surface. Electrokinetic behavior of colloids depends on the potential at the 

surface of shear between the charged surface and the solution which is known as zeta 

potential (shown in Figure 1.1). Zeta potential does not occur directly at the interface; It is 

the potential difference between the mobile dispersion medium and the stationary layer 

(slipping plane) of the dispersion medium attached to the dispersed particle. The pH of a 

colloidal suspension is one of the most important factors that affects its zeta potential 2, 12. 

Figure 1.2 Shows a qualitative plot of zeta potential versus pH. Typically, zeta potential is 

positive at low pH, and it decreases by increasing the pH. The pH where zeta potential of 

a sample (net charge) becomes zero is called the isoelectric point. The isoelectric point of 

the sample in Figure 1.2 is at pH 5.5. By adding an acid to the solution at the isoelectric 

point, the particles will acquire a positive charge, and the zeta potential will increase. 

However, by adding a base to the solution at the isoelectric, the particles will build up a 

 
* In many of the colloid science literature, the terms aggregation and agglomeration are 

used interchangeably. 
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negative charge, and zeta potential will decrease (negative value). Colloidal systems are 

least stable at their isoelectric point since the only force between the particles is the van 

der Waals attractive force which causes the particles to aggregate and flocculate. Colloidal 

systems with zeta potential values of >+30 mV or <-30 mV are considered to have better 

stability since the particles have sufficient positive or negative net charges to repel each 

other 14 

Figure 1.1. Definition of zeta potential 14 
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Figure 1.2. Qualitative sketch of zeta potential variation with pH 

 

 VAN DER WAALS AND DOUBLE LAYER INTERACTIONS 

Van der Waals adsorption and electrical double layer caused by the electromagnetic 

effects of the molecules within the particles and the overlapping of the electrical double 

layers of particles determine the physical properties of the colloidal system. Interaction 

forces between colloidal particles can be determined by the potential distribution created 

by the variation of these molecules and ions, and between the particles themselves 5, 6, 15. 

Interaction forces are responsible for the stability of particles against aggregation and have 

an essential role in determining properties such as the shelf life, stability, rheology, and the 

overall behavior in several industrial processes (e.g., mixing and membrane filtration) 15. 

 

London-van der Waals interaction: 

Brownian motion, which results from the thermal energy motion, is the random 

movement of dispersed particles as they continuously change direction due to the random 

collisions with the molecules of the dispersion phase, other dispersed particles, and the 

Stable 

Unstable 

Stable 
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walls of the container. When colloidal particles in a liquid medium collide, they tend to 

form persistent aggregates due to an inter-particle van der Waals attractive force 16-19. 

The intrinsic van der Waals attraction between colloidal particles is always 

attractive, and it depends on the nature of the particles, the medium, and also on the 

geometry of the particles. Based on the molecules involved in the interaction, the three 

different Van der Waals forces are Keesom forces, Debye forces, and London forces. 

Keesom interactions occur when two permanent dipoles come in contact. Debye 

interactions are the attractive interaction that arises between polar molecules and nonpolar 

molecules. London forces occur in molecules without permanent dipoles. The fluctuations 

on the electron cloud cause temporary changes in the charge distribution, leading to a 

charge redistribution towards neighboring molecules. 17, 20 

The London attractive energy, VA, between two spherical particles with R1 and R2 

radii is given by 20, 21: 

𝑉𝐴 = −
𝐴

6
[

2𝑅1𝑅2

𝑟2−(𝑅1+𝑅2)2 +
2𝑅1𝑅2

𝑟2−(𝑅1−𝑅2)2 + ln {
𝑟2−(𝑅1+𝑅2)2

𝑟2−(𝑅1−𝑅2)2
}]  (1.1) 

Where A is the Hamaker constant, r is the center-to-center separation distance 

(r=R1+R2+D), and D is the surface-to-surface separation distance between particles. For 

two equal-sized particles with small separation distances (D<<R), equations 1.1 reduces to 

20, 21: 

𝑉𝐴 = −
𝐴𝑅

12𝐷
 (1.2) 

For a spherical particle of radius R and a flat surface (R=∞), the total attractive 

interaction is 22:  

𝑉𝐴 = −
𝐴

6
[

𝑅

𝐷
+

𝑅

𝐷+2𝑅
+ ln {

𝐷

𝐷+𝑅
}]  (1.3) 
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The total attractive force between a sphere near a plate (D<<R) is 21: 

𝑉𝐴 = −
𝐴𝑅

6𝐷
      (1.4) 

The Hamaker constant, A, depends on different properties of the dispersed phase 

and dispersion medium. The major difficulty in calculating the van der Waals interactions 

for colloidal particles is the measurement of the Hamaker constant. Two main methods 

used for calculating the Hamaker constant are the London-Hamaker microscopic 

approximation and Lifshiftz macroscopic approximation. The London/Hamaker approach 

is the simplest microscopic approximation and is based on the London formula. In this 

approach, the total interaction energy is obtained by summing the total interactions between 

all interparticle atom pairs. This approach, which is valid for non-polar molecules, 

evaluates the Hamaker constant from individual atomic polarizabilities and atomic 

densities of particles. The macroscopic approach of Lifshitz does not assume the pairwise 

additivity of the individual intermolecular forces. In this approach, intervening media are 

treated as continuous phases, and forces are derived in terms of the bulk properties such as 

dielectric constants and refractive indices 21, 23, 24. 

Consider that there are two particles, 1 and 2, in a dispersion medium 3. When the 

particles are far from each other, the interactions are between the particle and dispersion, 

with Hamaker constants of A13 and A23. But when the particles get close to each other, the 

particles are displaced by the dispersion medium. Therefore, the interactions become 

particle-particle interactions, and dispersion medium-dispersion medium interactions, with 

Hamaker constants of A12 and A33. The effective Hamaker constant, A132, in this system is 

given by 1, 2, 25: 

𝐴132 = 𝐴12 + 𝐴33 − 𝐴13 − 𝐴23    (1.5) 
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Based on the Berthelot principle, the attraction between two unlike phases can be 

given roughly by the geometric mean of the attractions of each phase considered separately 

where 𝐴12 = (𝐴11 × 𝐴22)
1

2, 𝐴13 = (𝐴11 × 𝐴33)
1

2, 𝐴23 = (𝐴22 × 𝐴33)
1

2. Therefore, 

equation 1.5 becomes 1, 2, 25: 

𝐴132 = (𝐴11

1

2 − 𝐴33

1

2 ) (𝐴22

1

2 − 𝐴33

1

2 )    (1.6) 

If two particles are of the same material, equation 1.6 becomes 1, 2, 25: 

𝐴131 = (𝐴11

1

2 − 𝐴33

1

2 )

2

    (1.7) 

The effective Hamaker constant between two particles of the same material is 

always positive, which means the van der Waals forces between similar particles are 

always attractive. Hamaker constants can be derived from experiments or from the 

macroscopic theory. The Hamaker constant value is usually between 10-20 to 10-19 J 26. 

When the particles and the dispersion medium have similar Hamaker constants, the 

effective Hamaker constant will be small 1, 2, 25. 

Van der Waals attractive force is the negative of the derivative of the potential 

energy 1, 2, 25: 

𝐹𝐴 = −
𝑑𝑉

𝑑𝐷
      (1.8) 

For two equal-sized particles with small separation distances (D<<R), equations 

1.2 and 1.8 yield 1, 2, 25: 

𝐹𝐴 = −
𝐴𝑅

12𝐷2
      (1.9) 

Van der Waals forces are long-range forces that range from interatomic spacings 

(about 0.2 nm) up to large distances (~ 10 nm) 27-29.  
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Double layer electrostatic interactions: 

The other main interaction in colloidal systems is the electrostatic interaction 

between two charged colloidal particles. The surface of particles is surrounded by an 

electric double layer which is also known as the electrical diffuse double layer 13. This 

double layer is formed by the particle surface charge and its counterions, forming an ionic 

cloud surrounding the particle 15.  

When particles are dispersed in a liquid medium with a high dielectric constant, 

they develop a surface charge. Based on the Gouy-Chapman model and the Poisson-

Boltzmann equation, the electric potential, Ψ is given by 1, 2: 

∆2𝛹 = −
1

𝜀0𝜀𝑟
∑ 𝑛𝑖

0𝑧𝑖𝑒 𝑒𝑥𝑝 (
−𝑧𝑖𝑒𝛹

𝑘𝑇
)𝑖  (1.10) 

Where, 𝜀0 and 𝜀𝑟 are the permittivity of vacuum and the dielectric constant, 

respectively. 𝑛𝑖
0 is the bulk concentration of i ions of valency zi, e is the electronic charge,

k is the Boltzmann’s constant, and T is the absolute temperature. If we assume a symmetric 

electrolyte, equation 1.10 becomes 1, 2: 

𝑑2𝛹

𝑑𝑥2 =
2𝑛0𝑧𝑒

𝜀
𝑠𝑖𝑛ℎ

𝑧𝑒𝛹

𝑘𝑇
(1.11) 

When two dissimilar flat double layers are overlapping and the potential in the 

region between the plates is sufficiently small, the Debye-Hückel approximation can be 

applied and equation 1.11 then becomes 1, 2: 

𝑑2𝛹

𝑑𝑥2
= 𝜅2𝛹 (1.12) 

Where κ is the Debye-Hückel reciprocal length and is given by 2: 

𝜅 = [
2𝑛0𝑧2𝑒2

𝜀𝑘𝑇
]

1/2

(1.13) 



 

10 

 

For separation distance of D, solving equation 1.12 using the boundary conditions 

given by the two potentials 𝛹01 and 𝛹02 gives 1, 2: 

𝛹 = 𝛹01 cosh 𝜅𝑥 +  (
𝛹02−𝛹01 cosh 𝜅𝐷

sinh 𝜅𝐷
) sinh 𝜅𝑥  (1.14) 

Electrostatic potential energy between two double layers is equal to the change in 

the free energies when the plates are at distance D and infinity: 

𝑉𝑅 =  ∆𝐺 = 𝐺𝐷 − 𝐺∞     (1.15) 

The free energy of two double layers is given by: 

𝐺𝐷 = −
1

2
(𝜎1𝛹01 + 𝜎2𝛹02)    (1.16) 

The double layer charge on each plate, 𝜎1 and 𝜎2, is given by: 

𝜎1 = −𝜀
𝑑𝛹

𝑑𝑥
 , 𝜎2 = +𝜀

𝑑𝛹

𝑑𝑥
    (1.17) 

Using equations 1.14 and 1.17, 𝜎1 and 𝜎1 become: 

𝜎1 = −𝜀𝜅(𝛹02 𝑐𝑜𝑠𝑒𝑐ℎ 𝜅𝐷 −  𝛹01 𝑐𝑜𝑡ℎ 𝜅𝐷)   (1.18) 

𝜎2 = +𝜀𝜅(𝛹02 𝑐𝑜𝑡ℎ 𝜅𝐷 − 𝛹01 𝑐𝑜𝑠𝑒𝑐ℎ 𝜅𝐷)   (1.19) 

By combining equations 1.18 and 1.19 with equation 1.16: 

𝐺𝐷 =
1

2
𝜀𝜅 [2𝛹01𝛹02 𝑐𝑜𝑠𝑒𝑐ℎ 𝜅𝐷 − (𝛹01

2 + 𝛹02
2 ) 𝑐𝑜𝑡ℎ 𝜅𝐷]  (1.20) 

𝐺∞ can be calculated from equation 1.20 at large separations: 

𝐺∞ = −
1

2
𝜀𝜅 (𝛹01

2 + 𝛹02
2 )    (1.21) 

Therefore, the electrostatic repulsive potential, VR, becomes: 

𝑉𝑅 =
1

2
𝜀𝜅 [(𝛹01

2 + 𝛹02
2 )(1 − coth 𝜅𝐷) + 2𝛹01𝛹02 𝑐𝑜𝑠𝑒𝑐ℎ 𝜅𝐷] (1.22) 

For two identical spherical particles with radius a, the total electrostatic potential 

energy is assumed to be the sum of interactions from parallel rings between the particles 
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(each considered as a flat surface). This assumption is correct when the particles are 

sufficiently larger than the double layer 2. 

𝑉𝑅 = − 𝜋𝑎 ∫ 𝑉𝑅(𝑓𝑙𝑎𝑡 𝑝𝑙𝑎𝑡𝑒)
∞

𝐷
𝑑𝐷    (1.23) 

Substituting equation 1.22 into equation 1.23, VR becomes: 

𝑉𝑅 = 2𝜋𝜀𝑎𝛹0
2 ln[1 + 𝑒𝑥𝑝(−𝜅𝐷)]    (1.24) 

When double layer is very extensive, this equation can be simplified to: 

𝑉𝑅 = 2𝜋𝜀𝑎𝛹0
2𝑒𝑥𝑝(−𝜅𝐷)    (1.25) 

 

  DLVO THEORY 

The two main forces between colloids are the van der Waals attractive force and 

the electrical repulsive force. Derjaguin, Landau, Verwey, and Overbeek developed a 

theory (DLVO theory) for the stability of colloidal systems. Based on this theory, the total 

potential energy of interaction between two colloidal particles (VT) is the sum of repulsion 

interactions (VR) and attraction interactions (VA) 30:  

𝑉𝑇  =  𝑉𝑅  +  𝑉𝐴     (1.26) 

Van der Waals force dominates at large, and small distances and double-layer force 

dominates at the intermediate distances. Figure 1.3 shows the total interaction energies 

between colloidal particles with different surface potentials. The difference between the 

repulsive and attractive interactions is the energy barrier between colloids which 

determines the stability of the colloidal suspension. In V(1), the electrostatic repulsive 

interactions, VR(1), are high enough to overcome the van der Waals interactions and result 

in a repulsive energy maximum. VR(2), however, is not high enough to overcome the van 

der Waals interactions 1.  



12 

Figure 1.3. Total interaction energy curves, V(1) and V(2), obtained by the summation of 

an attraction curve, VA, with different repulsion curves, VR(1) and VR(2).1 

 NANOPARTICLE REGULATED COLLOIDAL SYSTEMS 

Tuning the dispersion behavior of colloidal microspheres is important in several 

industrially relevant processes such as coatings, drug carriers, and ceramics. Traditional 

methods of stabilizing and assembling a suspension typically involve tuning of the 

effective interactions through charged groups or through grafting short polymer chains onto 

the colloidal surface31-33. These mechanisms, however, pose serious problems in certain 

situations such as cracking of the crystal upon drying. The attached surfactants on colloidal 

surfaces may also change the thermal properties of the colloidal particles and 

solvent 3, 25, 34.  
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In 2001, a new stabilization technique regulated by nanoparticles had been 

proposed by Tohver et al. 35, 36. Their experimental system was composed of neutrally 

charged silica microparticles and highly charged zirconia nanoparticles. The colloidal 

suspension was found to be stabilized by using zirconia nanoparticles within a critical 

nanoparticle concentration range, and gelation was observed outside of this concentration 

window. They attributed the stabilization mechanism to nanoparticle haloing which is a 

non-adsorbing nanoparticle layer surrounding the colloidal particles that leads to an 

effective electrostatic repulsion between colloids to mitigate the inherent van der Waals 

attraction 34. 

Minor adsorption of nanoparticles is expected at low nanoparticle volume fractions 

(10-5 to 10-3), but the amount of nanoparticle adsorption dramatically increases with 

increasing the nanoparticle volume fraction beyond 10-3. In fact, the fundamental 

mechanism of nanoparticle-regulated stabilization is nanoparticle haloing at low 

nanoparticle concentrations which transitions to adsorption at higher concentrations. 

Accordingly, at a nanoparticle volume fraction of around 10-3, where the transition 

happens, the stabilization can be influenced by both nanoparticle haloing and adsorption. 

Despite the fact that nanoparticles are capable of stabilizing colloidal suspensions based on 

either the nanoparticle haloing or adsorption mechanism, it is of great importance to 

distinguish the working conditions of the stabilization.34 

 

  PREVIOUS STUDIES 

Hong and Willing used Atomic Force Microscopy to study the interaction between 

weakly charged silica surfaces in varying volume fractions of highly charged zirconia 
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nanoparticles (through 10-6 to 10-3) 5. The key feature of their observations was a peak at a 

separation distance of ~2 nm in the force profile measured at a volume fraction of 10-5, 

which could be attributed to a formation of nanoparticle halo with a 2 nm separation 

distance from silica surface. Their result was in accordance with Tohver’s observation that 

the haloing distance is roughly equal to the Debye length 34.  

Besides the original silica-zirconia system, the colloidal stabilization regulated by 

charged nanoparticles has also been successfully applied to other colloid-nanoparticle 

binary suspensions 37-39. Since this stabilization method does not rely on adsorption, it is 

specifically suitable in applications where using adsorbed species may hinder reactivity or 

availability of the surface such as in colloidal surface functionalization. Examples of where 

nanoparticles have been used to increase the stability of colloidal particles in different 

industrial processes include ceramic processing 40, 41, chemical-mechanical polishing 42, 

development of paints 43, and drilling fluids 34, 44. 

Ji et al. 45 and Mckee et al. 22 also investigated the use of charged nanoparticles to 

manipulate the interaction between neutral colloids. They proposed that the stabilization of 

the binary suspension is caused by sufficient deposition of nanoparticles onto the colloids, 

leading to an increase in the effective charge density on the colloidal surfaces, and thereby 

enhancing the electrostatic repulsion between them. This increased repulsion did not vanish 

upon flushing the nanoparticles out of the system, indicating strong nanoparticle  

adsorption 34. This result challenges the potential use of highly charged nanoparticle as a 

tool to reversibly tailoring colloidal stability. However, their experiment focused on 

relatively high nanoparticle volume fractions (≥ 10-3) 34. 
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As mentioned above, some researchers have shown that in some of the systems the 

stabilization mechanism is based on the nanoparticle haloing while other researchers 

observed strong deposition of nanoparticles in their systems 35, 45. Considering the 

widespread use of nanoparticles in the stabilization of colloidal particles and the contrary 

observations in the stabilization mechanism resulting from the different studies, it is very 

important to understand and determine the exact stabilization mechanism of the colloidal 

binary systems 34.  

He and Willing performed a comprehensive experimental investigation on the 

interaction between neutral colloidal surfaces in highly charged nanoparticle aqueous 

solutions 46. Their results showed that the silica-zirconia binary suspension system could 

be stabilized by highly charged nanoparticles at volume fractions ranging from 10-5 to 

10-2. A subsequent adsorption isotherm study and force modeling showed that at low 

nanoparticle volume fraction (10-5 to 10-4), nanoparticles form a nonadsorbing nanoparticle 

layer around neutral colloidal particle, which presents as an effective surface charge and 

produces an electrostatic repulsion that mitigates the inherent van der Waals attraction 

between them. In this region, there is a minor amount of adsorption, and colloidal 

stabilization is dominated by nanoparticle haloing. At high nanoparticle volume fractions 

(~10-2) the colloidal surface is significantly occupied by the adsorbing nanoparticles, and 

instead of nanoparticle haloing, the increased surface charge is primarily induced by 

nanoparticles that are directly adsorbed onto the silica surfaces. Therefore, adsorption will 

overcome nanoparticle haloing in this region. There is a transition region around a 

nanoparticle volume fraction of 10-3, within which the stabilization mechanism can be 

influenced by both nanoparticle haloing and adsorption 34. 
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Their study suggests when using highly charged nanoparticles to stabilize colloidal 

suspensions, the two fundamental mechanisms of nanoparticle haloing, and adsorption are 

not mutually exclusive. They work across the continuum to regulate the stability of 

colloidal suspensions over increasing nanoparticle concentrations. Depending on the 

ultimate application of the colloids, the primary mechanism can be controlled by simply 

tuning the nanoparticle concentrations 34.  

 

 FORCE PROFILES IN PRESENCE OF NANOPARTICLES 

When colloidal particles are placed in a suspension of nanoparticles, other than the 

van der Waals attractive and electrostatic repulsive interactions between the colloids, 

another attractive interaction arises between colloids called the depletion interaction. When 

microparticles are placed in a solution of nanoparticles, and separations distance is less 

than the diameter of the nanoparticles, nanoparticles are excluded from the gap between 

the microparticles, which leads to an attractive force equal to the osmotic pressure of the 

nanoparticles 47.  

Therefore, in the nanoparticle regulated systems, the total interaction between two 

microparticles is expressed as the combination of the van der Waals attractive force, 

electrostatic repulsive force, and depletion force: 

𝐹𝑇𝑜𝑡𝑎𝑙(𝐷) = 𝐹𝑣𝑑𝑊 +  𝐹𝑒𝑙𝑒𝑐𝑡𝑟𝑜 +  𝐹𝑑𝑒𝑝𝑙𝑒𝑡𝑖𝑜𝑛    (1.27) 

For a system of a colloidal particle near a plate, the approximated equations are as 

follows 34:  

𝐹𝑣𝑑𝑊(𝐷) = −
𝐴𝑅

6𝐷2    (1.28) 

𝐹𝑒𝑙𝑒𝑐𝑡𝑟𝑜(𝐷) = +𝜅𝑅ԑ0ԑ𝑟𝜋𝛹𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒
2 exp (−𝜅𝐷)  (1.29) 
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𝐹𝑑𝑒𝑝𝑙𝑒𝑡𝑖𝑜𝑛(𝐷) = {
−2𝜌∞𝑘𝑇𝜋 [𝑎2 + 2𝑎𝑅 − 𝑅𝐷 −

𝐷2

4
]  𝑓𝑜𝑟 0 ≤ 𝐷 ≤ 2𝑎

0                                                       𝑓𝑜𝑟          𝐷 > 2𝑎
 (1.30) 

Where D is the separation distance of the closest approach between the sphere and 

the plate, R is the radius of the microparticle, and A is the Hamaker constant of silica 

(0.8×10−20 J) 48. ε0 is the vacuum permittivity, εr is the dielectric constant, κ is the reciprocal 

of the Debye length, Ψeffective is zeta potential of the binary mixture, a is the nanoparticle 

size, ρ∞ is the bulk number density, and kT is the thermal energy. The van der Waals 

attraction between a silica sphere and plate is calculated using the simplified expression of 

Hamaker when the colloidal sizes are sufficiently large compared to the distance between 

them 22. The electrostatic repulsion is calculated using the Hogg-Healy-Fuerstenau (HHF) 

formula 30, which is well known to calculate the double layer interactions at constant 

surface potential between dissimilar surfaces and has been utilized to study mechanisms of 

nanoparticle haloing in several previously reported works 49, 50. The depletion force is 

estimated using Piech and Walz’s approximation 34, 47.  

 

 OUR WORK 

This study aims to investigate the effect of temperature and nanoparticle 

concentration on the stabilization of binary systems of colloids and nanoparticles under 

both gravity and microgravity conditions, with possible nanoparticle haloing. Proper 

nanoparticle haloing systems were prepared to meet NASA safety requirements and were 

sent to the International Space Station (ISS) for microgravity experiments. Gravity 

experiments were conducted in several facilities at the University of Louisville. Due to a 

delay in the NASA experiment timeline, we were not able to compare the gravity results 

with the results from similar experiments performed onboard the ISS.  
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We are the first group that has studied the effect of temperature on nanoparticle 

haloing, which provides a new perspective on the stability of the suspensions with 

temperature-dependent halo disruption. We have also performed molecular dynamics 

simulations of the nanoparticle haloing systems using HOOMD-blue to quantify the 

apparent kinetic barrier and the effective pair interactions between microparticles in the 

presence of nanoparticle halos. This study helps in the development of future materials 

where the assembly and structure of colloids are critical. 

The rest of this dissertation is divided into five chapters. The second chapter 

explains the synthesis and characterization of the microparticles for nanoparticle haloing 

binary systems. The third chapter includes the preparation of the binary systems for NASA 

microgravity and on earth settling experiments. Temperature shock experiments to 

measure the impact of the temperature on nanoparticle haloing are discussed in the fourth 

chapter. Molecular dynamics simulations of the binary systems are presented in chapter 

five. The conclusion of this work and future directions are examined in the last chapter 

(chapter six). 
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CHAPTER 2 

MICROPARTICLE SYNTHESIS AND 

CHARACTERIZATION 

 

 INTRODUCTION 

Previous NASA binary samples made from silsesquioxane microparticles (600 nm 

diameter, 𝜑𝑚𝑖𝑐𝑟𝑜 =10-2) and varying volume fractions of ZrO2 nanoparticles (8 nm 

diameter, 𝜑𝑛𝑎𝑛𝑜 = 10−4, 10−3.26, 10−3 ) at pH 1.5 were sent to the ISS so that their 

aggregation behavior could be observed in the Light Microscopy Module (LMM) under 

the microgravity environment. The silsesquioxane microparticles were synthesized in 

another lab in Western Kentucky University with the impression that they are similar to 

silica in properties. However, ISS microscopy images of the binary systems showed a rapid 

agglomeration as can be seen in Figure 2.1. This was incompatible with previous studies 

showing a stable colloidal system under the same conditions. Therefore, we needed to 

further investigate the system and to characterize the silsesquioxane particles in order to 

understand the reason for the rapid agglomeration of our systems. We also had to define a 

new binary system with possible nanoparticle haloing for the next ISS experiment.  
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Figure 2.1. Light microscopy module images of binary systems of benzyl chloride-

functionalized silsesquioxane with a rhodamine B fluorescent tag (BC-SSQ-RhB) (600 

nm diameter) and ZrO2 nanoparticles(8 nm) at 10x on the ISS at start and over 1.9 and 9 

days from top to bottom (𝜑𝑚𝑖𝑐𝑟𝑜 = 1, 𝜑𝑛𝑎𝑛𝑜 = 10−4, at pH 1.5). 
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As will be discussed later in this chapter, zeta potentials results of BC-SSQ 

microparticles show that their isoelectric point is near pH 4 and particles are highly charged 

at pH 1.5. Therefore, the previous ISS system which was a binary system of BC-SSQ and 

ZrO2 nanoparticles at pH 1.5, is not a favorable system for nanoparticle haloing. As 

mentioned before, nanoparticle haloing needs a binary mixture possessing both a size and 

charge asymmetry, in which the microparticles are negligibly charged and nanoparticles are 

highly charged. But based on the zeta potential results, the previous ISS system is a system 

with mutually charged microparticles and nanoparticles. The rapid agglomeration in this 

system shows that the depletion interaction is very high. This system has interesting 

physics to be studied due to its high size asymmetry. By directly measuring the force of 

this system with an AFM, we can gain fundamental understanding about the physics of this 

system. However, an AFM study of this system is beyond the scope of this study and would 

be a direction for future research. 

 MATERIALS AND METHODS 

Silsesquioxanes (SSQ) have gained significant attention due to the fact that they 

can be easily synthesized and further modified with organic or inorganic 

functionalities  51-57. Silsesquioxane refers to structures with a ratio of 1.5 of oxygen to 

silicon atoms resulting in the general formula of RSiO1.5. In this case, the R can represent 

a hydrogen or an organofunctional group 58, 59. Based on the chemistry of the 

silsesquioxanes with an organic-inorganic composition, their properties are a combination 

of ceramic-like properties of silica and the soft nature of organic materials 60. 

Silsesquioxanes have potential applications as nanoscale fillers in polymer systems for use 

in adhesives, coatings, composites, and dental fillings 11, 61. They have also been examined 
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for semiconducting devices 62, fuel cells 63, optical devices 64 and sensors 65. But there has 

been limited effort aimed at chemical modifications of the silsesquioxane particles with 

reactive organic functional groups. Recently, Rathnayake et al. 11 made novel benzyl 

chloride and benzyl chloride-amine-functionalized silsesquioxane (BC-SSQ, BC-A-SSQ) 

particles by adopting a modified Stöber method. They also post-functionalized the 

synthesized particles with a rhodamine B (RhB) fluorescent tag (BC-SSQ-RhB, 

BC-A-SSQ-RhB). Silsesquioxane with benzyl chloride functionalization is useful for the 

tailoring and grafting of a wide variety of materials to the surface including polymer 

ligands and other precursors. The post-functionalization capabilities of these particles are 

significantly beneficial for numerous applications in colloid chemistry and nanoscience. 

Due to the nature of the reactive group’s functionality which mimics strong dipole-dipole 

and hydrogen bonding interactions, a colloidal suspension of these particles can assemble 

into monolayers and hollow colloidosomes on a variety of polymer-coated substrates to 

create 3D colloidal assemblies 11, 66. Considering the applications of silsesquioxanes in 

adhesives, coatings, and semiconductors, it is very important to determine a wide range of 

properties for these particles such as their charge, density, and porosity along with their 

morphology. 

For our work, BC-SSQ, BC-A-SSQ particles were synthesized based on the 

Rathnayake et al. method 11 by adapting a modified Stöber method. The synthesized 

microparticles were then post-functionalized with a Rhodamine-B (RhB) fluorescent tag 

(BC-SSQ-RhB, BC-A-SSQ-RhB). The post-functionalization capabilities of these 

particles are significantly beneficial for imaging in confocal microscopy. 
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While the compounds are similar in nature, the properties of silica and 

silsesquioxane are very different, but little is known about these differences. The 

synthesized silsesquioxane particles were characterized by a variety of physical and 

chemical methods. The synthesized particles are amorphous and nonporous in nature and 

are less dense than silica. While silsesquioxane and silica have some similar physical 

properties from their siloxane core, the organic functional group of silsesquioxane and the 

one-half oxygen difference in its structure impact many other properties of these particles 

like their charging behavior in liquids. These differences not only allow for the ease of 

surface modification as compared to that necessary to modify silica but also allow for the 

use in a variety of colloidal systems that due to pH or electrolyte concentrations may not 

be suitable for silica particles. 

 

 MATERIALS 

Para-(chloromethyl)phenyltrimethoxysilane was purchased from Gelest Inc. 

Potassium carbonate (ACS reagent) was purchased from Fisher Scientific.  

3-Aminopropyltriethoxysilane (3-APT), anhydrous ethanol (200 proof), ammonium 

hydroxide (28%), and rhodamine B carboxylic acid were purchased from VWR 

International.  

 

 PARTICLE SYNTHESIS 

For synthesizing BC-SSQ particles, 10 mL of anhydrous ethanol and 4 mL of 28% 

ammonium hydroxide were mixed on a magnetic stirrer for 5 min. Then, 1.8 mL of benzyl 

chloride trimethoxysilane was added to the reaction at a rate of 0.08 mL/min and was 
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allowed to stir for 18 h. The particles were separated by centrifuging at 3000 rpm for  

20 min. Then, the particles were washed multiple times with ethanol followed by distilled 

water to remove any impurities. Finally, the particles were dried under the hood for 48 h 

to yield the BCSSQ particles. 

The materials used for the synthesis of BC-SSQ were the same as those that 

Rathnayake et al. 11used. However, the silane solution (95% purity) that we received was 

not clear and had a yellowish color. We could not synthesize BC-SSQ particles using the 

exact amounts of materials that Rathnayake et al.11 reported, which could be due to the 

different impurities of the silane solution. Therefore, we had to modify the reactants and 

test different amounts of ammonium hydroxide and silane to get the spherical 

microparticles. The proper amount of ammonium hydroxide that resulted in spherical 

microparticles structures was 4 ml in our lab, which is 400% larger than the amount 

reported by Rathnayake et al.11 Lower amounts of ammonium hydroxide resulted in 

polymerized structures. 

For synthesizing BC-A-SSQ particles, 65 mL of anhydrous ethanol and 3.5 mL of 

28% ammonium hydroxide were mixed on a magnetic stirrer for 5 min. Then, 2 mL of  

3-APT silane was added to the flask dropwise followed immediately by 1 mL of benzyl 

chloride trimethoxysilane at a rate of 0.08 mL/min and was allowed to stir for 18 h. Then, 

the BC-A-SSQ particles were washed and dried in the same way as the BC-SSQ particles. 

In order to functionalize the as-synthesized particles with rhodamine B, 500 mg of 

particles was dispersed in 30 mL of anhydrous ethanol and was mixed on a magnetic stirrer 

until the particles were dispersed completely. Then, 79 mg of potassium carbonate was 

added followed by 230 mg of rhodamine B and was allowed to stir for 18 h. In order to 
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keep the reaction away from visible light, the reaction flask was covered with aluminum 

foil. The same procedure was used to wash and dry the particles.  

Tagging the BC-SSQ and BC-A-SSQ particles with RhB is the last step after 

synthesizing the microparticles. Since BC-SSQ and BC-A-SSQ particles are not very 

porous (it will be shown later in this chapter), RhB is not embedded inside the 

microparticles.  

 

 STRUCTURE, MORPHOLOGY, AND SIZE 

In this work, the morphology of particles was investigated using a Zeiss Auriga 

Crossbeam FIB-FESEM scanning electron microscope and a Zeiss Orion helium ion 

microscope. A TESCAN scanning electron microscope (SEM) equipped with energy-

dispersive X-ray spectroscopy (EDX) was used for the surface analysis of the particles.  

X-ray diffraction (XRD) measurements were carried out on a Bruker D8 Discover 

diffractometer. Patterns were recorded over the range from 10 to 90° (2θ) in steps of 0.02° 

with a scan speed of 2 s at each step. A Brookhaven 90Plus-Zeta particle size analyzer was 

used to measure the average sizes of the particles and their size distributions.  

 

 ZETA POTENTIAL 

The Brookhaven 90Plus-Zeta particle size analyzer was used to measure the zeta 

potential of the colloidal particles as well. The zeta potential of the particles was measured 

at 0.01 vol% concentration of particles in solutions with pH ranging from 3 to 11. Acidic 

and basic solutions were made by adding the proper amount of nitric acid or potassium 

hydroxide to DI water. Each sample was sonicated and well-suspended in the pH solution 
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before zeta potential measurements. These measurements also revealed the isoelectric point 

of the particles. A Nikon Eclipse Ti inverted microscope was then used to observe any 

agglomerates that formed during settling. 

 

 DENSITY 

Particle density is required for sedimentation analysis or calculations involving 

volumes or mass of particles. The particle density of different SSQ particles was measured 

by a AccuPyc II 1340 Pycnometer which is a fully automatic gas displacement pycnometer. 

The particles were first dried in the desiccator to obtain true sample mass and to avoid the 

distorting effect of water vapor on the volume measurement. Mass was determined by 

precisely weighing the particles on an analytical balance. Knowing the mass of the 

particles, the density was measured by the pycnometer using a 1.0-cm3 cup. 

 

 SPECIFIC SURFACE AREA 

After drying the particles in a desiccator, the particles were degassed using a 

SmartPrep degasser to remove any gas trapped in the pores and on the other surfaces of the 

particles. To degas, the particles were heated to 120 °C and degassed for 2 h. After 

degassing, a TriStar 3000 gas adsorption analyzer was used to measure the surface area 

and porosity of the particles by measuring gas (N2) adsorption. 
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 RESULTS AND DISCUSSION 

 MORPHOLOGY 

In the literature, silsesquioxanes have been reported to have a variety of different 

structures, including a random structure, ladder structure, cage structure, and partial cage 

structure 67, 68. 

The X-ray diffraction patterns of the as-synthesized BCSSQ and BC-A-SSQ 

microparticles are shown in Figure 2.2. The XRD spectral traces show that a broad peak 

is present at 2θ = 10–30° for both particles, verifying them to be of amorphous  

structure69, 70. 

HIM and SEM images of the BC-SSQ and BC-A-SSQ particles are shown in 

Figure 2.3 and Figure 2.4. These images are taken after 4 h of reaction. As it is clearly 

seen in these pictures, both particles are mostly spherical with a smooth surface which is 

in agreement with N. Neerudu’s results11. 

In Table 2.1, the EDX descriptive statistics of the average amount of different 

elements in the surface layer of the BCSSQ and BC-A-SSQ particles are presented. One 

may notice that the chlorine amount in the surface layer is much higher in the BC-SSQ 

particles compared to that of the BC-A-SSQ particles. This is expected as the amine 

functionalization will cover and replace many of the exposed benzyl chloride groups on 

the particle surface.  

Particle size measurements by the DLS method, as shown by volume in Figure 2.5, 

showed the BC-SSQ and BC-A-SSQ particles with sizes in the range of 600–2700 nm and 

1400–3600 nm, respectively. The median size was determined for the BC-SSQ particles as 

1200 nm and for BC-A-SSQ as 2300 nm.  
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Figure 2.2. XRD patterns for amorphous a BC-SSQ and b BC-A-SSQ 71 
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Figure 2.3. HIM images of BC-SSQ and BC-A-SSQ 71 
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Figure 2.4. SEM images of BC-SSQ and BC-A-SSQ 71 

 

Table 2.1. Descriptive statistics of the amount of different elements in the surface layer 

of the BC-SSQ and BC-A-SSQ particles 71 

Element Atomic % Ratios to Si 

 BC-SSQ BC-A-SSQ BC-SSQ BC-A-SSQ 

Si 27.77 26.94 1 1 

O 40.52 43.33 1.46 1.61 

Cl 31.71 17.83 1.14 0.66 

N 0 11.90 0 0.44 
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Figure 2.5. Lognormal differential distributions of particle sizes weighted by volume for 

a BC-SSC and b BC-A-SSQ particles 71 
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  ZETA POTENTIAL 

Figure 2.6 shows zeta potential measurements as a function of pH for the BC-SSQ 

and BC-SSQ particles. It is noted that both particles are positively charged at lower acidic 

pH while the bifunctional BC-A-SSQ particles have a higher charge at a lower pH. This 

confirms the presence of amino groups in the BC-A-SSQ particle surface in their  

protonated form. At a higher pH, that is, towards the basic end of the scale, the value of the 

zeta potential changes from positive to negative. The isoelectric point of the BCSSQ and 

BC-A-SSQ was found to be near pH 4 and 7, respectively, while the isoelectric point of 

silica has been reported to be between pH 1.7 and pH 2.5 36, 72. This makes SSQ favorable 

for conditions where highly acidic solutions cannot be used due to material or safety 

concerns. It should also be noted that RhB functionalization did not significantly affect the 

charge of the particles73. This is extremely valuable for imaging in confocal microscopy 

because one can easily fluorescently label these SSQ particles and study the structure of 

agglomerates without changing their isoelectric point.  
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Figure 2.6. Plot of the effective zeta potential (ξ) of the BC-SSQ, BC-SSQ-RhB,  

BC-A-SSQ, and BC-A-SSQ-RhB microparticles as a function of pH 71 

 

Figure 2.7 shows the microscope images of the BC-SSQ samples at pH 3 and 4 

and the isoelectric point. As it can be seen in this figure, by decreasing the pH from 

isoelectric point to 3 which increases the electric charge of the particles, we observe that 
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the particles are more dispersed during settling. These images were analyzed using ImageJ. 

For this purpose, the images were converted into 8-bit, and then, an Iso-Data algorithm 

threshold was set to differentiate the particles from the backdrop74. A binary close 

operation and a watershed separation were performed on the thresholded images. The 

watershed function visually separated the semi-agglomerated particles, and ImageJ output 

the particle count, total blob area, and average blob size which are listed in Table 2. As the 

pH increases, the number of aggregates, total blob area, and average blob size increase 

accordingly. This is consistent with the lower stability and higher tendency of the particles 

to agglomerate at their isoelectric point. Such behavior for the silica particles would not be 

observed unless the pH was less than 2. It should be noted that this is a result of the BC-

SSQ particles taking on a strong positive electric charge below pH values of 4, unlike the 

silica particles that would not take on a positive charge unless the pH value is less than 2. 

 

 
pH 3    pH 4    IEP 

Figure 2.7. Images of the BC-SSQ particles at pH 3 and 4 and isoelectric point after 4 h 

using inverted microscopy (20x) 71 
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Table 2.2. ImageJ analysis data of the BC-SSQ samples 71 

pH  Count Total blob area Average blob 

size 

2 337 4921 13.635 

3 347 6063 17.473 

IEP 394 8967 22.759 

 

  DENSITY 

The measured particle density for BC-SSQ and BC-A-SSQ was 1.68 ± 0.05 and 

1.48 ± 0.04 g/cm3 at 22 °C, respectively. This is lower than the density of silica which is 

reported to be 2.196 g/cm3 75. This result is not unexpected as the structure of the 

silsesquioxane is highly amorphous and has a random cage structure which is more open 

than the structure of amorphous silica. 

 

  SPECIFIC SURFACE AREA 

The BET surface area (SBET) of the BC-SSQ and BC-A-SSQ particles with sizes of 

1.2 μm and 2.3 μm was 3.83 ±0.07 m2/g and 4.72 ±0.04 m2/g, respectively. The average 

pore width of the BC-SSQ and BC-A-SSQ particles was 7.97 nm and 8.76 nm, 

respectively. Figure 2.8 shows the physisorption and pore size distribution of the particles. 

It can be seen that both the BCSSQ and BC-A-SSQ particles exhibit a typical type II 

isotherm 76. Considering the size of the pores and type II isotherms, both types of the 

particles possess a nonporous structure 76, 77. The gradual curvature and less distinctive 

point B indicate a significant amount of overlap of monolayer coverage and the onset of 
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multilayer adsorption. The thickness of the adsorbed multilayer generally appears to 

increase without limit when P/P0=1.  

 

 

Figure 2.8. N2 adsorption-desorption isotherm and pore size distribution of a BC-SSQ 

and b BC-A-SSQ 71 
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 GENERAL OVERALL STRUCTURE 

`It was also shown that the silsesquioxane particles were less dense than silica. 

Compared to silica, the potential colloidal stability of silsesquioxane was different due to 

the difference in the structure and surface charges. Benzyl chloride and amine 

functionalization of different silsesquioxane particles significantly affected the charge of 

the particles. The isoelectric points of all four types of the silsesquioxane particles were 

significantly higher than the isoelectric point of silica. These differences may make these 

particles more viable in applications where an isoelectric point closer to a neutral pH or a 

lower density particle is necessary 71. 

Silsesquioxane is most often treated the same as silica. But in this study, it was 

shown that although silsesquioxane and silica have a number of similarities in their 

physical properties such as thermal stability and rigidity which result from their siloxane 

core, the one-half oxygen difference in the silsesquioxane structure along with its organic 

functional groups significantly impacts many other properties of these particles. The more 

open structure of silsesquioxane makes it less dense when compared to silica. The 

difference in the number of oxygen molecules, as well as the type of the functional groups 

in the structure of the silsesquioxane particles as compared to the silica particles, changes 

the overall charge of the particles in the solution and results in a significantly higher 

isoelectric point. The silsesquioxane particles can be positively charged in a higher range 

of pH while silica is almost always negatively charged due to its low isoelectric point. 

Charging behavior of colloids impacts the stability of the suspension and is very important 

for designing a particular colloidal suspension based on the desired properties of that 

suspension. The post-functionalization capabilities of silsesquioxanes, based on both silane 
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and halogen chemistry, are also beneficial for numerous applications in colloid science and 

ultimately give them a wider range of application when compared to silica 71.  

 

  CONCLUSION 

Synthesized microparticles were characterized in order to identify the properties 

that are required for preparation and sedimentation analysis of the nanoparticle haloing 

colloidal suspensions. The characterization results showed that both the BC-SSQ and  

BC-A-SSQ particles were spherical with a smooth surface. The XRD results showed that 

both particles had an amorphous structure. The isoelectric point of the BC-SSQ and  

BC-A-SSQ were near pH 4 and 7. This makes SSQ favorable for conditions where highly 

acidic solutions cannot be used due to material or safety concerns. Density of BC-SSQ and  

BC-A-SSQ was 1.68 ± 0.05 and 1.48 ± 0.04 g/cm3 at 22 °C, respectively. Both BC-SSQ 

and BC-A-SSQ were nonporous with an average pore width of 7.97 nm and 8.76 nm and 

BET surface area of 3.83 ±0.07 m2/g and 4.72 ± 0.04 m2/g, respectively 71.  

Based on the characterization results, both BC-SSQ and BC-A-SSQ microparticles 

could be used for the nanoparticle haloing systems. Gravity settling experiments which are 

discussed in the next chapter were performed in order to determine the most appropriate 

microparticles (BC-SSQ or BC-ASSQ) for the next ISS experiment. 
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CHAPTER 3 

GRAVITY SETTLING OF  

NANOPARTICLE HALOING SYSTEMS 

 

 INTRODUCTION 

Gravity settling is a convenient method to determine the equation of state of a 

colloidal suspension in order to understand the nature of metastable phases 78. One of the 

essential factors in gravity settling of interacting colloids is the velocity at which a 

suspension coagulates. It can be characterized using the stability ratio, which measures 

how effective the potential barrier is in preventing particle coagulation. Stability ratio (W) 

is given by 2: 

𝑊 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛𝑠 𝑡ℎ𝑎𝑡 𝑟𝑒𝑠𝑢𝑙𝑡 𝑖𝑛 𝑐𝑜𝑎𝑔𝑢𝑙𝑎𝑡𝑖𝑜𝑛
    (3.1) 

In the absence of a potential barrier, the rate of coagulation is limited by the 

diffusion of the particles towards one another, a phenomenon which is known as fast or 

rapid coagulation (Rf). When there is a potential barrier between particles, then the 

coagulation rate will be slower, and the rate of slow coagulation (Rs) can be defined by the 

simple theoretical expression of 2: 

𝑅𝑠 =
𝑅𝑓

𝑊
      (3.2) 
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First, we would assume a certain particle with radius a to be at the center and other 

particles diffuse towards that particle based on Brownian motion 79. The flux of particles 

whose centers pass through every sphere of radius r surrounding the central particle, and 

eventually come into contact with it, is given by the Fick's Law 2, 79: 

𝐽 = 4𝜋𝐷𝑟2 𝑑𝑣

𝑑𝑟
      (3.3) 

D is the diffusion coefficient (D=D1+D2) and v is the particle concentration. 

Solving equation 3.3 using the boundary conditions given by the bulk particle 

concentration (v0) gives 2: 

𝑅𝑓 = −
𝑑𝑣

𝑑𝑡
=

1

2
× 𝐽 × 𝑣0 = 4π𝐷𝑅11𝑣0

2    (3.4) 

Where R11 is the collision radius between individual particles and is ~2a. This 

equation is valid if all the particles have the same size and if the central particle also 

undergoes Brownian motion. Rapid coagulation rates can be calculated using this equation 

for early stages of coagulation and before the formation of triplets. 

Rapid coagulation rate can be determined by the characteristic coagulation time (𝜏) 

which is the time required for the number of particles to be reduced to half of its initial 

value 80: 

𝜏 = −
𝑣

𝑑𝑣
𝑑𝑡⁄

=
1

8𝜋𝐷𝑎𝑣0
      (3.5) 

If τ values are less than a second, it means that the suspension is strongly unstable, 

but large values in order of several days or even years, means that the suspension is 

relatively stable 2.  

By substituting D from the Einstein and Stokes equations where D=kT/B and 

B=6πηr (𝜂 is the viscosity of the fluid), τ becomes 2, 81: 
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𝜏 =
3𝜂

4𝑘𝑇𝑣0
      (3.6) 

Substituting the values of D for water dispersion media, 𝜂 viscosity of water at room 

temperature, equation 3.6 gives 2: 

𝜏 ≅
2×1011

𝑣0
 seconds     (3.7) 

As shown in the above equation, rapid coagulation time depends on the suspension 

concentration. Yet, in a slow coagulation process, the potential energy barrier has a 

significant influence on the stability of the system. 

In order to expand the number of particles in an aggregate, we assume that two 

aggregates with i and j number of particles collide and develop an aggregate with k number 

of particles where k = i + j. Based on equation 3.4, the rate of collision between aggregates 

i and j is 2: 

𝑅𝑖𝑗 = 4π𝐷𝑖𝑗𝑅𝑖𝑗𝑣𝑖𝑣𝑗      (3.8) 

Where Dij = Di + Dj and is the mutual diffusion coefficient of aggregates i and j.  

In general, we assume the number of i-fold particles to be vi (v1:primary, v2:binary). 

The number of k-fold particles is given by 2: 

𝑑𝑣𝑘

𝑑𝑡
=

1

2
∑ 4𝜋𝐷𝑖𝑗𝑅𝑖𝑗𝑣𝑖𝑣𝑗 − 𝑣𝑘 ∑ 4𝜋𝐷𝑖𝑘𝑅𝑖𝑘𝑣𝑖

∞
𝑖=1

𝑗=𝑘−1
𝑖=1;𝑗=𝑘−𝑖    (3.9) 

If the radii of aggregates i and j are ai and aj, Rij will be ≅ 𝑎𝑖 + 𝑎𝑗, and based on 

Smoluchowski, for the conditions that the aggregates radii are not widely different, 

equation 3.9 simplifies to 2, 3, 82: 

𝑣𝑘 =
𝑣0 (𝑡/𝜏)𝑘−1

 (1+𝑡/𝜏)𝑘+1     (3.10) 

This equation can be used to calculate the number of aggregates of different sizes 

(k-particle aggregates) in rapid coagulation conditions and as a function of time. This 
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equation is based on the condition where there are no attractive or repulsive interactions 

between the particles. 

When there is a potential barrier between particles that is larger than kT, the rate of 

aggregation may decrease by an order of magnitude. A coagulation barrier is similar to an 

activation energy barrier during a chemical reaction. These two phenomena, however, 

differ significantly. Molecule collisions and bond rearrangements in a chemical reaction 

happen on a time scale of picoseconds. Although surrounding molecules may indirectly 

influence interactions between reacting molecules, activation energy is mostly determined 

by the distortion that the reacting molecules must undergo for the reaction to take place. 

The molecules can overcome the activation barrier if they have sufficient energy and 

channel it in the right direction 2, 83. 

If two colloidal particles have sufficient mutual kinetic energy to overcome the 

potential energy barrier that separates them, coagulation is likely to occur. However, this 

assumption is insufficient since a particle with such a high amount of energy would lose 

the energy in friction before passing through the barrier 2. 

When the distance between particles is less than 100 nm, the particles’ double 

layers will start to overlap and that is when the particles experience the barrier. As a result 

of this potential barrier, particles are more likely to move in one direction than the other.  

Slow coagulation depends on the barrier height and the rate of coagulation in the 

presence of a potential barrier decreases by an amount equal to the stability ratio W 2, 3: 

𝑘𝑠 =
𝑘𝑓

𝑊
      (3.11) 

Where ks and kf are the rate constants for slow and fast coagulation, respectively.  
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Solving equation 3.3 with considering the force field and assuming the steady state 

conditions gives 2: 

𝐽 = 4𝜋𝐷𝑟2 (2𝐷
𝑑𝑣

𝑑𝑟
+

𝑣

𝐵

𝑑𝑉𝑇

𝑑𝑟
)     (3.12) 

The second term in this equation is the product of particle concentration and the 

mutual particle velocity as dedicated by the force field. Using the appropriate boundary 

conditions, the flux in slow coagulation becomes2, 25:  

𝐽𝑠 =
8𝜋𝐷𝑣0

∫ 𝑒𝑥𝑝(
𝑉𝑇
𝑘𝑇

)𝑑𝑟/𝑟2∞
2𝑎

     (3.13) 

And W is given by 2, 25, 84:  

𝑊 =
𝐽𝑓

𝐽𝑠
⁄ = 2𝑎 ∫ 𝑒𝑥𝑝 (

𝑉𝑇

𝑘𝑇
) 𝑑𝑟/𝑟2∞

2𝑎
    (3.14) 

The sediments from a rapid coagulation have a very loose and open structure (high 

volume-low density sediment) due to the rapid settling of the aggregates. However, the rate 

of aggregate formation is slower in slow coagulation and the aggregates structures are more 

compact (low volume-high density sediment).  

The degree of openness in an aggregate can be described using the fractal 

dimension, dF. The mass of aggregates is given by 85: 

𝑀𝑎𝑠𝑠 ∝  (𝑆𝑖𝑧𝑒)𝑑𝐹      (3.15) 

More compact sediments have a higher dF  and diffusion-based aggregates with 

loose structures have a lower dF. Perfectly formed closed packed aggregates have a dF  

of 3. dF values for denser aggregates are in the range of 2 to 3, while for open aggregates 

they are below 2.  

Brownian particles attain a certain velocity under an external field, a process known 

as sedimentation. Particles will settle under gravity which is the most common external 
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field. The other force that affects the sedimentation of the particles is the drag force which 

is due to the particles motion through the dispersion medium and resists the fall of the 

particles. Since the sedimentation velocity is influenced by the viscosity of the dispersion 

medium and also particle mass and size, a measurement of the sedimentation velocity can 

be used to characterize the Brownian particles 86. 

The settling velocity of solid particles with a density 𝜌s and radius r in a liquid of 

viscosity 𝜂 and density 𝜌 is affected by hindering effects. These are increased drag caused 

by the proximity of particles and the upflow of liquid as it is displaced by the descending 

particles. According to Stokes's law, the drag force rising due to resistance to fall equals 

6πrηV0. The gravitational force which is acting downward is given by  
4

3
𝜋(𝜌𝑠 − 𝜌)𝑟3𝑔, 

where g is the acceleration due to gravity. When the acceleration of the fall is constant, 

known as the terminal velocity, the forces upward and downward are in balance. Therefore, 

the settling velocity of an isolated particle, V0, is given by 6, 8: 

𝑉0 =  
2

9

(𝜌𝑠−𝜌)𝑟2𝑔

𝜂
      (3.16) 

Many experiments have shown that particle settling rates are lower at higher 

concentrations, which is normally calculated by using the semi empirical Richardson and 

Zaki equation. In fact, the settling velocity, Vmicro, for a concentrated suspension with a 

volume fraction of 𝜑𝑚𝑖𝑐𝑟𝑜, is affected by hydrodynamic interactions with neighboring 

particles. It can be calculated using the Richardson-Zaki equation87, 88: 

𝑉𝑚𝑖𝑐𝑟𝑜 = 𝑉0(1 − 𝜑𝑚𝑖𝑐𝑟𝑜)𝑛    (3.17) 

Where n is a power low exponent (n=4.65). The experimental microsphere settling 

velocity, V, is measured by tracking the interface that separates the clear and cloudy 
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solutions 6, 8. Finally, the sediment volume fraction (𝜑sediment) is calculated by measuring 

the final sediment height over a long period 6. 

 

 METHODS 

As was discussed in the previous chapter, although silsesquioxane and silica have 

a number of similarities in their physical properties, such as thermal stability and rigidity, 

which result from their siloxane core, the one-half oxygen difference in the silsesquioxane 

structure along with its organic functional groups significantly impact many other 

properties of these particles like their charging behavior in liquids. These differences not 

only allow for the ease of surface modification as compared to that necessary to modify 

silica but also the use in a variety of colloidal systems that due to pH or electrolyte 

concentrations may not be suitable for silica particles. 

As was mentioned before, NASA does not let highly acidic solutions be used on 

ISS due to material and safety concerns. By using silsesquioxane, which had a higher 

isoelectric point compared to silica, we were able to meet the required level of safety for 

the NASA experiments.  

Synthesized colloidal microparticles (BC-SSQ, BC-A-SSQ) and commercial 

nanoparticles (ZrO2, AlOOH, SiO2) were tested for the nanoparticle haloing systems. All 

nanoparticle haloing systems had the same microparticle concentration of 1.0 %vol 

(𝜑𝑚𝑖𝑐𝑟𝑜 = 10-2) with different nanoparticle concentrations of 0.01%, 0.055%, and 0.1 

%vol (𝜑𝑛𝑎𝑛𝑜 = 10−4, 10−3.26, 10−3 ).  
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 SUSPENSION PREPARATION 

Different pH solutions (pH 2 to 8) were prepared by adjusting the pH of deionized 

water by adding the proper amount of nitric acid (42° Be/Technical, Fisher Scientific) or 

potassium hydroxide (Reagent Grade, Fisher Scientific) to DI water. Aqueous binary 

suspensions were prepared by first adding an appropriate volume fraction (φnano = 10-4,  

10-3.26, 10-3) of different nanoparticles (5-20nm ZrO2 (AC), NYACOL; 20 nm SiO2, 

6808NM SkySpring Nanomaterials; 10-20 nm AlOOHxH2O, SkySpring Nanomaterials) to 

the appropriate pH solution followed by 2.5 minutes ultrasonication (model Q500 

QSONICA). An appropriate mass of BC-SSQ microparticles (𝜑micro = 10-2) was then added, 

followed by 2.5 minutes of ultrasonication. The ultrasonicated suspensions were then 

vortexed for 10 seconds and followed by another 2.5 minutes of ultrasonication. Each 

sonication step consisted of 2.5 minutes pulsed at a 1 second on/off sequence at 20 kHz. 

 

 GRAVITY SETTLING OF THE BINARY SYSTEMS 

Suspensions with different microparticles (BC-SSQ and BC-A-SSQ) and 

nanoparticles (ZrO2, SiO2, AlOOH) were tested for the nanoparticle haloing systems. 

Gravity settling experiments were performed for all different binary system combinations 

to choose the most stable system and also ensure proper long-term stability of the binary 

suspension. Gravity settling experiments of binary systems were conducted in 80 mm long 

tubes with a 4 mm inner diameter, as shown in Figure 3.1. The settling process was imaged 

using time-lapse photography with a digital camera. 

 



 

47 

 

 

Figure 3.1. Gravity settling experiments setup 

 

 IMAGING OF THE BINARY SUSPENSIONS 

In order to understand the sediments’ structure and observe the aggregations under 

gravity, an inverted microscope was used to image the binary systems. Nanoparticle 

haloing systems (binary systems at the isoelectric point) were imaged after 2 days of  

settling and at different magnifications (4x, 10x, 20x).  

 

 RESULTS AND DISSCUSION 

 GRAVITY SETTLING IMAGES 

At first, microparticle suspensions at different pH were imaged at different times 

during sedimentation to understand the stability of the microparticles in the absence of 

nanoparticles. As shown in Figure 3.2, the microparticles started to settle immediately and 

there were barely any particles in the solution after 2 hours. It was also noticed that some 
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of the colloid aggregates were sticking to the wall of the tubes. This caused an error in 

measuring the height of the sediment in those systems. 

For the binary systems with BC-A-SSQ microparticles and various nanoparticles, 

at the isoelectric point of BC-A-SSQ microparticles (near pH 7), the zeta potential of silica 

was highly negative (<-40 mV), zeta potential of boehmite was highly positive (>40 mV) 

while zirconia zeta potential was moderately positive (>20 mV).  

During the gravity settling experiments of these systems, BC-A-SSQ microparticles 

were hard to mix, and they were mostly sticking to the sides of the tubes. It could be due 

to the fact that hydrogen from the amine part of BC-A-SSQ forms polar covalent bonds to 

oxygen, which is a more electronegative atom, and because a hydrogen atom is relatively 

small, the positive end of the bond dipole (the hydrogen) can approach neighboring 

nucleophilic or basic sites more closely than can other polar bonds. Coulombic forces are 

inversely proportional to the sixth power of the distance between dipoles, making these 

interactions relatively strong. This makes the mixing and resuspending of the suspension 

very hard. Therefore, BC-A-SSQ colloidal suspensions were not selected for the 

nanoparticle haloing systems. 

Different binary systems of BC-SSQ with various nanoparticles were gravity 

settled and imaged*. At the isoelectric point of BC-SSQ microparticles (near pH 4), the 

zeta potential of silica is moderately negative (<-20) while that of boehmite and zirconia 

are highly positive (>40). The settling experiment results of these systems are shown in 

Figure 3.3 to Figure 3.5.  

  

 
* φmicro= 10-4, φnano = 10-4 and 10-3 
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pH:  2         3         4       5        6        7       8  

Figure 3.2. Gravity settling experiment results of BC-SSQ microparticles (φmicro = 10
-2

) 

without nanoparticles (a) at start (b) after 2 hours (c) after 6 hours at different pH values 

of 2 to 8. 

(a) 

(b) 

(c) 
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pH:     2      3       4      5        6        7      8       2        3       4        5      6       7      8 

Figure 3.3. Gravity settling experiment results of binary systems of BC-SSQ 

microparticles (φmicro = 10
-2

) with SiO
2
 nanoparticles at (a) φnano = 10

-4
 at start  

(b) φnano = 10
-3

 at start (c) φnano = 10
-4

 after 2 hours (d) φnano = 10
-3

 after 2 hours  

(e) φnano = 10
-4

 after 6 hours (f) φnano = 10
-3

 after 6 hours at different pH values of 2 to 8. 

(a) (b) 

(c) (d) 

(e) (f) 
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pH: 2        3        4       5          6       7       8         2         3       4      5         6        7      8 

Figure 3.4. Gravity settling experiment results of binary systems of BC-SSQ 

microparticles (φmicro = 10
-2

) with AlOOH nanoparticles at (a) φnano = 10
-4

 at start  

(b) φnano = 10
-3

 at start (c) φnano = 10
-4

 after 2 hours (d) φnano = 10
-3

 after 2 hours  

(e) φnano = 10
-4

 after 6 hours (f) φnano = 10
-3

 after 6 hours at different pH values of 2 to 8. 

 

(a) (b) 

(c) (d) 

(e) (f) 
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pH: 2        3        4       5          6       7       8         2         3       4      5         6        7      8 

Figure 3.5. Gravity settling experiment results of binary systems of BC-SSQ 

microparticles (φmicro = 10
-2

) with ZrO2 nanoparticles at (a) φnano = 10
-4

 at start  

(b) φnano = 10
-3

 at start (c) φnano = 10
-4

 after 2 hours (d) φnano = 10
-3

 after 2 hours  

(e) φnano = 10
-4

 after 6 hours (f) φnano = 10
-3

 after 6 hours at different pH values of 2 to 8. 

 

(a) (b) 

(c) (d) 

(e) (f) 
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Based on the gravity settling experiments results of the three binary systems (BC-

SSQ microparticles and various nanoparticles), the system with zirconia nanoparticles was 

the most stable system and remained suspended for a longer time. Therefore, we selected 

the zirconia nanoparticles for our nanoparticle haloing systems. 

Gravity settling experimental results of the binary systems of BC-SSQ 

microparticles with different ZrO2 concentrations at the isoelectric point is shown in 

Figure 3.6. In the absence of nanoparticles, negligibly charged microspheres coagulate due 

to van der Waals interactions yielding clusters that settle rapidly. However, upon adding 

ZrO2 nanoparticle to the system, microsphere separation increases due to the nanoparticle 

induced repulsive barrier and van der Waals forces decay rapidly. By increasing the 

nanoparticle volume fractions the system resides in the stable fluid region from which 

individual colloidal microspheres settle under gravity. As seen in this figure, by increasing 

the ZrO2 volume fraction from 10-4 to 10-3, the rate that particles come out of solution 

increases. This can be due to the increased depletion interaction by increasing the ZrO2 

concentration.  

Time:             start (~3 min)          2 hr    12 hr 

       

   φnano:     0    10-4     10-3            0            10-4  10-3     0    10-4      10-3  

Figure 3.6. Images of gravity settling experiments of binary systems of BC-SSQ at 

isoelectric point with φnano = 0, 10-4 and 10-3 over time 
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Using equations 3.16 and 3.17, the settling velocity of an isolated particle V0 was 

calculated to be 0.00051 mm/s and the settling velocity Vmicro for a 𝜑𝑚𝑖𝑐𝑟𝑜 =10-2 

suspension of BC-SSQ microspheres in the aqueous solution was found to be 0.00050 

mm/s. Since the microparticle concentration was very low, hydrodynamic interactions with 

neighboring particles were negligible, and Vmicro was almost the same as V0. By tracking 

the separating interface of clear and cloudy solution in the tube (measuring the height of 

the clear solution and dividing it by time), the experimental microsphere settling velocity 

V was determined. Normalized settling velocities (V/Vmicro) are found to be 120.1, 0.6, and 

2.9 for the binary systems containing 𝜑𝑛𝑎𝑛𝑜 = 0, 10-4, 10-3, respectively. By adding 

nanoparticles to the suspension, settling velocity decreases due to the decrease in cluster 

formation, resulting from the effective potential barrier that arises from nanoparticle halo 

formation.  

In the absence of nanoparticle additions, the normalized settling velocity is 

approximately 120 times higher than for individual microsphere sedimentation. This 

reflects the formation of stringlike clusters in the suspension driven by van der Waals 

attractions between microspheres. By adding nanoparticles to the suspension, the 

normalized settling velocity decreases due to the diminished cluster formation, resulting 

from the effective potential barrier that arises from nanoparticle halo formation. 

The sediment volume fraction, 𝜑sediment, is the total volume of the microparticle to 

the volume of the sediment obtained after settling. It was determined by measuring the 

final sediment height at long times (after 2 weeks). The settling volume fractions of the 

binary systems containing 𝜑𝑚𝑖𝑐𝑟𝑜 = 10-2 and 𝜑𝑛𝑎𝑛𝑜 = 0, 10-4, 10-3, were found to be 0.25 
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0.6 and 0.4, respectively. Not surprisingly, the most open sediment structure (25 vol%) 

formed for pure microspheres settling in an aqueous solution.  

 

 MICROSCOPY IMAGES 

Figure 3.7 to Figure 3.10 show the microscopy images of the binary systems of 

BC-SSQ microparticles (𝜑micro=10-2) and ZrO2 nanoparticles (𝜑nano=0, 10-4, 10-3.26, 10-3) at 

the isoelectric point after 2 days of settling and at different magnifications (4x, 10x, 20x).  

The system with only microparticles and no nanoparticle had more aggregates with 

a lot of free space between them and a stringlike structure. These clusters were elongated 

in shape which led to an initially open sediment structure. By adding the nanoparticles to 

the system, aggregates became smaller and more dispersed. By increasing the 

concentration of nanoparticles to 10-3.26 we observed that the particles were more dispersed 

which is probably the effect of nanoparticle haloing. There was some regularity in the 

patterns of the binary systems with 10-3.26 and 10-3 nanoparticles. This indicates the 

possibility of achieving some level of crystallization in these systems. 
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Figure 3.7. Inverted microscopy images of binary systems of BC-SSQ microparticles 

(𝜑micro=10-2) and ZrO2 nanoparticles (𝜑nano=0) at isoelectric point after 2 days with  

(a) 4x magnification (b) 10x magnification (c) 20x magnification 

(a) 

(b) 

(c) 
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Figure 3.8. Inverted microscopy images of binary systems of BC-SSQ microparticles 

(𝜑micro=10-2) and ZrO2 nanoparticles (𝜑nano=10-4) at isoelectric point after 2 days with  

(a) 4x magnification (b) 10x magnification (c) 20x magnification 

(a) 

(b) 

(c) 
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Figure 3.9. Inverted microscopy images of binary systems of BC-SSQ microparticles 

(𝜑micro=10-2) and ZrO2 nanoparticles (𝜑nano=10-3.26) at isoelectric point after 2 days with  

(a) 4x magnification (b) 10x magnification (c) 20x magnification 

(a) 

(b) 

(c) 
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Figure 3.10. Inverted microscopy images of binary systems of BC-SSQ microparticles 

(𝜑micro=10-2) and ZrO2 nanoparticles (𝜑nano=10-3) at isoelectric point after 2 days with  

(a) 4x magnification (b) 10x magnification (c) 20x magnification 

 

(a) 

(b) 

(c) 
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 CONCLUSION 

In order to make the nanoparticle haloing binary solutions for the ISS experiments, 

we had a series of criteria to meet to be able to get the samples onboard and to get the full 

benefit of the ISS experiments. First of all, we were looking for a system with a possibility 

of crystallization and crystalline structures. In addition, nanoparticle haloing systems had 

to be easy to mix and also stable. Gravity settling experiment were performed in order to 

understand what system would be most stable for the ISS experiments. The stability 

measurements for this purpose were mostly qualitative. 

Based on the ground settling experiments and ease of mixing, 1.2 μm BC-SSQ 

microparticles and 5-20 nm zirconia (ZrO2) nanoparticles were selected for the 

nanoparticle haloing systems in this study and for the ISS experiments. Based on the zeta 

potential results, the pH of these samples was high enough to meet the NASA safety 

requirements. 

Gravity settling experiments along with the microscopy images showed that in the 

system without nanoparticles, have clusters that are elongated in shape have open sediment 

structures. In fact, in the absence of nanoparticles, microspheres coagulated due to van der 

Waals interactions yielding clusters that settle rapidly and with an open sediment structure. 

By adding the nanoparticles to the system, the normalized settling velocity decreased due 

to the effective potential barrier that arises from nanoparticle halo formation. It was also 

shown that the most open sediment structure forms for pure microspheres settling in an 

aqueous solution. Microscopy images indicated that there is a possibility of achieving some 

level of crystallization in the nanoparticle haloing systems.  
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Initially, we wanted to also calculate the stability ratios of the binary systems as 

discussed in the introduction. In order to measure the volume and weight of the clusters,  

3-dimensional image stacks with high resolution were needed to count the number of 

particles in each cluster. But our microscopes did not have that ability, so we were not able 

to measure the stability ratios of the samples.  
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CHAPTER 4 

EFFECT OF TEMPERATURE  

ON NANOPARTICLE HALOING SYSTEMS 

 

 INTRODUCTION 

Research in colloids is gaining interest from NASA, NSF, and industry due to 

potential new materials that could enable advanced solar energy harvesters, mechanically 

robust materials, inexpensive electronic displays, and analytical instrumentation for both 

space-related and terrestrial activities. The following are a few of the many applications of 

colloid-based nanomaterials:  

• “Nanofluids” with unusually high thermal conductivity used for advanced heat transfer 

applications 89. 

• Quantum dot solar cells with enhanced efficiencies, tunable absorption, sensitivity to 

diffused light, and flexibility 90. 

• Colloidal carbon films used for electromagnetic radiation shielding 91. 

Understanding the temperature effect is important for these applications, as colloids 

can be kept at temperatures that are remarkably different from the typically used room 

temperature. 
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It is essential to understand colloids’ behavior at elevated temperatures that are 

much different from the typical room temperature. In addition to the fact that temperature 

greatly influences colloidal aggregation, the lack of studies at elevated temperatures makes 

it impossible to understand how colloids may function in high-temperature applications. 

When a temperature gradient is applied to a colloidal suspension in the presence of 

a wall, the particles will form a highly ordered crystal on the wall itself driven by 

Marangoni-like forces, which could potentially disrupt nanoparticle haloing 92. 

Thermophoresis, or the Soret effect, is the motion of particles caused by thermal gradients 

and is a challenging subject both experimentally and theoretically 93-96. However, recent 

experimental studies and mathematical models have provided new insights into 

thermophoresis as a subtle interfacial effect, which has helped bring thermophoresis into a 

clearer perspective. The recent scientific advances open up exciting possibilities for using 

thermophoresis for macromolecular fractionation, microfluidic manipulation, and 

controlling colloidal structures 94.  

Thermophoretic velocity is not affected by particle size, unlike dielectrophoresis 

and magnetophoresis where the velocity grows with the square of the particle radius 97. In 

dilute suspensions, thermophoresis is driven by hydrodynamic forces resulting from a local 

interaction between the fluid and the colloid. Particle shape, surface coating, temperature, 

salinity, pH, and solvent expansivity are some of the factors that influence this  

interaction 92. 

The phoretic process is generally attributed to flow in the interfacial layer, leading 

to slip boundary conditions on the particle surface. When the particle distances are small 

enough for the flow fields generated around each particle to overlap, many-body effects 
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are then to be expected. When colloidal particles are confined to a wall by a phoretic 

motion, hydrodynamic interactions may result in effective pseudopotentials 92, 93.  

Thermal gradients could cause thermophoretic particles to form stable, ordered 

structures through the long-range attraction between like-charged particles. An interaction 

with such a long range may offer new possibilities for fabricating ordered structures 92, 98. 

Unlike temperature gradient, the thermal shock effect has not gained much attention 

in colloid aggregation studies. We are the first group that has studied the impact of thermal 

shock on nanoparticle haloing, which provides a new perspective on the stability of the 

suspensions with temperature-dependent halo disruption. 

Higher temperature will generally promote aggregation due to the increase in the 

collision frequency between particles and increase of the kinetic energy, which makes it 

easier for the particles to overcome the energy barrier that reflects the aggregation  

tendency 99, 100. On the other hand, increasing the temperature could give a high enough 

shear force for breaking the aggregates 3, 101, 102. In this study, we investigated the 

temperature effect on the aggregation of nanoparticle haloing binary systems.  

 

 METHODS 

The effect of temperature was explored on various nanoparticle haloing systems. 

For this purpose, nanoparticle haloing binary systems were observed under an inverted 

confocal microscopy (Andor du-897-cso) at 40x magnification and a digital camera 

(Sensicam QE, PCO) at 4x magnification. Confocal microscopy has a number of 

advantages over conventional microscopy, including a shallow depth of field, the reduction 
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of out-of-focus glare, the ability to collect serial optical sections, and the potential to collect 

hundreds of optical sections at a time.103, 104  

The binary systems used in these experiments were the binary suspensions of  

BC-SSQ-RhB microparticles and ZrO2 nanoparticles (φmicro=10
-3

, φnano = 10-4, 10-3.26,  

10-3). Sample preparation for these experiments is similar to what is explained in section 

3.2.1 of the previous chapter. However, at φmicro=10
-2

, it was impossible to observe the 

clusters and differentiate them from the background because they did not have enough 

color contrast. Therefore, the microparticles concentration had to be ten-fold diluted  

( φmicro=10
-3

). This concentration was high enough for the particles to form aggregates and 

thin enough to differentiate between the aggregates and the background. 

Two types of experiments were designed to measure the impact of the temperature 

on nanoparticle haloing: temperature shock and temperature gradient.  

Temperature Shock Design:  

Each of the samples is heated by slowly ramping the temperature up to the desired 

maximum temperature setpoint over a period of 10 minutes. The samples are held at that 

temperature for 2 minutes, then cooled back to ambient temperature over 10 minutes. 

Samples are observed with a confocal microscope and microscope images are acquired at 

the highest magnification possible before, during, and after heating from ambient to the 

setpoint and cooling back to ambient. 

 

Temperature Gradient Design: 

Each of the samples are heated to a temperature gradient, centered around the 

desired temperature with the largest gradient possible at that temperature. Samples should 
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be observed as in the previous condition. Images are acquired before, during, and after a 

temperature gradient is applied. 

 

 TEMPERATURE EXPERIMENTS ON THE ISS 

On earth, gravity induces sedimentation which prevents proper observations of the 

governing physics but in microgravity insight into colloidal interactions is possible. The 

ISS LMM heating module can produce a thermal gradient across the viewable area  

(ACE-T*). As discussed in the introduction, the presence of a thermal gradient will drive 

colloidal crystal formation on an impinging wall. Increasing the scale of the stable system 

and performing the temperature experiments on the ISS allows the determination of particle 

relative motion with respect to the temperature gradients. The experiments will elucidate 

the impact of the Marangoni-like forces on the different particle sizes and how that 

influences the stability of the haloing system during the organization process.  

Temperature shock experiments up to 60oC and temperature gradient experiments 

centered around 45oC and 50oC with + and –10oC (20oC gradient: 35oC to 55oC and 40oC 

to 60oC) were performed on ISS. Through the confocal capabilities on the LMM on the 

ISS, it is possible to gain a fundamental understanding of the effect of temperature on 

nanoparticle haloing, which helps in the development of future materials where the 

assembly and structure of colloids are critical. The ISS experimental setup is shown in 

Figure 4.1. These experiments were done over a 4-week period starting March 22, 2021. 

The results will provide evidence of the applicability of gradient-driven flows in forming 

colloidal crystals in a nanoparticle haloing system. The resulting data were obtained; 

 
* Advanced Colloids Experiment (Temperature controlled) 
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however, analyzing the ISS results is beyond the scope of this study and would be a 

direction for future research.  

 
Figure 4.1. ISS experimental setup. 

 

 GRAVITY TEMPERATURE EXPERIMENTS  

We did not have the capability to create a thermal gradient and promote 

thermophoresis. Therefore, we only executed the temperature shock studies in our ground-

based experiments.  

The highest temperature shock that was performed on the ISS was 60oC due to the 

equipment limitations. However, there was not a significant change in the average size of 

the aggregates at that temperature in our preliminary ground-based experiments. Therefore, 

in our gravity experiments, we tested higher temperatures of 70oC and 80oC as well. 

Temperatures above 80oC were not used due to the wax softening issues at those 

temperatures. 

In each temperature shock experiment, the binary solution (φmicro=10
-3

,  

φnano = 10-4, 10-3.26, 10-3) was mixed, and a capillary tube* (VitroTubes #3536) was 

immersed in the suspension until the capillary was filled completely. Then both ends of the 

capillary tube were sealed with wax to keep the solution inside the capillary during the 

heating. Filled capillaries were then sat horizontally for two hours until all the particles 

settled and formed aggregates. In order to perform the heating, each capillary was kept 

 
* Capillary tubes were cut to fit the width of the ITO glass 
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between two ITO glasses, which acted as the top and bottom heaters, as displayed in Figure 

4.2. Each heater was connected to a temperature controller (OMEGA CN16PT-330). As 

shown in Figure 4.3, Indium tin oxide (ITO) glasses were heated from room temperature 

(~25oC) to a maximum of 60oC, 70oC, or 80oC in 10 consecutive steps while being held at 

each step for 1 minute and then 2 minutes at the maximum temperature. ITO glasses were 

then cooled back to ambient temperature over 10 steps. Microscope images were acquired 

at 40x magnification before (2 hours after filling the capillary tube), during the temperature 

ramp and soak, and after 2 hours. 

 

Figure 4.2. Temperature shock experiment setup 

 

Figure 4.3. Temperature shock heating and cooling steps 
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 IMAGE ANALYSIS 

Confocal images of the binary systems were analyzed using ImageJ software, with 

two complementary methods: average the size of blobs after thresholding and determining 

the characteristic length based on the structure factor of the imaging data. In order to 

average the blob sizes, the image must be divided into the blobs (which are assumed to be 

colloid aggregates) and the background. Characteristic length measures the average length 

of the features in the image, which can depend on both the size of the aggregates and the 

distance between them. 

Average blob size: 

At first, a rolling ball algorithm was used to even the illuminated background and 

remove large spatial variations of the background intensities. The image was then 

thresholded by the Iso-Data algorithm to separate between foreground objects and 

background pixels. Then a binary mask operation was performed on the thresholded image, 

a watershed separation was performed, and the average size of the resulting blobs was 

recorded 74, 105.  

Structure factor and characteristic length: 

The characteristic length was calculated using Fast Fourier-transforming (FFT) of 

the image computed by ImageJ software. Using the FFT of an image, we can get the spatial 

frequency of dominant features and their characteristic length. For this purpose, an FFT 

bandpass filter (large structures down to 100 pixels and small structures up to 2 pixels) was 

first applied in order to correct for the uneven lighting of the side illumination. Then the 

FFT was radially averaged to obtain the structure factor, S(q,t), where q is the radial 

distance of the FFT image. The difference in the brightness of the images resulted in 
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different shifting of their structure factor. Therefore, all the structure factor values were 

shifted down until a high spatial frequency content of zero 106-109.  

Any distinctive peak of the structure factor detects the characteristic length of the 

underlying structures in the image. Increasing the size and distance of the structures would 

result in a shift of the peak value to the left (from larger q to smaller q). Calculated S(q,t) 

of the images was noisy with no distinct single peak; therefore, we tried using the first 

moment of the structure factor as follow 107, 109: 

𝑞(𝑡) =
∫ 𝑞𝑆(𝑞,𝑡)𝑑𝑞

𝑞2
𝑞1

∫ 𝑆(𝑞,𝑡)𝑑𝑞
𝑞2

𝑞1

     (4.1) 

We further modified the first moment of the structure factor in order to give more 

weight to lower frequency content 109:  

𝑞′(𝑡) =
∫ 𝑞𝑆(𝑞,𝑡)∗𝑆(𝑞,𝑡)𝑑𝑞

𝑞2
𝑞1

∫ 𝑆(𝑞,𝑡)∗𝑆(𝑞,𝑡)𝑑𝑞
𝑞2

𝑞1

    (4.2) 

The characteristic length was then calculated using 
1

𝑞′(𝑡)
. This characteristic length 

was multiplied by an arbitrary number for plotting purposes 109. 

 

 RESULTS AND DISSCUSION 

Average Blob Size Analysis: 

Each confocal image from before, during, and after the temperature shock cycle 

was analyzed for average blob size. Figure 4.4 shows a sample confocal image and the 

resulting blob areas from the ImageJ analysis. The average blob size from before, during, 

and after 60oC, 70oC, and 80oC temperature shock cycles was graphed in Figure 4.5, 

Figure 4.6, and Figure 4.7.  
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Blob size depends on the size and number of the aggregates present in the imaging 

area. Blob size was slightly different at different regions of each capillary tube. Therefore, 

in order to minimize the error, we imaged the same region (with the same aggregates) 

during the whole temperature shock experiment. Since different samples had different 

initial blob sizes, we shifted all the initial blob size values to a specific value to be able to 

better compare the results and the change in the blob size of the samples. 

Figure 4.5 to Figure 4.7 show that the average blob size increases with applying 

the temperature shock to the samples. After 60oC temperature shock, the average blob size 

slightly increased at the lowest volume fraction, but it was almost constant at the higher 

volume fractions. By increasing the temperature shock from 60oC to 80oC, the average blob 

size change was more significant. In addition, the average blob size growth was more 

significant in the nanoparticle haloing samples with the lowest nanoparticle concentration. 

 

 

Figure 4.4. (a) An example of confocal laser scanning microscope image with 40x 

magnification (white particles on black background) and (b) resulting image after 

applying watershed using ImageJ (black blobs on white background) 

 

(a) (b) 
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Figure 4.5. Average blob size of the binary systems with φmicro=10
-3

 BC-SSQ 

microparticles and φnano = 10
-4

, φnano = 10
-3.26

, φnano = 10
-3

 ZrO2 nanoparticles, during 

60oC temperature shock cycle 
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Figure 4.6. Average blob size of the binary systems with φmicro=10
-3

 BC-SSQ 

microparticles and φnano = 10
-4

, φnano = 10
-3.26

, φnano = 10
-3

 ZrO2 nanoparticles, during 

70oC temperature shock cycle 
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Figure 4.7. Average blob size of the binary systems with φmicro=10
-3

 BC-SSQ 

microparticles and φnano = 10
-4

, φnano = 10
-3.26

, φnano = 10
-3

 ZrO2 nanoparticles, during 

80oC temperature shock cycle 

 

Structure factor and characteristic length: 

Each confocal image from before, during, and after the temperature shock cycle 

was analyzed for structure factor and characteristic length by ImageJ. Figure 4.8 shows a 

sample radially averaged S(q,t) measured at different steps of the 60oC temperature shock 

cycle. The characteristic length of the binary systems, before, during, and after 60oC, 70oC, 

and 80oC temperature shock cycles was graphed in Figure 4.9, Figure 4.10, and  

Figure 4.11. These figures show a similar trend to the average blob size, where the 

characteristic length of the samples increases by applying the temperature shock.  
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Figure 4.8. An example of radially averaged S(q,t) at different steps of 60oC temperature 

shock cycle 
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Figure 4.9. Characteristic length of the binary systems with φmicro=10
-3

 BC-SSQ 

microparticles and φnano = 10
-4

, φnano = 10
-3.26

, φnano = 10
-3

 ZrO2 nanoparticles, during 

60oC temperature shock cycle 
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Figure 4.10. Characteristic length of the binary systems with φmicro=10
-3

 BC-SSQ 

microparticles and φnano = 10
-4

, φnano = 10
-3.26

, φnano = 10
-3

 ZrO2 nanoparticles, during 

70oC temperature shock cycle 
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Figure 4.11. Characteristic length of the binary systems with φmicro=10
-3

 BC-SSQ 

microparticles and φnano = 10
-4

, φnano = 10
-3.26

, φnano = 10
-3

 ZrO2 nanoparticles, during 

80oC temperature shock cycle 

 

Inverted microscope images* of the binary solutions before and after 60oC, 70oC, 

and 80oC temperature shock cycles are shown in Figure 4.12, Figure 4.13, and  

Figure 4.14. From qualitative observations, for the binary system with φmicro=10
-3

 and  

φnano = 10
-4

, the relative coarseness of the network reduces as the maximum temperature 

increases. In this case the visualization of coarseness is driven by the size and distribution 

of the microparticle aggregates. By increasing the concentration of nanoparticles in the 

nanoparticle haloing binary systems, the systems become more stable and the change in 

 
* Black particles on light background 
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the thickness and coarseness of the aggregates with the temperature shock becomes less 

significant.  

 

 

Figure 4.12. Microscopy images (4x magnification) of the binary systems of BC-SSQ 

microparticles (φmicro=10
-3

) and ZrO
2
 nanoparticles (φnano = 10

-4
) (a) before and / 

(b) after 60oC (c) after 70oC (d) after 80oC temperature shock cycles. 

  

(c) 

(a) (b) 

(d) 
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Figure 4.13. Microscopy images (4x magnification) of the binary systems of BC-SSQ 

microparticles (φmicro=10
-3

) and ZrO
2
 nanoparticles (φnano = 10

-3.26
) (a) before and  

(b) after 60oC (c) after 70oC (d) after 80oC temperature shock cycles. 

  

(a) (b) 

(c) (d) 
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Figure 4.14. Microscopy images (4x magnification) of the binary systems of BC-SSQ 

microparticles (φmicro=10
-3

) and ZrO
2
 nanoparticles (φnano = 10

-3
) (a) before and  

(b) after 60oC (c) after 70oC (d) after 80oC temperature shock cycles. 

 

 CONCLUSION 

The temperature shock experiments showed that the applied heat has an impact on 

the nanoparticle haloing binary systems. We started our temperature shock experiments 

with aggregated samples, and it was observed that by increasing the temperature of the 

samples, the individual particles and smaller aggregates moved faster than the bigger 

(a) (b) 

(c) (d) 
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aggregates. In addition, smaller aggregates and individual particles seemed to reaggregate 

at a higher rate than the bigger aggregates.  

Heat conduction is a form of diffusion in which thermal energy is transferred, which 

is similar to mass diffusion but with much faster rates. Therefore, the growth rate of the 

aggregation and possible crystallization at an elevated temperature can be much faster than 

that due to the diffusion at room temperature 110. 

As discussed in the previous section, the average blob size increased with applying 

the temperature shock to the samples. By increasing the temperature shock from 60oC to 

80oC, the average blob size growth was more significant. The average blob size growth 

was higher in the nanoparticle haloing samples with the lowest nanoparticle concentration 

(φnano = 10
-4

). Samples with the highest nanoparticle concentration (φnano = 10
-3

) seemed 

very stable, and temperature shock had a minimum effect on their average blob size. In 

addition, the relative coarseness of the network reduced sharply after the temperature 

shock. This coarseness reduction could mean that applying the temperature shock would 

result in a more idealized structure with higher crystallinity. Unfortunately, we did not have 

the tools to observe the sediments' 3-D structures in order to measure the crystallinity. Still, 

after a single ramp and soak, the binary systems seemed to be more even in their structure. 

By directly determining the degree of crystallinity of the samples using in situ  

X-ray scattering observation or using a confocal microscope with a narrow Z slicing 

capability and higher magnifications, we can better understand the structure and 

crystallinity of the binary systems 6, 111. However, these are beyond the scope of this study 

and would be a direction for future research. 
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CHAPTER 5 

MOLECULAR DYNAMICS SIMULATIONS OF 

NANOPARTICLE HALOING BINARY SYSTEMS 

 

 INTRODUCTION 

Aggregation is a property of colloidal dispersions that depends on the interactions 

between the particles. In the absence of repulsion interactions, van der Waals interactions 

between particles result in the aggregation and phase separation. Electrostatic repulsive 

interactions are needed in order for colloidal dispersion to be stable. 2, 12, 13.  

In nanoparticle haloing, charged nanoparticles have been found to enhance the 

stability of colloidal suspensions by forming a non-adsorbing layer surrounding neutral 

colloids, which induces an electrostatic repulsion between the neutral colloids 34. This 

stabilization mechanism has been primarily applied to silica-zirconia binary systems, 

though others have been investigated 6. It is found that the silica-zirconia binary suspension 

system could be stabilized by highly charged nanoparticles at volume fractions ranging 

from 10-5 to 10-2. At low nanoparticle volume fractions (10-5 to 10-4), there is a minor 

amount of adsorption, and colloidal stabilization is dominated by nanoparticle haloing. At 

high nanoparticle volume fractions (~10-2), the colloidal surface is significantly occupied 

by the adsorbing nanoparticles, and instead of nanoparticle haloing, the increased surface 
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charge is primarily induced by nanoparticles that are directly adsorbed onto the silica 

surfaces; Therefore, adsorption will overcome nanoparticle haloing in this region. There is 

a transition region around a nanoparticle volume fraction of 10-3, within which the 

stabilization mechanism can be influenced by both nanoparticle haloing and adsorption 34.  

We can study the properties of many-particle systems using computer simulations. 

Particle simulations provide particle positions, potential energies, and kinetic energies at 

specific time points. These data can be analyzed to calculate theoretical macroscopic 

properties. Utilizing statistical mechanics makes it possible to calculate the macroscopic 

properties (bulk) of pure substances and mixtures based on their microscopic properties 

and interactions. The microscopic properties of a molecule or a colloidal particle include 

its configuration, geometry, intraparticle forces, and interparticle forces. Statistical 

mechanics employs probability theory to predict the distribution of molecular motions in a 

multi-molecule system. It provides a means for averaging the states so that macroscopic 

(bulk) properties such as temperature and free energy can be obtained. 112, 113. 

For condensed systems, including aqueous and nonaqueous solutions, statistical 

mechanics simulations have become increasingly important tools. Computer simulations, 

such as Monte Carlo (MC) and molecular dynamics (MD), can be useful in determining 

the effective pair potential between colloids, which will be particularly interesting for the 

problems explored in this chapter 114. 

Alder and Wainwright first introduced the MD method in the late 1950s to study 

the interactions of hard spheres. Their MD simulations found evidence for a solid-fluid 

phase transition that had not been observed previously and with MC simulations 115, 116. In 

1964, Rahman and Stillinger used Lennard Jones potentials to do the first MD simulation 
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of a liquid argon system 117. They showed how to compute important MD properties such 

as radial distribution function (RDF), which gives the probability of finding a particle at a 

given distance from another particle 6, 118. 

MD simulations allow us to measure observable quantities as functions of the 

motions and positions of the particles within a system. In particular, MD simulations are 

used to determine the properties of substances in solution 119. MD is a method for 

calculating the equilibrium and transport properties of a many-body system. MD 

simulations estimate the time-dependent behavior of molecular or particulate systems. In 

these simulations, every colloidal particle will be taken into consideration, and the force 

and potential between two particles are a function of their separation distance 120, 121. 

The first step in MD simulations is to start a model system by defining the number 

of particles and their initial positions *, and velocities. All the velocities are then shifted to 

a zero momentum, and then resulting velocities are scaled to adjust the mean kinetic energy 

of the system to the desired value. In the thermal equilibrium condition, the following 

relation will hold 113: 

𝑘𝐵𝑇(𝑡) = ∑  
𝑚𝑖𝑣𝛼,𝑖

2 (𝑡)

𝑁𝑓

𝑁
𝑖=1     (5-1) 

Where kB is the Boltzmann constant,  mi is the particle mass, vα,i is the 𝛼 component 

of the velocity of particle i. N is the number of particles, and Nf is the number of degrees 

of freedom 113.  

The next step of the simulation, which is often the most time-consuming part of the 

MD simulations, is computing the force applied to each particle. If two particles are close 

 
* Particle are often placed on a cubic lattice 
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enough to interact (within a user-defined cutoff or truncation distance), the force between 

them needs to be calculated. After computing all forces between the particles, the next step 

is solving Newton’s equations of motions for the system (i.e., F = ma). Alternative 

Langevin formulations also exist to account for frictional forces such as drag (𝑚
𝑑𝑣

𝑑𝑡
+

𝛾𝑣(𝑡) = 𝜉(𝑡) where v is the velocity, 𝛾=6πηr and ξ(t) is the random force induced by the 

fluid on the Brownian particles)122. By using this force and the position of particles at the 

current and previous time steps, the positions of particles at the next step will be predicted 

using numerical integration. For each step, the temperature and the total energy will be 

calculated as functions of velocities and particle positions 113, 123. 

Similar to MD, MC simulations are used for studying the properties of particles 124. 

The major difference is that MC relies on the equilibrium statistical mechanics and not the 

MD; therefore, time evolution is not captured by MC. MC relies on repeated random 

sampling to represent a target probability distribution. Random moves in MC simulations 

can be accepted or rejected based upon user-defined criteria. The Metropolis criterion is 

often used, which always accepts trial configurations with lower potential energies and 

probabilistically accepts trials with higher potential energies 113, 125.  

In general, MC or MD are chosen based on the phenomenon under investigation, 

but there are some situations where one of these methods is preferable. For example, for 

an aqueous system simulation where particles are crowded within the simulation box, MD 

simulations are preferable because the molecular collisions in MD exchange energy 

between molecules, allowing molecules to cross barriers dynamically. But in MC, there is 

a high probability that the random moves cause the particles to overlap with neighboring 

particles, causing a spike in the system’s potential energy and increasing the probability of 
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rejecting a trial move. These rejected moves significantly decrease the efficiency of 

sampling in MC for crowded systems such as those in the condensed phase 113. 

In the previous simulations of binary colloidal mixtures, the effective repulsions 

induced by lower nanoparticle volume fractions (𝜑nano < 10
-3

) were not investigated. In 

addition, van der Waals interactions between particles are excluded in the previous studies, 

and only electrostatic forces are taken into account in a MC scheme 6, 50, 121, 126. The 

effective colloidal pair potentials are calculated from the RDF g(D), also known as pair 

correlation function, in those studies. 

In our nanoparticle haloing binary systems with higher nanoparticle volume 

fractions (𝜑micro > 10
-4

), there are high energy barriers between the microparticles. 

Therefore, it will take a long time for the MD simulations to walk through all possible 

molecular states. We used an enhanced method called umbrella sampling to improve the 

sampling of system configurations. Umbrella sampling is a useful technique to accelerate 

the sampling by allowing the system to remain in states that would otherwise be rare due 

to potential barriers. The umbrella sampling technique developed by Torrie and Valleau in 

1977 127 is a biased methodology in computational physics and chemistry for overcoming 

sampling problems by modifying the potential function so that the unfavorable states are 

sampled adequately 113.  

Our group previously used AFM to investigate the interactions between negligibly 

charged silica microparticles in aqueous solutions and in the presence of highly charged 

zirconia nanoparticles. 34 

In this study, equilibrium properties of binary system of 1000 nm silica particles 

and 10 nm zirconia nanoparticles were evaluated by MD simulations using a DLVO 
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potential in HOOMD-blue. This model includes van der Waals and electrostatic 

interactions, and the model parameters are developed based on our previous experimental 

measurements 34. The main purpose of our simulations is to determine the effective pair 

potential between colloidal particles induced by the nanoparticles using the umbrella 

sampling technique.  

 

 THEORY 

 INTERACTIONS BETWEEN PARTICLES 

In the present study, we employed MD simulations based on the DLVO theory to 

study the equilibrium properties of the binary system of neutral silica microparticles and 

highly charged zirconia nanoparticles (+70 mV). Both microparticles and nanoparticles are 

modeled as hard spheres with diameters of 1000 nm and 10 nm, respectively. 

DLVO theory describes the total interaction energy between two colloidal particles 

as the sum of van der Waals (VvdW) energy and the electric double layer interaction energy 

(Velectro) 
128: 

Vtotal = VvdW + Velectro      (5.1) 

Interaction force is the negative of the derivative of the potential energy: 

𝐹 = −
𝑑𝑉

𝑑𝐷
     (5.2) 

Therefore, the total interaction force between two particles can be written as: 

Ftotal = FvdW + Felectro      (5.3) 

Van der Waals interactions: 
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Van der Waals attraction potentials and forces between two microparticles (equal-

sized) and between microparticle-nanoparticle (two unequal-sized particles) are calculated 

from equation 5.4 to equation 5.7 129, 130.  

𝑉𝑣𝑑𝑊,𝑚𝑖𝑐𝑟𝑜 = −
𝐴𝑚𝑖𝑐𝑟𝑜𝑅

12𝐷
[

4𝑅

(𝐷+4𝑅)
+

4𝑅𝐷

(2𝑅+𝐷)2 +
2𝐷

𝑅
𝑙𝑛 (

𝐷(𝐷+4𝑅)

(2𝑅+𝐷)2 )]  (5.4) 

𝐹𝑣𝑑𝑊,𝑚𝑖𝑐𝑟𝑜 = −
𝐴𝑚𝑖𝑐𝑟𝑜𝑅

12𝐷2
[

4𝑅

(𝐷+4𝑅)
+

4𝑅𝐷

(2𝑅+𝐷)2
+

2𝐷

𝑅
𝑙𝑛 (

𝐷(𝐷+4𝑅)

(2𝑅+𝐷)2
)] +

𝐴𝑚𝑖𝑐𝑟𝑜𝑅

12𝐷
[

−4𝑅

(𝐷+4𝑅)2
+

                        
4𝑅

(2𝑅+𝐷)2 +
8𝑅𝐷

(2𝑅+𝐷)3 +
2

𝑅
(

𝐷

𝐷+4𝑅
−

2𝑥

𝐷+2𝑅
+ 1) +

2

𝑅
𝑙𝑛 (

𝐷(𝐷+4𝑅)

(2𝑅+𝐷)2 )]  (5.5) 

  𝑉𝑣𝑑𝑊,𝑚𝑖𝑐𝑟𝑜−𝑛𝑎𝑛𝑜 = −
𝐴𝑚𝑖𝑐𝑟𝑜,𝑛𝑎𝑛𝑜

6
[

2𝑅𝑎

𝑟2−(𝑅+𝑎)2 +
2𝑅𝑎

𝑟2−(𝑅−𝑎)2 + 𝑙𝑛 (
𝑟2−(𝑅+𝑎)2

𝑟2−(𝑅−𝑎)2)]         (5.6) 

𝐹𝑣𝑑𝑊,𝑚𝑖𝑐𝑟𝑜−𝑛𝑎𝑛𝑜 = −
𝐴𝑚𝑖𝑐𝑟𝑜,𝑛𝑎𝑛𝑜

6
[

4𝑅𝑎𝑟

(𝑟2−(𝑅+𝑎)2)2 +
4𝑅𝑎𝑟

(𝑟2−(𝑅−𝑎)2)2 +
2𝑟

𝑟2−(𝑅−𝑎)2 −
2𝑟

𝑟2−(𝑅+𝑎)2]

 (5.7) 

R and a are the radii of microparticles and nanoparticles respectively, D is the 

surface-to-surface separation distance between microparticles, and r is the center-to-center 

separation distance between microparticle-nanoparticle (r = D+R+a). Amicro is the 

Hamaker constant of silica (0.8×10-20 J)28, Anano is the Hamaker constant of zirconia 

(7.28×10-20 J)131 and Amicro-nano is the harmonic average Hamaker constant of silica and 

zirconia 132-134. 

Due to the small size and high zeta potential of the nanoparticles, the van der Waals 

interaction between them is negligible compared to the electrostatic interaction, and we 

ignored it. 

 

Electrostatic double layer interactions: 

Electrostatic double-layer interactions between two nanoparticles at a surface 

separation D are estimated by the Hogg-Healy-Fuerstenau (HHF) formula 30.  
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𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜,𝑛𝑎𝑛𝑜−𝑛𝑎𝑛𝑜 = 2𝜀0𝜀𝑟𝜋𝑎𝜓𝑛𝑎𝑛𝑜
2 ln[1 + exp(−𝑘𝐷)]  (5.8) 

For kD >> 1, this equation reduces to: 

𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜,𝑛𝑎𝑛𝑜−𝑛𝑎𝑛𝑜 = 2𝜀0𝜀𝑟𝜋𝑎𝜓𝑛𝑎𝑛𝑜
2 exp(−𝑘𝐷)   (5.9) 

Therefore, electrostatic force between two nanoparticles will be given by: 

𝐹𝑒𝑙𝑒𝑐𝑡𝑟𝑜,𝑛𝑎𝑛𝑜−𝑛𝑎𝑛𝑜 = 2𝑘𝜀0𝜀𝑟𝜋𝑎𝜓𝑛𝑎𝑛𝑜
2 exp(−𝑘𝐷)   (5.10) 

𝜀0 is the vacuum permittivity, 𝜀𝑟 is the dielectric constant of water, 𝜓nano is the zeta 

potential of zirconia, and 𝑘 is the reciprocal of the Debye length. 

Since the silica microparticles are negligibly charged, the electrostatic interaction 

between them is insignificant, and we ignore it. However, due to the high charge difference 

between nanoparticles and microparticles, an attractive electrostatic double-layer 

interaction arises between them that ultimately leads to the formation of the nanoparticle 

halo around the microparticles. This attraction interaction for 𝑅
𝑎⁄ ≫ 1 is determined  

by 50: 

𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜,𝑚𝑖𝑐𝑟𝑜−𝑛𝑎𝑛𝑜 = 𝜀0𝜀𝑟𝜋𝑎𝜓𝑛𝑎𝑛𝑜
2 ln[1 − exp(−2𝑘𝐷)]  (5.11) 

For kD >> 1, this equation reduces to: 

𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜,𝑚𝑖𝑐𝑟𝑜−𝑛𝑎𝑛𝑜 = −𝜀0𝜀𝑟𝜋𝑎𝜓𝑛𝑎𝑛𝑜
2 exp(−2𝑘𝐷)  (5.12) 

The electrostatic force between microparticle-nanoparticle will be: 

𝐹𝑒𝑙𝑒𝑐𝑡𝑟𝑜,𝑚𝑖𝑐𝑟𝑜−𝑛𝑎𝑛𝑜 = −2𝑘𝜀0𝜀𝑟𝜋𝑎𝜓𝑛𝑎𝑛𝑜
2 exp(−2𝑘𝐷) (5.13) 

 

Depletion interactions: 

An attractive depletion interaction, which is not included in DLVO, arises between 

microparticles in a nanoparticle suspension. When the nanoparticles cannot pass through 

the gap between two microparticles, the solvent will be forced out. This creates an osmotic 
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pressure that leads to an attraction between microparticles. The depletion interaction 

between two microparticles is given by the Asakura and Oosawa potential 135: 

𝑉𝑑𝑒𝑝𝑙𝑒𝑡𝑖𝑜𝑛 = {
𝜌∞𝑘𝑇𝜋 [2𝑎𝑅𝐷 −

𝑅𝐷2

2
−

4𝑎3

3
+ 𝑎2𝐷 −

𝐷3

12
− 2𝑎2𝑅]  𝑓𝑜𝑟 0 ≤ 𝐷 ≤ 2𝑎

      0                                                                                    𝑓𝑜𝑟          𝐷 > 2𝑎
   (5.14) 

𝐹𝑑𝑒𝑝𝑙𝑒𝑡𝑖𝑜𝑛 = {
−𝜌∞𝑘𝑇𝜋 [2𝑎𝑅 − 𝑅𝐷 + 𝑎2 −

𝐷2

4
]  𝑓𝑜𝑟 0 ≤ 𝐷 ≤ 2𝑎

      0                                                         𝑓𝑜𝑟          𝐷 > 2𝑎
  (5.15) 

Where 𝜌∞ is the bulk number density, and kT is the thermal energy. The effect of 

depletion interactions was ignored in our simulations because the depletion interaction is 

relatively weak compared to the van der Waals interaction. At the highest nanoparticle 

concentration (𝜑nano = 10-3), the maximum value of depletion force in 0 ≤ D ≤ 2a separation 

distance region was much smaller than the minimum value of van der Waals force in that 

region (~30 times smaller).  

 

 UMBRELLA SAMPLING 

One of the main purposes of our simulations was to determine the effective pair 

potentials or potential of mean force (PMF) between colloidal particles induced by the 

nanoparticles. PMF is the free energy of the system along a particular coordinate (known 

as the reaction coordinate) and is most commonly a spatial coordinate 136, 137.  

It is difficult to sample the full conformational space in the systems with significant 

energy barriers, and the high-energy configurations will be poorly sampled when 

simulating these systems. Umbrella sampling is a widely used technique to improve the 

sampling of systems with high potential barriers 127, 138.  

In our study, we used umbrella sampling for the nanoparticle haloing binary 

systems due to the significant free energy barriers, especially at higher nanoparticle 
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concentrations. For umbrella sampling in our systems, the distance between two 

microparticles was divided into a series of values. Therefore, rather than conducting one 

simulation, many independent simulations are considered. Each simulation is meant to 

explore a narrow range of phase space along the reaction coordinate. An external potential 

was then applied to retain the distribution near the set value. The modification of the 

potential function V(D) can be written as 113, 127, 139: 

𝑉𝑏𝑖𝑎𝑠(𝐷) = 𝑉(𝐷) + 𝑊(𝐷)        (5.16) 

Where Vbias(D) is the bias potential along the separation distance D. W(D) is a 

harmonic restraint function with a strength of K and a reference point of D0, which often 

takes a quadratic form 113, 127, 139: 

𝑊(𝐷) =  𝐾(𝐷 − 𝐷0)2    (5.17) 

To ensure sampling in all the distances, we need to keep each system close to its 

reference point with a choice of K that results in the potential energy distributions of the 

adjacent windows to overlap. Umbrella sampling simulations compute the biased 

probabilities of the systems. The unbiased free energy could be obtained by unbiasing these 

biased probabilities 139, 140. Once the umbrella sampling simulations are performed with the 

restraining biases, histograms of the reaction coordinates are constructed, and each 

distribution is weighted, stitched, and corrected to obtain the unbiased probability 

distribution and associated free energy profile 138. This method is called the weighted 

histogram analysis method (WHAM) 139, 141. 

Using the umbrella sampling results of the binary systems, a continuous PMF as a 

function of microparticle-microparticle distances will be constructed 139. In fact, umbrella 

sampling calculates the PMF based on rigorous probability calculations over the separation 
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distance. PMF or the effective pair potential (Veff) for diluted colloidal systems is calculated 

from the colloidal pair correlation(RDF) g(D) derived from the simulations results of the 

binary systems 50, 142: 

𝑉𝑒𝑓𝑓 =  −𝑘𝐵𝑇 ln 𝑔(𝐷)    (5.18) 

A cubic box with 𝜑micro = 10-2 and different nanoparticle concentrations from  

𝜑nano = 10-6 to 10-3 was employed which involved 2 microparticles and up to 2×105 

nanoparticles. Both silica microparticles and zirconia nanoparticles were modeled as hard 

spheres with 1000 nm and 10 nm diameters, respectively.  

The distance between two microparticles (6 ≤ D ≤ 50 nm) was split into 44 windows 

spaced by 1 nm, restraining the surface-to-surface separation distance of two 

microparticles. A simulation was performed for each window. Bias potentials constrain the 

system's center of mass in each window and at the same time connect energetically 

different regions in phase space. The restraining potential was harmonic with a force 

constant K = 10 kJ/mol.nm2 for 6 < D ≤ 20 nm and K = 1 kJ/mol.nm2 for 20 < D < 50 nm. 

The simulation run time for each window was 20 ms with time steps of 0.1 ns. Langevin 

dynamics were used to adjust the temperature and temperature was kept constant at 298 K 

(25oC).  

The PMF along separation distance (D) was then obtained by submitting umbrella 

sampling output to WHAM analysis 139.  

 

 MD AGGREGATION STUDIES 

Stabilization and aggregation behavior of the nanoparticle haloing binary systems 

were studied for systems of 125 microparticles using MD by applying PMF curves from 
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the umbrella sampling. Thus, the stabilizing effects of nanoparticles were preserved while 

their physical presence in the simulation box was no longer required. The simulation run 

time for each window was 1 min with time steps of 10 ns. 

PMF, which is equal to the Helmholtz free energy (A) of the system, incorporates 

an entropic term -T∆S which at the isothermal condition is given by:  

∆𝐴 = ∆𝑈 − 𝑇∆𝑆    (5.19) 

U is the internal energy and includes kinetic energy and potential energy. At 

constant temperature, kinetic energy is constant and can be ignored. Potential energy 

reflects interactions between solvent molecules and particles as well as between particles 

themselves 143.  

To reduce the degrees of freedom in the systems and to eliminate the fastest 

motions, we developed a coarse-grained (CG) force field for each of the nanoparticle-

microparticle systems. This new CG force field reduces the number of particles by a factor 

of 105, 104, and 103 for systems with 10-3, 10-4, and 10-5 respectively. The timestep for 

integration was also increased from 0.1 ns to 10 ns. Through the use of the CG force field, 

we observe a 105 to 107-fold increase in simulation throughput, thus allowing us to explore 

phenomena on the minute rather than millisecond timescale 144-146.  

To construct the CG force field, the potential of mean force (PMF) was used to 

approximate Vmicro-micro in a similar fashion to the more widely used Boltzmann inversion 

method. In Boltzmann inversion, the radial distribution function of an atomistic system is 

converted to a PMF by the transformation w = -kT ln(g(r)) as a first approximation of CG 

potentials. Then, the first approximation is iteratively refined by comparing atomistic and 

CG radial distribution functions 145, 147.  
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Because the phenomena under consideration in this study are rate limited by large 

free energy barriers, intermediate states are rarely observed in standard MD simulations, 

and the radial distribution function is incomplete, making Boltzmann inversion prone to 

high statistical error in this region. Thus, rather than using Boltzmann inversion, a PMF 

from umbrella sampling is used instead to ensure complete sampling of the intermediate 

region. While the umbrella sampling-derived PMF provides a good first approximation for 

the microparticle-microparticle potential, it does not allow for further iterative refinement 

as with Boltzmann inversion. However, due to the relatively simple nature of the potentials 

in our system compared to the cases in which iterative Boltzmann inversion is most 

commonly used (e.g., for polymers and biomolecules rather than colloids), we hypothesize 

that the umbrella sampling-derived first approximation is sufficient to observe 

nanoparticle-induced kinetic barriers to aggregation 145, 148-150. 

MD simulations were performed at constant temperature of 298 K for the 3 different 

nanoparticle haloing systems (𝜑micro = 10-2, 𝜑nano = 10
-5

, 10
-4

, 10
-3

). Langevin dynamics 

were used to adjust the temperatures. 

 

 RESULTS AND DISCUSSION 

 INTERACTIONS BETWEEN PARTICLES 

Interaction energies between particles based on the DLVO theory are presented in 

Figure 5.1. Since the silica microparticles are negligibly charged, we ignored their 

electrostatic interactions. Therefore, the interaction between microparticles is purely 

attractive. The electrostatic forces between nanoparticles are very large due to the high zeta 

potential of these particles. The van der Waals forces between nanoparticles are negligible 
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compared to the electrostatic force, thus we ignored it. There is an attraction between highly 

charged nanoparticles and negligibly charged microparticles due to the electrostatic 

double-layer interaction between them. It is this attraction interaction that ultimately leads 

to the formation of the nanoparticle halo around the microparticles. 

The van der Waals attractive interactions between two microparticles and between 

a microparticle and a nanoparticle will cause the particles to overlap when they are very 

close. In order to avoid overlapping of the particles, we added a repulsive interaction at the 

close distances (~2nm) so the total forces approach infinity when particles overlap. 
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Figure 5.1. Interaction energies and forces between (a) two microparticles (b) a 

microparticle and a nanoparticle (c) two nanoparticles 

 

(b)

) 
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 UMBRELLA SAMPLING 

An illustration of the umbrella sampling simulations is shown in Figure 5.2. It can 

be seen that nanoparticles are forming uniform layer around the microparticles. A depletion 

of nanoparticles happened in the gap between the microparticles at smaller separation 

distances. 

 

Figure 5.2. A rendering of the umbrella sampling simulation output for the binary system 

of 𝜑micro = 10-2 and 𝜑nano = 10-3 and separation distance of 20 nm. Figure is rendered in 

VMD  using the Tachyon renderer. 

 

Figure 5.3 shows a sample histogram graph of the umbrella sampling windows. 

The histograms show an appropriate overlap between all the adjacent windows, which is a 

requirement for the convergence of WHAM. 
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Figure 5.3. Histograms of the configurations within the umbrella sampling windows with 

44 bins, for the binary system with 𝜑nano = 10-6  

 

Figure 5.4 shows the effective potential between a pair of colloidal microparticles 

as a function of surface-to-surface separation (D), for different nanoparticle concentrations. 

The obtained results clearly show that the nanoparticles induce a repulsive barrier between 

the microparticle. This barrier increases with increasing the volume fraction of 

nanoparticles and it reaches 6.5 kBT at the highest nanoparticle concentration of  

𝜑nano = 10-3.  

At low nanoparticle volume fractions (𝜑nano = 10-6, 10-5), the repulsive barrier arises 

at a separation distance of 20 nm (D/a=2). By increasing the nanoparticle volume fraction, 

the barrier becomes wider, and it arises at ~40 nm separation distance. This repulsive 

barrier is strong enough to prevent gelation and lead to stabilization. 

The repulsive barrier between the microparticles is a result of the nanoparticle 

haloing where nanoparticles form a nonadsorbing nanoparticle layer around neutral 
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colloidal particle, which presents as an effective surface charge and produces an 

electrostatic repulsion that mitigates the inherent van der Waals attraction between them.  

 

Figure 5.4. The effective potential between a pair of silica colloidal particles as a 

function of zirconia nanoparticle volume fraction and separation distance 

 

 MD AGGREGATION STUDIES 

Snapshots of MD simulations results for nanoparticle haloing binary systems with 

𝜑nano = 10-5, 10-4, and 10-3 are shown in Figure 5.5. At highest nanoparticle volume 

fractions, the rate of aggregation and the number of aggregates decreased significantly in 

simulations. This observation is in agreement with the confocal images of these system 

where the number of aggregates decreased by increasing the nanoparticle volume fractions 

and at the highest nanoparticle volume fraction, the system was stabilized.  
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Figure 5.5. 3D and 2D Snapshots of MD simulations boxes filled with microparticles at 

nanoparticle volume fractions of (a,b) 𝜑nano = 10-5 (c,d) 𝜑nano = 10-4 (e,f) 𝜑nano = 10-3 

 

(c) 

(a) (b) 

(d) 

(e) (f) 
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 CONCLUSION 

This study focuses on the stability of neutral colloidal silica microparticles in 

aqueous suspensions with low concentrations of highly charged zirconia nanoparticles. 

DLVO theory modified with additional depletion interactions was applied to describe 

particle interaction potentials and forces. 

Previous AFM measurements5, 46 identified and quantified an effective repulsion 

between microparticles that increased as nanoparticle concentration increased, suggesting 

that charged nanoparticles can be used to modulate the stability of microparticle 

suspensions. To better understand the mechanisms by which the effective repulsion arose, 

MD simulations were performed. Systems containing 𝜑micro = 10-2 and 𝜑nano = 10-6 to 10-3 

were simulated over timescales up to 1 minute. In the absence of nanoparticles, 

microparticles quickly aggregated during simulations. However, even in the smallest 

concentration of nanoparticles studied, an apparent kinetic barrier arose that slowed 

microparticle aggregation significantly.  

To quantify the apparent kinetic barrier and the effective pair interactions between 

microparticles in the presence of nanoparticle halos, enhanced sampling was employed. 

Umbrella sampling was used to ensure sampling of rare states and to construct a continuous 

PMF as a function of microparticle-microparticle distances. Simulation results indicated a 

kinetic barrier ranging from about 2.5 to 6.5 kBT exists for microparticle-microparticle 

interactions. This barrier grows as nanoparticle concentrations increase, suggesting that 

nanoparticle concentration is a driving factor in stabilizing microparticle suspensions as 

was observed in atomic force microscopy experiments.  
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Ultimately, stabilization and aggregation were studied for systems of 125 

microparticles using MD by applying PMF curves from the umbrella sampling. Thus, the 

stabilizing effects of nanoparticles were preserved while their physical presence in the 

simulation box was no longer required. Simulations indicate that the kinetic barriers found 

during umbrella sampling simulations affect the rate of microparticle aggregation, 

matching experimental observations. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

 

 CONCLUSION 

In this work, the effect of temperature and nanoparticle concentration on the 

stabilization of binary systems of colloids and nanoparticles with possible nanoparticle 

haloing was investigated using experimental techniques and molecular dynamics 

simulations. The specific aims of this project were to: 

1. Prepare nanoparticle haloing samples for NASA experiments 

2. Conduct gravity temperature shock experiments 

3. Perform molecular dynamics simulation of the nanoparticle haloing systems using 

HOOMD-blue to determine the effective colloidal pair potential.  

The deliverables of each of these specific aims are explained below. 

 

ISS Experiments Sample Preparation: 

After synthesizing and characterizing silsesquioxane microparticles, gravity 

settling experiments were performed in order to choose the most stable nanoparticle 

haloing binary systems for the ISS and gravity experiments. Gravity settling experiments 

showed that microspheres aggregate and settle rapidly due to the van der Waals interactions 

in the absence of nanoparticles, yielding open sediment structure clusters. By adding the 
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nanoparticles to the system, the normalized settling velocity decreased due to the effective 

potential barrier that arises from nanoparticle halo formation. Microscopy images indicated 

a possibility of achieving some level of crystallization in the nanoparticle haloing systems. 

Based on the ground settling experiments, 1.2 μm BC-SSQ microparticles and  

5-20 nm zirconia nanoparticles were selected for the nanoparticle haloing systems of this 

study and the ISS experiments. Based on the zeta potential results, the pH of these samples 

was high enough to meet the NASA safety requirements. 

 

Gravity Temperature Shock Experiments: 

Effect of temperature on nanoparticle haloing binary systems was investigated 

using a confocal microscopy. Images were acquired before, during, and after the 

temperature shock. Image analysis of the results showed an increase in the average blob 

size after applying the temperature shock to the samples. By increasing the shock 

temperature from 60oC to 80oC, the average blob size growth was more significant. The 

average blob size growth was higher in the nanoparticle haloing samples with the lowest 

nanoparticle volume fraction (𝜑nano = 10-4). Samples with the highest nanoparticle volume 

fraction (𝜑nano = 10-3) were stable, and temperature shock had a minimum effect on their 

average blob size. In addition, the relative coarseness of the network reduced sharply after 

the temperature shock. This coarseness reduction could mean that applying the temperature 

shock would result in a more idealized structure with higher crystallinity. Further studies 

are needed to observe the sediments' 3-D structures in order to measure their crystallinity.  
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Molecular Dynamics Simulations: 

To better understand the mechanisms by which the effective repulsion arose, 

molecular dynamics simulations were performed. Simulations results showed that in the 

absence of nanoparticles, microparticles quickly aggregate during simulations. However, 

even in the smallest concentration of nanoparticles studied, an apparent kinetic barrier 

arose that slowed microparticle aggregation significantly.  

To quantify the apparent kinetic barrier and the effective pair interactions between 

microparticles in the presence of nanoparticle halos, enhanced sampling was employed. 

Umbrella sampling was used to ensure sampling of rare states and to construct a continuous 

PMF as a function of microparticle-microparticle distances. Simulation results indicated a 

kinetic barrier ranging from about 2.5 to 6.5 kBT exists for microparticle-microparticle 

interactions. This barrier grows as nanoparticle concentrations increase, suggesting that 

nanoparticle concentration is a driving factor in stabilizing microparticle suspensions as 

was observed in atomic force microscopy experiments.  

Ultimately, stabilization and aggregation were studied for systems of 125 

microparticles using molecular dynamics simulations by applying PMF curves from the 

umbrella sampling. Thus, the stabilizing effects of nanoparticles were preserved while their 

physical presence in the simulation box was no longer required. Simulations indicate that 

the kinetic barriers found during umbrella sampling simulations affect the rate of 

microparticle aggregation, matching experimental observations. 
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 FUTURE WORK 

There are still a lot of unknowns about the effect of temperature on the binary 

systems aggregation. Some of the experiments and simulations have been left for the future 

due to lack of time. The following ideas could be tested in the future. 

 

AFM Studies: 

Our group’s previous study suggested when using highly charged nanoparticles to 

stabilize colloidal suspensions, the two fundamental mechanisms of nanoparticle haloing 

and adsorption are not mutually exclusive. Further studies are needed to fully elucidate the 

role of nanoparticle size and charge on the transition from stabilization by nanoparticle 

haloing to nanoparticle adsorption and observe how the nanoparticles behave during the 

transition process.  

In addition, to determine the impact of thermal gradients on the stability of a 

nanoparticle haloing system, a series of AFM measurements can be conducted to directly 

measure the force between a particle and a surface as a function of temperature. Comparing 

forces with and without temperature gradients will allow us to determine if there are any 

additional attractive interactions. 

 

Direct Determination of Colloid Crystallinity: 

During the temperature shock studies of the binary systems, we were not able to 

quantify the binary systems structural evolution. By directly determining the degree of 

crystallinity of the nanoparticle haloing samples using in situ X-ray scattering observation 

or a confocal microscope with a narrow Z slicing capability and higher magnifications, we 
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can better understand the structure and crystallinity of the binary systems. This would also 

help us to indicate if there is a possibility of achieving some level of crystallization in these 

systems. 

 

Conducting temperature Gradient Studies: 

During this study, we did not have the capability to create a thermal gradient and 

promote thermophoresis. Initial attempts utilizing nichrome wire as our heating element 

were examined to regulate precise heating to the colloidal suspension. Other methods, such 

as the use of conductive carbon tape as an alternative heating element can be investigated 

as well. Once a precisely tunable heating element can be utilized to generate the appropriate 

temperature gradient to balance the particle settling velocities, the settling of the suspension 

could be studied.  

 

Compare on earth temperature gradient results with the results from similar experiments 

onboard the ISS: 

After performing the temperature gradient gravity experiments, the results need to 

be compared with the results from similar experiments which was performed onboard the 

ISS. 

 

Further Molecular Dynamics Simulations: 

The effect of temperature on the aggregation of nanoparticle haloing can be studied 

by doing molecular dynamics simulations at different temperatures. The effect of gravity 

can also be added to the future simulations by gradually decreasing the box size.  
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