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Abstract

Life in nature is defined by many characteristics. Whether something can move, communi-

cate, response to the others, reproduce or die, indicate if it is alive or not. Among these features,

communication can be considered the most basic and yet the most important as it happens both

inside and outside an organism; between every molecule and every cell there are signals to be

passed and to be responded to. Communication defines biology.

A network of molecules or a society of organisms are both complex systems. The smallest

change in this snarled network affects the whole system and changes the output significantly.

Comprehending and manipulating them in detail is time and resources consuming and involves

human error. But there is a way to simplify the process of inspecting the living creatures.

Bio-model engineering lies at the crossroads of biology, mathematics, computer science,

engineering and is a branch of systems biology. In this field of science, biological models are created

and/or re-designed for simplification, abstraction and description of biological networks. Modelling

these networks based on past experimental observations in silico with a set of pre-designed models

and a collection of components would make this process faster and simpler.

This thesis contributes to science by providing a collection of model components built in

Petri nets with Snoopy. These components each describe a specific behaviour and they can be

used individually or as a combination. The set of behaviours in this collection include chemotaxis,

reproduction, death, communication and response. These are a few of the most basic behaviours

in nature that mark something as alive. These basic behaviours choose that a piece of stone is

not alive but the small microscopic bacteria on it are.

Starting with small achievable steps, these components are modelled in abstract, meaning

they demonstrate only the critical parts of the behaviours. Not only the models, but also

the process of modelling and combining the components is provided from the adaptation and

manipulation of a general protocol.

The components in this library are categorised based on their complexity. In this cat-

egorisation, the models have four levels, with each level more complex than the former. The

more complex levels, are built from the simpler ones in a hierarchical manner. There are two

application of the models to two different microorganisms, each from one of the main biological
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superkingdoms to demonstrate the practicality of this collection. The chosen microorganisms are

from: the domain of Prokaryotes E. coli and Eukaryotes Dictyostelium a.k.a slime mould.

Each model contains a set of rate constants that define the speed of the reactions. A set

of expected behaviours based on biological literature is defined for these models to be compared

with the outcome result of the analysis of the models. The models are simulated by Spike, a

command line programme for simulation of models built in Snoopy, and are analysed with R and

Python. To achieve the expected results, optimisation methods are used to find the best rates

possible in the models in order to achieve a defined behaviour. In this thesis the optimisation is

applied to Dictyostelium model to achieve the best rates for the accumulation of Dictyostelium

cells in one location to create fruiting bodies. Random Restart Hill Climbing and Simulated

Annealing are the chosen methods for optimisation.

Key Words: Model component, hierarchical modelling, Petri net, optimisation, quorum

sensing, biofilm formation, chemotaxis, communication, location, locality, space, grid, gradient,

alive, basic behaviours, movement, reproduction, death, signal, dynamic, systems, networks.
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Chapter 1

Introduction

“Life” is a complex concept with many definitions from different aspects. However,

biology has its own way to decide if something contains life and is “alive” by considering some

characteristics such as whether or not it reproduces, moves, dies and/or communicates. Among

these characteristics, communication could be considered one of the most basic and yet important

features as it is required for the other behaviours to happen. Intercellular or intracellular

communication is required for an alive organism to survive. Whether it is between the organelles,

organs or between different organisms, the presence of this communication is crucial. Therefore,

it can be said, that communication defines biology.

Biological networks within and without the living creatures are complex and difficult to

comprehend. This complexity brings the necessity to create a simplified version of the networks, by

designing models, and achieving a better understanding of them [52]. Modelling biological systems

is a developing area of science in which using the data provided by experimental laboratories,

the scientists create models, mathematical or computational, to get a better observation of

the behaviour of a biological system as well as the detailed interactions inside it [72]. These

models then could be used not only to describe and analyse the behaviours, but also to predict

them [175, 169, 196].

By modelling the structure of biological systems less time and resource is spent compared to

a biological laboratory, whilst the models provide the details behind the interactions inside them.

These models can be useful in many areas from suggesting new therapeutic methods [175, 169] and

preventive strategies for different diseases [163] to finding solutions for industrial problems caused

by microorganisms such as formed biofilm on the hulls of the ships [28]. Thus, by modelling
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biological networks and analysing them, it is possible to provide testable approaches, reproducible

models and results while saving time [177].

Thanks to the informatics and computational sciences, biology has been more informational

than before. This allows to shift the focus on construction and re-construction of biological models

using engineering principles. Bio-Model Engineering is a branch in systems biology, that designs,

constructs and analyses computationally built models of biological networks [88]. In Bio-Model

Engineering models can be constructed in different levels of complexity and abstraction from

atomic to cellular structure and from inter- to intracellular scales [88, 78, 73]. In this thesis, using

engineering principles, models are designed and constructed in different levels and scales in a

multidimensional, multi-level and multi-scale environment.

To begin the modelling, choosing a simple case study is the first step. The simplest

forms of life are the unicellular microorganisms. These microorganisms might live in isolation

planktonically or in societies or colonies [200, 112]. In this thesis, the focus is on two different

microorganisms each from one main domains of life: Eukaryotes and Prokaryotes. The chosen

microorganisms from each domain are bacteria and Dictyostelium respectively. In chapter 2 a

detailed explanation about these microorganisms is convened. The second step of modelling is to

choose the basic behaviours to model. As the aim of this study is to simplify the understanding

of biological networks, simple behaviours are chosen such as communication, response, movement,

duplication and death which are modelled in silico.

The third step of modelling is to choose a tool and a platform. After considering different

methods and tools which have been used before for modelling biological networks [a complete

comparison is provided in chapter 2 section 2.5], the use of Petri nets as the tool and Snoopy

as the software platform was decided. Snoopy supports different types of Petri nets such as

Stochastic, Continuous and Coloured. Using these different types it is possible to model different

aspects of the behaviours as required. Coloured Petri nets are especially useful as they provide

a multidimensional grid which then could be used for spatial modelling [77]. Here, Coloured

Continuous and Coloured Stochastic Petri nets are used mostly to present a multi-level, multi-scale

and multidimensional model of basic biological behaviours.

These models are components in a collection which could be used individually and/or

combined to test and analyse the biological system under different circumstances. Then, using

different tools, such as Spike the models are simulated to produce output data in csv format.

These data are analysed with different techniques, such as R and Python. Analysing the data
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from simulations, provides a primary understanding of the function of the models.

By understanding the functionality of the models, it is possible to go further into making

the models function as expected. This means finding a target function and optimising the models.

Optimisation is a mathematical programming technique to find the best solution for a problem.

There are different methods for optimisation, which of those, Random Restart Hill Climbing and

Simulated Annealing are chosen for this study. After writing the algorithm for each of these, the

codes are written in Python. In this code, the rate constants of the models are changed. These

rates define the action rates in the models, meaning they describe how fast an action should

occur. The codes use Spike to simulate the models and then speculates the behaviour in order to

decide whether to accept the new constants or not. The target function is defined to find the

maximum number of the cells in one location and find a better combination of rates to achieve

a higher number. The reason for this choice is to mimic the construction of fruiting body in

unicellular microorganism Dictyostelium. The target function is not under the influence of the

location. A detailed description is provided ins Chapter 6.

A part of this thesis has been published in BMC Bioinformatics Journal in 2019 [77]. In

this Article, a model of biofilm formation was combined with a model of quorum sensing in E.coli

using Coloured Petri nets to discuss the affect of distance on the communication of bacteria on a

grid.

1.1 Research Questions

To call a system “alive” there are fundamental behaviours to consider such as movement

towards a chemical trigger, reproduction, communication, response and death which are only

some examples of these behaviours. This means these behaviours can be observed in any system

that is alive and that makes studying these behaviours interesting. It is now possible to use

computational and engineering methods to model these behaviours in order to obtain a better

understanding of them. Modelling biological networks provide a better perceptive of the system

while it saves time and resources. Constructing a collection of model components that contains

the most simple behaviours could be helpful in providing an easy way to model networks for

different purposes such as, in case of biological models, disease prevention or treatment. These

models are abstract, they are reproducible and could be used for different studies. The motivation

of this study is to create such a collection, to quicken the process of modelling and studying

biological systems while finding the best combination of rates in the model in order to achieve
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the desired behaviour.

Considering the importance of microorganisms in human life, and their simplicity, these

creatures are used in this study for the application of the model components. In a biological

laboratory, the researchers should wait some time between 2 hours to weeks to achieve the

desired results, excluding the human errors from the experiments. Using this collection of model

components, this process is invigorated.

Not only modelling, but also analysing the models is a matter of importance. The models

provide an abstract comprehension of the system and should behave as expected based on

biological experiments observations. To get from modelling to analysis and achieving the desired

outcome, optimisation is the bridge; which means using optimisation methods, it is feasible to

achieve the desired behaviours.

Since biological networks are complex, it is easier to break the complicated networks down

into small pieces and model them in separately. This means to construct a model that only

contains the most important parts of that network. The motivation of this study is to:

• construct a library of models components to demonstrate the most basic biological behaviours

such as communication, response, reproduction, movement and death;

• successfully combine the model components from the collection and achieve the expected

behaviours based on biological literature;

• improve/re-design the components, and combine them with new models using engineering

principles;

• Set an expected behaviour and achieve the best solution for it.

There are many methods and tools that could be used for modelling biological systems,

which have been discussed in detail in Chapter 2 Section 2.5. In this study, Petri nets are chosen

as the modelling tool and Snoopy as the platform as it supports different types of Petri nets such

as Coloured Petri Net. Using this method a collection of abstract models and model components

are constructed in different levels of complexity to be used individually or in a combination as

required. Models that are constructed previously by other researchers have been also used in this

study (see Chapter 4). To analyse the output data from the models, R is used and to check the

accuracy of the model as well as to achieve an optimised solution for the defined target function,
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Python routines are employed (See Chapter 5 for the chosen prototypes. 6 for the methods of

optimisation and Chapter 7 for the final results).

1.2 Aims and Objectives

Designing models of biological systems using engineering principles, provides a better

comprehension of interactions inside and between the biological entities. These models also could

be used to analyse or predict biological behaviours. The main purpose of these models is to

study the biological components at a cellular level [99]. By using these models it is possible, for

example, to predict a drug’s influence on every molecule and each pathway that ends up forming

the cell behaviour [7].

The aim of this study is to provide a general methodology to construct complex models

from the combination of simpler components to describe some basic biological behaviours, using

characteristics such as space and location to describe basic behaviours such as movement or

communication. This study includes a step-by-step protocol that describes a method for modelling,

a collection of properties that are the basis of modelling, stratified model components, categorised

based on complexity and examples of application of the collection’s components in different

biological settings and optimisation for finding the best combination of rate constants for a desired

outcome.

Looking at this methodology, from different angles, provides the objectives of this study

which are to:

1. Construct a collection of model components in structured different levels of complexity.

These reproducible models could be used to study different biological behaviours under

different circumstances. From the aspect of system complexity, the models are four groups:

one group of Properties and four Group of Models which are categorised based on their

complexity:

I Properties: The definitions and declarations of the models, such as Grid, Neighbour

Function, etc.

II Level-0: Simple Components which contain one place, one transition and the properties.

III Level-1: Basic Models, which are the simple combinations of the Simple Components

and a few properties.
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IV Level-2: Systems which are complex networks and a combination of a few Basic

Components and/or Basic Models.

V Level-3: Complex networks built from Level-2 models and a few properties.

2. Categorise the components based on biological complexity aspects into two groups:

I Intercellular interactions, the interactions outside the cells such as:

i. Movement and chemotaxis,

ii. Duplication,

iii. Death,

iv. Communication with a focus on bacterial quorum sensing and Dictyostelium’s

accumulation around the signalling molecule cAMP.

v. The response to the communication.

II Intracellular interactions, the network inside the cell, such as:

i. Production of signalling molecule. (This part of the model was constructed by Li

et al and was assembled with one of the models from this study)

ii. The interactions of the molecules inside the cell after the cell receives the signalling

molecule.

3. Apply the models of chemotaxis, death, duplication and communication in two different

domains of life, choosing one microorganism in each domain as case studies:

I Prokaryote: bacteria in a general form. In this study the focus is not on any specific

type or species of bacteria

II Eukaryote: Dictyostelium known as “slime moulds”.

4. Design a a step-by-step protocol adapted from a general protocol written by Professor

Monika Heiner and Professor David Gilbert with introductions for modelling using Petri

nets, Snoopy and Spike as the method as well as the guid to combine different components

together.

5. Optimise the models using Random Restart Hill Climbing and Simulated Annealing methods

as an employment of Python routine codes. Using optimisation, the aim is to find the

best combination of rates in the model for a defined behaviour. This defined behaviour is

explained in detail in 1.3.



CHAPTER 1. INTRODUCTION 7

An extended explanation of all of these models and how they are constructed and worked

in in Chapter 4 and the biological applications these models can be found in Chapter 5. The

models are stored as a structured data collection, categorised based on their level of complexity

as CANDL files. CANDL files are exported from Coloured Petri nets, are small in size, can be

edited simply and can produce ANDL files for unfolded models.

1.3 Novel Contributions to Science

The contributions of this thesis could be summarised as follows:

1. A reproducible structured library of model components to improve the understanding of

biological systems. These models could be used to comprehend the biological behaviours

and predict them under different circumstances. This library consists of:

I Constructed models in different levels, inter- and intracellular, and are abstract, which

could be used individually or as a combination

II Abstract models of the most basic principles of life: movement, death, reproduction,

communication and response.

III Detailed models of communication and response, taking quorum sensing and biofilm

formation illustrated by examples of studying these behaviours.

2. A protocol of how to use and apply the models components from the collection to a variety

biological scenarios.

3. A methodological approach for modelling biological network. Using Petri nets, Snoopy and

Spike as a combination of tools and techniques to achieve the objectives.

4. Optimisation of a chosen model in order to find the best action rates to achieve a specific

behaviour.

In detail, the novel contributions of this research is as follows:

1. A reproducible structured library of model components to improve the under-

standing of biological systems as well as a protocol of how to use them. These

models can be used to comprehend the biological behaviours and predict them under

different circumstances. After investigating about different potential methods and tools
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for biological modelling [see Chapter 2], Petri nets are chosen as the tool to model this

collection of model components. This library contains models which describe intracellular

and intercellular levels of biological systems. For each level, a chosen behaviour is used

as an application of the model components. The result is a library of abstract models

of movement, reproduction, death, communication and response, and detailed models of

communication and response. The models are designed in 2D and all of them could be

applied in 3D as well. These sets of model properties which could be used for different

scenarios by changing their rate and/or location. The model properties (explained fully

in Chapter 4 Section 4.1) are the basics of the model. In other words, Properties of this

collection are functions, definitions, coloursets, grid sizes and other variables such as Glu,

Sink, Wall and pseudo-infinite grid. The model components could be used to study different

scenarios of the desired behaviour. Also, by changing the rate of transitions or the location

of these components it is possible to investigate the effect of these changes on the outcome

of the model. [See Chapter 4 for the collection of components]

2. protocol of how to use and apply the models components from the collection

to a variety biological scenarios. The process of design, construct and assemble of the

models is explained in this study in detail. Using the components of the library, complex

systems are created to describe multiple biological behaviours in one model. The models

describe two different microorganisms from different biological superkingdoms: bacteria

and Dictyostelium. 1 [See Chapter 5 for application of the components.]

3. A methodological approach for modelling biological network. Using Petri

nets, Snoopy and Spike as a combination of tools and techniques to achieve

the objectives. After investigating different potential methods and tools for biological

modelling, Petri nets and Snoopy are chosen as our tools. Snoopy has a built-in simulator

which could be used for abstract and simpler models. But in the case of 2D models on

larger grids, Snoopy may take time for simulation due to its graphical user interface. That

is why the developers of Snoopy, created a command line program which can promote the

speed of simulation for the more computationally intensive models, called Spike. Spike

provides csv data files which then could be analysed using different tools such as R. In this

study, all the data files accorded from Spike are called “output data”. [See Chapter 3 for

the methodology used in this thesis.]
1In bacteria, the model of Biofilm Formation is not created from the components of the library as it was initially

created in detail and combined with the model of signal production to exhibit quorum sensing as an intracellular

communication and response.
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4. Optimisation of a chosen model in order to find the best action rates to achieve

a specific behaviour. The model chosen for optimisation is the Dictyostelium which is

built from the components of the model library in this study. The models contain some

constant rates which define the rate or speed of each action in the model. The expected

behaviour is for the Dictyostelium cells to move towards a chemical trigger, cAMP, and

accumulated around it. This behaviour has been observed in Dictyostelium in nature for

the production of a fruiting body. For optimisation method, Random Restart Hill Climbing

and Simulated Annealing are used as the methods in order to compare these two methods

in finding the best possible solution which in this case is the highest possible accumulation

of the most Dictyostelium cells in one location. The code is written in Python and could be

reused by other researchers. [See Chapter 3 Section 3.1.4 and Chapter 6.]

1.4 In the Next Chapters

The following chapters will discuss this study in detail. Chapter 1 explains the aim and

objectives of this study as well as the novel contributions it provides to science. Chapter 2 provides

biological studies for a better understanding of biological systems that have been modelled. Also

in this chapter there is a computational background study for different methods and tools which

could have been used alternatively for this study and the reasoning behind the choices of tools and

techniques for this study. Chapter 3 is the methodology that introduces the tools and methods

used for modelling, data analysis and optimisation. Chapter 4 provides the collection of models

and a protocol that includes all the required information to produce the same models in Petri nets

and Snoopy and in Chapter 5 model components from the collection are used to be applied to

real-life scenarios in two different microorganisms: bacteria and slime mould. Chapter 6 provides

the algorithms for the python routines, using two methods of Random Restart Hill Climbing and

Simulated Annealing. In Chapter 7 is the data analysis and visualisation of outcome data from

the models with R and the result of optimisation of the models using python routines. Finally, in

Chapter 8 a summary of the study is provided as well as some suggestions for further research in

this area .



CHAPTER 2. LITERATURE REVIEW 10

Chapter 2

Literature Review

In this chapter, the different fields of this study are thoroughly explained. In Section 2.1

systems and synthetic biology and how this work is related to these fields are described. Then

in Section 2.2 the relatively-new concept of Bio-Model Engineering and how this concept have

been used in this study is discussed. In Section 2.3 the reason for choosing each microorganism

as the case study prototypes is explained. In the next section, 2.4, the biological behaviours that

are chosen for this study are explained in detail. In Part 2.4.1, the type of communication and

response and in Part 5.1.2 Duplication, Chemotaxis and Death behaviours are explained from a

biological perspective. In the final two sections, there are two reviews: a review of the previous

models that have been constructed in the same areas (Section2.6) and a review of other possible

methods and tools that could have been used for this study. Then the reason of choosing Petri

nets and Snoopy is clarified (Section 2.5).

2.1 Systems and Synthetic Biology

Biological and biochemical systems are complex, detailed, and in different levels of struc-

ture. These systems need to be deeply understood and examined and this understanding could

be achieved faster and more efficient when there is a combination of biological experiment,

computational sciences and engineering principles. This crossover of different areas of science

creates systems and synthetic biology [24, 124]. Even though both systems biology and synthetic

biology are the combination of these fields, there are some differences between them.

With the study of protein structure and DNA sequencing in 1950s, research in biology
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took a turn in how biologists analysed the biological systems and applied computational methods

to understand the logical explanations behind the biological networks. This era was the beginning

of systems biology in the following decades [209].

In systems biology - also called computational biology or computational systems biology,

a better understanding of the living systems is the main objective. As a result of research in

this field it has become possible to describe the dynamics of the complex biological systems

in detail or abstract, analyse and/or predict them. In these systems, usually there are many

elements interacting with one another, making complicated networks that result in forming a

behaviour. Therefore, the result of this compound network, depends on each and every involved

element [107, 186, 104].

Systems biology was initially used to provide an understanding of genes, reactions, and

protein structures and localisation. But as time passed, it expanded to more complicated and

detailed networks. Over time, systems biology developed synthetic biology with the main focus

on reconstruction of biological systems for description and prediction of the results after the

changes which mainly sourced inside the genetics of that biological network [104, 105]. The term

“synthetic biology” was first used in 1912, however, it has recently become a theoretical and

technical field of science that connects engineering, computing, maths and biology. In the synthetic

biology, by using mechanical tools and biological knowledge, new organisms are created with new

characteristics. In this field the scientists look at the biological networks as a system formed from

different individual elements. These basic elements are used to create new systems [51].

With the development of systems biology, and its combination especially with computational

studies, it has expanded biology from a descriptive research to an analytic and predictive

approach [134] using models. A model could be a simplified version of a system, to ease the

process of studying that system, or a detailed structure to provide a deep understanding of the

details in the system. Some modellers such as Stan, believe that the model can only be the

essential aspects of a network [181]. However, detailed models have also proven to be useful in

the last years, especially when it comes to biology.

Materi and Wishart explain that a computational-biological model is only useful when

it can save money and time, could be understood better than the pure biological system, the

results could be matched with biological data and it can identify missing parts or components

in a network [134]. The systems biology models have been successful in different fields such as

evolutionary biology, epidemiology and ecology [104]. A model with these features could be used
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for different purposes such as drug discovery, personalised medicine and personalised nutrition

projects [157, 134, 107].

In computational and systems biology, the biological systems could also be predicted with

simulations and data analysis while the accuracy of the results could be examined in biological

laboratories with the quantitative and qualitative data provided by the model. The goal is to

design a model which can describe, analyse and predict the system’s processes and its results

under various circumstances [20, 107].

2.2 Bio-Model Engineering

At the intersect of modelling, biology, computer science, mathematics and engineering,

Bio-Model engineering lays. As a part of both systems and synthetic biology, in Bio-Model

Engineering the models are constructed, designed and developed in order to study, analyse and

predict the enquired systems under different circumstances [99]. In this field, different versions of

the same model are developed in order to study the hypothetical conditions in each version [88].

One of the most important aspects of Bio-Model Engineering is to construct a library of

model components which is generalised enough to be used for different studies. These models can

be in different scales, and different levels from molecular to whole-cell structures in space and

time [22] and could be used individually or as a combination. The models created in bio-model

engineering then go through structural analysis and model checking [23, 88].

This study is closely similar to the aspects of Bio-Model Engineering. Here, using graphical

methods, a library of model components from the most basic concepts of life in an abstract setting

is constructed. Based on the meaning of “alive” in Wikipedia, anything that could be called alive

needs to have seven characteristics: Homeostasis, organisation, metabolism, growth, adaptation,

response and reproduction. The whole article can be read at Wikipedia. In this study, These

aspects are modelled as below:

• Movement as a response to a chemical trigger, i.e. chemotaxis;

• Reproduction which in this study is duplication of unicellular microorganisms;

• Death as a part of growth, as it is a change over time;

• Communication and response to the communication which are parts of Metabolism and

https://en.wikipedia.org/wiki/Life
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Response.

Using Petri nets, detailed illustrations of the biological systems are shown which are easy

to understand and follow.

2.3 Choice of Microorganisms For Modelling

Microorganism is a term used for microscopic organisms which might be unicellular or live

as a colony or a cluster that can include microorganisms from both biological superkingdoms:

Prokaryote and Eukaryote (based on two-empire classification system). These microorganisms

include bacteria, archaea, amoeba, protists and even viruses which are non-cellular organisms.

Prokaryotic, literally meaning "before Kernel" are the organisms that do not have a nucleus

surrounding their genetic information. Eukaryotic, the “true nucleus”, have a membrane separating

the DNA from the rest of the cell, making these cells more complex than Prokaryotes. [168, 25].

Prokaryotic cells are divided to two major evolutionary kingdoms: Bacteria (=Eubacteria)

and Archea (=Archaebacteria). The latter has not received much attention since they usually

live under specific circumstances and are difficult to culture in the laboratory. But the bacteria

kingdom, has been studied well since they can grow almost everywhere, are used in industry, and

most importantly have interactions with human body [25].

Interestingly, most of the domains of microorganisms from both superkingdoms could

be found in human body[179, 192] which makes studying them an important area of science,

especially from human health and industry perspectives. The microorganisms that are in direct

interaction with human body are rather symbiotic or pathogenic.

In this study, two different microorganisms are chosen to build the models based on them

as the prototypes or case studies. These two microorganisms are bacteria from the Prokaryote

kingdom and Dictyostelium a.k.a. slime mould from the Eukaryote kingdom. In Section 2.3.1 the

importance of bacteria in human life and in Section 2.3.2 Dictyostelium is and what makes it a

good prototype, are explained
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2.3.1 Bacteria

There is a huge population of symbiotic microorganisms living inside and on the surface

of human body, containing around 1013to 1014 cells. These microorganisms have been living

with us ever since birth [98, 172, 46] and their construction have been developing since then [46].

These microorganisms, exceed the number of our own cells with the ratio of 1 to 10 [174, 11];

however, there are some debate about this ratio as some report it as 1 to 1 [27, 174]. In 1960,

these bacteria started to be known as “mircobiota” and “microbiome” [158]. In this study they are

referred to as “microbiota”. Microbiota could be found almost everywhere in the body, nonetheless,

the concentration of this population is inside the digestive tract. Most of these microorganisms,

around 1014 CFU/g, are bacteria [194, 35] [CFU = Colony-forming unit].

Microbiota have a direct interaction with human cells, wherever they live, which is why

studying them is crucial. While they provide vitamins and effect the behaviour and body’s

function [111], they can be used to prevent some diseases or, they can cause them [189, 192].

Recent studies have confirmed that microbiota is related to brain development [132], irritable

bowel syndrome (IBS) [56], liver disease [130], oral cancer [208], colorectal cancer [130, 102, 35, 53],

diabetes [70], Crohn’s disease [27], Parkinson’s disease [171] and encompassing ulcerative colitis [85].

Accordingly, microbiota plays an important role in human well being.

The digestive system contains the greatest population of microbiota, becoming one of

the most important populations of microbiota in human body and is known as gut microbiota.

The construction of these microorganisms is unique for each individual and is directly influenced

by diet, although it also depends on lifestyle, use of antibiotics, infections, genetics, stress and

other factors. The gut microbiota modifies during childhood and eventually is stable throughout

adulthood [111, 188, 145].

In the past decades, most of the studies on gastrointestinal diseases was about pathogens

and how they cause diseases; but while these microorganisms can cause diseases, they could be also

beneficial [128, 190]. Recently the impact of gut microbiota on human health, their modifications

and their usage for human health improvement and treat diseases, have become an interesting

field of study [172, 56]. In fact, studies have shown that the gut microbiota play essential roles

for humans to survive [188, 9, 189]. Gut microbiota and the host’s immune system interactions

assist the immune system to develop, while the immune system in return aids the microorganisms

with their composition which results in a complicated vast network, that connects brain, liver

and gut and other organs all together for a better function of human body [145, 133, 97].
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Another important population of bacteria in human body, is the oral microbiota; the

bacteria in oral cavity. In 1970s a study on human dental plaques showed that oppose to

the common belief of that time, bacteria do not live completely free and independent. They

communicate with each other, build a society and adhere to their surface with biofilms [175].

There is no stop for biofilm formation, since it is a natural process in the bacteria. Biofilm

formation can be “disturbed” with brushing. If left undisturbed, The biofilm becomes confluent [13].

Biofilm made by bacteria on the teeth and gums can cause plaques; and plaques can cause dental

caries or periodontal disease [218]. In a healthy person there is a balance between the gum tissue

and the biofilm formation and there is a symbiotic relationship between the host and the bacteria.

But when this balance is elapsed there will be some problems for human health [175].

Biofilms are the result of the microorganisms communication, especially bacteria. The

communication, known as quorum sensing, happens when the concentration of the microorganisms

increases. Quorum sensing and Biofilm formation are one of the main focuses of this study, as an

example of communication and the response to it. The detail about Quorum sensing and biofilm

formation is explained in section 2.4.1.

Considering bacteria’s importance from many aspects, as well as the simplicity of data

collection about this domain, bacteria was chosen as one of the prototypes. When modelling

detailed models are bacterial communication and response, the bacteria species should have been

specified. As E. coli is one of the best recognised bacteria in the domain, the detailed models are

built based on this species.

2.3.2 Dictyostelium: The Slime Mould

Among Eukaryotes plants and animals are the most known which are multicellular organ-

isms. However, there are many unicellular species in this superkingdom. Dictyostelium (Dicty)

is a social amoeba that is unicellular in parts of its life cycle, and multicellular in other parts,

making this species very interesting. It is one of the well known microscopic Eukaryotes commonly

known as the slime mould [112, 200]. Dicty is one of the most studied model microorganism for

chemotaxis due to its similarities to mammalian cells [144].

Naming Dicty as a social amoeba is because this unicellular microorganism communicates

with other Dicty cells in the area. Under normal circumstances, when there is no pressure, Dicty

moves around randomly in a diffusion-like behaviour [63, 200]. But under pressure or starvation
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they gather together and create a multicellular aggregated society to survive. As a result of this

communication, a fruiting body is created which bears the spores. In the final stage of the life

cycle of this amoeba, the spores are detached from the fruiting body, off the tip of the fruiting

body structure [59, 92]. The main focus in this study, is the stage when Dicty cells communicates

and aggregates and eventually create the fruiting body.

The signalling molecule produced by Dicty is called cyclic adenosine monophosphate

(cAMP). The mechanism of this communication is similar to bacteria and hence it is also called

quorum sensing: the communication based on the population density. Under pressure, Dicty cells

produce cAMP into the intercellular environment. Reaching a threshold, the cells start moving

to where the concentration of the signalling molecule is the highest and create the multicellular

structure [59, 200].

Even though the mechanism of the communication is the same in bacteria and Dicty, the

physiology of the movement itself is completely different. In bacteria, the movement happens

with the help of motility motors called flagella. However, in Dicty, as it is an amoeba with the

ability to change its shape, it slides on the surface by creating extension of its plasma [144]. In

this study the mechanism is the focus and not the physics of the movement and how it happens.

But this difference could be helpful in further modelling, when the focus is more towards the

physical characteristics of movement rather than the interactions between the cells.

There is another difference between the movement of the two microorganisms in the

collection of models in this thesis. In bacterial movement, the trigger of the movement, a.k.a. the

food source, is placed in one side of the modelling grid and the food molecules diffuse on the grid.

the bacteria sense the food and move towards it. As a result, the concentration of bacteria is, at

the end, around where the food is located. On the other hand, in the Dicty model of movement,

the source of the chemotaxis trigger is the Dicty cells that produce cAMP. So, while they are

producing these molecules, they move as well and slowly their random movement changes to

chemotaxis as the concentration of the signalling molecule increases at some point on the grid.

This means the location of the final lump of Dicty on the gird could be changed on every run of a

stochastic model. This is explained in more detail in Chapter 5.
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2.4 Chosen Behaviours

There are many behaviours in biological systems that could be modelled. In this study

some of the most basic behaviours and examples of them that happen in microorganisms are

chosen to be modelled. As mentioned before, communication and response to it are two of

the chosen behaviours in this thesis. As an example of this behaviour quorum sensing and

biofilm formation in bacteria were picked and modelled in detail. The other behaviours include

duplication, movement/chemotaxis and death which are modelled in abstract. This section

explains each of these behaviours in detail.

2.4.1 Quorum Sensing and Biofilm Formation

In this section quorum sensing and biofilm formation processes are explained. As the

models of these two behaviours are in detail in the collection of components, these two are

elaborated in detail, with mentioning all the biological parts that are used in the models.

Microorganisms tend to communicate with one another in different ways. One of the well

studied communication methods is quorum sensing (QS). QS is a cell-to-cell communication

based on cell density in the environment. To communicated, microorganisms produce signalling

molecules and receive them simultaneously as soon as the density of the molecule is reached a

threshold [80]. There are many different responses to this type of communication, varying based

on the organisms. For example, in bacteria one of the many outcomes of QS is the formation of

an intercellular matrix called biofilm and in Dicty it is aggregation of the cells together [112, 68].

This responses are as a result of regulations in gene transcription and cell behaviour [72, 58]

This chemical broadcasting communication is dependent on density of the communicators

which is why it is called quorum sensing: communication when the density of cells around reaches

to a quorum [150, 103] QS was first observed in early 1970s [84]. It is related to virulence,

bioluminescence, swarming, motility, antibiotic resistance and biofilm formation [103, 191].

Signalling molecules in QS are the language between the microorganisms [217]. The

microorganisms who have the suitable receptor will understand and respond to this language. In

other words, if they have the receptors for that certain type of the molecule receive it, they are able

to respond to it. These diffusible molecules are known as autoinducers(AI) in bacteria [191, 5].

To this day three different classes of autoinducers have been discovered: acyle homoserine
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lactones AI-1 produced by Gram negative bacteria, peptide based AI-2 the inter-species signalling

molecule produced by both Gram negative and Gram positive bacteria and aromatic AI-3 which

is the inter-empire signalling molecule for cell to cell communication between bacteria and their

host [94, 43]. Vast studies have been done on AI-1 and AI-2 as they are the most common

types of autoinducers among bacteria. Though, not all strains of bacteria produce all these

types [184, 91, 103]. Some bacteria produce only one type or even none at all; but they may

have the receptor for them. For example, E.coli does not produce AI-1 but it can respond to

it [203, 90, 103].

Among different types of autoinducers, AI-2 is the inter-species signalling molecule among

different bacteria which can be produced and detected by both Gram positive and Gram negative

bacteria and acts as a common language for them[150].

At the beginning of the journey of modelling biological systems, the first model constructed

was a detailed model of quorum sensing and biofilm formation. This model, which the steps of its

construction is explained in detail in 5.1.5, is made of two parts: quorum sensing, constructed in

2006 by Li et al. [114] and biofilm formation which was constructed by our group [77]. As this

model is detailed, in this section quorum sensing and biofilm formation mechanism iare explicitly

explained.

The Gram negative bacteria E.coli is one of the well-known microorganisms that could be

found almost everywhere, including human body as a pathogen or a commensal bacteria [193]

which produces AI-2 through a particular pathway that involves an enzyme called LuxS which is

the starter protein for the production of AI-2 from methionine [211, 50].

Wang et al. [204] and Sun et al. [183] explain the pathway of the production of AI-2 in

E.coli as follows: Methionine adenosyl Transferase (MetK) changes Methionine to S-adenosine

methionine (SAM) by using an ATP and changing it to AMP. SAM can be affected by two

enzymes with two different destinations:

1. SAM can be a methyl donor for Methyl Transferase enzyme. This enzyme effects on

a methyl acceptor, which causes a production of methyl. Here, SAM itself is changed

to S-adenosyl-homocysteine (SAH). SAH can be toxic if accumulated. Therefore, the

cell rapidly changes it to adenine and S-ribosyl homocysteine (SRH) by Pfs, which is

anucleosidase. Pfs here uses a water molecule to synthesise a polyamine. Then LuxS acts

on SRH and causes the production of homocysteine. This homocysteine can be recycled to

methionine and 4,5-dihydroxy-2,3-pentamidine (DPD). The second product can undergo
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some rearrangements to produce AI-2 [204] by LuxS protein [166]

2. The other pathway that SAM can undergo, wouldn’t end up to produce AI-2. SAM

decarboxylase (SpeD) would change SAM to Decarboxylated SAM (De-SAM) by releasing

CO2. After that Spermidine synthase (SpeE) would act on De-SAM and change it to

5’-Methylthioadenosine (MTA) while changing Putrescine to Spermidine. The same Pfs

enzyme would act on MTA and would change it to 5’-methylthioribose (MTR) while taking

a water molecule and synthesis of polyamines [204].

As soon as the entrance of AI-2, it is phosphorylated by a Kinase named LsrK (LuxS

Regulator Kinase). This phosphorylated AI-2 appears to be the factor, which effects on the

transcription of LsrR (lsr transcription Regulator), a DNA binding transcriptional regulator [113].

Phosphorylated AI-2 binds to LsrR and makes it separated from the operon of lsr genes (LuxS

regulator genes). On the other hand, Phosphorylated AI-2 binds to a two-component regulatory

system (a coupling mechanism to sense and respond to environmental changes), QSeBC (Quorum

Sensing E.coliregulator B and C) to control biofilm formation. When non-pathogenic E.coli

produce AI-2 in the intestine, it induces an inflammatory response in the body, which is quickly

stopped. Since AI-2 can act as an inter-kingdom signal, when AI-2 system is activated the signal

molecule is quickly removed from the environment to stop other strains of bacteria to use this

molecule and prevent the change of their behaviour through this molecule. In E.coli, AI-2 effects

on virulence factors, motility, pathogenicity and biofilm formation [204, 166, 148]. Figure 2.1

shows a simple model of what happens in the cell after AI-2 is imported.

Considering the bacterial life which includes four different phases, the production of AI-2

happens in the middle to the end of the second phase, exponential growth phase [91]. When AI-2

is produced it is exerted to the extracellular matrix to congregate there. The more number of

AI-2 producers, the more density of AI-2 in the environment [82]. When it reaches a minimum

threshold [90], the bacteria discover that there are enough of them around to start detection and

import of the signalling molecule [139, 184, 141]. Not all types of bacteria in the environment

can produce AI-2, but the ones who have the receptor have the ability to detect it [183].

The changes start when AI-2 enters the cell through a protein complex gate called LsrABCD.

AI-2 activates the two- component system Quorum Sensing E.coli regulator B and C (QSeBC).

QSeBC has two proteins: one is bound to the membrane and is a histidine kinase sensor for
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Figure 2.1: As soon as the AI-2 enters the cell through LsrABCD (1) it is phosphorilated by

LsrK (2). The phosphorilated AI-2 activates QseBC) (3) or is attached to LsrR (4) and separates

it from the lsr genes operon so now the genes can transcribe (5). The result of the depression

of lsr genes is the production of proteins of Lsr family such as LsrABCD, LsrK and LsrR (7)

to involve more AI-2 molecules. LsrR interacts with QSeBC for biofilm formation (6) and also

QSeBC is activated by AI-2 which both of them result in biofilm formation (8).

environmental changes and one is a regulator for target genes. This system is capable of activating

the process of biofilm formation [180, 148, 43].

On the other hand, the imported AI-2 is phosphorylated by LsrK upon entering the cell.

The Phosphorylated AI-2 (AI-2-P) binds to LsrR on the prompter of lsr genes and separates

the promoter from the gene. lsr genes (LuxS Regulator) are a group of genes with one promoter

(the transcription start area) in the DNA of bacteria. One of the proteins that are made from

the expression of this family gene, is LsrR (lsr Regulator Protein). In the quorum sensing-

deactivated situation, when AI-2 is not inside the cell, LsrR is bound to the promoter to stop the

transcription [95, 113].

Now that the promoter is free, the transcription of lsr gene family, which includes lsrA,

lsrB, lsrC, lsrD, lsrK, lsrR, starts [148, 113]. The results of the transcription are:
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• More LsrABCD will be produced, so more AI-2 can enter the cell,

• More LsrK will be produced, thus more AI-2 can be phosphorylated, and

• More LsrR will be produced so that more AI-2-p can bind to it.

Novak states that LsrR also can activate QSeBC and cause biofilm formation [148].

However, it is not clear how LsrR can activate QSeBC while bound to the promoter, or it is

after it is separated from the promoter by AI-2-P. It is also unclear if AI-2 is it consumed when

activating QSeBC or it acts as a catalyser to activate this two-component system. On the other

hand Li explains that that ”as soon as AI-2 enters the cell it is phosphorylated by LsrK ” [113].

This causes an inconsistency here. If AI-2 is phosphorylated “as soon as” entrance when does it

find the chance to activate QSeBC. These unclear points made some problems for us, to model

biofilm formation in the cell by AI-2.

The first observations of biofilm goes back to 1683 when Antoni van Leeuwenhoek described

the bacteria from his dental plaques as “an unbelievable great company of living animalcules,

a-swimming more nimbly than any I had ever seen up to this time, the biggest sort bent their body

into curves in going forwards" [175, 64]. However, the study of biofilm did not start until the late

1970s when the biofilm was accidentally observed on dental plaques. In late 1970s after quorum

sensing rejected the theory of planktonic lifestyle of bacteria, biofilm as a matrix protective layer

consisting of societies of bacteria was observed [175].

Biofilm formation is one of the results of quorum sensing among microorganisms [167].

Biofilm is a hydrated matrix polymer layer of extracellular polymeric substances (EPS) which its

components are DNA, proteins and other small molecules [212, 68]. Bacteria secrete this protective

layer to attach to the surface and/or each other [65] in order to communicate, improve life style

and survive by making them resistant to antibiotics and other environmental changes [116, 94]

while being a diffusion barrier for small molecules [123, 129]. Interestingly, as biofilm is a surviving

plan in case of starvation [4], the metabolic activity of the cells in biofilm decreases notably. The

reason is to decrease the needed energy for metabolic pathways while being protected inside the

biofilm [35, 54].

Bacteria who are embedded in biofilms are resistant to antibiotics for different reasons such

as the production of the matrix, modified metabolic pathways, gene transfer between bacteria or

higher anti-oxidative capacity [175, 15]. Recent studies have shown that the amount of required

antibiotic to destroy biofilm is 250 times more compared to when the bacteria is not surrounded
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by biofilm [137]. By using too much of antibiotic on bacteria, they improve antibiotic resistance

as well. These studies prove why biofilm is not treatable with antibiotic [175]. As the relationship

between biofilm and pathogenicity gets more serious, researchers focus more and more on biofilm

formation in different pathogen bacteria [49, 182, 201].

It has been reported that biofilms are related to infections in teeth, urinary tract and

skin [110, 123, 30]. It can cause a problem as simple as plaques formation on the teeth or as complex

as cancer in different parts of the body [208]. Chen et al. [35] showed the relationship between

colorectal cancer and biofilm formation due to chronic inflammation caused by biofilm. Because

of biofilm, there might be chronic infections, failed treatment or slow healing processes [136].

However, it should be noted that biofilm per se is not the problem [115]; it causes the problem

when it is rather produced inside the mucus layer of digestive tract, or slows and/or prevents

the treatment strategies or causes infections in the body [160, 27]. That said, biofilms are not

always trouble makers. for example in case of dental plaque, they are not necessarily causing any

diseases, if the tissue and bacteria are kept in a balance [175].

Biofilm is not always in biological systems and in microbial scale. They can exist anywhere,

on the hulls of the ships, inside the pipes or on ants’ bodies, or even on food [206, 8]. With the

recent development of using bacterial products in industry, biofilm has been used for beneficial

purposes for instance, in waste water treatment [212]. Interestingly, research shows that biofilms

can be quite advantageous for some plants’ growth [176]. Biofilm is not always corrupting for

human either. Commensal bacteria in human gut produce biofilm naturally as well [115, 27]. In

the field of design, the researchers have worked on modelling a position-based dynamic design for

bacteria growth. They used synthetic biology and engineering to model biofilm formation and

show the growth, communication and interactions with environment to find a way to use biofilm’s

features for human use [12]. All these said, biofilm can be beneficial or harmful depending on the

place it is formed and the amount it has been produced.

Elias and Banin [64] show that there can be three types of structure for biofilm: They

can be two different biofilm societies separate from one another, compact together or layered.

There are not enough studies about the different types of the biofilm construction and different

components in different bacteria but generally biofilm consists of proteins, small DNA and

polysaccharides. To stop the infections and problems caused by biofilm different strategies such

as using bacteriophages (phage therapy), dietary changes to adjust microbiota composition,

prevention or suppression of biofilm has been suggested [35, 115]. In the figure 2.2 the three

different types of biofilm formation is shown:
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Figure 2.2: Spatial distribution within mixed-species biofilms. species is mixed in biofilms can

organise in several ways: (a) separate mono-species microcolonies, (b) co-aggregation (c) arranged

in layers. from [64].

2.4.2 Duplication, Chemotaxis and Death

Both eukaryotic and prokaryotic cells have the ability to sense the trigger molecules in

their intercellular space which results in moving towards that molecule [135]. The movement

in microorganisms has been studied over the last years and is not a new subject. The trigger

molecule can differ from a nutrition source to a signalling molecule [2, 55]

It is not a new discovery that proves bacteria recognise the food source and migrate

towards it [2]. In case of chemotactic movement starting with attraction towards a food source,

some bacteria duplicate as a part of their life cycle, especially when the concentration of food is

higher [147]. Also, unlike the common thought, bacteria are not immortal. Studies show that in

nature, when the circumstances are favourable for the bacteria they get old and lose the ability to

reproduce. Studies confirm that bacteria could go to the death phase of life cycle, while having

enough nutrients, only because they have aged and lost the ability of reproduction [81]. These

studies show that the bacteria move towards the food, reproduce which is age-dependant and die

in the environment which this situation is another the aim of the study to be shown in a model.

The model in this thesis is in a chemostat (stable nutrient) phase; which means food is provided
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to the bacteria constantly. Therefore, in this model the death of bacteria happens due to ageing

rather than lack of nutrients.

In other cases such as Dicty, the movement might be towards the food or towards the high

concentration of signalling molecules. As a survival strategy, Dicty cells first move towards their

food, which can be bacteria or other sources, and when they are starved, they start to produce

and export the signalling molecules and then migrate to the highest concentration of the molecule

in their environment [59]. Similar to bacteria, Dicty undergoes binary division when the nutrition

is available and the growth rate decreases when it is starved in order to conserve the energy for

movement towards the food [122, 216].

2.5 Bio-modelling Tools and Techniques

Modelling biological systems in biology saves time and resources while providing a detailed

understanding of complex biological systems. Models in systems biology can be in various levels

and scales, from atomic structure [153] to genome scale [131]; from cell structure to multi-cellular

organism [74]. They can describe biochemical networks as well as protein-protein interactions.

Modelling does not end here. It can be used to describe receptors of a cell, movements and

reproduction of cells or in a higher level, tissues and a whole organisms. while all these models

propose a valid prediction of the system [202, 107]. There are many tools and techniques that

could be used for these purposes.

After modelling the system, they can be engineered and adapted with synthetic biology.

Unlike systems biology in which only the biological networks are described, in synthetic biology

some changes are initiated in order to reach a specific result. The change can be inhibition of a

pathway or introducing a new gene to the cell [93]. The goal of this section is to improve the

knowledge of different computational tools and techniques for modelling biological systems and

comparing them to reach a final conclusion: which technique is the best for approaching the aim

of this study to model communication theory in biological systems. A summary of this review in

the table in section 2.5.10, where the tools column shows the software tools which are a platform

for a specific framework and Method column shows the method(s) these tools use, such as ODEs

and PDEs, etc, Table 2.1.

In this section the other potential tools as well as the reason why these tools were not

chosen for the objectives of this study are discussed. Also, in the end the reason for the choice of
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tool is advocated.

2.5.1 Differential Equations

Differential Equations (DEs) are mathematical methods for modelling. For many years

this method have been one of the primary choices for biological modelling. DEs are usually used

for predictive modelling when one of the factors is time, in order to analyse the behaviour of a

system over time. This method consists of two parts: functions and derivatives; the physical

quantities and the rate of change and the equations represent the relations between the two. i.e it

shows how the derivatives are related to a function based on one or more variables The function

dictates the rules of the model. Considering that the rules are set in the equations, the outcome

of the models based on the same equations is always the same [47, 149].

If the DE has only one variable it is called Ordinary Differential Equations (ODEs) and if

it has more than one it is Partial Differential Equations (PDEs) [149].

Ordinary differential equations (ODEs)

ODEs are mostly used for modelling a continuous behaviour of a biological system over

time [202, 47]. They also can be used for spatial modelling, using mathematically defined

compartments. These compartments need to be in a ’well-mixed’ defined interaction [47]. The

general form of these equations is as Equation 2.1 where shows the evolution of x over time t

based on functions u(x) [149]. To create a continuous quantity, the number of components need

to be significantly high [47].

d4u

dx4
+
d2u

dx2
+ u2 = cosx

variables = u(t, x, y)

(2.1)

Partial Differential Equations (PDEs)

While ODEs are the evolution of one variable over time, PDEs are multi-variable functions.

In these functions, one derivative is constant while the other ones are changing. PDEs enable

modelling space that could be used for modelling biological systems such as diffusion to show

the changes over time and space [47]. A simple PDE is shown in Equation 2.2 in which u is the
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function and x, t and y are the variables [149].

∂u

∂t
=
∂2u

∂x2
+

∂2

∂y2
− u

variables = u(t, x, y)

(2.2)

Why not DEs? The use of DEs have been increasing in the past few years for engineering,

biology and mathematics [47, 149] but they have their shortcomings. In case of ODEs, there

is only one variable against time. This means geometry and space could not be added to the

equations. For a continuous behaviour the number of components should be high, which is not

achievable for all scenarios. The problems with space, however, can be tackled by using PDEs.

But comparing the two in the speed of simulation, ODEs are usually faster. PDEs, being more

complex with more variables, take a much longer time to simulate. If the models are too complex,

the simulation is too computationally intensive [47].

2.5.2 Agent-Based Models (ABMs)

ABMs are a bottom-up modelling method that use encapsulated agents in an environment

with defined rules. Agent-based models are used for many purposes such as marketing or biological

systems modelling [214, 127, 16] and is one of the most-used methods in systems biology [83]

especially when equation-based methods are not the ideal approach as the details of a system are

unknown [6], since it is a behaviour-based adaptive modelling method [7, 213]. This means that

the model, following the defined rules can change the behaviour based on the outcome or even

create new rules [126]. In this method agents are introduced that are components with specific

characteristics and rules that are traceable. These agents are the adaptive part of the method

that are intelligent and have decision-making abilities and can change based on the environment

or create new rules [126]. In the models, usually the agents are placed next to other agents that

may interact with one another or with the environment. These interactions might adapt over

time [126]. Unlike other methods that are usually models that create data, ABMs can be built

based on data. This means the model can look for a pattern in the data and defined the rules of

the model based on that [7].

ABMs could also be used to design spatial models, usually in 2D grid with spatial

details [7, 178]. They are mostly used for stochastic modelling and new rules could be added to

the model, by adding new agents that changes the existing agents [7].
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Why not ABMs? As it was mentions, each agent in ABMs carries a set of rules, encapsulated

in an environment. This means carrying a lot of information that makes the simulation quite

intensive computationally [6]. The focus of ABMs is on the differences between the agents, but

when there is too much of difference between the defined information for each agent, not only

this slows down the simulation but also removes ABMs as a choice when it comes to designing a

homogeneous model [213]. (See also: Pros and cons of Agent-Based Modelling ).

2.5.3 π-Calculus

π-Calculus is a mathematical process calculus method from process calculi or process

algebra family for distributed concurrent systems, introduced in 1980 to describe theoretically

interactions and communications in biological systems when the resources in the model change over

time [18, 197, 108, 199]. It is also ideal for designing large systems using smaller subsystem [156].

π-Calculus uses channels as a communication link between pairs of processes but these

channels can only be in pairs. This means for modelling broadcast communication, π-Calculus

probably is not the ideal tool [199]. Since π-Calculus is compatible with Gillespie simulation

algorithms, it is one of the most reliable tools for modelling biological systems stochastically [32,

210]. Stochastic π-Calculus are modelled independently as components, instead of a model of

individual reaction which simplifies the models and, therefore, the simulation. This means that

the models are independent from their environment [32, 161]. π-Calculus also allows new names

to be introduced to the modelled system and allows the model pass complex messages [125]. In a

comparison between π-Calculus and Petri nets, it was discussed that Petri nets are more reliable

for modelling biological models containing space [197, 29].

An example of a simple model created by π-Calculus is shown in Equation 2.3 from an

introduction to π-Calculus written by Parrow [151]. This models expresses that the server that

sends a along b is āb. The client that receives some link along b is S. Then S sends data along

b(c). The interaction that is being modelled here, when the client sends a signal to a printer, is

shown as c̄d.P . There are some extension of π-Calculus as well such as stochastic π-Calculus [159]

or applied π-Calculus [1].

b̄a.S|b(c).c̄d.P τ−→ S|ād.P (2.3)

https://educationalresearchtechniques.com/2020/08/07/pros-cons-of-agent-based-modeling/
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Why not π-Calculus? Even though π-Calculus has been used for biological modelling, it

shows a weakness when it comes to modelling communication as π-Calculus cannot model

communication unless the communicators are paired. π-Calculus does not have a graphical user

interaction (GUI) and is based on mathematical equations to define the behaviour of the model.

Being a mathematical technique, π-Calculus is only limited to a range of researchers and scientists

who can understand and work with it [156]. Similar to DEs, in complex models, the simulations

are computationally intensive, especially when the models include space [199].

2.5.4 λ-Calculus

Introduced in 1930s by Alonzo Church, λ-Calculus is one of the simplest and ’smallest’

programming languages [66, 164]. This programming language consists of one function and one

transformations rule. Being a universal language that can express any computational function,

it is equivalent to Turin Machine. λ-Calculus defines the expression by a name or a variable

application and function [164]. In λ-Calculus the main concept is a “name” or a “variable” which

is an identifier of an expression [164, 66]. λ-Calculus is simpler than π-Calculus since the only

keywords in this language are λ and dot. Also, Unlike π-Calculus functions are not given any

names λ-Calculus. So every time the modeller wants to use a function, they should write the

whole function again [164, 138]. A simple model in λ-Calculus can be seen in Equation 2.4 from

a work done by Rojas [164]. In the function definision, E is the same expression and λ is the

identifier. In this model, the first line is the expressions, the second the identity function, the

third the application and the final line is the body of the function definition.

(. . . ((E1E2)E3) . . . En)

λx.x

(λx.x)y

(λx.x)y = [y/x]x = y

(2.4)

Why not λ-Calculus? λ-Calculus is a very simple programming language. It has not been

used often by the biologists in the past few years either. Considering that the functions are not

given any names, it can only be used for simple models [138]. Also, similar to π-Calculus it is not

suitable for users without mathematical or computational knowledge and does not provide GUI.
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2.5.5 Statecharts

Used by Agent-oriented Software Engineering (AOSE), statecharts has been used for

modelling interactions. Statecharts are a programming language for modelling complicated

reactive biological systems in which the structure is hybrid with continuous and stochastic

behaviours consisting many interactions. The execution of the statecharts begins at the start

state and continues as a sequel of steps. Statecharts was originally introduced by David Harel for

modelling software systems. Statecharts are hierarchical dataflow diagram or an activity-chart

which each state presents an activity representing the main activities, i.e. AND, OR states or

other basic states [79]. In the statecharts the Reactive systems interact with their environment

and are not independent from it. A reactive system does not behave based on a pre-prepared

chain of instructions. Instead the system reacts in parallel to the new inputs, which is the output

of the reaction before [67]. The statecharts have been used for modelling T-cell activation and

development in thymus before. But the chain linked interaction structure of the language is

useful to model DNA and the other molecules interactions in a cell as well. Using statechart it is

possible to model a biological system’s behaviour in time and it can show how the objects in the

model interact and change under different circumstances. Statechart has GUI but it can have

other approaches for formalism based on the modeller’s need [67]. Figure 2.3 represents a simple

statechart of an air conditioner created by Spanoudakis that was published in 2020 in Lecture

Notes in Artificial Intelligence book.

Figure 2.3: Statechart of an air conditioner in Lecture Notes in Artificial Intelligence published

in 2020 [79].
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Why not Statecharts? Statecharts are a sequence of steps that occur in a model, rather

than the structure of the model. Currently, this method does not include space or location. It

is an agent modelling and logic based that is mostly used for software engineering rather than

biology. To present the process, or communication of the agents through messages or a blackboard,

statecharts are ideal. But for broadcasting communication, statecharts show weakness [79].

2.5.6 P systems models

P-systems are distributed parallel computational models to describe the structure of a living

cell. Basically P systems consist of a main membrane which embeds several other membranes

called skin and regions which is a space between the membranes. Each membrane contains certain

objects and these objects follow evolution rules in a random parallel manner [165]. It models

the cells with compartments and each reaction takes place in different compartment of the cell.

Because of its multi-scale feature, this method have been used to show biological interactions

and networks. P-systems can be used to predict the concentration of an object, which may

represent proteins and small molecules [19, 165, 162]. It is noteable that P systems are mostly

for representing the structure of a system and not a detailed model of it [165]. There are different

software tools which support P-systems, which based on their website [P-system software tools]

the latest one is for 2013.

Why not P systems? The processes in P-systems are discrete yet not accurate since the

main motivation of this framework is to explore the mathematical and computational aspect of

biological systems [19, 44]. There are not many systems biology research using P systems in the

recent years indicating that this tool is probably out of date or not suitable for studying biological

systems. as mentioned before, this method is used for the construction of a call rather than the

details [165]; which is probably the main reason of this method not being used anymore.

2.5.7 CellML

The System Biology Markup Language (SBML) is a representation format based on

eXensible Markup Language (XML) for modelling biological systems in silico[86]. CellML is

another XML-based mathematical modelling language for system biology which can simulate
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models based on the given underlying mathematical equations. Usual models are text files with

mathematical formalism in them and they cannot be used by the other scientists to get the same

published results in another platform. In the models made with CellML all the information about

the model are stored in one place which gives CellML the feature of being reusable, not to be

mistaken by reproducible. It consists of components, connections, groups and metadata where

all of them together can make a model in CellML format, thus in XML. CellML itself does not

have GUI, yet it can be exported to other formats and be used in the software tools which have

GUI [86]. The main aim of CllML was to create a virtual physiological human. Ever since the

launch of the project, they have been adding different types of models from different literatures in

their database in order to reach this goal [119]. CellML is still growing this date and the second

version of it was released in 2020 [44].

Why not CellML? As mentioned before, CellML does not provide a reproducible model that

could provide the same result. Even though the language of the model supports the format of

XML, it is a editable text file which needs expertise to work on. One of the aims of this study

is to introduce a way that could be used by people with no knowledge with mathematics and

computer and clearly CellML does not fulfil this mission.

2.5.8 Bio-PEPA

PEPA is a process algebra that was originally used for analysis of computer systems but

since 2008, it was applied to systems biology to model biological systems [41] for stochastic

computational modelling and analysis. Bio-PEPA is designed to describe the biological behaviour

and simulate and analyse the models stochastically with probabilistic model-checking[39]. Bio-

PEPA are used to model events, or changes in the biological system to analyse a biochemical

network. Bio-PEPA can be changed to other formats of modelling, such as ODEs, for analysis in

different platforms such as MATLAB. With Bio-PEPA it is possible to design an abstract model

of the species and reactions which can process concurrently[42].

Why not Bio-PEPA? Even though Bio-PEPA became popular in 2008 and 2009 by a group

of scientists who were interested in modelling biochemical reactions [41, 39, 42, 38], it does not

seem to be of any new uses in the recent years. Bio-PEPA originally was very system and was

focusing on the events and changes of a system. It is a good choice for models in which there

are changes in the pathway, such as biochemical reactions, rather than biological systems that
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describe a dynamic process[39, 38, 40].

2.5.9 Petri net

Petri net is a multi-scale bipartite graph originally introduced by Carl Adam Petri in

1962 [33] consisting of two types of nodes: places and transitions [87, 76] used for multi-level

modelling on a multidimensional environment [118]. These two nodes are connected to one

another using a discrete arc [17, 72]. The places can contain tokens. The number of tokens can

only be integer in stochastic and non-negative real numbers in continuous. Transitions can carry

functions that defines their action rate and in case of coloured Petri nets, their locations. In a

biological setting, transitions can represent the processes (e.g. biochemical reactions) while the

places are the entities (biochemicals in a reaction). This method can be used for both qualitative

and quantitative modelling and simulations [187, 177] and it is independent from mathematical

techniques as it has a GUI [121, 17, 48].

The transitions in Petri nets are the reactions and the actions rates, or firing rate is a

number that defines how long it takes for the transition to activate. In Stochastic models this

number can only be an integer while in the continuous ones it can be a Real number[21].more

explanation about how the action rates work is provided. Based on the chosen tool that supports

Petri nets, there are different types that could be used as required. More about different types of

Petri nets can be found in Chapter 3.

2.5.10 Tool Box

To use all the methods discussed in the previous section, specific platforms are needed.

Below is a table that introduces different software tools as well as which method these software

tools use.

2.6 A Review of Previous Models

There are a range of methods for bio-modelling. These methods are explained in section

2.5 in detail. Using these methods some models have been constructed and published over the

past years in the same area as our study. In this section the models that are constructed after

the the beginning of the 21st century are chosen to be discussed. Here it is explained explain how
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Software Tool Method Citation

Lsodar ODE [142]

Omix ODE & PDE [96]

Morpheus ODE & PDE [96]

SmartCell PDE [96]

MesoRD PDE [96]

FLAME ABM [178]

SPARK ABM [7, 178]

NetLogo ABM [178]

RePast HPC ABM [178]

Mobility Workbench (MWB) π-Calculus [199]

Microsoft π-Calculus [18]

PICASSO π-Calculus [14]

STLC λ-Calculus [152]

SCXML Statecharts [106]

P-Lingua P systems [154]

PMCGPU P systems [195]

MeCoSim P systems [195]

OpenCOR CellML [75]

Virtual Cell CellML [120]

Bio-PEPA Workbench Bio-pepa [39]

Cell Illustrator Petri nets [96]

MonaLisa Petri nets [96]

Snoopy ODE & Petri nets [89]

Table 2.1: The table of different software tools using different methods based on Section 2.5 .

they were constructed. It is important to note that there are many models in the area of quorum

sensing and biofilm formation and fewer in the area of movement and duplication.

Perez et al have published a review article of all the mathematical models of quorum

sensing biofilm formation prior to 2015 [155]. Using this review, along with other related studies,

a brief review of the past works on bio-modelling of related models is gathered in this section i.e

quorum sensing, biofilm formation, duplication and movement/chemotaxis.

James et al in 2000 [101] designed a non-linear ODE model with the focus on the regulatory
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system in a single cell in Vibrio fischeri. The observation on this bacteria that was first studied in

the light organ of some marine fish, showed that in high cell density these bacteria communicate

with each other which results in maintaining light production in the light organ [90]. James et al

developed a model of lux genes control V. fischeri in the simplest form possible. They compared

the regulation of lux genes in two different situations: a) When a free-living cell does not have

the autoinducer in the environment and b) when there is autoinducer added artificially to the

environment and the bacteria is exposed to it [101].

In 2001 Eberl and his colleagues developed a Deterministic spatio-temporal Continuum

Model for biofilm formation [155]. His mathematical model is a density-dependent equation to

show a spatial growth of biofilm in a heterogeneous society. They do not mention any specific

bacteria and all of the work is completely mathematical with no biological verification. However,

after the analysis of the model it seems that the model is able to predict the irregular biofilm

formation in 1D, 2D and 3D. They also present a density-dependant diffusion, environmental

conditions and nutrition in their model [61]

Another model in 2001 was developed by Nilsson et al to describe the autoinducer

concentration in bacterial cells and how biofilm changes in time as a result of bacterial growth

rate and diffusion of autoinducers. Nilsson’s mathematical model is based on one species of

Gram-negative bacteria who form biofilm. The bacteria are completely identical in terms of size,

shape, production and degradation. The goal of their study was to understand the effects of

biofilm formation on signal production. The result of the model is theoretically in agreement

with the expected result of the bacteria in a high rate nutrient culture [155, 146].

Deckery and Keener in 2001 designed a mathematical model of quorum sensing which

is an eight dimensional ODE. in their model they focused on the kinetics of Las system in P.

aeruginosa [155]. They analysed and simulate their results numerically and tried to include

biochemistry of the bacteria as well. They concluded that the quorum sensing depends on the

size of the colony and density, which is expected. The results are completely mathematical with

no verification from biological lab [57].

In 2002 Chopp et al developed a 1D spatio-temporal model of biofilm formation and

quorum sensing [155]. He worked on Gram-negative bacteria P. aeruginosa who has two separate

quorum sensing systems. In the model they separate biofilm in two compartments. One is where

the active cells exist and one is the inert biomass. They also show the diffusion of oxygen and

the limitation of nutrition [37]. In an extended model Chopp models the limited substrate and
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the production of autoinducers. The used method in this study is Reaction-diffusion equations

which are a type of parabolic partial differential equations [37].

Ward et al in 2003 developed a model that is a PDE non-linear model which was analysed

numerically and the results were in agreement with experimental data [155]. The models describes

the early stages of biofilm formation considering the cells growth on a solid surface and making a

compact society. after that they developed a model of the overall formation of the biofilm [207].

Viretta and Martin in 2004 presented a qualitative model using linear differential equations

method. In this model they explored the process of quorum sensing in detail in the Gram Negative

bacteria P. aeruginosa trying to understand the complexity of this process deeper [201].

Li et al in 2006 designed a stochastic model of autoinducer production in E. coli using

Petri nets[155]. The interesting fact about their model is all the markings, rate constants and

tokens numbers come from a verified reference. The model is based on experimental data and the

results were experimented in biological labs [114].

Muller et al in 2008 developed another differential equation stochastic model to show the

threshold effect of autoinducers in quorum sensing. The results are numeric and mathematical

and data is model-based. Interestingly they revealed that the molecules produced by each cell is

sufficient so that the bacteria can distinguish their own signals [155, 140].

Netotea et al in 2009 developed a 2D agent-based model of biofilm formation to show

that the bacteria P. aeruginosa communicate using diffusible autoinducers. They move toward a

nutrition source and the autoinducer threshold controls the movement. There are both biological

and computational observations in this study: The biological observation focuses on comparing

the wild and the mutant bacteria while the computational observations construct a framework

for early stages of quorum sensing [143].

Duddu et al in another work in 2009 worked on a 2D continuum model of biofilm using

Extended Finite Element Method [155]. Duddu’s model also included fluid flow around the

biofilm on the surface, the shear stress of the biofilm-fluid interface and the reaction of substrate.

The biofilm is assumed to be a continuous medium with two compartments: active and inactive,

the same assumption Chopp used in his model in 2002. The fluid in their model has a constant

viscosity and the shear stress is also considered [60].

Vaughan et al in 2010 developed a finite element 2D model of diffusion, degradation and

production of signalling molecules in biofilm formation [155] similar to Duddu’s model and method.
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Their bacteria target was P. aeruginosa and their focus was mostly on the distribution of the

autoinducer and the effect of a fluid environment on the quorum sensing and biofilm formation.

In their model they included the fluid velocity of the culture media and studied biofilm formation

in different concentrations of autoinducer and different roughness of the culture medium. The

results are all computational simulations [198].

Fredrick et al in another model in 2010 is a 2D mathematical model of quorum sensing in a

slow-flow environment [155]. They developed the first mathematical model for a two dimensional

biofilm with flow and nutrient-dependent growth and their results were computational simulations

only [69].

Fredrick extended his work on a reaction- diffusion equation for biofilm in 2011 with

numerical solutions [155]. They describe the modelled biofilm structure as a deterministic density-

dependent equation. the model describes the quorum sensing results in biofilm formation in

a narrow conduit to mimic solid pore or plant vessels. They used experimental data for the

parameters of the model but analysed the model with computational simulations. The used

method in this study is Reaction-diffusion equations [69].

In 2012 Ward and King developed a system of PDEs model. They considered that the

biofilm consists of bacteria and water. The volume fraction of bacteria is assumed to be uniform

and the internal stress between bacteria and bacteria is less compared to the bacteria and water.

Their purpose was to describe biofilm formation and quorum sensing process in bacteria using

computational and numerical results [155] [205].

In 2013 Schaadt et al designed a parameter independent multi-level ODE formalism to

model quorum sensing in P. aeruginosa which produces AI-1 to show the complicated network of

the communication process in this bacteria. In their model they did not include the changes in

environment and considered that all cells in their model receive the same amount of autoinducer,

which shows that their model does not describe space, location and distance. However, they have

included aspects of the quorum sensing such as the threshold, degradation and inhibitors [170].

In 2015 Emerenini and colleagues developed a dynamic spatial mathematical PDE model

to show quorum sensing and biofilm formation to show the relation between the cell dispersal

and produced biofilm size. In their model, the society of bacteria is homogeneous, meaning that

all bacteria are the same to simplify their model and thus, the simulations [65].

Matthew Edgington in his thesis in 2015 [62], used a four-dimensional nonlinear ordinary
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differential equations approach to model the chemotaxis in bacteria as a single cell. In his

study, he mostly focused on the mechanism of chemotaxis, inspecting the flagellar motors of the

bacteria. He then used Agent Based models for studying the bacteria in a population. Using the

mathematical models Edgington proposes new pathways for chemotaxis which are in agreement

with experimental data.

In 2017 David Gilbert, Monika Heiner and Leila Ghanbar modelled an E. coli K12 in Petri

net as a quantitative modelling tool. Petri nets enable us to model stochastically or continuously,

while using coloured Petri net gives space to the model so that we can have models in 1D, 2D or

3D. This method can be developed for personalised models for humans to be used in personalised

medicine and personalised nutrition [76]

The next model of biofilm was published in 2018, by Zhang et al which is a dynamic

flux-based model of biofilm communities and a “kinetic free formulation” based on genomics

data. The model consists of different models, such as general biofilm model, metabolic model and

exchange flux model. This is a novel method to replace the classic methods consisting of kinetics

functions [215].

Another model of biofilm was designed in 2018 by Bardini et al. [15] which showed the

biofilm resistance to antibiotics in hybrid Petri net formalism on Nets-Within-Nets to show the

different antibiotic protocols influence and different levels of resistance of biofilm. However they

do not use locations and space, they have used Coloured Petri nets to show separate bacteria

cells in one place by colouring the tokens in that place. the coloured tokens carry information on

the identity of species and the possibility of the presence of resistance, unlike Snoopy that the

coloured tokens carry information of the space and location of each token [15, 118].

Gilbert et al in 2019 created a combined model of quorum sensing in E.coli from Li’s

model in 2006 [114] and a new part of biofilm formation [77]. This model that was designed in

Petri net using Snoopy Software as a platform, described the biological components of the system

as well as the space and location. The previous model by Li was a non-spatial stochastic model

of quorum sensing via AI-2 with limited nutrition. This model, added spatial properties using

coloured Petri nets to the model and analysed the behaviour.

The latest model of biofilm is proposed by Brown et al. in 2019 which is an agent- based

model presenting the production of biofilm by Haemophilus influenzae bacteria in vivo. Simulating

their models they showed that the reason of different size of cluster of the bacteria in vivo and in

vitro is because of the elimination of single planktonic cells by the host. They also predicted how
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the processes in the model effects the infection [25].

Brown et al. in 2019 constructed the latest available model of biofilm. It is an agent-based

model of biofilm formation of Haemophilus influenzae bacteria in vivo reasoning that the difference

in the size of cluster of the bacteria in vivo and in vitro is for the elimination of single planktonic

cells by the host [26].

In 2020, for the most recent available model, is a chemotaxis model of bacteria E.coli

using a unique approach called Vivarium done by Agmon and Spangler [3]. In this approach they

created multi-scale models in a spatial environment. This software uses a variety of methods.

The focus of their paper is on the biophysical features of chemotaxis, describing the flagella which

is the movement engine in bacteria.

In this study, first a collection of model components were built. The components of this

library describe different biological behaviours and are used individually or as a combination to

reproduce some scenarios and contains various models. The components of the library include

movement, chemotaxis, reproduction, communication, response to communication and death.

These models are on a multidimensional grid, describing a multi-level and multi-scale model to

study both intercellular and intracellular interactions in microorganisms. They are designed so

simple that could be used by individuals with no computational or mathematical background.

Table 2.2 presents all the models created in 21st century in a summary.

2.7 Discussion

In this chapter the differences between different science fields and where this study exists

were discussed and a biological and computational background for this study was provided. The

biological literature provided in this chapter is required for a better understanding of the models

in this study. In the computational background, two types of reviews were presented: one for the

other alternative tools and why they were not chosen while reasoning the choise Petri net for this

study and the other is a review of the previous models done in the same area of science of this

study. In the next Chapter, software tools used for this study are vastly explained as well as how

the modelling process have been done. Then it follows in the next chapters with the library of

models, data visualisation and optimisation pseudocodes.
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Year Modellers Model Method Citation

2000 James et al QS Non-linear ODE [101]

2001 Eberl et al BF DE [61]

2001 Nilsson et al QS & BF DE [146]

2001 Deckery and Keener QS ODE [57]

2002 Chopp et al QS & BF Reaction-diffusion equation [37].

2003 Ward et al BF PDE [207]

2004 Viretta and Martin QS Linear DE [201]

2006 Li et al QS SPN [114]

2008 Müller et al QS DE [140]

2009 Netotea et al BF ABM [143]

2009 Duddu et al BF DE [60]

2010 Vaughan et al BF DE [198]

2010 Frederick et al BF Reaction-diffusion equation [69]

2011 Frederick et al QS & BF Density dependent equation [69]

2012 Ward and King BF PDE [205]

2013 Schaadt et al QS Multi-level ODE [170]

2015 Emerenini et al QS & BF PDE [65]

2015 Edgington Chemotaxis Non-linear ODE [62]

2017 Gilbert et al QS PN [62]

2018 Zhang et al BF Flux-based model [215]

2018 Bardini et al BF PN [15]

2019 Gilbert et al QS & BF PN [77]

2019 Brown et al BF ABM [26]

2020 Agmon and Spangler Chemotaxis Vivarium [3]

Table 2.2: The table summarises all the models mentioned above. Acronym: QS = Quorum

Sensing, BF = Biofilm formation, Dicty = Dictyostelium, DE = Differential equation, ODE =

Ordinary Differential equation, PDE = Partial Differential equation, PN = Petri net, SPN =

Stochastic PN, ABM = Agent-Based Model .
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Chapter 3

Methodology For Modelling,

Simulation, Optimisation and Data

Analysis

In this chapter the chosen software tools are introduced for modelling, simulation and data

analysis in Section 3.1. Also the optimisation methods are explained briefly in this chapter in

Section 3.1.4. In Chapter 6 a detailed explanation of the optimisation methods as well as the

pseudocodes are provided. The aim of this chapter is to clarify the different tools used in this

study. In the next chapter the different parts of the library of model components are introduced

as well as a step-by-step protocol for how the colouring and combination works.

3.1 Chosen Software Tools for Modelling and Simulation

In this section the chosen tools of this study are introduced. After introducing the

tools used in this thesis, in Section 3.1.5 and Section 3.1.4 the methods for data analysis and

optimisation are discussed.

3.1.1 Snoopy

Snoopy is a non-commercial free software which runs runs on Windows, Linux and macOS

and is a software tool for hierarchical modelling in Petri nets. This software supports different
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classes of Petri net such as classic/standard, stochastic, continuous and most importantly Coloured

Petri nets. Snoopy has different solvers for each type of the Petri net built-in and can simulate the

models. It also produces CSV data files as well as plots and graphs. In standard or classic Petri

net, Snoopy is equipped with the animation mode that can trace the movement of the tokens

in the model. Snoopy models can be exoroted to ANDL (Abstract Net Description Language)

and CANDL (Coloured Abstract Net Description Language) which are human-readable text files

for easier altering and simulation of the models [89, 36, 76] and can import models from other

different formats of Systems Biology Markup Language (SBML) [89]. Exporting and importing

large and detailed models are slower in Snoopy as it has a graphical user interface.

There are several different types of Petri nets that Snoopy supports. The classes of Petri

nets that are used in this study are described below:

3.1.2 Different Classes of Petri nets:

There are different types of Petri nets for biological modelling which are particularly

supported by Snoopy Software. The types that have been used in this study include: Standard

(qualitative) Petri nets (PN) which do not have the concept of time or space and are the classic

type of Petri nets, Stochastic Petri nets (SPN), Continuous Petri nets (CPN), and Hybrid

Petri nets (HPN) combining both stochastic and continuous; and finally, Coloured Petri nets

(ColPN) [45].

a. Standard Petri Nets are the classic type of Petri nets, used for constructing models

in a qualitative manner, meaning that the semantics of this class does not include time and

the network is described by its topology [78]. The difference between the qualitative Standard

Petri net and the quantitative Petri nets (such as continuous) is in the formalism. While the

qualitative is defined based on linear differential equations, quantitative Petri nets are based on

ODEs [34]. Standard Petri nets are quite simple to use and easy to understand. In Snoopy, as

one of the platforms that supports Petri nets, it is possible to activate the animation mode which

demonstrates the tokens moving between the places and transitions. Providing a graphical user

interface (GUI) and simplicity, make this type of Petri net rather easy for the individuals with

no experience or knowledge of computational modelling as well as for beginners in the field of

modelling with Petri nets. This type of Petri net does not require any mathematical knowledge

either [89]
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b. Stochastic Petri nets (SPN) are used for quantitative modelling. This class of Petri

nets is similar to the PN, with the addition of Time as a quantitative property and the rates

to the transitions which exists also in Continuous, Coloured and Hybrid Petri nets [17]. In

Snoopy software, besides the animation mode, this type also provides simulations using different

simulators, such as Gillespie, as well as plots and output data which can be exported into CSV

data files [134, 89]. The stochastic models can run for one or multiple simulations. By increasing

the number of runs the outcome plots are smoother and the result is closer to a continuous

output [21].

c. Continuous Petri nets (CPN) are another quantitative type to observe how the model

behaves continuously over time. In this type, not only the action rates, but all the numbers can

be non-negative real numbers. Due to this continuity, this class of Petri net is usually used for

studying the overall behaviour of an organism rather than than the individual behaviours [88].

For example, in this study, this class is used for studying the population density rather than the

actual number of the cells in the society. This class is time-dependant as well [23] Continuous

Petri nets can be mapped to ODEs and can be simulated using ODE simulators [21, 78].

d. Hybrid Petri nets (HPN) are the combination of SPN and CPN. Usually, in nature a

biological system is both stochastic and continuous. To construct a more realistic model, HPNs

are an ideal option. This type of PNs allow the co-existance of discrete and continuous places

and transitions in the same model [93]. This type is especially used in the combined model of

quorum sensing and biofilm formation which is explained in 5.1.5 and was published in 2019 in

BMC Bioinformatics Journal [77]

e. Coloured Petri nets (ColPN) are specifically useful when modelling a repeated network

in a multidimensional model. In these situations, it is possible to edit a folded version of the

model and unfold it, in the end, to study the model as a whole [73, 10]. After the work on the

folded version is done, it is possible to export it to a non-colour PN and observe the behaviour of

the model as a whole. ColPN is a class of PN that enable modelling in 2D and 3D environments

by colouring the tokens; which means giving each token a specific set of data or colours that

facilitates the representation of space and location. ColPN represents a compact and folded

version of a complex model where each object in the system becomes a coloured place to have a

location defined by that colour [117].
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ColPNs support can be stochastic or continuous. However, it is important to note that

in the Coloured Continuous Petri nets(ColCPN), only the number of the tokens can be real

numbers more than zero and not the grid. Creating a 2D or 2D grid in ColPN using analysis tools

such as R shows that the grid is discrete. The models built in ColPN incorporate the concept

of space on a grid and the location is defined based on the coordinations of the grid. On each

location, places are set and the transitions are the bridges between two locations of the grid.

That is why the location on places is shown as “Place_1_1” while on transitions it is shown as

"Transition_1_1_1_2”. This means the transition is connecting coordination 1_1 to 1_2.

In Snoopy, when the models are built, they exist in all of the locations by default. By

changing the marking and defining the location, only the marked locations are active. It is

important to note that currently, in Snoopy only the tokens move on the grid while places and

transitions are immobile. When a grid is defined, all the locations contain the models, but when

the location of a place is defined, the other places on other locations are inactive. In other words,

on the coordinations of the grid that no places are set, the model exists, except it is switched off.

3.1.3 Spike

Models built in Petri nets might be so complex that their simulation is time and memory

consuming and computationally intensive [36]. Especially when it comes to coloured Petri nets,

where the models are multi-level, multi-scale and multidimensional, simulating with Snoopy is

not the best idea.

Sipke is a command-line simulation tool that uses Abstract Net Description Language

(ANDL) and Coloured Abstract Net Description Language (CANDL) files to simulate models

exported from Snoopy. ANDL and CANDL are human readable text format files exported from

Snoopy Petri nets that contain the model’s properties [21, 36]. Based on the website of the

developers of Spike, it is “a tool for efficient and reproducible simulation of stochastic/contin-

uous/hybrid Petri nets, coloured or uncoloured ones” [General Description of Spike Website].

Spike has a specific configuration script, a text file called SPC. In SPC files the modeller can

alter some of the parameters of the model, such as the action rates, the gird size, etc, instead

of initiating changes on the original model in Petri net. Spike also has the feature of scanning

through a range of parameters to check the effect of the changes on the model outcome. However,

considering the unlimited numbers and possibilities, optimisation with this method is currently

impossible. Another feature of Spike is that it can simulate models in parallel or sequentially.

https://www-dssz.informatik.tu-cottbus.de/DSSZ/Software/Spike#generaldescription
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All the changes in the SPC files are saved before the start of the simulation which results in

reproducible simulations. The simulations are happening on a server and there is no GUI to slow

down the simulation. Spike supports Stochastic, Continuous, Hybrid and Coloured Petri nets for

simulation. In the SPC files the different types of solvers can be chosen as required [36].

3.1.4 Optimisation Method

Spike was used for scanning among different parameters. But in the case of complex

systems when multiple parameters need scanning, Spike would not be efficient as it would provide

many datasets that need to be analysed one by one. Therefore, to make the process of scanning

faster, optimisation methods were applied. Python routine codes for Random Restart Hill

Climbing and Simulated Annealing were employed to scan over different constant rates of the

model in order to find the best possible solution for the expected behaviour..

A heuristic technique is an approach to solve a problem by getting approximately the

best solution. It is used when solving a problem would take an unlimited amount of time or the

number of solutions are unlimited. In these situations, approximate best solution is the best

option to use [109].

In this thesis, two methods of optimisation are employed to find the best solution for

the objective of this study, which is to achieve the maximum number possible of Dictyostelium

cells in one location on the grid to mimic the formation of fruiting body in this interesting

microorganism. At this stage of life, Dictyostelium forms a semi-multicellular society to protect

itself under difficult situations such as starvation. For more details on the biological concept of

this Eukaryote see Chapter 2 Section 2.3.2. For a detailed discussion about the optimisation

methods and psuedocodes, see Chapter 6

3.1.5 Data Analysis Tools

To analyse the output data from the models, or rather checking if the behaviour of the

model is as expected as well as for data analysis and visualisation, R is used. To analyse the time

series data taken from Snoopy and Spike R coding program was applied to create 2D and 3D

plots as required. With R also, heatmaps and plots are plotted to study the behaviour of the

models based on the location of the tokens in the model. These heatmaps are set together to

create a movie that shows the development of the model over time, with the focus on the changes
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in their locations over time.

3.2 Discussion

In this chapter different tools that have been used in this study were discussed as well as

the chosen methods for optimisation. There are many methods for optimisation, and in this study

two of the most popular ones have been chosen: Random Restart Hill Climbing, which is simple

but may not be accurate since it may provide the local maximum instead of the global one, and

Simulated Annealing, which compared to Hill Climbing is more accurate and searching as many

answers as possible, it might provide a better answer. The expected result of these optimisations

is to find the best constant rates for the four transmitters of the Dicty model, in order for the

Dicty to clump on the grid.

In the following chapters the collection of model components will be introduced and

different levels of models will be discussed following by examples of application of these model

components to a close to real-life scenario. In this study the applications are biological but that

does not limit the adaptation of these models only to biological experiments. These models could

be applied to any non-biological scenarios.
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Chapter 4

Model Library

Specific behaviours define if a system can be considered alive. Some of these behaviours

include movement towards a chemical trigger, reproduction, death, communication and response

which all are modelled in this thesis. The reason for the choice of these specific behaviours is

simply due to their importance for survival. This set of behaviours is only an example of basic

requirements for life. If there is no movement towards a chemical trigger, the organism might

starve to death. In critical situations the organisms need to communicate and respond to one

another to survive. They need to reproduce to pass on their genetic information to the next

generation and finally they will die.

In this chapter different parts of the collection of model components including properties

and different levels of model components, the process of modelling and combining the models are

explained in detail. Here, using the properties, the models are constructed from scratch and each

model component is shown in a figure for a better understanding. In the next chapter, combining

these components and the construction of systems in two case studies is explained.

Putting together components and properties, can lead to the construction of models in

different levels. In this study the collection of models components is categorised into four groups:

1. Properties: The base of modelling which includes definitions of functions, constants and

coloursets.

2. Level-0: Basic components which are usually made from one place and one transition. If

they are modelled in space (ie. in ColPN) then they also include a property.

3. Level-1: Simple models which are the combination of basic components together with more
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than one property.

4. Level-2: Systems and complex models which are combination of Level-1 and/or Level-0

with a few properties.

5. Level-3: Complex networks which are created from Level-2 models as well as properties.

These could contain lower level components as well. They are explained in Chapter 5

All the components of this collection of models are stored as a data collection in CANDL

format. CANDL file are small in size and they are human-readable text format files, and are easy

to edit. From CANDL file it is possible to export to other formats such as ANDL or Coloured

Petri nets.

The modelling method in this thesis is hierarchical. As it can be seen in Figure 4.1,

Properties are the most basic part of the models and exist in all the levels. Level-2 models are

built as a combination of Level-1 and Level-0 components and Level-1 components are built of

Level-0 components. It is important to note that a Level2 model can also be built from Level-0

components only.

Figure 4.1: Modelling in this study is hierarchical, meaning the more complex models are built

from simpler components.

Level-3

Level-2

Level-1

Level-0

Properties

It is important to note that the categorisation of each level, is based on how complex

they are structurally and it is independent from how complex or detailed the model is. The

question is how to decide on the Level of a model? To answer this question, first it is important

to understand that the modelling in this thesis is hierarchical, meaning each model is built
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from simpler components from lower Levels, unless it is a Level-0 model which is the simplest

component. To identify the Level of a model, first the most complex component should be

spotted. Once the Level of the most complex component in the model is decided, the model in

question is categorised on one Level higher. For example, in the Chemotaxis model, Diffusion

which is a Level-0 model can be found. This is the most complex component that can be found,

so Chemotaxis is a Level-1 model. Another example is the Quorum Sensing model which includes

Biofilm Formation model and Signal Production. Biofilm Formation is categorised as a Level-2

model, so the Quorum Sensing model is placed at Level-3. A detailed elaboration of the structure

of each model is provided in this chapter and the next. Table 5.2 at the end of Chapter 5 provides

a summary of all the models in this thesis and their categorisation.

4.1 Properties

To build the models in this library, the basic definitions of the model need to be clarified

first. These terms will be used in the following chapters. These basic definitions are called

“properties” in this study, and are the first steps of modelling in Petri nets. Here, the concept of

action rate, grid, neighbourhood function and coloursets and based on them, Wall, Obstacle and

Sink are introduced.

Action Rate Action rate, firing rate or rate constant is a number that is set for the transitions

that define how fast the action would happen. Using optimisation methods it is possible to find

the best number of the action rates in order to achieve the expected behaviours from the models.

The expected behaviour is based on the biological literature and is different for each model,

depending on what the model demonstrates. For example,The expected result of the movement

model of bacteria is different from Dicty model of movement.

The Grid The grid is a 2D or 3D panel that its size is defined in the coloursets in Snoopy

made of x, y and z (in case of 3D) axes. These axes define the location of the tokens and places

mathematically. For example, a place could be placed on (2,3) which means its location on the

2D grid is: x = 2 and y = 3. As mentioned before, the grid’s structure is not continuous, even

in a continuous model. On the grid it is considered that a token is located in the centre of the

square location. The transitions are placed between the grid locations, connecting the one place

on one location to the next, based on the definition of Neighbour functions. In that case the
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location of the transition that connects (1,2) to (2,2) will be “1_2_1_2”.

In this study, for faster simulations and saving time, all the models are built on a 2D grid.

The grid is only used in ColPN, as they are the only type of Petri nets that can demonstrate

space. To define the size of the grids, after defining “Constants”, the coloursets are created as

a “product” of the constants to make a 2D and 3D grid. The definition of the grid by size and

dimension is as shown in Table 4.1:

Dimension Size Colourset

Grid 1D D = 5 [no coloursets required for 1D grids]

Grid 2D D1 = 5 CD1 = 1-D1 [x axis]

D2 = 5 CD2 = 1-D2 [y axis]

Grid 3D D1 = 5 CD1 = 1-D1 [x axis]

D2 = 5 CD2 = 1-D2 [y axis]

D3 = 5 CD2 = 1-D3 [z axis]

Table 4.1: The information of 1D, 2D and 3D grids for ColPN

Neighbour Function These functions are used to describe the movement of tokens in Petri

nets through the transitions. Neighbour functions can be used in both 2D and 3D grids. On

2D grids, the tokens can move to either 4 or 8 directions moving to the next location from their

initial location and on 3D grid the token has the option to move to 26 locations around it. The

tokens do not jump one location. This means if the token is moving from (3,4) to (3,6), it has to

pass (3,5) as well. It is important to note that the grids introduced here and used in this study

are always squares or cubes. This is not necessarily always the case. The grid can be circular and

cylinder as well. The definition of the functions used in this thesis can be found in Table 4.2:
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Function name Function definition

neighbour2D4 (a=x & b=y-1)|(a=x & b=y+1)|

(b=y & a = x-1)|(b=y & a=x+1)

neighbour2DB (a=x-1|a=x|a=x+1) & (b=y-1|b=y|b=y+1) &

(!(a=x & b=y)) & (1<=a & a<=D1)

& (1<=b & b<=D2)

neighbour3D26 (a=x-1 | a=x | a=x+1) & (b=y-1 | b=y | b=y+1) &

(c=z-1 | c=z | c=z+1) & (!(a=x & b=y & c=z)) &

(1<=x & x<=D1) & (1<=y & y<=D2)

& (1<=z & z<=D3)

Table 4.2: The neighbouring functions for 2D and 3D grids.

The syntax provided in Table 4.2 explains how the tokens are allowed to move on the

grid. x and y define the initial location coordination and a and b are the new locations. So, for

example, when the function is written is (a = x & b = y− 1), this simply means that the token is

permitted to stay in the same x while goes down one location in the y axis.

The Sink The square/cubic grid is a limited closed area as big as the defined constants and

coloursets. To produce a pseudo-infinite grid, a set of transitions can be added to the edges of

the grid which removes the tokens from the edges of the 2D and the faces of the 3D grid. These

transitions are called “Sink” transitions. In this study, the Sink is used when there is a need for

the removal of some tokens from the grid. This transition’s job is to prevent the accumulation of

the tokens in the grid if required. The function defined for this transition for 2D and 3D grid is

shown in Table 4.3.

Another way of defining the location of the Sink transitions is using a colourset called

"Edges". This colourset is the “Union” of 4 Simple coloursets: top, bottom, right and left. These

simple coloursets carry the locations of the edges of the grid. However, using this method the

unfolding of the models can be only done by the “Gecode intern” engine in Snoopy. The output

of this engine is not compatible with Spike. Therefore, in case of the more complex models that

simulations with Spike is required, using this method is not recommended.
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Grid size Function definition

2D Grid ((x=1) & (y>=1) & (y<=D2)) |

((x>=1) & (x<=D1) & (y=D2)) |

((x>=1) & (x<=D1) & (y=1))

3D Grid (x<=1 & x>=D1 & y<=1 & y>=D1 & z=1)&

(x=1 & y<=1 & y>=D1 & z<=1 & z>=D1)&

(x<=1 & x>=D1 & y<=1 & y>=D1 & z=D3)&

(x=D1 & y<=1 & y>=D1 & z<=1 & z>=D1)&

(x<=1 & x>=D1 & y=1 & z<=1 & z>=D1)&

(x<=1 & x>=D1 & y=D2 & z<=1 & z>=D1)

Table 4.3: The functions of the Sink Transition. Based on these function definitions, the Sinks

are located at the edges of the 2D and faces of the 3D grid.

The Wall Adding the “Sink” transition, makes a pseudo-infinite grid. By removing this

transition on one side, the “Wall” is created which can simulate a surface where the bacteria can

adhere to. From side that the wall is located, nothing can leave the grid. Wall can be considered a

surface that the cells are attracted and adhered to. In a biological laboratory it can be considered

the inner wall of a test tube which is coated with food source to attract the microorganisms to it.

The Obstacle Obstacle is a part of the canvas (grid) which nothing can cross it from the

outside. It is defined as a block which can be located anywhere as required, based on its function.

Obstacle also can mimic a semi-permanent membrane which only passes permitted molecules to

the outside while not allowing anything to enter it. By setting the Massaction of the transitions

as zero, the obstacle turns into a solid block that nothing can cross it. The neighbour function

when using obstacle changes. The definition of these functions is as shown in 4.4.
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Function name Function definition

Obstacle (a=x-1|a=x|a=x+1) & (b=y-1|b=y|b=y+1) & (!(a=x & b=y)) &

( ((a>=ObsX1 & a<=ObsX2 & b>=ObsY2 & b<=ObsY1)) |

((x>=ObsX1 & x<=ObsX2 & y>=ObsY2 & y<=ObsY1)) )

Neighbour2D8_obstacle (a=x-1|a=x|a=x+1) & (b=y-1|b=y|b=y+1) & (!(a=x & b=y)) &

(! (a>=ObsX1 & a<=ObsX2 & b>=ObsY1 & b<=ObsY2) ) &

(! (x>=ObsX1 & x<=ObsX2 & y>=ObsY1 & y<=ObsY2) ) &

(1<=a & a<=D1) & (1<=b & b<=D2)

Table 4.4: The function definitions for obstacles. In these Functions, ObsX1, ObsY 1, ObsX2

and ObsY 2 are the locations of four angles of the obstacle rectangle.

The Glu Glucose is one of the carbon sources used by the microorganisms. In the models of

this study, “Glu” simulates source of the food that produces food and is the trigger of chemotaxis

for the microorganisms. To define the location of the Glu, the variable “Gluxy” was defined. This

Variable exists in the colourset “GluS” which consists of two constants of Glux and Gluy. To

make a strip on one side of the grid Glux is defined as an integer as big as D1 (the size of the

grid) and Gluy is set as an interval [1-D1]. The information of Glu is summaried in thable 4.5

Constants Colorsets Variables

Glux = D1 GluS (Glux, Gluy) Gluxy (in GluS colourset)

Gluy = [1=D1]

Table 4.5: The information needed for creating a strip of food source on one side of the grid.

4.2 Level-0: Basic Components

Level-0 (Lvl0) models are the simplest stage of modelling. These models are abstract and

without detail and could not be broken down to any simpler models. They are usually made

of one or two place(s) and transmitter(s) and sometimes they include one property. The Basic

Components of the collection are summarised in Table 4.6.
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4.2.1 Level-0 Diffusion and Movement

Diffusion is a simple model of changing the location of tokens in Petri nets, or rather

the movement of the tokens on the grid. The random movement without a controlling trigger

is the same as diffusion. This component only consists of a place and a transition and Grid as

the property. The transition has a Neighbour function which depending on the dimension and

requirement of the modeller it can be neighbour2D4, neighbour2D8 or neighbour3D26. Figure

4.2-a shows the model of diffusion/movement.

4.2.2 Level-0 Duplication

Lvl0 Duplication model contains one place and one transition connected to each other with

two arcs. The out going arc from the place to the transition carries the weight 1 but the incoming

arc from transition to the place carries the weight of two. This means for any one tokens that

goes to the transition, two tokens will come out. The model can be seen in Figure 4.2-b.

4.2.3 Level-0 Death

Lvl0 Death model is a very simple construction which consists of one place and one

transition. The transition does not have any functions defined but the rate of it could be changed

as required. Figure 4.2-c shows the Lvl0Death model. In a coloured model, As this model does

not have movement attached to it, the death only happens in one location defined by the colourset

of the places. Since this model is in the ColPN, this model also includes the Grid property.

4.2.4 Level-0 Transmitter

Lvl0 Transmitter is a part of the model that produces signalling molecules. In the case of

quorum sensing, it is the part of the cell that produces the autoinducers. The simplest way to

show Transmitter, is two places connected by one transition. The model is shown in Figure 4.2-d.

4.2.5 level-0 Receiver

Receiver model is more complex than transmitter. This basic component responds to the

signalling molecule by initiating some changes, such as biofilm formation. In the Receiver model,
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Basic Component Properties Section Figure

Lvl0 Diffusion and Movement Grid section 4.2.1 Figure 4.2-a

Lvl0 Duplication Grid section 4.2.2 Figure 4.2-b

Lvl0 Death Grid section 4.2.3 Figure 4.2-c

Lvl0 Transmitter Grid section 4.2.4 Figure 4.2-d

Lvl0 Receiver Grid section 4.2.5 Figure 4.2-e

Table 4.6: Table of Basic Components and their properties.

there is a place for receiver and a place defined as “RecACC” which is where the tokens from

receiver place are accumulated, the same way that the biofilm could be accumulated on the grid.

The signals emerge from a transition, so they are unlimited but could be changed to a limited

entity if required. The model can be seen in Figure 4.2-e.

Figure 4.2: Four main Level-0 components. a) Diffusion, b) Duplication, c) Death, d) Transmitter,

and e)Receiver.
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4.3 Level-1: Simple Models

Level-1 (Lvl1) components are models made of one or two Level-0 basic components and

one or more properties. They are simpler than complex models (Level-2 and Level-3 models),

and could be broken into basic components. Table 4.7 at the end of this chapter provides a list of

all the simple models in this thesis.

4.3.1 Level-1 Transmitter

The Lvl1 Transmitter, is the combination of basic Transmitter, Diffusion/Movement and

the Sink property. For studying this model under different conditions, one option is to alter the

rate action of diffusion, Sink or TranmsitterTransition which produces the signal. This model

mimics the broadcasting communication of the bacteria without any receivers for the signalling

molecules. Even though the Sink is usually present for the removal of Glu from the grid, here

it is used for removing the signal from the environment to avoid its accumulation. Figure 4.3

demonstrates the SM Transmitter model.

Figure 4.3: Level-1Transmitter: a combination of BC Transmitter, Diffusion and Sink

Required components:

• Level-0 Transmitter (4.2.4),

• Diffusion / Movement (4.2.1),

• Properties: Sink, Grid.
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4.3.2 Level-1 Receiver

The Lvl2 Receiver is the Receiver and Diffusion/movement combined. This model, Figure

4.4, shows the microorganisms which carry the receptor for the signalling molecule, move randomly

on the grid and are not fixed in one place. Since this model is in colour and contains movement,

it is coherent that the Grid would be included in this Simple Model as well.

Figure 4.4: Level-1 Receiver which consists of BS Receiver and BC Diffusion/Movement, as well

as Grid as a property.

Required components:

• Level-0 Receiver (4.2.5),

• Diffusion / Movement (4.2.1),

• Properties: Sink, Grid.



CHAPTER 4. MODEL LIBRARY 57

4.3.3 Level-1 Chemotaxis

Chemotaxis, moving towards a chemical trigger, has been observed in many organisms.

While communicating, some microorganisms such as bacteria move toward the food source

(chemotaxis), accumulate and produce signalling molecules [135]. Some types of communication

such as quorum sensing, when the density of the signalling molecule in the environment reaches a

certain threshold, the microorganisms which have the receptor for it, start importing and then

respond to it in different ways such as biofilm production [110].

The aim is to model chemotaxis, the movement towards food or any other chemical

trigger, via the detection of the gradient of it in the environment on the gird. In order to do so,

unlimited food is produced for the microorganism by connecting a transition to “Glu”. For the

microorganisms to sense the food, it is essential that the food also diffuses in the grid, however,

to prevent its accumulation on the grid we connect it to the Sink transition, placed on the edges,

to leave the system. The chemotaxis model is shown in Figure 4.5.

The chemotaxis model is the combination of diffusion and movement plus the properties

of Glu and Sink. Properties are explained in section 4.1 above.

Required components:

• Diffusion / Movement (4.2.1),

• Properties: Sink, Grid, Glu.
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Figure 4.5: Level-1 Chemotaxis which is a combination of diffusion, movement, Glu and Sink.

4.3.4 Level-1 Duplication and Death

Simple models of duplication and death are combinations of components death and

duplication plus diffusion/movement. Figure below, 4.6, shows how this combination looks. These

models indicate that the bacteria move randomly on the grid while going through reproduction. To

make these two behaviours dependent on a chemical trigger such as food, adding SM Chemotaxis

is possible which will create a system since it would be a combination of two Simple Models.

Required components for Death:

• Level-0 Death (4.2.3),

• Diffusion / Movement (4.2.1),

• Properties: Grid.

Required components for Duplication:

• Level-0 Duplication (4.2.2),
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• Diffusion / Movement (4.2.1),

• Properties: Sink, Grid.

Figure 4.6: Level-1 Models of a) death, and b) duplication.

4.3.5 Level-1 Limited Strip Glu

This simple model is a combination of Glu, Diffusion/Movement and Sink. Using the

Gluxy variable, as explained in the previous chapter, the location of Glu is defined on the right

side of the grid, and creates a strip of food source on one side of the grid. From there, The food,

Glucose or any other chemical compounds diffuses to the rest of the grid and eventually leaves

the grid through the Sink on the other three edges. To make the Glu unlimited, we can add a

transition before GluSource Place, using Gluxy as a variable on the arc to make sure the location

is as required. The model can be seen in Figure 4.7.

Required components:

• Diffusion / Movement (4.2.1),

• Properties: Sink, Grid, Glu, Wall.
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Figure 4.7: Level-1 model of Glu which is located as a strip in one side of the grid with the

variable Gluxy and Sink to remove the excessive Glu out of the grid.

4.3.6 Level-1 Semi-permeable obstacle and Transmitter

The Semi-Permeable Obstacle model is a combination of Diffusion/Movement and Obstacle

properties and Transmitter Basic Component. The obstacle is a simulation of the semi-permeable

membrane of a cell. It has a lower action rate (massaction) than diffusion to be semi-permeable

and a zero mass action to be a block on the way of diffusion of the molecules on the grid. If it

is not zero, then the molecules will enter the area in a lower speed. The model can be seen in

Figure 4.8. Even though Sink is not in this model, it can be added for studying it under another

condition.

Required components:

• Level-0 Transmitter (4.2.4),

• Diffusion / Movement (4.2.1),

• Properties: Obstacle, Grid.
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Figure 4.8: Level-1 Semi-permeable membrane model a combination of Diffusion, Obstacle and

Transmitter.

4.4 Colouring the Models

In ColPN in Snoopy, giving specific data to each token to define their location is called

colouring them [117]. This method gives every token a specific location and is used for multi-level

and multidimensional model construction. ColPN represent a compact and folded version of

a complex model where each object in the system becomes a coloured place and transition to

have a location defined by colour [117]. The models made in ColPN are more realistic, since

they contain space and location and the correct model can be used in many areas such as drug

discovery and personalised medicine and nutrition or other research projects. It is possible to

combine hybrid and colour Petri nets together to study larger biological systems and when the

model is ready it can be exported automatically to hybrid Petri nets for further simulations [118].

Even though the focus of this study is mostly on the biological use of these components, it

is possible to use these models in non-biological content as well. The process of colouring the

models is a generic process which could be used for colouring any models.

The process of colouring in Continuous ColPN for a 2D diffusion model is as follows:

1. Open Snoopy Software. This is the “First Window”.

2. From the tab on the top of the window, click on File and then New.
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3. Choose Coloured Continuous Petri Net. A new window with a white screen will be opened.

This is the Screen

4. Define the “Constant” from the Declaration that is a panel on the left side of the First

Window. For example: D1 = 5 and D2 = 5.

5. Define the “Simple Coloursets” from the Declaration on the First Window based on the

constants from the Declaration on the first window. For example: CD1 = 1-D1 and CD2 =

1-D2.

6. Define the grid from the Declaration on the First Window by clicking on“Compound

Colourset” which is a type “Product” of the Simple Coloursets. For example: Grid2D =

CD1,CD2

7. Define “Variables” on the First Window based on the coloursets. If CD is the size of the x

axis and CD2 the size of the y axis then x = CD1 and y = CD2. This means the variable x

belongs to CD1 and the variable y belongs to CD2. These variables are used for the arcs.

8. Define the “Function" on the First Window based on the neighbouring functions provided

in Table 4.2.

9. Choose “Place” from elements on the tab at top of the First Window and put a place on the

Screen. Double click on the place and after writing a name for the place, on the tap above

the window click on “Markings” and choose the colourset from the list. The Compound

Colourset should be chosen.

10. From elements choose “Transition” and place one on the Screen. Double click on the

transition and after typing a name for it, select “Gurds” from the top tab and underneath

the Guard, write the name of the function with the variables. In the case of the examples

above, it would be “Neighbour2D8(x,y)”

11. From the elements choose “Arc” and drag an arc from the place to the transition. Double

click on the arc and clock on the “Expression” on the top tab. underneath the expression,

define the variables based on the location of the arc as required. For example, (x,y) which

is located in CD1 and CD2 coloursets.

12. Drag an Arc from the transition to the place and do the same steps as the other arc.

13. Now, the model is complete. This is a model of diffusion on a 5x5 grid. After saving the

model, it is possible to export it to a CPN and see the unfolded version of it. Also this

model can be exported to folded CANDL or unfolded ANDL file for further simulations.
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Figure 4.9 demonstrates a summary of the required information for modelling in Snoopy.

Figure 4.9: A summary of the process of colouring a model in coloured Petri nets.

Table 5.1 is a summary of all the types of Properties that have been defined in this study.

The CANDL file of these properties are stored in the data collection. It is important to remember

that once the CANDL file of the properties are unfolded into ANDL files, the Grid2D property

disappears as it is for labelling the places in the folded set.

4.5 Discussion

In this chapter the four levels of modelling were introduced. Properties that are the base

of all the models, Level-0 which are simple and cannot be broken into simpler models and Level-1

model component which are made from simpler models and a few properties. Even though

these models can be used individually, they could be applied in different scenarios to create

biological systems. In the next chapter, these models will be applied to bacteria and Dicty as has

been mentioned before by combining them in different circumstances. Among the applications,

there are two models that are not modelled in the same manner; meaning their sub-models or

components do not exist in the collection of model components. These models are the formation
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of biofilm and the combination of production of AI-2 and biofilm formation. However, due to

their complexity, they are categorised as systems.
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Table 4.7: Table of Simple Models and their components and properties.
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Chapter 5

Application of Models from the library

In this chapter the components of the model collection are used to create complex models

or Systems. Systems are complex networks which are created as combination of some Basic

Components and/or Simple Models with some properties and they can be broken down into

smaller working models. These systems are applied to some real case scenarios in two microor-

ganisms: bacteria, more precisely E. coli, and Dictyostelium or slime mould. These two are the

representatives of each main biological superkingdom: Eukaryote and Prokaryote.

There is an exception of construction in the application in this study. Bacterial communi-

cation and response model (Quorum Sensing), Signal Production and Biofilm Formation, are not

created from the components of the collection of models in this study. The Biofilm Formation

model, Section 5.1.4 was originally created as a detailed model from scratch and was combined

with the Signal Production model which was constructed by Li et al. [114], in Section 5.1.5.

Since these models are detailed and complex and could be broken down to smaller components,

they are treated as complex systems. Looking at Biofilm Formation Model, it can be broken

down into possible Level-1 and Level-0 components. However, these components are not a part of

the current library but they can be added in a further study. The Quorum Sensing model is an

assembly of Biofilm Formation and Signal Production models, which both are in Level-2, and is

categorised as the only Level-3 model in this study.

The other models such as transmitter and receiver as an abstract form of communication in

a heterogeneous society in section 5.1.1 and Duplication, Chemotaxis and Death in section 5.1.2,

Combined Strip Glu, DCD and TR as a combination of most of the components in this library in

section 5.1.3 and the communication model of Dictyostelium in section 5.2 are all built from the
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Properties, basic components (Level-0) and simple models (Level-1) in this study. In each part the

process of combination is also provided if relevant. It is important to remember that the process

is to introduce the required parts and recognise the repeated parts of the model that should be

removed in order for the models to be combined. The provided guidance is rather a suggestion

than a set of instructions. What matters is to acknowledge the constructing components of the

model. At the end of this chapter a table is provided which summarises all the model components

and systems in this study

5.1 Bacteria E. coli

Systems in this study consist of more than two Properties, two Basic Components and/or

Simple Models together. One of the two microorganisms that were chosen for case study was

bacteria E.coli and the application of the detailed model as well as the models built from the

collection of models are presented int this section.

These models include:

• Transmitter and Receiver, 5.1.1

• Duplication, Chemotaxis and Death (DCD), 5.1.2

• Combined Strip Glu, DCD and TR, 5.1.3

• Biofilm Formation, 5.1.4

• Quorum Sensing and Response, 5.1.5

5.1.1 Level-2 Transmitter and Receiver(TR)

A combination of Lvl1 Transmitter and Lvl0 Receiver models as well as Lvl0 Diffusion, Grid

and Sink properties results in “Transmitter and Receiver” model. In this model the Transmitter

produces a signal. The signal is then diffused on the grid and then reaches the Receiver. In this

model, two different Compound Coloursets are also defined for each of the models in order to

define the location of each part of the model separately. The other method is to simply define the

location in marking of the places while setting the colourset in Grid2D. Using different coloursets

makes amending the values and constants easier, as they are generalised and defined through

constants in the model. For this system, see Figure 5.1.
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Required components:

• Level-1 Transmitter (4.3.1),

• Level-0 Receiver (4.2.5),

• Diffusion / Movement (4.2.1),

• Properties: Grid, Glu.

Combination Process: Open the required Transmitter model and Receiver model. Select all

the elements in Receiver model and copy them in Transmitter model (both models should have

the same format, e.g. both should be ColCPN). Remove diffusion, sink and transmittertransition

from Receiver model and connect the signal place of Transmitter to ReceiverTransition of Receiver

model with an arc. set the correct values on the arcs.

Figure 5.1: Simple system model of transmitter and receiver, defined in separate coloursets.

5.1.2 Level-2 Duplication, Chemotaxis and Death (DCD)

Movement, death and duplication are essential parts of microorganisms’ lives. The

mechanism of movement is different in each organism and cell. For example, bacteria produce

flagella while Amoebae moves by extending its cytoplasm. The mechanism of the movement is
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not an argument for modelling in this collection, however the manner of it is. Meaning these

microorganisms move towards a trigger in order to survive and that is what the chemotaxis model

represents. This system, combines the chemotaxis with Lvl0 Duplication and Lvl0 Death. The

duplication rate is dependant on the trigger as well, so that there is more duplication when the

bacteria is closer to the source of the trigger. This model also includes, Glu, Sink, Grid and Wall

Properties. Figure 5.2 shows the model.

Required components:

• Diffusion / Movement (4.2.1),

• Level-0 Death (4.2.3),

• Level-0 Transmitter (4.2.4),

• Level-1 Chemotaxis (4.3.3),

• Level-0 Duplication (4.2.2),

• Properties: Glu, Grid, Sink.

Combination Process: After making sure that all the models are in the same formate, Add

Duplication, Death, Diffusion / Movement and Glu in one Petri net file. Connect death to the

Bact place with (x,y) for its expression. connect division to Bact place with the out going arc

(x,y) and ingoing 2‘(x,y). Connect Diffusion / Movement transition to Glu, with two arc and

both (a,b) expression. When the expression of the arc to and from Diffusion is set as (a,b) it

attracts the tokens but does not affect them in any other way. connect Glu to Sink transition

with Inf expression, or use the Sink_Guard function for it.
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Figure 5.2: Duplication, Chemotaxis and Death model. division and movement are dependant on

Glu and Glu is removed form the Sink placed on the edges of the grid.

5.1.3 Level-2 Combined Strip Glu, DCD and TR

The final model that has been applied to bacteria, is the combination of all Lvl0 the

components in the library, except for detailed systems of AI-2 production and Biofilm formation.

Figure 5.3 presents this system. This model includes Chemotaxis, Duplication, Death, Transmitter

(BactT) and Receiver (BactTR) models, which produce AI-2 and biofilm respectively, as well

as Glu, Sink, Wall and Grid properties. The model is created on ColCPN as the population of

bacteria is presented as a density rather than the individual population.

Required components:

• Diffusion / Movement (4.2.1),

• Level-0 Death (4.2.3),

• Level-0 Transmitter (4.2.4),

• Level-0 Receiver (4.2.5),
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• Level-0 Duplication (4.2.2),

• Level-1 Chemotaxis (4.3.3),

• Properties: Glu, Sink, Wall, Grid.

Combination Process: Make sure all the models’ formats are the same. Create a base model

in the desired Petri net format and define the necessary constants, coloursets, values, etc. Copy

chemotaxis and paste it into the base model. Remove the Glu part of the chemotaxis model (Glu,

sink and diffusion are repeated in Glu model) and connect Bact to Glu with 2 arcs both with (a,b)

variables. Rename Bact to BactR representing Receiver. Once again paste chemotaxis model and

do the same. This time rename Bact to BactTR representing Transmitter. Paste Division two

times and connect it to both Bacts. Paste death two time and connect it to both Bacts. Remove

the movement if the SM models were used. Add a transition for AI2 production (AI2production)

and connect BactTR to it. Define its massaction rate based on the provided parameters in the

base model. Add a place for AI2 (AI2) and connect it from AI2production transmition to AI2

place. Add a diffusion to this place and define a massaction rate for it. Add a transition next to

BactR for biofilm formation (biofilmpro) and define a massaction for it. Then add the Biofilm

place and connect it from the biofilmpro transition to biofilm place. Add diffusion to biofilm

place and define a mass action. All new places are on Grid2D colourset. It is possible to use

Receiver and Transmitter models as well. The model can be seen in Figure 5.3.
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Figure 5.3: Simple system model of transmitter and receiver, defined in separate coloursets.

The structure of the model is as follows: GluSource is placed on the right side of the

grid and is initialising the simulation. GluSource inhibits the production of biofilm (Biopro)

Glu receives the token from Glusource and can diffuse throughout the whole grid. It exits the

grid through “Sink” in order to prevent its accumulation on the grid. Glu initiates T_ and

R_duplication and causes chemotaxis of both types of bacteria. Both BactTr and BactR use Glu

to duplicate, However, Glu only attracts the bacteria towards the right side of the grid where food

(carbon source) was initiated. BactTr produces AI2. AI2 diffuses on the grid. BactR produces

biofilm only when the number of tokens in GluSource is around one (The inhibitor arc should

start the biofilm formation when GluSource is zero but it does not happen. It seems it does not

inhibits 100%) The produced biofilm diffuses on the grid as well as inhibiting AI2 production.
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5.1.4 Level-2 Biofilm Formation

Biofilm is one of the responses to the bacterial communication. The Biofilm Formation

model (BF) was originally made as a whole as a detailed model and its components currently do

not exist in the collection of models of this thesis, except for the Diffusion. However, this model

could be broken to smaller parts as Basic Components and that can be a part of another study.

This model was designed in 2018 and was published in BMC Bioinformatics journal in 2019 [77].

BF describes the process of biofilm formation in E.coli or similar bacteria in detail. The biological

study of this process was explained in Chapter 2 Section 2.4.1. Later on this model is combined

with the model of production of AI-2 done by Li et al [114] to predict the behaviour of bacteria

under different circumstances during quorum sensing and biofilm formation with a focus on the

effect of the distance between the cells on communication. The model is shown in Figure 5.4.

Figure 5.4: The model constructed by our group to show biofilm formation in bacteria.

The “go system” in this model is created by Professor Monika Heiner [77] which creates a

gate in the cell. This gate only opens when the AI-2 reaches threshold which is defined for this

system and is amendable as required. The other parts of the model describe the process of the

production of biofilm which was explained vastly and in detail in Chapter 2.
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5.1.5 Level-3 Quorum Sensing

This combined model, published in 2019 in BMC Bioinformatics Journal [77], was the

first system designed in this study. This model is a combination of two detailed models. The

quorum sensing model was designed by by Li et al. [114] in 2006 and was combined by the biofilm

formation model in 2019. The only part of this model that exists in the collection of model

components, is the Diffusion. The model was designed on both 2D and 3D girds. Hybrid Petri

nets were used for modelling which means both continuous and stochastic features were present in

the models. This model shows a broadcast communication occurring in two phases of bacteria life

when they produce AI-2 and then as a response form biofilm. A system was created by Professor

Heiner which made it possible to define threshold for the response to the AI-2 signalling molecule.

Unless that threshold is reached, the bacteria do not allow AI-2 to enter. The model consists of

gene transcriptions, protein productions and inter- and intra-cellular communication [77]. Due to

being a detailed model in can describe may processed in the system. The model can be found

in Figure 5.5. The two AI-2 places in this model are logic places (coloured in Grey), i.e. they

represent the same molecules but are shown with two places.

On an abstract scale, this model is basically a detailed Transmitter, a detailed Receiver

and a Diffusion / Movement model. Currently it is not possible to move complex systems in

Snoopy. Which led us to designing an abstract version which could represent the movement. The

abstract components are explained in 4.3.6.

Required Components:

• Biofilm Formation (5.1.4),

• Signal Production (from Li et al [114]),

• Diffusion / Movement (4.2.1),

• Properties: Grid.

Combination Process: Open Both models and make sure their formats are the same, meaning

both are coloured Continuous Petri nets or Stochastic Petri nets. Select all the elements in

Biofilm_LG and copy them. Paste the model in AIproduction_Li. Remove the Inflow transition

from Biofilm_LG model. Double click on one of the AI-2 places and check the box next to logic.

Do the same for the other AI-2 place as well.
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Figure 5.5: System model of AI-2 production and biofilm formation combination of two level-2

components. the AI-2 production part of the model was designed in 2006 by Li et al..

5.2 Level-2 Dictyostelium: Slime Mould

Dictyostelium (Dicty) is a Eukaryote unicellular microorganism that has been a popular

model organism for studying chemotaxis as a response to cAMP [31]. Dictyostelium cells produce

cAMP in order to communicate with one another. The cells then are attracted to the location

with the highest concentration of cAMP [31, 71]. Similar to bacteria, this movement is based

on the density of cells meaning that the cells gather in the place with the most concentration of

the signalling molecule. However, there is a difference between how chemotaxis is modelled in

bacteria and Dictyostelium.

In the model of chemotaxis of bacteria, the bacteria move towards a stable source of food

that has a gradient on the grid. While doing so, they communicate with each other and once

they reach the surface and the amount of the signalling molecule has reached a threshold, then

the bacteria start its changes, such as biofilm formation. In Dictyostelium model, the cells are

attracted towards the concentrations of the signalling molecules which are being diffused on the
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grid. This means that the attraction is not in one place and does not show a stable gradient. As a

result, the bacteria gather around the “Wall” while the Dictyostelium cells might gather anywhere

on the grid as long as there is a high concentration of cAMP. The model can be observed in

Figure 5.6.

This abstract model demonstrates the movement of Dictyostelium towards cAMP, while

cAMP is diffused on the grid. It is important to note that Dictyostelium do not absorb the

molecules and just sense them in order to move towards it. Using a Shell program, the Dic-

tyostelium cells are located randomly on the grid. This shell program, written by Professor David

Gilbert, defines the grid size and the population and produces CANDL and sps files. For axample,

for a grid size of 15x15, around one third of the grid is occupied. However this one third is not

an absolute value and varies between 25% to 30% . The shell program is a random algorithm

that sets numbers 0 to 3 ion each location and then removes the numbers 2 and 3. In Random

Restart Hill Climbing, the initial population of Dicty is 61, 27.11% of the grid and in simulated

annealing this number changed to 69 which is 30.66% of the grid.

Once located on the gird, the cells start producing cAMP and naturally will move towards

where the concentration of this molecule is the highest. The Sink transition is only connected to

the cAMP in order to prevent too much concentration of the molecule on the grid. Otherwise,

there will be too much cAMP everywhere and the movement would not happen.

Required components:

• Diffusion / Movement (4.2.1),

• Level-1 Chemotaxis (4.3.3),

• Properties: Glu, Sink.

Combination Process: Make sure all the models’ formats are the same. Create a base model

in the desired Petri net format and define the necessary constants, coloursets, values, etc. Copy

chemotaxis and paste it into the base model. Rename yarayara to Dicty and Glu to cAMP. Copy

and Paste Diffusion / Movement model. Remove the place connected to Diffusion transition and

connect the transition to cAMP. Do the same with Sink. Add the transition between Dicty and

cAMP for cAMP production. Connect Dicty with two arcs to this transition, so that the Dicty is

not used for production of cAMP. connection this transition to cAMP with one arc. All these

three arcs should carry the expression (x,y).
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Figure 5.6: Model of Dictyostelium chemotaxis.

5.3 Collection of Model Components

The aim of this study is to create a collection of model components in different levels

of complexity. These models have been introduced and discussed in this and previous Chapter.

There are two different groups in the collection: the properties and the model components that

are categorised based on complexity. Table 5.1 is a summary of the properties and their definition

and use while Table 5.2 provides a list of all the models in this library and their components.
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Property Definition

Grid The 2D or 3D space that is defined for the model.

Neighbour Functions Define the movement of the tokens and how

the transitions are set on each location.

The Sink The transitions on the edges of a 2D grid or faces of a

3D grid that remove the tokens from the grid.

The Wall By removing the sink from one side of the grid,

a wall is created that from that side no tokens leave the grid.

The Obstacle A membrane that can be located anywhere on the grid.

It can be rigid or semi-permeable.

The Glu The trigger for movement which resembles a food source.

It is places on one side of the grid usually on the same side as the Wall.

Table 5.1: A summary of all the properties that are defined in this study.

5.4 Discussion

Two biological prototypes were chosen to employ the models from the collection of

model components on them. These prototypes are from Prokaryote and Eukaryote biological

superkingdoms and are used as simple samples to represent their families. Bacteria, and more

precisely E. coli, is one of the chosen prototypes. Using the library of models, an abstract model

demonstrating chemotaxis, duplication, death, communication and response was constructed.

Also, a model of biofilm formation was designed, and assembled with another model built by Li

et al [114] for a detailed model of quorum sensing and biofilm formation [77].

The other chosen biological sample is Dictyostelium, the slime mould. This microorganism

have been studied for its unique and interesting communication behaviour. While it is a unicellular

organism, it can join in to build a society as a survival strategy. At this time the cells gather

together and eventually produce a fruiting body which carries their spores for reproduction

purposes. The focus of this study is to simulate the migration stage of Dictyostelim life, when

they are accumulated in one location to create the fruiting body. Using different parts of the

model library, an abstract model was designed to show the communication towards the high

concentration of cAMP and the accumulation of the cells.
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Even though these models form the library have been used to demonstrate biological

behaviour, it is possible to use them for other purposes, as the models are generic and abstract.

The models in this thesis are all continuous. Therefore, the numbers that describe population are

non-integers for population density and not individuals. Due to technical issues, it is not possible

to study complex systems in stochastic. To simulate complex system Spike is required but the

current version of Spike at the time of writing this thesis, cannot simulate complex stochastic

models. In further works, this issue can be resolved with the aid of the developers.

In the next chapter, Chapter 7, the output data from the models and optimisation are

provided and analysed using R and Python.
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Chapter 6

Optimisation

Optimisation is a target driven heuristic method to find a set of the best solutions for a

problem [100]. Heuristic algorithms provide the closest answer to an optimised solution [109].

Different types of optimisation methods are chosen based on the problem. In this study two

different methods were chosen for the same problem: Finding the optimised rate actions for

the model “Dicty”. These two methods include Random Restart Hill Climbing and Simulated

Annealing. These two methods are well-known, relatively simple to understand and employ, and

computationally fast. While Random Restart Hill Climbing can look for the local (or possibly

global) maxima, Simulated Annealing can explore the search space for the best possible solutions.

The objective of the optimisation is to find the maximum number of Dictyostelium cells that

can accumulate in one location on the grid to model the formation of fruiting body. The target

function is based on the number of Dicty cells on the grid regardless of their locations. Based on

this objective, these two methods seem effective and appropriate.

The code for these methods have been employed in Python. Considering the fact that

Random Restart Hill Climbing is a simple method yet not very accurate, as it might provide

a local maximum instead of the global maximum, Simulated Annealing method was also used.

Using two different methods it is possible to compare the results and conclude which rate(s) have

the most effect on the maximum number of Dicty in one location. In this chapter, after a brief

section of definitions that have been used for optimisation, each method is explained and the

pseudo codes for them for them is provided. The full codes are presented in Appendices B and C.
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6.1 Definitions

Iteration: The number of loops of simulations. In Random Restart Hill Climbing, there are

two Iterations given by the user. One for the Random Restart of the programme and one for Hill

Climbing steps.

Rate constant: The rate of action for each transition in the model of question. There are four

transitions in the Dicty model to be optimised and all of them are being amended during the

optimisation. This means unlimited number of possibilities for 4 numbers and these numbers are

in a range of 0 to 20.

Delta: After the starting point, specially in Hill Climbing method, the next answers are based

on the previous one. Delta is a number defined in the algorithm that changes the current solution

and creates the new solution.

Temperature: In Simulated Annealing, the Temperature decreases in each iteration, either

way. This temperature is calculated based on the number of Iterations that is set as 100 at the

beginning of the simulation.

Delta condition: Rates less that zero do not make sense in our model. Rate zero means

deactivation of the transition and more than zero defines the activity rate. To avoid achieving

less than zero rate action, a condition is set in the algorithm that changes the solution, if it is

less than zero.

Acceptance Condition: The new solution is accepted only when it is more than the previous

solution. To check that, the maximum amount of Dicty is checked on the grid, since the adjective

is to achieve the highest number of Dicty possible. Checking that, if the new maximum number of

Dicty is higher than the previous, it is accepted, otherwise it is rejected. In Simulated Annealing,

since there is the Acceptance Possibility (AP), the acceptance condition is slightly different. In

Simulated Annealing, if the new maximum number of Dicty is not more than the previous, the

AP is calculated which is based on the temperature. the lower the temperature, the lower the

possibility of accepting the new solution. Other than that, the new solution is rejected.
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Values_index: Values_index is the csv file output from the optimisation which provides the

required information such as the location of the maximum amount of Dicty, the old and new

solution of the number of Dicty, the rates, the calculated AP, the number of Dicty present on

the grid and the status of the solutions, whether they are accepted or rejected; and in case of

Simulated Annealing whether they were accepted due to high AP.

Mother file: The mother files is the original spc file for Spike created before the simulation.

In this algorithm, a copy is created and all the changes is intended on the copy file. Thus the

mother file remains the same during the process of simulation.

Workflow in Figure 6.1 exhibits the process of optimisation regardless of the method. The

“Randomly located Dicty Andl and spc files” are created by the shell program that places Dicty

cells randomly on the grid and creates the relative spc file. In Random Restart Hill Climbing this

happens at the beginning of every random restart and in Simulated Annealing it. only happens

once at the start of the optimisation. The Fitness is accepted when the new maximum population

on the grid is more than the last.
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Figure 6.1: Flow chart of optimisation. The process of optimisation regardless of method in this

thesis.
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Python code in both Random Restart Hill Climbing and Simulated Annealing call Spike

and use the output from it. The output is inspected by the target function in the code and

while it extracts import information from the simulation, it decides whether to accept the new

solution and change the spc file or not and then Spike is called again for the new iteration.

Figure 6.2 displays the system diagram of optimisation, exhibiting the software tools and the files

used during the simulations. It is important to note that in Random Restart Hill Climbing this

diagram starts from the beginning at every random restart whille in Simulated Annealing the

shell programme is used only once at the beginning.
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Figure 6.2: The files and Software tools used in Optimisation. The white squares represent

software tools and the blue represent the files.
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6.2 Random Restart Hill Climbing

Hill Climbing (HC) is a heuristic optimisation method that begins the optimisation at

a random point and starts climbing the hill by exploring the search space looking for better

solutions. When reached a peak, the simulation will stop, concluding that the best solution is

found. It is a local search method which only needs memory for the current run. This makes

the process more efficient. But since the found peak might be a local maximum and not the

global maximum, traditional HC is not the best method for optimisation. However, by adding the

Random Restart(RRHC) to it, HC turns to be a more reliable method. In RRHC, the algorithm

restarts randomly and starts over to a new search area. With this method, the possibility of

finding global maximum increases.

Both HC and RRHC can only go up and reject the lower values; This might result in not

finding the global maximum at all. The other issue with RRHC is that the algorithm cannot

predict if there are no solutions so it will continue the optimisation with no end by changing the

local maximum [173].

In Dicty model there is a set of four constant rates. The target function of RRHC is to

change these four rates in order to find the best combination of them when the number of Dicty

cells is as high as possible. Therefore, the condition for the solution to be accepted is to compare
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the maximum number of Dicty on the grid. if the new maximum number is more than the old

one, the the new solution is accepted; otherwise it is rejected.

The final version of the code, calls a Shell program written by Professor Gilbert to define

random locations for Dicty on the grid and this happens at each random restart. I removed

one part of the acceptance condition of the maximum existing strictly at the centre of the grid

and decreased the delta. Delta is the difference between the current rate constants and the new

ones. The reason was, when delta was too high, the code could not find the best solutions in

between the constants and most of the rates were rejected. Basically, the code would jump over

the possible accepted solutions due to high delta. The code produces plots and an output file

that shows the improvement of the code in each run.

6.2.1 Pseudocode

To increase the chance of getting the best number for each action rate, we decided to set

the delta, not as a constant number but a random number in a range.

This rate is a random number between zero and 10, up to two decimal numbers. So now,

there are two steps of randomised numbers. First, in the HC loop, the initial random numbers

which replace in the mother file and the second is when a delta is randomly chosen and changes

the current action rates. Algorithm 1 shows the pseudocode oof Random Restart Hill Climbing.

Algorithm 1 Random Restart Hill Climbing Algorithm
1: procedure RandomRestartHillClimbing

2: for x← 1 to STARTPOINT do

3: S ← Random_Solution . current solution

4: F ← Fitness(S) . current state’s fitness

5: for i← ITER do

6: S′ ← SmallChange . new solution

7: F ′ ← Fitness(S′) . new state’s solution

8: if F ’ better F then then

9: S ← S′

10: end if

11: end for

12: end for

13: end procedure
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6.3 Simulated Annealing

Simulated Annealing (SA) is another optimisation method that is inspired by the physical

annealing process, in which the temperature starts at a high point and decreases over the run. In

SA, the initial temperature is set at a high amount. The algorithm looks for the maxima and

accepts the values that are in the acceptance possibility distribution. When the temperature is

higher, the acceptance possibility has a higher range and almost all of the values are accepted. As

the temperature goes down, the values are narrowed down and only the best values are accepted.

Eventually, among the best found valued, the simulation finds the global maximum.

Compared to HC, SA is a more accurate method as it tends to find the global maximum by

accepting the worse solution with a probability and making the worst solutions’ acceptance to be

unlikely. The change in the accepted solutions is defined by “temperature”. At high temperature,

worse solutions than the last accepted soution are accepted but as the temperature decreases,

the probability of this acceptance decreases. This method has more mathematical calculations

which slows down the simulation. Also, the initial temperature which is set by the user, and the

cooling rate must be calculated precisely. Otherwise, in the end, the final value might not be the

best answer, since the initial temperature was not high enough or the cooling down was too fast.

My colleague Yasoda Jayaweera has been assisting me as she had used this same method in her

thesis. The current pseudocode is as below:

6.3.1 Pseudocode

The SA algorithms is based on an article by Stephen Swift et al [185] in which simulated

annealing is used as an optimisation method. In this article they calculate that the best cooling

is c = 0.99994. The initial temperature is set at 100. The Pseudocode for Simulated Annealing is

shown in Algorithm 2.
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Algorithm 2 Simulated Annealing Algorithm
1: Given : NumberofITERATIONS(ITER)

2: procedure SimulatedAnnealing

3: S ← Random_Solution . initial random rate constants

4: F ← Fitness(S) . maximum number of Dicty in the final time frame

5: θ0 = 100 . θ0 ← InitialTemperature

6: c = 0.99994 . Cooling rate

7: t = θ0 ∗ (c)ITER . Final Temperature

8: for x← 1 to ITER do

9: S′ ← New_Solution . new constants based on the previous solution

10: F ′ ← Fitness(S′) . maximum number of Dicty in the final time frame

11: if F’ better F then then

12: S ← S′

13: else if F better F’ then then

14: e = 2.71828

15: ∆f = F−F ′

θ

16: p = e−∆f

17: r = random(0, 1)

18: if p > r then then

19: S ← S′

20: else

21: pass

22: end if

23: end if

24: θi = c ∗ θi−1

25: end for

26: end procedure

6.4 Discussion

There are many methods for optimisation, and the method is usually chosen based on

simplicity or functionality of the algorithm. In this study two of the most popular Methods are

chosen to optimise the Model “Dicty”: Random Restart Hill Climbing and Simulated Annealing.

The reason to use two different methods is to compare the results and the practicality of these
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two methods. Hill Climbing is simple but may not be accurate since it may provide the local

maximum instead of the global one while Simulated Annealing is more accurate and searching

as many answers as possible, it might provide a better answer but is more complex so it takes

memory and time. The target function for optimisation is to find the best possible combination

of rates to achieve the maximum number of Dcity cells on the grid in one location mimicking the

creation of fruiting body in nature. In the next chapter, Chapter 7, the output data both from

the models and optimisation simulations are provided.
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Chapter 7

Data Analysis and Results

There are different ways of analysing the output data from the models. For simulation of

complex models in this thesis, Spike has been used which was introduced in Chapter 3 Section

3.1.3. Also, to analyse the output data from Spike and Snoopy as well as the result of the

optimisations, machine learning and big data analysis methods have been applied using R with a

combination of Python when required. In the Python codes of optimisation, the code selects the

most important parameters and saves them in a separate dataset which creates a sufficient data

frame to be analysed, with all the important information included in it. The optimisation result

is compared to the “expected” behaviour based on the biological literature. No biological data

has been provided for this study for mathematical and computational verification, due to the

unavailability of the experimental data, but based on the previous biological studies, it is possible

to achieve the expected results from the models created in this thesis.

In this chapter, after a brief review of the timing of the simulations in Section 7.1, the

output data of interesting models are provided, to prove that they work as it is expected of

them. In the first part, Section 7.2.1 the output data from the Diffusion Movement is analysed.

In Section 7.2.2 the output data of chemotaxis is visualised and compared with the diffusion.

In Section 7.2.3 the Semi-permeable membrane obstacle model is visualised on a heatmap to

demonstrate the functionality of the model. Finally, in Section 7.2.4, one of the most interesting

models is analysed which is the system in which Glu is on one side of the grid and it is shown

how the bacteria move on the grid to reach it. To avoid repetition of the result of the two models

“Quorum Sensing and Response” and “Biofilm Formation” , the analysis of these models are not

included in this thesis. The analysis of these models can be found in the study done by our

group, published in 2019 in BMC Bioinformatics Journal, “Spatial quorum sensing modelling
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using coloured hybrid Petri nets and simulative model checking” [77].

On the second part of this chapter, 7.3, the output of optimisation simulations, Random

Restart Hill Climbing and Simulated Annealing are analysed in order to find the best combination

of constant rates that is found in 50000 runs.

7.1 Timing the Simulations

Different machines are used for the simulations in this study. Unfortunately there was no

access to supercomputers for this thesis at the time of simulations or writing. To check how long

each simulation takes in each machine, the time of each simulation is measured. The simulations

were repeated on the most updated machines to provide the most updated information possible.

Table 7.1 provides the time it takes for each model to be unfolded and simulated in Spike. To

achieve these information the command time was used. The grid size in all of these models is 7x7.

The machine runs a macOS Monterey (Version 12.1), its CPU 1.7 GHz Quad-Core Intel ® Core™

i7 and Memory of 16 GB. As it can be seen in Table 7.1, as the models get more complex, the

time it takes to simulate increases. Looking at different levels of Duplication, it in obvious that

these models and the systems that include them are taking more time as the models develop. This

is probably because of the weighed arcs that exist in these models. There are two components

from Systems that are not included in this table: “Biofilm Formation” and “Quorum Sensing

and Response”. These two models were simulated and analysed in BMC Bioinformatics Journal

published in 2019 [77].

The other simulation is the optimisations. Two methods of optimisation were applied

in this thesis: Simulated Annealing and Random Restart Hill Climbing. One of the reasons of

choosing two methods, is to compare them. Computationally, Random Restart Hill Climbing takes

considerably less time and memory compared to Simulated Annealing. Random Restart, starts

the simulation once it reaches the provided number of iterations, in this case 1000. Simulated

Annealing goes through the same simulation by decreasing the temperature. The reasons for this

difference can be as follows:

• Hill Climbing does not require a memory to save the history of simulation while Simulated

Annealing goes through all the iterations, by decreasing the temperature. This means

this method consumes memory for the previous iterations and increases the time of the

simulation.
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• Simulated Annealing includes some simple mathematical calculations, such as the current

temperature and the minimum temperature. These calculations happen in every iteration

that can slow down the process. Hill Climbing does not consist these calculations.

• The output of the optimisation is saved into a CSV file. Each 1000 Hill Climbing has its

separate file. This means the created and opened file is closed at the end of each 1000

iterations. On the other hand, the whole 50000 iterations of Simulated Annealing are written

in one huge data frame in csv. This file is created and opened at the start of the simulation

and is open for the whole process. This causes an increase in memory consumption and

thus longer time for this method of optimisation.

Table 7.2 provides the time for each optimisation. These optimisations were done on a

macOS machine running macOS version 10.3.1, its CPU 2.5 GHz Quad-Core Intel ® Core™ i7 and

Memory of 16 GB. It is important to remember that the provided times are only estimated. In

case of Random Restart, there are the pauses between the random restarts that are not calculated.

It is important to note that the relationship between the time and the number of iterations is

not linear. It means if it takes 15 hours for 5000 simulations of Simulated Annealing, it does not

mean that it will definitely take 30 hours for 10000. Even though the difference between the

estimated and actual time may not be significant, it is still there.

7.2 Models

Movement and Chemotaxis are two of the most basic and yet most interesting simple

components in this study. In this part these two simple components as well as one Lvl1 model,

Semi-permeable Obstacle and Transmitter and one Lvl2 model, Combined Strip Glu, DCD and

TR are visualised and analysed.

7.2.1 Diffusion / Movement

When the models are small and simple, as it is in the model of Diffusion / Movement

models, the built-in simulation of Snoopy is sufficient enough for understanding the behaviour of

the model and produce numeric data. The numerical data could be exported from Snoopy as an

image or a time-series data frame in CSV format. In this example, the plot of the simulation as

an image is exported to provide an idea of how the plots in Snoopy work. In this model the grid
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Table 7.1: The time it takes to simulate each model component from the library using Spike.

Model Time

Diffusion 0.26 s

Lvl0-Division 0.58 s

Lvl0-Death 0.18 s

Lvl0-Transmitter 0.25 s

Lvl0-Receiver 0.31 s

Lvl1-Transmitter 0.31 s

Lvl1-Receiver 0.42 s

Chemotaxis 0.45 s

Lvl1-Death 0.30 s

Lvl1-Division 3.20 s

Limited Glu Strip 0.34 s

Semi-permeable Obstacle Transmitter 0.39 s

Transmitter and Receiver 0.54 s

Duplication, Chemotaxis and Death 1.84 s

Combined Strip Glu, DCD and TR 39.99 s

Dicty 0.76 s

Table 7.2: Etimated time it takes for Optimisation to be done.

Method Number of Runs Time

Random Restart Hill Climbing 5000 Random Restarts 12 hours

( 5 RR and 1000 Iterations each)

Simulated Annealing 5000 Iterations 15 hours

size (D1) is 11 and the initial location of the place is at (3,3) carrying 100 tokens in one location.

In this model the diffusion rate is defined with the parameter k, which has different rates and

could be chosen upon simulation in “Model Configuration” part of the simulation window.

In this continuous simulation the constant rate for the diffusion is set at 0.1. As it can be

seen in Figure 7.1a, since the number of places is too many, the plot cannot exhibit all of the

places in one image and it is not very informative either. However, to get an understanding of the

model better, a closer look at the plot of all the location where x is 3 can be helpful, which can

be seen in Figure 7.1b. What is obvious in this plot though is that the number of tokens in (3,3)
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decreases dramatically and increases in other places demonstrating the distribution of the tokens

on the grid. Also, the locations closer to (3,3), such as (3,4) and (3,2) increase to a higher number

faster compared to the further locations. This is due to the Neighbour2D8 function that has been

defined in the model and allows the tokens to move in 8 different direction, but it does not allow

them to jump one location. This means the closest locations to the initial placement, receive

the most tokens, compared to the ones far away. Since the model is continuous non-integers are

accepted as the number of tokens.

Figure 7.1: The plot of Diffusion / Movement model exported from Snoopy.

(a) Dicty Locations in simulation 4147 at the

beginning of the simulation

(b) Location and number of Dicty in the last

time frame of simulation 4147

7.2.2 Chemotaxis

Chemotaxis is a Level-1 model component which indicates the tokens should move towards

a chemical trigger, which in this case it is the food source, Glu.The best way to analyse the

data for a model that its focus is on movement, is heatmaps. These heatmaps in this section

are created by Python, but a similar work can be done with R. For this model, Python codes

were written by my colleague Doctor Sarath Dantu which created heatmaps for each time frame

and from the heatmaps it created a mp4 file, placing the images in order of time and creating a

movie that demonstrates the improvement of the model over time. This method is used for other

models as well when the location or movement is an important aspect of the model. Figure 7.2

is the shots from 4 different time frames that show tokens (mimicking bacteria) at (1,6) move

towards the food placed at (11,6).
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In this model there are three different rates, Glu Diffusion, Chemotaxis and Sink,that

could be altered as required. As it can be seen in Fugure 7.2, there is only one token placed at

(1,6). This one token, can be found distributed at the Wall of Glu, with the most concentration

at the centre of the Wall, where naturally the concentration of Glu is also the maximum. The

Glu creates a gradient, which is the same behaviour in all the models that include Glu. This

gradient is shown in Figure 7.4a.

Figure 7.2: Heat maps made by python codes put together to show the progress of the model over

time. Figure 1 is at the beginning and Figure 4 is the end. The grid size of this model is 11 x 11

7.2.3 Semi-permeable Obstacle and Transmitter

Designing obstacles on the grid can push the boundaries of modelling a little further.

As challenging as it is to model the obstacles, these models are one of the most interesting

components in the library. The Obstacle can be modelled in one of the three ways:

1. A semi-Permeable membrane consisting of transitions with a lower diffusion rate compared
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to the other locations. This results in a slower diffusion in the defined area.

2. A membrane that only allows the tokens to leave its area but does not allow anything to

enter.

3. A block that does not allow anything to cross.

Here, the first option is chosen for analysis. This obstacle is a semi-permeable membrane

that has a slow diffusion. So, when the tokens enter in this area, their movement is slowed down.

The obstacle is placed at the top of the grid in two layers. The movement of the tokens is random

but gradually they will cover the whole grid. The expected result is to see a significantly slower

movement of the tokens in the area of the obstacle at the top of the grid. This was achieved

perfectly and is shown in Figure 7.3.

The grid size of this model is 7x7 and the initial number of tokens is set at 10 on (2,4). As

it can be seen in Figure 7.3, the difference in speed of movement or diffusion at the top of the

grid is noticeably slower than the rest of the grid. Again, this is a continuous model, allowing

non-integer numbers. To see the same behaviour in a stochastic model, the initial number of the

tokens should be as great as the grid size or more.
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Figure 7.3: Heat maps made by python codes for the Semi-Permeable obstacle. The obstacles are

placed on the top in 2 layers. There are no sinks in this model. It is visible that the speed of the

diffusion is lower in the area of Obstacle.

7.2.4 Combined Strip Glu, DCD and TR

This model is one of the most complex models in the collection as it contains movement,

death, duplication, Transmitter and Receiver; basically all of the Lvl0 components. To make

sure that the model is behaving as expected, different methods of visualisation and analysis is

done. For example, to check if the Glu creates a gradient, a heatmap is used that can be seen in

Figure7.4 and to check if the tokens are attracted to Glu, a 3D plot is created, Figure 7.4a, that

shows the number of bacteria in the final time frame in each location.

The Gradient of Glu can be seen in Figure, 7.4a. This heatmap shows how the number

of Glu molecules is higher when closer to the source and less further away with a gradient that

decreases gradually with the distance from the source. The 3D plot in Figure 7.4b, indicates the

location and the number of transmitters (BactTR) on the grid using axis z to show the number of

bacteria. The behaviour of BactTR and Receivers (BactR) is the same. They both move towards
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the food source and accumulate around it.

Figure 7.4: The behaviour of Combined Strip Glu, DCD and TR demonstrating the gradient of

Glu, the movement of Transmitter and gradient of biofilm as a result of the communication

(a) The Gradient of Glu is visible in this heat-

pam. Close to the source, there are more Glu

compared to the further locations.

(b) Location and number of Transmitter at the

end of the simulation. As expected, the cells

gather around the trigger of the chemotaxis and

remain there.

7.3 Optimisation Results

Hill Climbing is an optimisation method that looks for solutions, checks for their fitnesses

and accepts the better solution. The accepted solution is set as the default solution and is

compared with the next one. If it is not better, the solution is rejected and the previous fitness

remains unchanged. The algorithm for this optimisation is provided in Chapter 6.

7.4 Principle Data Analysis

Principle Data Analysis (PCA) is a data analysis technique that is used for data visualisation

and noise reduction for large datasets. PCA is a suitable method for analysing big data with

multiple dimension variables as it creates a smaller dataset based on principle components which

can be used for understanding the correlation between different variables in the data. This method

is unsupervised, meaning it is used for unlabelled data in hope of finding patterns, clusters and
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correlations in the data set.

7.4.1 PCA on Random Restart Hill Climbing

Before the analysis, the accepted populations of Dicty are filtered, since these are the data

that we are interested in. Out of 50000 steps 383 observations are accepted. The reason of this

low acceptance rate is that the new clustered population in one locations mostly lower than the

last. For the new solution to be accepted the new clustered population should be higher than the

last. In the most extreme scenarios the when the population is around 0.3, it still reaches to 0.7

which is the maximum number of Dicty achieved in these simulations.

In these simulations, the initial number of Dicty is 61, around 27% of the size of the grid.

If there is Dicty in all 225 locations of the grid, then there will be 0.2 Dicty in each location.

Hence, a population of 0.7 is more than 3 times the number that is on a equally distributed

population of Dicty on the grid.

After filtering the data, PCA is applied to the accepted rates. Since this method can only

be used on numeric data, PCA is only used on the “k_diff”, “k_mvmnt”, “k_pro” and “k_sink”

columns, which define respectively the rates for diffusion, movement, sink and production of

cAMP, in the output data from both Random Restart Hill Climbing and Simulated Annealing.

With this method we hope to find the correlation between the rates. Table 7.3 shows the result

of PCA on these four variables.

Table 7.3: The result of PCA analysis of RRHC.

PC1 PC2 PC3 PC4

k_diff -0.1433535 0.9282277 -0.34306807 -0.01214249

k_mvmnt -0.5371974 0.1997441 0.75351264 0.32208692

k_sink -0.6170094 -0.1329701 -0.07462533 -0.77204233

k_pro -0.5569274 -0.2842791 -0.55583636 0.54778027

Table 7.4 presents the importance of components. Based on this table, the cumulative

proportion shows that by PC3, 91% of the total variability is explained. Figure 7.5a which is the

cumulative proportion of explained variance (PEV) and Figure 7.5b is a histogram of each PC

that shows 91.8% of the variation is explained by the first two PCs. Based on the observations in

the tables and figures, it can be concluded that PC1, PC2 and PC3 are efficient for the rest of
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the analysis

Table 7.4: The importance of components table of PCA for Random Restart Hill Climbing.

PC1 PC2 PC3 PC4

Standard deviation 1.4334 1.0158 0.7644 0.57384

Proportion of Variance 0.5137 0.2579 0.1461 0.08232

Cumulative Proportion 0.5137 0.7716 0.9177 1.00000

Figure 7.5: The result of PCA of RRHC shows that PC1, PC2 and PC3 are necessary for the

analysis.

(a) Cumulative proportion explained variance.

By PC3 more than 80% of the variability is

explained.

(b) Bar plot of PCs. Based on this bar plot PC1,

PC2 and PC3 are sufficient for the data analysis

Since it seems that the first three PCs provide a satisfactory amount of the required

variance, these three PCs are used to visualise the correlation between the different variables.

The plots 7.6a and 7.6b show that the three variables of k_sink and k_pro are closely correlated

while k_diff is completely different.



CHAPTER 7. DATA ANALYSIS AND RESULTS 101

Figure 7.6: The correlation between PC1, PC2 and PC3 in RRHC in both plots shows that k_diff

is the most different variable in the data set.

(a) Bar plot of correlation between the four vari-

ables in three PCs.

(b) Correlation circle showing the correlation

between the four variables.

To check the effect of k_diff, the rate of diffusion, on the population density a correlation

analysis was run on the original data. This matrix, shown in Figure 7.7, shows that the effect of

diffusion on the population density is completely different to the other rates. Looking at this

plot, however, shows there is no linear correlation between k_diff and ‘max amount new” which

is the population of Dicty. But there is a correlation between the diffusion and movement which

makes sense. If there is no diffusion of cAMP on the grid, the Dicty cells will not move. If the

diffusion is high, then the movement will be faster as well so that the maximum population

density is achieved faster. To see the relationship between the diffusion and population density,

other visualisation and analysis is done which is can be found in Section, 7.5

7.4.2 PCA on Simulated Annealing

Two different method of optimisation were used in this study. In the previous section we

explored the PCA result of Random Restart Hill Climbing. In this section the same method is

used to analyse the data from Simulated Annealing.

Simulated Annealing is an optimisation method that has the ability of accepting worse

solutions, if these solutions have a high Acceptance Possibility (AP). The possibility of a number

being accepted with high AP is higher when the temperature is higher. Therefore, mostly it

happens in the first iterations. As the temperature decreases, the number of accepted solutions

based on high AP also lessens. The calculations for AP is provided in Algorith 2. There are

three groups in the dataset: rejected, AP high and accepted. The PCA analysis is done on the



CHAPTER 7. DATA ANALYSIS AND RESULTS 102

Figure 7.7: Correlation matrix between rates and the population density of RRHC. This shows

the difference in the effect of diffusion on dicty population density compared to the other rates.

accepted solutions.

Table 7.5 presents the result of PCA on the output data from SA and Table 7.6 provides

the information about the importance of each PCA analysis. This table explains the proportion

of explained variance in the dataset. As it can be seen PC1 explains 45% of the variability of the

output data, PC2 explains 21% and PC3 20%. With a look at the cumulative proportion, it can

be seen that by PC3, the total variability reaches 87% which is another proof of the fact that

PC4 is the only principle component that will not be used in the data analysis.

Table 7.5: The result of PCA analysis of SA.

PC1 PC2 PC3 PC4

k_diff 0.5975343 -0.1739437 0.1534465 -0.7675614

k_mvmnt -0.4374830 -0.3024174 0.8404351 -0.1040251

k_sink 0.5101182 0.6414719 -0.1044463 -0.5633686

k_pro -0.4374252 -0.6832285 -0.5091307 -0.2874788
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Table 7.6: The importance of components table of PCA for Simulated Annealing.

PC1 PC2 PC3 PC4

Standard deviation 1.3506 0.9260 0.8958 0.7181

Proportion of Variance 0.4561 0.2144 0.2006 0.1289

Cumulative Proportion 0.4561 0.6704 0.8711 1.0000

For a better understanding, it is possible to visualise the result of the PCA which can be

seen in Figure 7.8a and Figure 7.8b. These two figures show the plot of cumulative proportion to

confirm the fact that the first three PCs are enough for the data analysis. As it can be seen in

Figure 7.8b the cumulative proportion reaches more than 80% by the third PC.

Figure 7.8: The result of PCA of SA shows that only PC1, PC2 and PC3 are necessary for the

analysis.

(a) Cumulative proportion explained variance.

The total variability of the first three PCs is

87%.

(b) Bar plot of PCs. Based on this bar plot

PC1, PC2 and PC3 are sufficient for the data

analysis.

To understand the correlation between the different variables, a correlation plot is provided

in Figures 7.9a and 7.9b. As it can be seen in these plots, the behaviour of k_diff is completely

different from the others. This is the same outcome from the analysis of RRHC. It can also be

seen in both these figures that there is a similarity in behaviour between k_pro and k_mvmnt.

This demonstrates the relationship between these two variables. When there is no production of

cAMP, the movement does not happen. This behaviour is set as one of the expected behaviours

of the model.
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Figure 7.9: The correlation between PC1, PC2 and PC3 in SA in both plots shows that k_diff is

the most different variable in the data set.

(a) Bar plot of correlation between the four vari-

ables in three PCs in SA

(b) Correlation circle showing the correlation

between the four variables in SA which indicates

how k_diff is completely different from the other

rates.

Another way to study the correlation between the rates, is to create a correlation matrix

between the rates and the population density which is shown in Figure 7.10. Considering that this

analysis is only done on the 13 solely accepted iterations of simulated annealing iterations, this

matrix provides a better view for the correlation that the matrix of RRHC. Based on this matrix,

there is no linear correlation between the four variables and the population density of Dicty on

the grid. This matrix does not show any linear relationship between the four variables and cluster

of Dicty cells on the gird. This might be due to the few data points that have been analysed,

compared to a much bigger accepted dataset for RRHC. Table 7.9 provides the information for

the accepted Dicty in this optimisation method.
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Figure 7.10: Correlation matrix between rates and the population density of SA. like RRHC, this

matrix shows that diffusion has a different effect on dicty population density compared to the

other rates.

7.5 Inspecting the Behaviour of Dicty

The models that are used for optimisation are continuous and the number of tokens ban

be non-integer. Therefore, here “population” is used interchangeably with “population density”.

In this section different visualisation methods are used to present tdifferent aspects of the model

for a better understanding of its behaviour.

7.5.1 Visualisation of Random Restart Hill Climbing

RRHC contains 50 random restarts and each random restarts contains 1000 iterations.

The aim of the optimisation is to find the most effective constant rate on the population of Dicty

on the grid as well as finding the optimal combination of these rates to achieve the expected result.

The reason for choosing 50000 runs of Hill Climbing was the time limit. In Further studies, this

number can increase in order to find more and solutions. However, the observation of the output
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result of RRHC shows that the current best solutions might be the global maxima regardless of

the number of random restarts. To avoid overwriting the data, each random restart has a tag

made of random numbers.

Among the 50000 results, there are some interesting combinations that stand out. The

maximum Dicty on the grid is 0.7865301, when none of the rates are 0. However, the population

can go as high as 3.8861813 when there is no diffusion for cAMP. Table 7.7 summarises the

interesting findings from RRHC:

Table 7.7: Table of outstanding rates and results from 50k RRHC

Diffusion Movement Sink cAMP Production Population Density Tag Number

0.00 139.64 25.08 20.33 3.8861813 4147

0.00 15.33 17.09 25.24 3.6061651 2387

0.00 40.83 73.87 88.85 3.4099376 3644

0.00 6.28 15.19 4.84 3.1146926 1687

159.46 118.02 43.35 0.00 1.0000000 2505

45.93 66.62 18.34 0.00 1.0000000 7572

18.92 30.45 38.07 0.00 1.0000000 3644

25.59 0.00 7.32 5.85 1.0000000 4090

14.79 0.00 21.14 94.34 1.0000000 365

29.41 0.50 15.21 0.04 0.7865301 3673

0.09 21.77 147.55 88.74 0.7739143 9503

0.11 55.29 137.23 15.38 0.7737875 4605

0.09 83.91 93.58 6.65 0.7736439 6089

0.12 45.11 106.07 22.30 0.7735341 9935

As it can be seen in Table 7.7, simulations 2505, 7572 and 3644 have no production of

cAMP, hence the Dicty cells do not move at all. Once again this is an indication that the design

of the model is correct as the Dicty cells are not supposed to move when cAMP is not present on

the grid. The other simulations, 4090 and 365 have no movement, which provides the same result

as when the rate of movement is zero.

When diffusion of cAMP is zero, in four case of simulation numbers 4147, 2387, 3644 and

1687, The population density of Dicty can go as high as 3.88. This indicates that the model is

designed correctly: when there is no diffusion of the cAMP, the Dicty cells produce cAMP in

their own locations. Then, Dicty cells move towards the locations with the highest concentration
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of cAMP. In model 4147 the first maximum location is (11,4) and in the other three with the

population of higher than 3 and less than 3.88 is at (8,2). Figures 7.11a and 7.11b exhibit a

heatmap of simulation 4147 in which the diffusion of cAMP is zero but the number of Dicty cells

on the grid is the maximum compared to the other simulations.

Figure 7.11: Heatmap of simulation 4147, where the number of Dicty is 3.88 but the diffusion of

cAMP is zero

(a) Dicty Locations in simulation 4147 at the

beginning of the simulation

(b) Location and number of Dicty in the last

time frame of simulation 4147

Since the number of Dicty is the highest in this simulation, a further experiment was done

on 4147, by setting different numbers for diffusion. For this, scanning feature of Spike was used

and four different numbers were set for diffusion of cAMP. The four numbers are 1, 0.1, 0.001,

0.0001. While the rate for diffusion changed, the other three rates remained the same as the

simulation 4147 in order to observe the effect of diffusion rate on the model’s behaviour.

The scanning showed that the diffusion 1 and 0.1 were too fast and the Dicty would reach

maximum in the centre quickly. But 0.001 and 0.0001 showed more interesting results. The

simulations were run for 5000 runs with 1000 intervals, to ensure that it is a long enough run to

capture any possible patterns.

Figure 7.12a shows when the diffusion is set at 0.0001 at the time frame of 500. Three

clumps of Dicty can be detected on the grid and the maximum number of the Dicty is 0.8761380.

The same simulation, at the time frame 1001 is shown in Figure 7.12b. The three clusters can

yet be seen but the maximum number of Dicty is 0.7904900, which is lower than before as the
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population is distributing on the grid slowly while cAMP is diffusing. This concludes that even

though the other rates are greater than diffusion, the smallest amount of diffusion changes the

behaviour of the model greatly.

On the other hand, by increasing the rate of diffusion to 0.001, the movement of Dicty

is noticeably faster that there is hardly any difference between the time frame 500 and 1001

(See Figures 7.13c and 7.13d) even though the rate for the movement is the same. But looking

at the time frame 100, it is noticeable that the behaviour of Dicty is exactly the same, only

faster. Figure 7.13a presents the Dicty locations on the grid with three clumps at time frame 100

and Figure 7.13b shows Dicty on the grid beginning to create one clump in one corner at time

frame 250. As the cAMP diffuse on the grid, the Dicty cells move less and are distributed almost

everywhere on the grid, and the clump of Dicty population move towards the centre of the grid.

Figure 7.12: Heatmaps of simulation 4147 while the diffusion rate changes from 1 to 0.0001. Note

that the maximum number on the bar is different, even though their colours are the same.

(a) Diffusion = 0.0001, time = 500 (b) Diffusion = 0.0001, time = 1001
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Figure 7.13: Heatmaps of simulation 4147 while the diffusion rate changes from 1 to 0.001.

(a) Diffusion = 0.001, time = 100 (b) Diffusion = 0.001, time = 250

(c) Diffusion = 0.001, time = 500 (d) Diffusion = 0.001, time = 1001

The other interesting result of the Hill climbing is simulation 3673. In this run, the

maximum number of Dicty cells on the grid is 0.7865301 on location (15,15) while none of the

action rates are zero. To observe the behaviour of Dicty with these rates, the simulation was run

for longer. Interestingly, in the longer run, the maximum clump of the Dicty changes its location

between (1,15) and (15,15). Up to the time frame 32 the maximum number of Dicty exists on

(15,15) and after that the maximum switches to (1,1) and eventually changes to other locations,

while the difference between the number of Dicty is not much between two neighbouring locations.

This is because of the diffusion of cAMP on the grid. As time passes the clumps of Dicty which
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initially were on the two corners of the gird, get closer to one another and at the end of the

simulation, they accumulate at the centre of the grid. The final location of maximum number

of Dicty is on location (8,7) and is 0.3691614. In other words, the Dicty cells are moving on

the grid from the two corners of the grid (1,1) and (15,15) towards the centre at the cAMP is

being produced and covers the whole grid. Table 7.8 provides the change in the maximum Dicty’s

location over time.

Table 7.8: Random Restart Hill Climbing model 3673 maximum number of Dicty that was

achieved from 50k RRCH, was run for a longer simulation. in a longer run, the maximum number

of Dicty increased to 0.9 and the location of the maximum changes over time as they get closer

to the centre.

Population Density Location Time Frame

0.95252073 15,15 5

0.8959393 15,15 10

0.7956463 15,15 20

0.7516380 15,15 25

0.6963008 15,15 32

0.6896904 1,1 33

0.6019709 1,1 50

0.4512101 1,1 100

0.3594109 5,6 300

0.3600330 6,6 500

0.3691614 8,7 1001

From the results achieved from RRHC, it can be seen that the most effecting rate on the

population density of Dictyis the diffusion of cAMP. The slightest change in this rate, changes

the outcome of the model significantly, as it was tested above in model 4147. Using the exact

same rate for the other actions, and changing diffusion slightly, proves how strong the effect of

diffusion is on the behaviour of Dicty cells.

7.5.2 Visualisation of Simulated Annealing

The simulated annealing runs each contain 69 Dicty on the grid which is 30.66667% of

the grid. The simulation was run for 50000 iterations and the initial temperature 100 and the

final temperature at 5.925502. The calculation for these numbers are provided in Chapter 6,
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Algorithm 2. There are three categories in the outcome data: accepted, rejected and high AP.

The target function is based on the population of the Dicty cells on the grid. If the number is

higher than the previous run, then it is accepted, otherwise it might be a good enough answer to

be considered, so the AP is calculated . if AP is higher than a random number between 0 and 1,

it is accepted with the tag of high AP otherwise, it is completely rejected. In this section the

focus of the analysis is on the accepted and high AP solutions.

Out of the 50000 runs, only 13 are accepted. This is because at temperature 99.098065

when the production of cAMP is zero, the population of Dicty remains 1.000, since they do not

move. This sets this number as the best solution and the next numbers are being compared to

this. Therefore, only higher numbers are accepted after this temperature. However, the only way

to achieve such numbers is by setting one of the rates to zero, as it can be seen in Table 7.9.

Table 7.9: 13 runs in simulated annealing are accepted

ITER Location Max number Diffusion Movement Sink cAMP Temperature

of Dicty Production

5 (8,8) 0.7496059 0.36 4.73 2.07 8.32 99.976002

17 (8,8) 0.7902603 0.50 5.04 4.52 0.91 99.904043

31 (8,8) 0.8187807 0.41 0.48 5.79 3.60 99.820157

96 (8,8) 0.8621508 0.10 4.49 6.20 4.71 99.431604

138 (8,8) 0.8676832 0.06 1.71 7.04 4.65 99.181345

152 (10,1) 1.0000000 3.79 0.72 0.58 0.00 99.098065

326 (2,13) 1.6761806 0.00 4.79 1.67 5.54 98.068832

544 (2,13) 1.6981981 0.00 2.37 1.21 2.75 96.794407

899 (2,13) 1.7604976 0.00 5.83 8.23 8.80 94.754427

6935 (2,13) 1.8153252 0.00 9.22 4.98 0.45 65.964565

12156 (2,13) 1.8754337 0.00 0.21 5.82 2.90 48.223589

45721 (2,13) 1.8842095 0.00 3.67 8.36 0.21 6.435876

47098 (2,13) 1.8968641 0.00 0.02 1.99 0.88 5.925502

Table 7.10 shows the top ten high AP solutions in order of the maximum population

density. 107 high AP solutions contained zero rates, which were removed and 18817 remain with

no zero rates. At temperature 5.622429, close to the end of simulation, the maximum number of

Dicty with no Zero rates is achieved at 0.9658049. If the Dicty is located in all the locations, there

will be 0.306 in each location. So, achieving 0.9 is three times more than the spread population
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on the grid. Comparing the different rates, diffusion has a relatively low rate, compared to the

results from RRHC.

Table 7.10: The top ten high AP solutions of SA sorted based on the maximum number of Dicty.

the maximum is 0.9, which could have been an accepted solution is the best solution by this

iteration was not 1.8.

ITER Location Max number Diffusion Movement Sink cAMP Temperature

of Dicty Production

47973 (1,1) 0.9658049 7.65 0.01 6.43 0.10 5.622429

13404 (1,1) 0.9436496 10.74 0.02 9.19 0.12 44.744389

13157 (1,1) 0.9369829 7.83 0.01 2.43 0.07 45.412459

14950 (1,1) 0.8856991 16.73 0.03 2.21 0.04 40.780469

47452 (8,8) 0.8717055 0.09 7.86 18.43 2.45 5.800968

40094 (8,8) 0.8706830 0.08 5.67 13.33 5.93 9.020665

47574 (8,8) 0.8703896 0.12 3.19 18.61 8.83 5.758659

27417 (8,8) 0.8676441 0.05 4.84 7.78 2.66 19.301076

9721 (8,8) 0.8672616 0.05 1.89 8.2 0.34 55.809979

29207 (8,8) 0.8672304 0.06 8.06 6.57 5.59 17.335521

Simulated Annealing and Random Restart Hill Climbing are two different methods in

algorithm. Therefore, the output data from these two should be treated and analysed differently.

Heatmaps are not much of help in the outputs of SA as there are 13 accepted and more than

18 thousand high AP solutions. One of the important things to inspect from the result of the

optimisation is to check the location of maximum population density. Figure 7.14a shows the

scatter plot of the maximum population density of the accepted solutions in each simulation. The

blue point are more than 1 and they have at least one zero rate. Figure 7.14b presents the box

plot of the high AP solutions. As it can be seen, majority of the solutions are between 0.3 and

1.0.
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Figure 7.14: The maximum population density of accepted and high AP solutions from Simulated

Annealing

(a) The maximum population density of ac-

cepted solution. The population density higher

than 1 are achieved with at least one zero rate.

(b) Box plot of the population of high AP solu-

tions of Simulated Annealing. As it can be seen

most of the solutions are less than 1.

To check the location of maximum population density of Dicty on the 15x15 grid, both

accepted and high AP solutions are visualised with bar plots which can be seen in Figures

7.15a and 7.15b respectively. In Plot 7.15a seven of the accepted solutions are located at (2,13).

However, looking at the Table 7.9 it can be seen that all of these solutions have at least one zero

rate. The only one at (10,1) is the solution with no cAPM production, which means the Dicty

cells did not even move. Therefore, the accepted solutions with no zero rate are located at (8,8).

The same behaviour could be found on the high AP solutions in Figure 7.15b, that the majority

of the high AP are located at (8,8).

Figure 7.15: Bar Plot of the Location of Maximum Population Density From SA Results.

(a) The maximum population density of ac-

cepted solutions are located at (2,13) and (8,8).

(b) The maximum population density of high

AP solutions are located at (8,8)

Looking at Table 7.10, it can be seen that the top high AP solutions are located at (1,1).
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This is due to the very slow rate for movement. This movement rate, set between 0.01 and 0.03,

is so slow that through the whole simulation the Dicty cells hardly move. This slow transition

can be seen in Figures 7.16a and 7.16b.

Figure 7.16: The heatmap of the maximum high AP population density with the movement of

0.01.

(a) The initial location of Dicty on the

15x15 grid.

(b) The final location of Dicty in the final

time frame.

7.5.3 Random Restart Hill Climbing Versus simulated Annealing

One of the reasons for using Random Restart Hill Climbing and Simulated annealing is to

compare these two methods. These two methods are both well-known for simplicity and have been

used for different studies. RRHC has a faster process, and as this process could be parallelised,

this was an advantage. However, with RRHC, there is always the possibility that the algorithm

is stuck in the local maxima and there is a chance that even with the added random restart

feature, the best solution is not found. Also, this algorithm does not allow the worse solution to

be accepted. So, if the best solution is only achievable through skipping a worse solution, this

method is not the best. The number of accepted fitnesses for this method was relatively high,

considering that because of the random restart, the search for the answers would start from the

first step at the beginning of every random restart. The results show that at the end, the best

solution out of the 50000 steps, without considering the zero rates, has been around 0.7. This

might suggest that the global maxima might have reached in the 50000 steps.

On the other hand the SA simulation provides a new perspective. The highest number

reached in SA is 0.9 and it is accepted because of the high AP. The reason is, the new solutions

are being compared to the “best solution” rather than the previous one. By the time that the

simulation reaches the temperature 5.6, the best solution is 1.89 and that is one of the results of

Diffusion being zero. The algorithm allowed the rates to be zero but not less. The reason for
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that was to inspect the results of the zero rates as well. This is not surprising as the sum of the

population of Dicty at the beginning of the simulation is 69 instead of 61. Therefore, naturally

the maximum number of the population is higher. As explained before in Chapter 5 Section

5.2, The shell program works in a way that the number of occupied locations might not be the

same. However, it is the same number, 61, for all RRHC rounds and the shell program was used

one at the beginning of SA with 69 occupied locations. Unfortunately this number could not be

checked while the simulation was running, and when after the simulation was finished, there was

not enough time to re-run the simulation as it takes a month for 50000 runs.

Simulated Annealing has a much slower process. Considering the fact that there was no

access to supercomputers for this thesis, this simulation took 35 days while Hill Climbing only

took 5 days, minus the manual random restarts that delayed the process. Some of the restarts for

HC was done manually for the results to be checked before the next steps. But after making sure

that the code is working as expected, the random restart was set to automatic.

In both results it is obvious that the population density of Dicty has a relationship with the

rate of diffusion, which is not unexpected considering the diffusion rate of the cAMP is the trigger

for the movement and thus the accumulation of the Dicty cells. This relationship is especially

visible in the “high AP” data group where the highest population achieved is 0.9658049, when

none of the rates are zero. It is notable that the relationship is not linear. Among the 13 accepted

results of the SA, the highest number is 0.8676832 which is at the beginning of the simulation

and not yet the best solution found. The reason that 0.9658049 was not “accepted” further in the

simulation was that at that temperature the best solution that the population density was being

compared to was as high as 1.8968641 which was achieved with zero diffusion.

Between the two methods, RRHC is a better one for this study as it was quicker and

provided the required information. This simulation can be run for more iterations in further

studies.

7.6 Discussion

The components in the collection of models are only useful if they can behave as they

are expected to. In this chapter one component from each level of complexity was used to be

analysed and visualised as a proof of the models to be behaving as they are expected. Also, for

one of the models, Dicty, the optimisation routines were run in order to find the best combination
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of constant rate to achieve a maximum number of Dicty as a clump on the grid as well as finding

the most effective rate on the construction of fruiting body. Two methods of optimsation were

used in this study: Random Restart Hill Climbing and Simulated Annealing.

The result from Random Restart Hill Climbing shows that the rate of diffusion has the

most influence on the population of Dicty even if the relationship is not linear. From this it can

be concluded that the smallest change in this constant rate can change the behaviour of the

model completely.

Looking at the output data from SA, it can be concluded that diffusion and movement

have the most effect on the population of Dicty in a cluster as well as the final locations. However,

considering that there are the combination of the four rates, all of them change the behaviour.

Based on the PC analysis, it was concluded that the behaviour of diffusion is the most different

compared to the other rates. It seems when changing the rates, the changes on each rate should

be done accordingly, meaning the three rates of cAmp production, movement and sink should be

changed in one direction (for example, increase) while the changes on the diffusion rate should be

on the opposite direction.

The models in this study are all continuous. Due to technical issues, such as errors from

Spike and not being able to contact the developers, the stochastic models were not run for

optimisation or any other parts of this thesis. However, the behaviour in stochastic models could

be studied as an extension once these errors are fixed.
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Chapter 8

Summary, Conclusions and Further

Works

This chapter summarises this study and concludes what are the outcomes of this thesis.

After that, a few suggestions for further work and moving forward are provided to imply how it

is possible to use the outcomes of this study.

8.1 Summary

“Coming together is a beginning, keeping together is progress, working together is success.”

Henry Ford probably meant this sentence for humans. But in every level of life, from humans

to bacteria, from multi-cell organisms to unicellular microorganisms communication is a must

to survive. They need to communicate not only to one another, but towards the environment

and even within themselves and it is essential to survive. So, even though Henry Ford was only

talking about humans in a society, his quote is true about the whole biology.

Being “alive” in biology means to possess specific characteristics such as reproduction,

movement and death. However, for all of these characteristics to be achieved, the communication is

necessary both inside the cell between the organelles or outside between the organs and organisms.

This proves the importance of communication and response in life. It could be said that the life

exists because of the communication.

Biological networks inside and between the organisms are usually studied in a biological



CHAPTER 8. SUMMARY, CONCLUSIONS AND FURTHER WORKS 118

laboratory. But this method of studying them does not provide a detailed understanding of what

is really happening. Hence, modelling complex and precise biological systems is a convenient

method to understand, analyse and predict them wile saving time and resources and remove the

human error factor from the results.

In this study a methodology was used to create a collection of model components that

describe some very basic biological behaviours. The method used for creating this collection is

Petri net and the chosen platform for using Petri net is Snoopy. Snoopy provides a multi-level,

multi-scale and multidimensional environment which can be used for modelling complex systems

in folded mannerThe reason for choosing Petri nets and Snoopy is debated in Chapter 2 after

a brief comparison with other methods. Coloured Petri net is especially useful for repeated

networks as it provides a folded model. This folded model can then be unfolded and reveal the

whole complex system in a multidimensional setting. A protocol is also provided in this study

which explains the step by step process of modelling in detail in Chapter 3

The components of this collection include: communication, response, movement, chemo-

taxis, reproduction and death. These are the basic behaviours that define if something is “alive”.

These components could be used individually to study only one behaviour or as a combined model

for more complex behaviours. After constructing the base of all models, Properties, the design of

the models continues step by step from simple (Lvl0) to complex (Lvl2). Lvl0 models describe

very simple behaviours such as Duplication or Diffusion ad Lvl2 models are complex networks. In

all of these levels, the existence of Properties is a must, granted that the modelling is done in 2D

or 3D. As a case study, these models were applied to two different microorganisms: bacteria and

Dictyostelium. Each of these microorganisms belong to one of the main superkingdoms of biology

which are Prokaryotes and Eukaryotes respectively. This is a hierarchical modelling method.

It means that the more complex models are built from simpler components and properties.

These components are explained in detail in Chapter 4 and their application to two different

microorganisms in order to assemble and create a complex system is explained in Chapter 5.

After the modelling is done, the next step is to simulate the models. Of course Snoopy

provides the built-in simulation using different engines, but since Snoopy has GUI the simulation

is slower for the more complicated models. For this reason, Spike is chosen for simulation of

more complex systems. Spike is a command-line programme that uses ANDL and CANDL files

to simulate the models. Using ANDL and CANDL files is another reason for Spike’s speed of

simulation. They are human readable text files that contain the models’ entities and could be

exported from any type of Petri net in Snoopy.
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When a ANDL or CANDL file is exported from Snoopy, it is possible to initiate the desired

changes on these files instead of the Petri net model. Spike then used these files to simulate

the models with a SPC file. It is possible to amend the parameters in the SPC files instead of

the original model. This will make changing the models easier as the main file that belongs to

the model is unchanged, while the outputs of the simulation are based on the new introduced

parameters in SPC file. Using this feature, it is also possible to scan through the parameters of

the model using Spike.

The result of these simulations are then analysed and visualised using R. For each model,

the result is depending on the expected behaviour which in this study this expectation is based

on biological literature.

After simulating the models, it is important to see if it is possible to find the best action

rates for each action in the models in order to receive the expected behaviour. This is where

optimisation is useful. Using two methods of optimisation, Random Restart Hill Climbing and

Simulated Annealing, these models were optimised in order to find the best possible solution.

Python is used to implement these methods.

It is important to note that due to lack of time and the intensity of the python routine that

was written for optimisation, only the Dicty model is chosen as an application of optimisation

into a model. Also, the only models that is used for optimisation is continuous. Due to technical

issues it was not possible to simulate the stochastic models. These technical issues include a bug

in Spike that would not allow the stochastic simulations to run for complex systems. Due to no

access to super computers, it was not possible to use Snoopy for these simulations. As mentioned

before, Snoopy is much slower when it comes to simulation of complex models because of the

GUI compared to Spike.

In this thesis, a step-by-step protocol is also provided to explain the process of modelling

and combination of each part. This can help the future users to use the models independently.

8.2 Conclusion

In this study a methodology was introduced to create a collection of model components

based on engineering principles to study biological system. These components describe movement,

death, reproduction, communication and response. The modelling process is provided in this

study as well as the results of the simulations and optimisation of the models.
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To apply the model components into a simple biological concept, Dictyostelium and bacteria

are chosen as the case studies. however, these models could be used for other (micro)organisms as

well as non-biological applications due to their abstraction. While Chemotaxis demonstrates the

movement towards a chemical trigger, it can also represent movement of a population towards or

away from a trigger. This population could be describing anything, from bacteria to humans.

The main aim of creating this library of model component is to grant an easy way of

modelling biological systems without the need of deep computational knowledge. Therefore,

choosing a technique for this study was one of the most important steps. Due to its simplicity,

and for other technical reasons which have been explained Chapter 2 in detail, Petri net was

chosen. Using this tool, the collection is created in four levels of complexity:

1. Properties which are Functions, constants, coloursets or variables defined in the model;

2. Level-0 Basic Components are the simplest parts of a model that cannot be broken down

and consist of at least one place and one transition;

3. Level-1 Simple Models which consist of One to two level-1 components and properties;

4. Level-2 which are made of more than two Level-0 or Level-1 components and properties.

5. Level-3 which is made of Level-2 models.

Among the systems, there are two complex models that their components are not included

in the collection. These were the first models that were made in detail for this study. But to move

forward a step towards moving the models we faced a technical issue. With the current Snoopy it

is not possible to move complex system. As it has been explained before in Chapter 3, Snoopy in

its current version can only move tokens around. The places exist in all the locations of the grid

but are only “activated” on the marked locations. This prevents the whole model to move on a

grid. Thus, to move forward, the decision was to move towards more generic and abstract models

that can demonstrate movement and other behaviours without causing any problems.

The optimisation is done for finding the best combination of constant rates in the model

Dicty. As discussed in Chapter 7, It turns out that among the four rates in the model, the

diffusion of cAMP has the more influence on the behaviour of Dicty to the point that the slightest

change, can result in the completely different number of Dicty cells. The reason for this, is

because the diffusion rate of the cAMP effects directly on how fast the Dicty cells will move

towards the high concentration of cAMP, while the rate for movement remains the same. This
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shows that even without the change in the rate of chemotaxis, it is possible to change the speed

of movement with diffusion rate. Considering that there is not duplication in this model, this

is an interesting outcome. The optimisation could be moved forward to stochastic models to

observe the behaviour of Dicty when it only accepts integer numbers. However, due to technical

issues this interesting study is not a part of this thesis.

8.3 Further Work

The focus of this study is on the construction of the collection of model components and

describing basic biological behaviours. However, it also contains analysis of the output data from

the models and optimising the models. Due to the limitation of time or computational issues,

some steps of this thesis could not be developed any further. For example, due to the problem

with Spike, it was not possible to work on stochastic models. There are many improvements that

can be done to this study when the time is not limited or the problems are fixed. Here are a few

suggestions for the further works using the outputs of this study:

8.3.1 Biological and Non-Biological Applications

In this study, the components of the collection of models were applied to two different

biological case-studies: Dictyostelium and Bacteria. Even though originally these components

were created for biological behaviour description, they can be useful in non-biological scenarios

as well, since the models are abstract and generic. These models, should they be validated by

biological experimental data, can be used in drug development industry.

8.3.2 Stochastic and Complex Movement

There were technical issues that prevented us from going further in some aspects of this

study. The first issue is the complex movement. As explained before, the current models in

Snoopy can only move the tokens on the grid but not complex models. In this study the places are

located everywhere but are only activated in the defined locations. This prevents the movement

the complex model to different locations. The detailed and complex model of biofilm formation

faced this issue and it could not be moved.This causes a dead end when it comes to moving a

whole system. As a separate funded project this issue is under study by Professors David Gilbert
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and Monika Heiner. But at the moment, this is not possible.

The second problem is the issue with stochastic models. On a Linux machine Spike never

stops for a stochastic model and on a mac, for the same model, Spike does ends with no errors

but no outputs. It seems the size of the gird as well as the complexity of the system prevents the

simulation to be completed. To solve this problem, the developer’s cooperation and more time

for debugging Spike is required.

8.3.3 Automated Modelling

As mentioned before, ANDL and CANDL files are human-readable files exported in Snoopy

from the models. To develop or amend a model, it is possible to simply edit this text file. But

this changes should be done with attention, since the smallest mistake will result in errors when

importing or simulating the models.

It might be possible to create a routine in a programming language that automates the

combination process of the systems. A routine that chooses the correct components and combines

them into a system. This way, times will be saved and human errors will be avoided. The main

focus of this thesis is on creating and developing the library rather than making the process

automated. Hence this suggestions cannot be taken further in this study.

8.3.4 Improving the collection

The components of the System Biofilm Formation does not exist as components in the

collection of models in this thesis. This model was originally built as a detailed model. This

model can be broken down into its building components and these parts can be added to the

library as new components and be combined with other parts. Breaking down this model also

provides this opportunity to created more detailed models from the components of the collection.

The current collection only describes simple, basic behaviours. This collection can be

developed by adding more behaviours to it. There are many biological behaviours that can

be modelled in abstract and from simple parts. Level-0 of this collection could include more

simplistic models which can combine with other parts to create a complex system. The more

Level-0 and Level-1 models are added, more combined models can be created. These models can

then be applied for other case-studies, biological or non-biological.
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Examples of more basic biological behaviours can include but not limited to:

1. Sexual reproduction that nrequires two different parents,

2. Physiology of movement, e.g. flagella,

3. Adding intermediate mechanisms such as breaking down the food source for energy and the

consumption of that energy as two different Level0 models.

These are only a few suggestions of further modelling in biological concept. But this

methodology used in this thesis could be used beyond biology.

fin.
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Appendix A

Acinetobacter baumannii

One of the most interesting bacteria in human body is Acinetobacter baumannii. This

bacteria lives inside the body naturally but is an opportunist and may cause diseases if the

circumstances allows it. As an experiment for detailed modelling, the process of quorum sensing

and biofilm formation specifically in this bacteria was modelled in detail. However, since this

model was never developed further and was not a part of the collection of models, it was not

published as a part of the main body of this thesis. The model was built in Snoopy. The model

can be found in Figure A.1.
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Figure A.1: The detailed model of Acinetobacter baumannii.. that describes the quorum sensing

and biofilm formation specifically in this bacteria



APPENDIX B. RANDOM RESTART HILL CLIMBING CODE 146

Appendix B

Random Restart Hill Climbing Code

The code for Random Restart Hill Climbing developed over time. The final code is proved

below:

1 #!/usr/bin/python

2 import random

3 import glob

4 import os

5 import subprocess

6 import pandas as pd

7 import shutil

8 import subprocess

9 import csv

10 import numpy as np

11 import matplotlib.pyplot as plt

12 import sys

13 import pylab

14 from PIL import Image

15

16

17 outer_loop = str (50)

18 m = int(outer_loop)

19 inner_loop = str (10000)

20 n = int(inner_loop)

21

22 for j in range(0, m):

23 print(j, ’the outer loop starts here’)

24 #create a csv file to save all the useful information

25 with open(’Values_index.csv’, mode=’w’) as Values_index:
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26 values_writer = csv.writer(Values_index , delimiter=’,’,

27 quotechar=’"’, quoting=csv.QUOTE_MINIMAL)

28 values_writer.writerow ([’number of itereation ’,’status ’,

29 ’total Dicty’, ’k_diff ’, ’k_mvmnt ’,

30 ’k_sink ’, ’k_pro’, ’max location ’, ’max amount new’,

31 ’max amount old’, ’max col first row’,’precentage increase ’])

32 #create a tag for folder name

33 random_f = str(random.randint (0000 ,9999))

34 folder_name = (’HCV4 .2.4’ + ’_’ + inner_loop + ’_’ + random_f)

35

36 #set the directory in a local path

37 path = os.chdir(r’.’)

38 read_file = os.chdir(r’.’) #read the files in the set directory

39 #os.system (’./ randomspc_py.sh ’)

40 os.system(’~/ randomspc_py.sh’)

41 myFiles_old = glob.glob(’*ter.spc’) #read the latest spc file

42 mf = str(myFiles_old [0])

43 #create new and new2 files for the next steps

44 mf_new = (’new_’+mf)

45 mf_new2 = (’new2_’+mf)

46 cp_cmnd = (’cp’ + ’ ’ + mf + ’ ’ + mf_new)

47 cp_cmnd2 = (’cp’ + ’ ’ + mf + ’ ’ + mf_new2)

48 os.system(cp_cmnd)

49 os.system(cp_cmnd2)

50

51 #creat random numbers between 0 and 1, up to 2 numbers decimal

52 rnd_num1 = str(’{:.2f}’.format(round(random.uniform(0, 20) ,2)))

53 rnd_num2 = str(’{:.2f}’.format(round(random.uniform(0, 20) ,2)))

54 rnd_num3 = str(’{:.2f}’.format(round(random.uniform(0, 20) ,2)))

55 rnd_num4 = str(’{:.2f}’.format(round(random.uniform(0, 20) ,2)))

56 print(rnd_num1 , rnd_num2 , rnd_num3 , rnd_num4) #create and print 4 random

numbers

57

58 #read the new_*.spc file

59 read_file = os.chdir(r’.’)

60 #read the new_spc file

61 myFiles_old = glob.glob(’new_*.spc’)

62 latest_file = max(myFiles_old , key=os.path.getctime)

63 fin_old = open(latest_file , "r")

64 fin_old_lines = fin_old.readlines ()

65 line17 = fin_old_lines [17]

66 line18 = fin_old_lines [18]
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67 line19 = fin_old_lines [19]

68 line20 = fin_old_lines [20]

69 k_diff = line17 [19:]

70 k_mvmnt = line18 [21:]

71 k_sink = line19 [19:]

72 k_pro = line20 [27:]

73 k_diff = ’’.join(k_diff.split("[["))

74 k_diff = ’’.join(k_diff.split(’]];}’))

75 k_diff = k_diff.replace(’\n’,’’)

76 k_mvmnt = ’’.join(k_mvmnt.split("[["))

77 k_mvmnt = ’’.join(k_mvmnt.split(’]];}’))

78 k_mvmnt = k_mvmnt.replace(’\n’,’’)

79 k_sink = ’’.join(k_sink.split("[["))

80 k_sink = ’’.join(k_sink.split(’]];}’))

81 k_sink = k_sink.replace(’\n’,’’)

82 k_pro = ’’.join(k_pro.split("[["))

83 k_pro = ’’.join(k_pro.split(’]];}’))

84 k_pro = k_pro.replace(’\n’,’’)

85 print("k_strings", k_diff , k_mvmnt , k_sink , k_pro)

86 #replace the Ks with the random numbers that were created earleir

87

88 myFiles_old = glob.glob(’new_*.spc’)

89 mf_new = myFiles_old [0]

90 NewLine17 = line17.replace(k_diff , rnd_num1)

91 NewLine18 = line18.replace(k_mvmnt , rnd_num2)

92 NewLine19 = line19.replace(k_sink , rnd_num3)

93 NewLine20 = line20.replace(k_pro , rnd_num4)

94 fout = open(’new_conf -sim -DictyV13_parameter.spc’, "w")

95 fin_old_lines [17] = NewLine17

96 fin_old_lines [18] = NewLine18

97 fin_old_lines [19] = NewLine19

98 fin_old_lines [20] = NewLine20

99 fout.writelines(fin_old_lines)

100 fout.close ()

101 #copy new_*.spc to new2_.spc so that the files are the same.

102 #new2 is changing and new 1 only changes when the rates are accepeted

103 myFiles_old = glob.glob(’new*.spc’)

104 mf_new = myFiles_old [0]

105 mf_new2 = myFiles_old [1]

106 cp_cmnd = (’cp’ + ’ ’ + mf_new + ’ ’ + mf_new2)

107 os.system(cp_cmnd)

108
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109 port = str(random.uniform (1111 , 9999))

110 #call spike

111 #spike = (’/usr/local/bin/spike -1.6.0rc1 ’ + ’ ’+ ’exe ’ + ’ ’+ ’-f=’+ mf_new

+ ’ ’ + ’-port=’ + port)

112 spike = (’spike ’ + ’ ’+ ’exe’ + ’ ’+ ’-f=’+ mf_new + ’ ’ + ’-port=’ + port)

113 spike = os.system(spike) #call spike

114 list_output = glob.glob(’*_.csv’) #list the csv files in the path

115 latest_output = max(list_output , key=os.path.getctime)

116 #print(latest_output)

117

118 output = pd.read_csv(latest_output)#read the latest csv file

119 output = output.loc[:, ~output.columns.str.startswith(’cAMP’)]

120 output = output.loc[:, ~output.columns.str.startswith(’Time’)]

121 num_di = output.iloc [0,0]

122 output = output.drop(output.columns [0], axis =1)

123

124 row100 = output.iloc[-1]

125 max100 = max(row100 , key=lambda x:float(x))

126 maxValueIndex = row100.idxmax ()

127 max_colr1 = output[maxValueIndex ].iloc [0]

128 max_col = output[maxValueIndex]

129 print(’max_col is:’, max_colr1)

130 print(’max100 is:’, max100)

131 pc_increase = (( max100 - max_colr1)/max_colr1)*100

132 length = len(output)

133 label = ("random simulation" , maxValueIndex)

134 plt.plot(max_col , label = label)

135 plt.xlabel(’Time’)

136 plt.ylabel(’Dicty number ’)

137 plt.legend(loc="lower right")

138 nx = str(n)

139 first_run = ’first run’

140

141 with open(’Values_index.csv’, mode=’a’) as Values_index:

142 values_writer = csv.writer(Values_index , delimiter=’,’,

143 quotechar=’"’, quoting=csv.QUOTE_MINIMAL)

144 values_writer.writerow ([nx , first_run , num_di ,

145 NewLine17 , NewLine18 , NewLine19 , NewLine20 ,

146 maxValueIndex , max100 , max100 , max_colr1 , pc_increase ])

147

148

149 #Create a random spc file
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150 #zip up the csv files

151 zipname = (folder_name + ".zip")

152 zip_command = (’zip -rm’ + ’ ’ + zipname + ’ ’ + ’*_.csv’ )

153 os.system(zip_command)

154

155

156 for i in range(0, n):

157 print(i, ’the inner loop starts here’)

158 fin_new = open(’new2_conf -sim -DictyV13_parameter.spc’, ’r’) #open new2

spc file

159 fin_new_lines = fin_new.readlines ()

160 ni = str(i)

161 line17 = fin_new_lines [17]

162 line18 = fin_new_lines [18]

163 line19 = fin_new_lines [19]

164 line20 = fin_new_lines [20]

165

166 k_diff_new = line17 [19:]

167 k_mvmnt_new = line18 [21:]

168 k_sink_new = line19 [19:]

169 k_pro_new = line20 [27:]

170 k_diff_new = ’’.join(k_diff_new.split("[["))

171 k_diff_new = ’’.join(k_diff_new.split(’]];}’))

172 k_diff_new = k_diff_new.replace(’\n’,’’)

173 k_mvmnt_new = ’’.join(k_mvmnt_new.split("[["))

174 k_mvmnt_new = ’’.join(k_mvmnt_new.split(’]];}’))

175 k_mvmnt_new = k_mvmnt_new.replace(’\n’,’’)

176 k_sink_new = ’’.join(k_sink_new.split("[["))

177 k_sink_new = ’’.join(k_sink_new.split(’]];}’))

178 k_sink_new = k_sink_new.replace(’\n’,’’)

179 k_pro_new = ’’.join(k_pro_new.split("[["))

180 k_pro_new = ’’.join(k_pro_new.split(’]];}’))

181 k_pro_new = k_pro_new.replace(’\n’,’’)

182

183 diff_float = float(k_diff_new)

184 mvmnt_float = float(k_mvmnt_new)

185 sink_float = float(k_sink_new)

186 pro_float = float(k_pro_new)

187

188 MaxDelta = 10

189 g = 5

190 #get a random number up to 2 decimals between 0 and MaxDelta
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191 delta1 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

192 delta2 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

193 delta3 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

194 delta4 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

195

196 #adding delta to the current values and round the numbers to 2 decimals

197 sml_chng1 = ’{:.2f}’.format(eval(str((round(diff_float , 2))) + "+" +

delta1))

198 sml_chng2 = ’{:.2f}’.format(eval(str((round(mvmnt_float , 2))) + "+" +

delta2))

199 sml_chng3 = ’{:.2f}’.format(eval(str((round(sink_float , 2))) + "+" +

delta3))

200 sml_chng4 = ’{:.2f}’.format(eval(str((round(pro_float , 2))) + "+" +

delta4))

201

202 while str(sml_chng1) <= str (0):

203 delta1 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

204 sml_chng1 = ’{:.2f}’.format(eval(str((round(diff_float , 2))) + "+" +

delta1))

205 while str(sml_chng2) <= str (0):

206 delta2 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

207 sml_chng2 = ’{:.2f}’.format(eval(str((round(mvmnt_float , 2))) + "+"

+ delta2))

208 while str(sml_chng3) <= str (0):

209 delta3 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

210 sml_chng3 = ’{:.2f}’.format(eval(str((round(sink_float , 2))) + "+" +

delta3))

211 while str(sml_chng4) <= str (0):

212 delta4 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

213 sml_chng4 = ’{:.2f}’.format(eval(str((round(pro_float , 2))) + "+" +

delta4))

214

215 NewLine17 = line17.replace(k_diff_new , sml_chng1)

216 NewLine18 = line18.replace(k_mvmnt_new , sml_chng2)

217 NewLine19 = line19.replace(k_sink_new , sml_chng3)

218 NewLine20 = line20.replace(k_pro_new , sml_chng4)

219 NewLines_new = (NewLine17 , NewLine18 , NewLine19 , NewLine20)

220

221 fin_new = glob.glob(’new2_ *.spc’) #read the latest spc file

222 latest_file = max(fin_new , key=os.path.getctime) #get the latest file in

the fol

223 fout_new = open(latest_file , "w")
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224 fin_new_lines [17] = NewLine17 #write the new files in new2

225 fin_new_lines [18] = NewLine18

226 fin_new_lines [19] = NewLine19

227 fin_new_lines [20] = NewLine20

228 fout_new.writelines(fin_new_lines)

229 fout_new.close()

230

231 #call spike for the new file

232 myFiles = glob.glob(’new2*.spc’)

233 mf_new2 = myFiles [0]

234 #port = str(random.uniform (1111, 9999))

235

236 #spike = (’/usr/local/bin/spike -1.6.0rc1 ’ + ’ ’+ ’exe ’ + ’ ’+ ’-f=’+

mf_new2 + ’ ’ + ’-port=’+ port)

237 spike = (’spike ’ + ’ ’+ ’exe’ + ’ ’+ ’-f=’+ mf_new + ’ ’ + ’-port=’ +

port)

238 spike2 = os.system(spike)

239

240 list_output2 = glob.glob(’*_.csv’)

241 latest_output2 = max(list_output2 , key=os.path.getctime)

242 output2 = pd.read_csv(latest_output2)

243 output2 = output2.loc[:, ~output2.columns.str.startswith(’cAMP’)]

244 output2 = output2.loc[:, ~output2.columns.str.startswith(’Time’)]

245 num_di = output2.iloc [0,0]

246 output2 = output2.drop(output2.columns [0], axis =1)

247 row100_new = output2.iloc[-1]## Extract the 100th row

248 print(row100_new)

249 max100_new = max(row100_new , key=lambda x:float(x))

250 print(max100_new)

251 maxValueIndex_new = row100_new.idxmax ()

252 max_colr1_new = output[maxValueIndex_new ].iloc [0]

253 max_col_new = output[maxValueIndex_new]

254 pc_increase_new = (( max100_new - max_colr1_new)/max_colr1_new)*100

255 length = len(output2)

256

257

258 if max100 < max100_new:

259 read_file = os.chdir(r’.’)

260 #copy the new file to the old file

261 original = r’new2_conf -sim -DictyV13_parameter.spc ’

262 target = r’new_conf -sim -DictyV13_parameter.spc ’

263 shutil.copy(original , target) #copy the spc file into *new_spc
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264 with open(’Values_index.csv’, mode=’a’) as Values_index:

265 values_writer = csv.writer(Values_index , delimiter=’,’,

266 quotechar=’"’, quoting=csv.QUOTE_MINIMAL)

267 values_writer.writerow ([ni , ’accepted ’, num_di , sml_chng1 ,

268 sml_chng2 , sml_chng3 , sml_chng4 ,

269 maxValueIndex_new , max100_new , max100 , max_colr1_new ,

pc_increase_new ])

270 max100 = max100_new #add the information into the csv file

271

272

273 elif max100 >= max100_new:

274 with open(’Values_index.csv’, mode=’a’) as Values_index:

275 values_writer = csv.writer(Values_index , delimiter=’,’,

276 quotechar=’"’, quoting=csv.QUOTE_MINIMAL)

277 values_writer.writerow ([ni , ’rejected ’, num_di ,

278 sml_chng1 , sml_chng2 , sml_chng3 , sml_chng4 ,

279 maxValueIndex_new , max100_new , max100 ,

280 max_colr1_new , pc_increase_new ]) #add the information to the

csv file

281 pass #reject the new rates and continue with the previous

rates

282 zipname = (folder_name + ".zip")

283 zip_command = (’zip -rm’ + ’ ’ + zipname + ’ ’ + ’*_.csv’ )

284 os.system(zip_command)

285

286

287 mkdir = ("mkdir" + ’ ’ + folder_name)

288 os.system(mkdir)

289 mv_zip = ("mv" + ’ ’ + zipname + ’ ’ + folder_name + ’/’)

290 os.system(mv_zip)

291 mv_index = ("mv" + ’ ’ + ’Values_index.csv’ + ’ ’ + folder_name + ’/’)

292 os.system(mv_index)

293 mv_jpg = ("mv" + ’ ’ + ’*.jpg’ + ’ ’ + folder_name + ’/’)

294 os.system(mv_jpg)

295 #mv_spc = ("mv" + ’ ’ + ’new*.spc ’ + ’ ’ + folder_name + ’/’)

296

297 sys.exit()
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Appendix C

Simulated Annealing Code

The code used for Simulated Annealing is as below. The main reference for this code is

[185]:

1 #!/usr/bin/python

2 import random

3 import glob

4 import os

5 import subprocess

6 import pandas as pd

7 import shutil

8 import subprocess

9 import csv

10 import numpy as np

11 import matplotlib.pyplot as plt

12 import sys

13 import pylab

14 from PIL import Image

15 import math

16

17 m = int (50000)

18 t0 = 100

19 c = 0.99994

20 Titer = t0 * (c)**m

21

22 Temp = str(t0)

23

24 folder_name = (’V6’ + ’_’ + Runs + ’_’ + Temp)

25
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26 T = t0

27

28 with open(’SA_ValuesIndex.csv’, mode=’w’) as Values_index:

29 values_writer = csv.writer(Values_index , delimiter=’,’,

30 quotechar=’"’, quoting=csv.QUOTE_MINIMAL)

31 values_writer.writerow ([’number of iteration ’,’status ’,

32 ’k_diff ’, ’k_mvmnt ’, ’k_sink ’, ’k_pro ’,

33 ’max location ’, ’max amount new’, ’max amount old’,

34 ’best solution ’, ’max col first row’,’precentage increase ’,

35 ’Dicty on Grid’, ’Temperature ’, ’Fitness diff’, ’PA’, ’Rand’])

36

37 mkdir = ("mkdir" + ’ ’ + folder_name)

38 os.system(mkdir)

39

40 #set the directory in a local path

41 path = os.chdir(r’.’)

42 #Create a random spc file

43 os.system(’~/ randomspc_py.sh’)

44 #Read the newly created spc file = mother file

45 myFiles_old = glob.glob(’*.spc’)

46 mf = str(myFiles_old [0])

47 #create new and new2 files for the next steps

48 mf_new = (’new_’+mf)

49 mf_new2 = (’new2_’+mf)

50 cp_cmnd = (’cp’ + ’ ’ + mf + ’ ’ + mf_new)

51 cp_cmnd2 = (’cp’ + ’ ’ + mf + ’ ’ + mf_new2)

52 os.system(cp_cmnd)

53 os.system(cp_cmnd2)

54

55 #creat random numbers between 0 and 20, up to 2 numbers decimal

56 rnd_num1 = str(’{:.2f}’.format(round(random.uniform(0, 20) ,2)))

57 rnd_num2 = str(’{:.2f}’.format(round(random.uniform(0, 20) ,2)))

58 rnd_num3 = str(’{:.2f}’.format(round(random.uniform(0, 20) ,2)))

59 rnd_num4 = str(’{:.2f}’.format(round(random.uniform(0, 20) ,2)))

60 print(rnd_num1 , rnd_num2 , rnd_num3 , rnd_num4)

61

62 #read the new_*.spc file

63 read_file = os.chdir(r’.’)

64 #read the new_spc file

65 myFiles_old = glob.glob(’new_*.spc’)

66 latest_file = max(myFiles_old , key=os.path.getctime)

67 fin_old = open(latest_file , "r")
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68 fin_old_lines = fin_old.readlines () #

69

70 #Read the required lines: 17, 18, 19, 20

71 line17 = fin_old_lines [17]

72 line18 = fin_old_lines [18]

73 line19 = fin_old_lines [19]

74 line20 = fin_old_lines [20]

75 #read the required parts of the line [Ks]

76 k_diff = line17 [19:]

77 k_mvmnt = line18 [21:]

78 k_sink = line19 [19:]

79 k_pro = line20 [27:]

80 k_diff = ’’.join(k_diff.split("[[")) #finde the beginning of number

81 k_diff = ’’.join(k_diff.split(’]];}’)) #take the unwanted chr away

82 k_diff = k_diff.replace(’\n’,’’)

83 k_mvmnt = ’’.join(k_mvmnt.split("[["))

84 k_mvmnt = ’’.join(k_mvmnt.split(’]];}’))

85 k_mvmnt = k_mvmnt.replace(’\n’,’’)

86 k_sink = ’’.join(k_sink.split("[["))

87 k_sink = ’’.join(k_sink.split(’]];}’))

88 k_sink = k_sink.replace(’\n’,’’)

89 k_pro = ’’.join(k_pro.split("[["))

90 k_pro = ’’.join(k_pro.split(’]];}’))

91 k_pro = k_pro.replace(’\n’,’’)

92 #print(" k_strings", k_diff , k_mvmnt , k_sink , k_pro) #read the lines

93

94 #replace the Ks with the random numbers that were created earleir

95 myFiles_old = glob.glob(’new_*.spc’)

96 mf_new = myFiles_old [0]

97 NewLine17 = line17.replace(k_diff , rnd_num1)

98 NewLine18 = line18.replace(k_mvmnt , rnd_num2)

99 NewLine19 = line19.replace(k_sink , rnd_num3)

100 NewLine20 = line20.replace(k_pro , rnd_num4)

101

102 #write the new lines in the new)*.spc file

103 fout = open(mf_new , "w")

104 fin_old_lines [17] = NewLine17

105 fin_old_lines [18] = NewLine18

106 fin_old_lines [19] = NewLine19

107 fin_old_lines [20] = NewLine20

108 fout.writelines(fin_old_lines)

109 fout.close ()
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110

111 #copy new_*.spc to new2_.spc so that the files are the same.

112 #new2 is changing and new 1 only changes when the rates are accepeted

113 myFiles_old = glob.glob(’new*.spc’)

114 mf_new = myFiles_old [0]

115 mf_new2 = myFiles_old [1]

116 cp_cmnd = (’cp’ + ’ ’ + mf_new + ’ ’ + mf_new2)

117 os.system(cp_cmnd)

118 port = str(random.uniform (1111 , 9999))

119 #call spike

120 spike = (’spike ’ + ’ ’+ ’exe’ + ’ ’+ ’-f=’+ mf_new + ’ ’ + ’-port=’ + port)

121 spike = os.system(spike) #call spike

122

123 #list the csv files in the path

124 list_output = glob.glob(’*.csv’)

125 #get the latest csv file

126 latest_output = max(list_output , key=os.path.getctime)

127

128 #read the csv file , remove extra unwanted cols

129 output = pd.read_csv(latest_output)

130 output = output.loc[:, ~output.columns.str.startswith(’cAMP’)]

131 output = output.loc[:, ~output.columns.str.startswith(’Time’)]

132 num_di = output.iloc [0,0]

133 output = output.drop(output.columns [0], axis =1)

134

135 ## Extract the last row

136 row100 = output.iloc[-1]

137 #find the max in the last row

138 max100 = max(row100 , key=lambda x:float(x))

139 #find the col in which maximum exists

140 maxValueIndex = row100.idxmax ()

141 max_colr1 = output[maxValueIndex ].iloc [0]

142 max_col = output[maxValueIndex]

143

144 #set the first solution as the best solution

145 best_sol = max100

146

147 #check the percentage increase in the max col

148 pc_increase = (( max100 - max_colr1)/max_colr1)*100

149 length = len(output)

150

151 #zip up the csv files
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152 zipname = (folder_name + ".zip")

153 zip_command = (’zip -rm’ + ’ ’ + zipname + ’ ’ + ’*_.csv’ )

154 os.system(zip_command)

155

156

157 #update the Values index file

158 with open(’SA_ValuesIndex.csv’, mode=’a’) as Values_index:

159 values_writer = csv.writer(Values_index , delimiter=’,’,

160 quotechar=’"’, quoting=csv.QUOTE_MINIMAL)

161 values_writer.writerow ([’first’, ’new_sim ’, k_diff , k_mvmnt ,

162 k_sink , k_pro , maxValueIndex , max100 ,

163 max100 , best_sol ,max_colr1 , pc_increase , num_di , T])

164

165 for x in range (1, m):

166 #read new2_.spc file

167 fin_new = glob.glob(’new2_ *.spc’)

168 latest_file = max(fin_new , key=os.path.getctime)

169 fin_new = open(latest_file , "r")

170 fin_new_lines = fin_new.readlines ()

171 line17 = fin_new_lines [17]

172 line18 = fin_new_lines [18]

173 line19 = fin_new_lines [19]

174 line20 = fin_new_lines [20]

175 k_diff_new = line17 [19:]

176 k_mvmnt_new = line18 [21:]

177 k_sink_new = line19 [19:]

178 k_pro_new = line20 [27:]

179 k_diff_new = ’’.join(k_diff_new.split("[["))

180 k_diff_new = ’’.join(k_diff_new.split(’]];}’))

181 k_diff_new = k_diff_new.replace(’\n’,’’)

182 k_mvmnt_new = ’’.join(k_mvmnt_new.split("[["))

183 k_mvmnt_new = ’’.join(k_mvmnt_new.split(’]];}’))

184 k_mvmnt_new = k_mvmnt_new.replace(’\n’,’’)

185 k_sink_new = ’’.join(k_sink_new.split("[["))

186 k_sink_new = ’’.join(k_sink_new.split(’]];}’))

187 k_sink_new = k_sink_new.replace(’\n’,’’)

188 k_pro_new = ’’.join(k_pro_new.split("[["))

189 k_pro_new = ’’.join(k_pro_new.split(’]];}’))

190 k_pro_new = k_pro_new.replace(’\n’,’’)

191 diff_float = float(k_diff_new)

192 mvmnt_float = float(k_mvmnt_new)

193 sink_float = float(k_sink_new)
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194 pro_float = float(k_pro_new)

195

196 mx = str(x)

197

198 #get a random number up to 2 decimals between 0 and MaxDelta

199 MaxDelta = 10

200 g = 5

201 delta1 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

202 delta2 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

203 delta3 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

204 delta4 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

205

206 #small change

207 sml_chng1 = ’{:.2f}’.format(eval(str((round(diff_float , 2))) + "+" + delta1)

)

208 #adding delta to the current values if smlchange is less than zero

209 while str(sml_chng1) <= str (0):

210 delta1 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

211 sml_chng1 = ’{:.2f}’.format(eval(str((round(diff_float , 2))) + "+" +

delta1))

212

213 sml_chng2 = ’{:.2f}’.format(eval(str((round(mvmnt_float , 2))) + "+" + delta2

))

214 #and round the numbers so there is no more than 2 decimals

215 while str(sml_chng2) <= str (0):

216 delta2 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

217 sml_chng2 = ’{:.2f}’.format(eval(str((round(mvmnt_float , 2))) + "+" +

delta2))

218

219 sml_chng3 = ’{:.2f}’.format(eval(str((round(sink_float , 2))) + "+" + delta3)

)

220 while str(sml_chng3) <= str (0):

221 delta3 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

222 sml_chng3 = ’{:.2f}’.format(eval(str((round(sink_float , 2))) + "+" +

delta3))

223

224 sml_chng4 = ’{:.2f}’.format(eval(str((round(pro_float , 2))) + "+" + delta4))

225 while str(sml_chng4) <= str (0):

226 delta4 = ’{:.2f}’.format(round(random.uniform(0, MaxDelta) ,2) - g)

227 sml_chng4 = ’{:.2f}’.format(eval(str((round(pro_float , 2))) + "+" +

delta4))

228
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229 #write the new lines

230 NewLine17 = line17.replace(k_diff_new , sml_chng1)

231 NewLine18 = line18.replace(k_mvmnt_new , sml_chng2)

232 NewLine19 = line19.replace(k_sink_new , sml_chng3)

233 NewLine20 = line20.replace(k_pro_new , sml_chng4)

234

235 fin_new = glob.glob(’new2_ *.spc’)

236 latest_file = max(fin_new , key=os.path.getctime)

237 fout_new = open(latest_file , "w")

238 fin_new_lines [17] = NewLine17

239 fin_new_lines [18] = NewLine18

240 fin_new_lines [19] = NewLine19

241 fin_new_lines [20] = NewLine20

242 fout_new.writelines(fin_new_lines)

243 fout_new.close()

244

245 #call spike for the new file

246 myFiles = glob.glob(’new2*.spc’)

247 mf_new2 = myFiles [0]

248 spike = (’spike ’ + ’ ’+ ’exe’ + ’ ’+ ’-f=’+ mf_new2 + ’ ’ + ’-port=’+ port)

249 spike2 = os.system(spike)

250

251 #check the max from the new csv file

252 list_output2 = glob.glob(’*.csv’)

253 latest_output2 = max(list_output2 , key=os.path.getctime)

254 output2 = pd.read_csv(latest_output2)

255 output2 = output2.loc[:, ~output2.columns.str.startswith(’cAMP’)]

256 output2 = output2.loc[:, ~output2.columns.str.startswith(’Time’)]

257 num_di = output2.iloc [0,0]

258 output2 = output2.drop(output2.columns [0], axis =1)

259 row100_new = output2.iloc[-1]## Extract the last row

260 max100_new = max(row100_new , key=lambda x:float(x))

261 maxValueIndex_new = row100_new.idxmax ()

262 max_colr1_new = output[maxValueIndex_new ].iloc [0]

263 max_col_new = output[maxValueIndex_new]

264 pc_increase_new = (( max100_new - max_colr1_new)/max_colr1_new)*100

265 length = len(output2)

266 os.system(zip_command)

267

268 #fitness

269 s = max100

270 s1 = max100_new
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271 def fitness(s):

272 R = max100 * math.exp(max100)

273 res = abs(s * math.exp(s) - R)

274 return(res)

275 f_old = fitness(s)

276 f_new = fitness(s1)

277

278

279 df = abs(f_old - f_new)

280 print(’df = ’, df)

281

282 print(x)

283

284 if T > Titer and best_sol < max100_new:

285 myFiles_old = glob.glob(’new*.spc’)

286 mf_new = myFiles_old [0]

287 mf_new2 = myFiles_old [1]

288 cp_cmnd = (’cp’ + ’ ’ + mf_new2 + ’ ’ + mf_new)

289 os.system(cp_cmnd)

290 best_sol = max100_new

291 max100 = best_sol

292

293 #copy the spc file into *new_spc

294 with open(’SA_ValuesIndex.csv’, mode=’a’) as Values_index:

295 values_writer = csv.writer(Values_index , delimiter=’,’,

296 quotechar=’"’, quoting=csv.QUOTE_MINIMAL)

297 values_writer.writerow ([mx , ’accepted ’, sml_chng1 ,

298 sml_chng2 , sml_chng3 , sml_chng4 ,

299 maxValueIndex_new , max100_new , max100 , best_sol ,

max_colr1_new ,

300 pc_increase_new , num_di , T, df])

301

302

303 elif T > Titer and best_sol >= max100_new:

304 #lower T, Higher P

305 e = 2.71828

306 p = e ** -(math.exp(-df/T))

307 print(’p=’, p)

308 PA = p

309 rand = random.random ()

310 #print(’random possibility=’, rand)

311 #rand = 0.9
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312 RA = rand

313 if p >= rand:

314 myFiles_old = glob.glob(’new*.spc’)

315 mf_new = myFiles_old [0]

316 mf_new2 = myFiles_old [1]

317 cp_cmnd = (’cp’ + ’ ’ + mf_new2 + ’ ’ + mf_new)

318 os.system(cp_cmnd)

319 max100 = max100_new

320

321 #copy the spc file into *new_spc

322 with open(’SA_ValuesIndex.csv’, mode=’a’) as Values_index:

323 values_writer = csv.writer(Values_index , delimiter=’,’,

324 quotechar=’"’, quoting=csv.QUOTE_MINIMAL)

325 values_writer.writerow ([mx , ’AP high’, sml_chng1 ,

326 sml_chng2 , sml_chng3 , sml_chng4 ,

327 maxValueIndex_new , max100_new , max100 , best_sol ,

max_colr1_new ,

328 pc_increase_new , num_di , T, df, PA , RA])

329 max100 = max100_new

330

331

332 else:

333 with open(’SA_ValuesIndex.csv’, mode=’a’) as Values_index:

334 values_writer = csv.writer(Values_index , delimiter=’,’,

335 quotechar=’"’, quoting=csv.QUOTE_MINIMAL)

336 values_writer.writerow ([mx , ’rejected ’, sml_chng1 , sml_chng2 ,

337 sml_chng3 , sml_chng4 ,

338 maxValueIndex_new , max100_new , max100 , best_sol ,

339 max_colr1_new , pc_increase_new , num_di , T, df , PA , RA])

340 #add the information into the csv file

341 pass

342

343 if T <= Titer:

344 print("Break of the simulation: Reached the minimum Teperature: ", Titer

)

345 break

346

347 T = c*T

348 print(’new temperature=’, T)

349

350

351 mv_zip = ("mv" + ’ ’ + zipname + ’ ’ + folder_name + ’/’)
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352 os.system(mv_zip)

353 mv_index = ("mv" + ’ ’ + ’SA_ValuesIndex.csv’ + ’ ’ + folder_name + ’/’)

354 os.system(mv_index)

355

356

357

358 sys.exit()
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