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ABSTRACT 

USING COST-EFFECTIVENESS ANALYSIS TO SELECT MATHEMATICS SCREENING 

MEASURES IN MIDDLE SCHOOL 

by 

Samuel A. Maurice 

The University of Wisconsin – Milwaukee, 2021 

Under the Supervision of Professor David Klingbeil, Ph.D. 

 

 

 This study examined the utility of using cost-effectiveness analysis to select universal 

mathematics screening measures in middle school. Participants (n=1586) were students in 

Grades 6, 7, and 8 at two suburban middle schools in Wisconsin. Screening data, including 

previous year criterion-measure (Wisconsin Forward Exam) scores, fall Measures of Academic 

Progress scores, and curriculum-based measurement scores were collected in the fall of 2016. 

Multiple imputation was used to account for missingness, and linear combinations of screening 

scores were created using receiver operator curve analyses. Costs were calculated based on 

published standards, the CostOut® Toolkit, and the experience of content experts. Results reveal 

that the single most cost-effective screening method studied was using students’ previous year 

criterion-measure scores to predict current year risk. The most cost-effective linear combination 

of screening methods was the Wisconsin Forward Exam and Measures of Academic Progress. 

An analysis of coefficients of variance revealed that using cost-effectiveness analysis produced 

more variability among screening methods than when using diagnostic accuracy alone, 

potentially helping stakeholders select from among multiple screening approaches. Finally, the 

results of this study were tested for robustness to changes in cost assumptions. Analyses revealed 
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that the results of this study were very robust, even when costs were changed significantly. 

Implications of this study suggest that cost-effectiveness analysis could prove useful in selecting 

universal academic screening measures, that schools and districts may be able to utilize criterion-

measure data in place of other screening approaches, and that combinations of screening 

measures, although more expensive than individual measures, may indeed be more cost-

effective.
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CHAPTER ONE 

Introduction 

 According to the National Center for Education Statistics (NCES), the percentage of 

American middle-school students performing below the National Assessment of Educational 

Progress (NAEP) basic standard declined considerably between the years 1990 and 2013 (NCES, 

2020). The NAEP classifies students as meeting (a) below basic standards, (b) basic standards, 

(c) proficient standards, or (d) advanced standards. In 1990, 48% of all middle school students 

performed below basic standard, while by 2013, that percentage had decreased to 26%. Despite 

this progress, NCES has tracked an increase in middle school students performing at the below 

basic NAEP standard since 2013. Since that year, the rate of students achieving at the below 

basic level has increased from 26% to 31%, with the percentage increasing year over year. 

 This decrease in the number of students with basic math skills appears to be increasing 

educational outcome inequality overall. The percentage of students at the proficient or advanced 

standard has not changed substantively over the past seven years (together, students at these 

standards accounted for 42% of all middle schoolers in 2013, 41% in 2014). It seems that 

students exceeding basic standards are continuing to excel, while students meeting basic 

standards are beginning to fall into the below basic standards category. 

 An effective approach to support students not meeting NAEP standards is early 

mathematics intervention (Chodura, Kuhn, & Holling, 2015; Cheung & Slavin, 2011; Burns, 

Codding, Boice, & Lukito, 2010). The NAEP achievement statistics reported by the NCES are 

derived from year-end state tests such as the Wisconsin Forward Exam. With few exceptions, all 

students in public education must take part in year-end achievement testing. This important 

testing regime helps policy makers, administrators, and even individual educators identify trends, 
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track progress, and understand how districts perform relative to one another academically. Early 

intervention for students who are struggling to succeed in mathematics (almost one-third of all 

middle schoolers) can increase performance on state-wide testing and better prepare students to 

advance on to more complex mathematical concepts and subjects. 

 In response to the relatively poor academic achievement of students in the 1990’s and a 

host of other factors, researchers and practitioners began to develop alternative models for 

implementing interventions in schools. This movement culminated in the passage of the 

Individuals with Disabilities Education Improvement Act (IDEIA, 2004), which for the first time 

allowed schools to use Response to Invention (RTI) to provide early intervention to students who 

were at-risk of academic problems (Fuchs & Fuchs, 2006). The act went further and allowed 

schools to use up to 15% of the federal funds they receive for special education services on RTI. 

Although RTI was initially developed to evaluate students with specific learning disabilities, as 

of the passage of IDEIA, the framework could be expanded to address a host of academic 

problems. The RTI framework was itself was then blended with Positive Behavioral 

Interventions in Schools to form the comprehensive Multi-Tiered Systems of Support (MTSS) 

model (McIntosh & Goodman, 2016; Stoiber & Gettinger, 2016). 

 The MTSS model is a framework that helps schools and districts identify at-risk students 

and provide appropriate social-emotional and academic evidence-based interventions as needed. 

In a graduated fashion, at-risk students are provided tier one, two, or three interventions, 

depending on the severity of the problem. If students do not respond to these interventions, they 

are typically moved up to a more intensive tier. While the process of conducting MTSS on paper 

is relatively straightforward, in practicality, there are a multitude of considerations that affect the 

utility of the framework. Early identification of students with difficulties is one aspect of the 
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MTSS framework that has required substantial effort to implement in recent years (Glover & 

Albers, 2007). 

 Identification of academically at-risk students is a holistic effort. Classroom teachers, 

parents, or even students themselves may identify areas for growth that should be addressed in 

the MTSS framework. Formative and summative classroom test scores, patterns of behavior, and 

even symptoms of decreasing mental health may be early signs of academic problems that may 

warrant a referral for intervention (Grimm, 2007). The most researched and validated method of 

identifying at-risk students is evidence-based academic screening measures. The developers of 

validated screening measures purport that they have strong psychometric properties, provide 

adequate diagnostic accuracy, and are easy to administer.  

 As most screening measures are provided by for-profit companies, it can be difficult for 

researchers to take reported psychometric properties and diagnostic accuracy indices at face 

value. Indeed, recent research (which this dissertation was developed from) by Klingbeil and 

colleagues (Klingbeil et al., 2019) found that without creating local cut scores, two of three 

screening methods studied did not provide even minimum levels of diagnostic accuracy in some 

middle school grades.  

 One of the screening methods that underperformed in terms of diagnostic accuracy was 

Curriculum-Based Measures (CBM) provided by Pearson. VanDerHeyden and colleagues (2017) 

have suggested that the relatively low diagnostic accuracy of CBM is offset by its usability 

(screening often takes under three minutes) and relative lack of expense. The question of how to 

weigh diagnostic accuracy and expense is one perfectly suited to cost-effectiveness analysis 

(CEA). Put simply, CEA is a method for quantifying both the effectiveness and cost of an 

intervention, program, or screening measure in a single metric. In this fashion, researchers can 



4 

 

identify the approximate cost of obtaining one additional unit of effect. This statistic (called an 

incremental cost-effectiveness ratio) can be used to directly compare separate screening 

measures—for example, we can see how a cheap but relatively inaccurate screening measure 

compares to an expensive but very accurate one.  

Statement of the Problem 

 Researchers have understood the importance of cost-effectiveness analysis in education 

for some time, although empirical work on this topic is rare (Levin & McEwan, 2001). To 

conduct high-quality CEA, researchers need to both know the efficacy and cost of a program, 

intervention, or screening method. Determining the efficacy (i.e., diagnostic accuracy) of a 

screening method requires school psychologists to assess the number of true positives, false 

positives, true negatives, and false negatives produced by a screening measure (Christ, Nelson, & 

Van Norman, 2014). These metrics are produced by comparing the predicted outcomes of a 

screening measure compared with actual student performance on a criterion assessment 

(typically a year-end state-wide test).  

If a screening measure predicts a student will meet proficiency standards and that student 

demonstrates proficiency on a criterion test, the screening measure is said to have produced a 

true negative (negative meaning that the student is not at-risk). If a student is predicted to be at-

risk for performing below proficiency standards and that student does perform below proficiency 

standards on the criterion assessment, the student is classified as a true positive. The inverse of 

these screening decisions is used to determine false positives and false negatives. Diagnostic 

accuracy can also be gleaned from prior research and published reports, although Klingbeil and 

colleagues (2019) demonstrated that there can be wide differences between reported diagnostic 

accuracy and actual diagnostic accuracy of screening measures when administered in an applied 
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setting. As such, it is best practice for researchers and school psychologists to assess screening 

efficacy at the local level.  

While there has been significant research on the efficacy of screening methods, there is 

relatively little on costs. Prior surveys of school psychologists have found that the most reported 

obstacle to the implementation of a new intervention or program is a lack of financial resources 

(Forman, Olin, Hoagwood, Crowe, & Saka, 2009). Forman and colleagues (2009) also identified 

the second-largest hindrance to implementation as a lack of school psychologist time. These 

obstacles are rarely accounted for in efficacy research or are only vaguely addressed (Levin, 

2001). The same is true for studies examining universal screening methods (VanDerHeyden & 

Burns, 2018). Although researchers often identify cost as an essential consideration when 

selecting screening methods (Glover & Albers, 2007), actual inputs of time, money, and 

equipment have not been yet quantified. By conducting a CEA, school psychologists can 

accurately measure the costs, both apparent and hidden, of universal screening methods while 

simultaneously emphasizing diagnostic accuracy.  

Taken together, the need for evaluating efficacy at the local level and accurately 

assessing costs makes performing high-quality CEAs on academic screening measures difficult. 

This challenge has led many researchers studying academic screening to attempt to evaluate 

costs (Klingbeil et al, 2017), but largely not in granular detail. Other researchers have attempted 

to conduct rigorous CEA in mathematics, but on interventions, not screening methods (Barrett & 

VanDerHeyden, 2020). To my knowledge, no peer-reviewed study has yet to conduct a rigorous 

CEA on mathematics screening methods. 
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Overview of the Study 

The purpose of this study is to demonstrate that CEA can be used to help discriminate 

among screening measures that tend to have relatively similar levels of diagnostic accuracy. By 

finding screening methods that are both effective and efficient, schools and districts can make 

better use of limited resources and help students achieve. Some studies have attempted to 

quantify the costs of screening but often overlook the many ingredients required to conduct a 

CEA. This is the first study that conducts a CEA on universal mathematics screening approaches 

in middle school.  

 This study uses both novel and extant data from prior research. To determine the 

diagnostic accuracy of three individual screening measures and two combinations of measures, 

extent data were used. My colleagues and I collected data from a suburban school district in 

southwest Wisconsin for prior research (Klingbeil et al., 2019). A total of 1,587 middle school 

students participated in the study, contributing screening data from the Wisconsin Forward 

Exam, Measures of Academic Progress, and Math Concepts and Applications curriculum-based 

measures. Multiple imputation was used to address missingness. Sensitivity, specificity, and 

other metrics of diagnostic accuracy were calculated, and the researchers built two multiple 

linear regression models to examine combinations of screening methods. This study used these 

data to calculate diagnostic odds ratios, a measure of screening accuracy that was appropriate for 

use in CEA. This study also quantified the cost per student of 27 unique ingredients needed to 

administer the three screening measures evaluated to compute incremental cost-effectiveness 

ratios. These ratios were then used to make direct comparisons of screening approaches in terms 

of cost-effectiveness. In addition to these primary analyses, I conducted two sensitivity analyses 

to test the robustness of the findings, calculated coefficients of variation to evaluate CEA’s 
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ability to increase discrimination among measures, and measured relative changes in costs and 

diagnostic accuracy as screening methods were combined.  

Potential Contribution to the Research 

There are multiple screening options available to schools and districts with relatively 

small differences in diagnostic accuracy, the debate over how to select the most accurate and 

efficient screening process continues (Albers, Glover, & Kratochwill, 2007; Hummel-Rossi & 

Ashdown, 2002; Gersten et al., 2012). This study may help remedy this debate by evaluating 

whether CEA could provide additional relevant information for decision makers. By conducting 

a CEA on universal mathematics screening approaches in middle school, this study may provide 

a proof of concept for the technique, demonstrate that additional useful information that can be 

gained beyond metrics of diagnostic accuracy, and guide schools and districts as they attempt to 

find the best screening approach for their students.  
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CHAPTER TWO 

Literature Review 

This study examines the cost-effectiveness of five different screening approaches 

involving three unique screening methods. This literature review begins with an introduction of 

universal academic screening, explains various metrics of diagnostic accuracy, and provides an 

overview of the debate over cost and efficacy in the universal screening literature. Next, this 

literature review will provide an overview of cost-effectiveness analysis (CEA), the incremental 

cost-effectiveness ratio, and applications of CEA in education and special considerations in 

medication. The final section of this literature review focuses on the potential for applying CEA 

to universal mathematics screening in middle school.   

Universal Academic Screening 

 Universal academic screening is a crucial component of the multi-tiered systems of 

support (MTSS) framework (Glover & Albers, 2007). Accurate, efficient identification of 

students at-risk for academic failure allows school psychologists to implement interventions 

(Elliott, Huai, & Roach, 2007). Early identification of academic problems has long been known 

to improve student outcomes both in the long and short term (Walker & Shinn, 2002). In the 

past, school psychologists practiced a “wait-to-fail” model, whereby students would receive 

intervention only after failing a class or criterion measure (Albers, Glover, & Kratochwill, 2007). 

This model of service delivery can have deleterious effects on student outcomes and does not 

provide the conditions needed for academic success. Albers and colleagues (2007) also 

commented that identifying different levels of risk (i.e., current functioning, increasing or 

decreasing difficulties, etc.) is essential to successful universal screening, suggesting that high-

quality universal screening may need to be conducted at multiple time points to monitor 
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progress. As such, schools have moved towards a universal screening model, where student 

progress is monitored throughout the school year. 

Although increased universal academic screening does appear to result in better outcomes 

for students, Glover, and Albers (2007) note that an essential component for successful screening 

is usability. The authors note that, while a particular screening measure may have adequate 

diagnostic accuracy, it may not be feasible to administer. Importantly, Glover and Albers (2007) 

first facet of usability is cost. Conducting high-quality universal academic screening with 

minimal resources continues to be a challenge. Researchers and practitioners have searched for 

ways to decrease the time and resources required to conduct screening, with methods such as 

curriculum-based measurement (CBM), computerized adaptive testing (CAT), and even single 

item rating scales proposed (Stormont, Herman, Reinke, King, & Owens, 2015; Salinger, 2016). 

Despite this work, the search continues for new approaches to screening and for new metrics that 

may discriminate among the ever-growing number of universal academic screening methods. 

Screening in Mathematics. Although many schools conduct universal screening in 

multiple areas (e.g., reading, social-emotional skills), the focus of this study is on screening to 

predict math risk. Universal screening in mathematics has drawn significant consideration from 

scholars and school psychologists alike (Gersten et al., 2012). Various researchers have 

suggested different approaches to mathematics screening, although most have agreed that the 

underlying skill measured is number sense (Gersten et al., 2012). Number sense—as defined by 

Okamoto and Case (1996), is the process whereby students gradually gain a more complex and 

nuanced understanding of numbers and their manipulation. Despite some consensus on the 

underlying skill measured, scholars have debated how best to evaluate it. Some researchers 

advocate for specific, skill-based measures that gauge only one aspect of number sense at a time 
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(e.g. two-digit by two-digit division, the order of operations, etc.). Others have suggested that 

mathematics screeners should be broader and more similar to criterion measures. Fuchs, Fuchs, 

and Zumeta (2008) have argued that mathematics screeners should consist of a variety of grade-

level problems representing the core mathematics standards that students are expected to meet.   

 In any case, research into the most effective and efficient mathematics screening 

measures has continued into the present day. Klingbeil and colleagues (2019) conducted one of 

the more recent studies of universal screening methods in mathematics for middle school 

students. VanDerHeyden, Codding, and Martin (2017) also conducted a study of mathematics 

screening methods in the elementary grades. Scholars continue to attempt to find new screening 

methods and data analytic procedures to decrease the number of students who are incorrectly 

classified during universal screening. 

Diagnostic Accuracy. The most essential consideration for selecting screening methods 

and measures is the diagnostic accuracy of resulting predictions about student risk (Johnson et 

al., 2007).  Researchers often use indices such as false positives, false negatives, sensitivity, 

specificity, and positive and negative predictive values to evaluate screening methods (Christ, 

Nelson, & Van Norman, 2014). Universal screening measure results determine if a student is at-

risk vs. not-at-risk, with four outcomes possible. The first two outcomes, a true positive (TP) and 

a true negative (TN) occur when a screening method accurately categorizes at-risk and not-at-

risk students. A TP occurs when a student is found to be at-risk on a screening measure and 

subsequently fails a criterion measure. A TN occurs when a student is categorized as not-at-risk 

on a screening measure and goes on to pass a criterion measure. Both TP and TN represent 

correct screening decisions, and a screening measure with high diagnostic accuracy will result in 

the vast majority of screening decisions being either TP or TN. 
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A criterion or gold standard measure is essential for research on the efficacy of screening 

approaches. Without such a measure, there is no method for determining how well a screener 

categorizes students. Despite this fact, there is no current widely accepted criterion measure used 

nationally. Individual States develop their own end-of-year achievement tests, often based on 

their individual State standards. As such, academic screening researchers often use these 

statewide tests as criterion or gold standard measures. These end-of-year Statewide tests, 

mandated by federal legislation and used to determine whether a student is at grade level, suffice 

as criterion measures in the absence of a broader nationwide standard. 

False positives (FP) and false negatives (FN) comprise incorrect screening decisions. A 

FP occurs when a student is identified as at-risk during screening, but who then passes a criterion 

measure. Too many FP leads to schools expending valuable resources in providing interventions 

to students who likely do not need them. The inverse of this is a FN, whereby a student is 

categorized as not-at-risk on a screening measure, but who then goes on to fail a criterion 

measure. A FN is often considered the costliest screening error as it could prevent a student who 

likely needed early intervention from receiving it because the student was expected (incorrectly) 

to pass a criterion measure (Glover & Albers, 2007).  

 Sensitivity (SE), specificity (SP), positive predictive values (PPV), and negative 

predictive values (NPV) are all metrics of diagnostic accuracy based on the relative number of 

TP, TN, FP, and FN a screening measure produces. Each of these indices is on a scale of 0 to 1, 

with values closer to 1 representing higher diagnostic accuracy. Sensitivity is the relative ratio of 

students who are correctly identified as at-risk out of all students who fail a criterion measure. 

Sensitivity is calculated by dividing the number of TP by the sum of TP plus FN, which together 

represent all at-risk students in a sample (TP / [TP + FN]). Specificity is the relative ratio of 
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students who are correctly identified as not-at-risk out of all students who pass a criterion 

measure. Specificity is calculated by dividing the number of TN by the number of TN plus FP, 

which together represent all not-at-risk students in a sample (TN / [TN + FP]). Researchers often 

consider sensitivity the more important measure of diagnostic accuracy due to the potential harm 

associated with not intervening on students who require it. As such, acceptable sensitivity values 

have a higher threshold than acceptable specificity values (.90 for SP and .70 for SE; Johnson, 

Jenkins, Petscher, & Catts, 2009; Kilgus, Methe, Maggin & Tomasula, 2014). 

 Positive predictive values represent the ratio of students who were identified as at-risk on 

a screening measure to those who were truly at-risk (as measured by failing a criterion measure). 

Positive predictive values are calculated by dividing the number of TP by the number of TP plus 

FP, which together represent all students who were identified as at-risk in a sample (TP / [TP + 

FP]). Finally, negative predictive values represent the ratio of students who were identified as 

not-at-risk to those who were truly not at risk (i.e., they passed the criterion measure). Negative 

predictive values are calculated by dividing the number of TN by the number of TN plus FN, 

which together represent all students who were identified as not-at-risk in a sample. As with 

sensitivity and specificity, positive predictive values are generally considered to be more 

important in screening than negative predictive values. 

Screening Measures and Methods. As school psychologists continue to understand the 

importance of universal mathematics screening in schools, researchers have attempted to provide 

an increasing array of screening methods from which to choose. Curriculum-based measures 

(CBMs) assess discrete skills that students encounter in the classroom (VanDerHeyden et al., 

2017) but bear little resemblance to end-of-year criterion measures, particularly in Grades 3 

through 8. Computer adaptive testing (CAT) more closely resembles criterion measures such as 
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statewide achievement tests. However, some have noted that CAT may be too resource-intensive 

for universal screening (January & Ardoin, 2015). Others have advocated for using the previous 

year’s criterion measure as a screening measure prediction performance on the following year’s 

criterion measure (Fuchs, Fuchs, & Compton, 2010). All approaches have strengths and 

weaknesses, further complicating the issue of method selection.  

Curriculum-based measurement. Curriculum-based measures have been widely used for 

universal screening over the last decade (Ball & Christ, 2012; Deno, 2003; Prewett et al., 2012). 

Originally designed for progress monitoring, a meta-analysis of CBMs indicates that this method 

does have adequate evidence of predictive validity (r ≥ .68; Yeo, 2010). CBMs have also been 

shown in some studies that have adequate diagnostic accuracy for high-stakes decision-making 

(VanDerHeyden et al., 2017). Both the meta-analysis by Yeo (2010) and the study by 

VanDerHeyden and colleagues (2017) both focused on reading, not mathematics; in general, 

more research has been conducted on reading CBM than math CBM. However, other research 

has suggested that CBMs may not be discriminative enough to be an effective screening measure 

(Klingbeil et al., in press; Shapiro & Gebhardt, 2012). While desperate results on CBM have 

been found in the literature, there is relatively little research on the subject (especially at higher 

grades and in mathematics) making a direct comparison of study results difficult. For example, 

although VanDerHeyden et al. (2017) and Klingbeil et al. (2019) came to different conclusions 

regarding CBM, the studies in question did not have similar samples in terms of age/grade range 

making any generalizing difficult. Despite this, advocates for CBM argue that practitioners can 

administer probes at a more frequent rate than other screeners, are much less time and resource-

intensive than other screening methods such as computerized adaptive testing, and allow 

educators to hone in on specific math deficits that can be seen in CBM that may not be 
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uncovered using other methods. While CBM is almost certainly less costly in terms of 

administration time (mathematics CBM probes can often be administered in under 15 minutes), 

researchers have not examined other costs such as training and scoring. 

Computer adaptive testing. Computer adaptive testing (CAT) is a newer method of 

screening that has been widely adopted in schools (Cope & Kalantzis, 2016). CAT is unique in 

that all students in a classroom or school will not receive the same screening questions. When a 

student answers a CAT item correctly, they will next be shown a more difficult item; if a student 

incorrectly answers a CAT item, they will next be shown an easier item. In this way, CAT allows 

for a wider range of scores, with fewer floor and ceiling effects than traditional CBM due to the 

individualization of each test (Van Norman, Nelson, & Parker, 2017). Despite these advances, 

CAT appears to be much more resource-intensive on its face than CBM, leading some to suggest 

that it may not be the best screening method school psychologists can select (VanDerHeyden & 

Burns, 2018). Examined for technical adequacy alone, CAT has been shown to provide 

acceptable diagnostic accuracy for high-stakes decisions (Shapiro & Gebhardt, 2012).  

Prior state test performance. One method of universal academic screening that is 

attracting interest is the previous year’s criterion or summative evaluation. Beginning with the 

No Child Left Behind Act of 2001, the federal government required states to conduct year-end 

summative evaluations to demonstrate Adequate Yearly Progress (AYP). Practitioners can use 

these criterion measures (i.e., what universal screening measures attempt to predict) themselves 

to predict future academic risk (e.g., Vaughn & Fletcher, 2012; Van Norman, Nelson, & 

Klingbeil, 2017). Indeed, Van Norman and colleagues demonstrated that, for middle school-aged 

students (Grades 4 through 8), previous year state test scores have approximately the same 

diagnostic accuracy in the area of reading as the Measures of Academic Progress (MAP), a CAT 
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screening method. Klingbeil and colleagues (in press) found similar results in mathematics, 

where previous year state testing was the single best screening method for middle school 

students after creating local cut-scores.  

Local cut-scores. Another method for conducting universal academic screening is the 

creation of local cut-scores. It is important to note that this method is only useful after screening 

data has been collected. CBM, CAT, or other screening methods directly measure student 

performance, while the creation of local cut-scores allows practitioners to adjust the SE or SP of 

these screening tools based on previously collected data. To create a locally derived cut-score, 

practitioners must have data from both a screening measure and the criterion measure. Using 

receiver operator characteristic (ROC) analysis, practitioners can adjust either the SE or SP of a 

screening measure at the expense of the other. Creating local cut-scores cannot increase both SE 

and SP simultaneously. As false negatives are considered the most egregious screening error, 

most practitioners choose to increase the SE of a measure at the expense of SP. Researchers have 

shown that creating local cut-scores can raise the SE of a screener while still maintaining 

acceptable SP for CAT (Van Norman, Nelson, & Klingbeil, 2017; Klingbeil et al., 2019), CBM 

(Straight, Smith, & McQuillin, 2018), and even previous year state testing (Nelson, Van 

Norman, & Lackner, 2016).    

Multiple Screening Measures. Within an RTI framework, schools follow what has been 

called the direct route (DR) for intervention (Johnson, Jenkins, & Petscher, 2010). Using the DR 

approach, schools place students found to be at-risk on a single screening measure into a Tier 2 

intervention. Because DR screening relies on a single screening measure to classify students, 

these individual measures must be highly accurate. Other screening models are more robust to 

less accurate screening measures. For example, schools may choose a progress monitoring (PM) 
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model where students who are identified as at-risk are closely monitored over time to determine 

if they are progressing, regressing, or remaining stationary. The PM model is more robust than 

the DR model against inaccurate screening measures as it allows students who may have been 

incorrectly identified to demonstrate progress.  

Another screening method that has been proposed as more robust than the DR approach 

is the multiple measures (MM) model (Gersten et al., 2009). The MM approach combined 

multiple screening measures using regression. The linear combination of measures is thought to 

be more robust to inaccurate screening measures as there are multiple sources of screening data 

that the models account for. Johnson, Jenkins, and Petscher (2010) demonstrated that combining 

screening measures resulted in a 2% increase in classification accuracy in the domain of reading. 

Klingbeil et al., 2019) replicated these findings for mathematics and showed a small increase in 

area under the curve (AUC) when multiple measures were combined. Despite these results, not 

all researchers agree that combining screening measures results in better screening decisions. 

VanDerHeyden (2013) noted that student scores on different screening measures tend to be very 

highly correlated and therefore additional screening measures will likely not improve diagnostic 

accuracy significantly. Any small increase in diagnostic accuracy may not warrant the cost of 

administering more than one screening measure. Indeed, VanDerHeyden (2011) has argued that 

schools collect too much universal screening on the assumption that classification errors will 

decrease, a premise that is incorrect at least some of the time.  

Usability of Screening Methods. Although most practitioners now recognize the 

importance of universal academic screening, selecting an appropriate screening method remains 

a problem (Glover & Albers, 2007). Glover and Albers (2007) published a seminal paper laying 

out the conditions that accurate and efficient screening methods should meet. The authors 
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categorized these considerations into three domains, (a) appropriateness for intended use, (b) 

technical adequacy, and (c) usability. A good deal of research has attempted to discover which 

screening methods have the highest technical adequacy (VanDerHeyden, Codding, Martin, 2017; 

Klingbeil, Nelson, Van Norman, & Birr, 2018; Klingbeil et al., in press). Additional research has 

investigated which screening methods are most appropriate in each situation (VanDerHeyden, 

2013). But very little consideration has been given to how to select screening methods based on 

usability (VanDerHeyden, Burns, & Bonifay, 2018).  

 Glover and Albers (2007) describe the considerations that fall under the domain of 

usability as (a) a balance of costs and benefits, (b) feasibility of administration, (c) acceptability 

(d) infrastructure requirements, (e) accommodation needs, and (f) utility of outcomes. Although 

the considerations of acceptability and utility of outcomes almost certainly fall into the category 

of social validity (Wolf, 1976), researchers could address Glover and Alber’s (2007) other 

considerations using methods such as cost-effectiveness analysis (CEA). Many scholars have 

attempted to address the issue of costs when conducting universal academic screening (Klingbeil 

et al., 2017; VanDerHeyden et al., 2017; VanDerHeyden et al., 2018). One example can be seen 

in a study by VanDerHeyden and colleagues. The authors attempted to compare both decision 

accuracy and screening costs for multiple mathematics screening methods in elementary school. 

VanDerHeyden et al. (2017) suggested that the most cost-effective screening measure was the 

previous year's criterion measure as it required no additional administration time to collect data. 

Despite this, schools often use screening measures for multiple purposes, such as tracking 

within-year growth. The previous year's state test cannot be used for these purposes and so it is 

important to consider the cost-effectiveness of all screening methods available. And although 

presuming that the previous year's state test will be the most cost-effective is a completely 
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defensible hypothesis, costs were not systematically collected or analyzed in this study and 

definitive statements likely cannot be made as of yet.  

Another example can be found from Klingbeil and colleagues (2017). The authors 

calculated the amount of instructional time (in minutes) saved by not conducting running records 

on top of other screening measures. The amount of instructional time saved (between 270 and 

540 minutes) was substantial and an important metric of screening cost. However, up to now, 

most scholarly writing on the costs of universal screening methods has focused on broad 

estimates of the time required to collect assessment data, and not included a systematic approach 

to evaluating costs.  

 Instructional time is only one method of defining costs. The costs of conducting universal 

screening could be more comprehensively measured by carefully considering all of the myriad 

inputs required to administer screeners effectively. Universal academic screening certainly 

requires instructional time to complete but may also include the time required for scoring and 

interpreting, the time needed to conduct training or in-service, materials such as computers or 

paper, facilities such as classrooms, and other inputs such as license fees. Indeed, lost classroom 

instructional time may only be one small fraction of the cost of screening. For school 

psychologists to make informed decisions, practitioners should take into account both the 

effectiveness and the true costs of universal screening measures. 

Cost-Effectiveness Analysis 

Practitioners may confuse cost-effectiveness analysis (CEA) with cost-benefit analysis 

(CBA), although both can be utilized in the school setting. Cost-benefit analysis differs from 

CEA in that benefits are measured only monetarily. For example, a CBA on interventions 

preventing high school dropout would quantify the benefit of an intervention in terms of cost 
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savings to society; people who graduate high school generally use fewer governmental resources 

(e.g., food assistance, subsidized housing, etc.) than those who do not (Levin & Rouse, 2012). In 

this fashion, CBA allows researchers to compare the amount of money required to implement an 

intervention with the amount of money generated or saved by the successful completion of said 

intervention. If the benefits (monetary) outweigh the costs, the intervention or program may be 

adopted. Cost-effectiveness analysis uses effect size metrics as outcome measures, not monetary 

benefit.  

Cost-effectiveness analyses first began as a method for selecting weapons systems during 

the height of the cold war (Levin, 2001) and were quickly adopted in healthcare. Despite the 

widespread use of CEA in these and other fields, researchers in education have been slow to 

embrace the method. Indeed, Levin (1991) conducted a survey that found that less than 1% of 

presentations at a national education conference implemented CEA over three years. Since that 

time, the use of CEA in education has grown substantially, with the number of peer-reviewed 

education articles discussing CEA increasing year over year (Levin, 2001). Despite this welcome 

change, to this point, CEA has not been used in the study of universal academic screening 

methods.  

Cost-effectiveness analysis may be a powerful tool that has been underutilized by those 

studying universal academic screening. Conducting a CEA allows a practitioner to combine 

measures of effect with metrics of cost so that alternatives in intervention, curriculum, 

programming, etc. can be directly rank-ordered. This rank ordering has helped researchers 

determine the most cost-effective programs for decreasing high school drop-out, the relative 

efficiency of interventions at different grade levels, and even the effect of potable drinking water 

on academic outcomes in underdeveloped nations (Levin & McEwan, 2001). It may be that these 
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techniques may also help researchers rank order universal screening methods, a task which as of 

yet has not been undertaken. 

The rationale for conducting a CEA is to quantify the ratio of intervention cost divided by 

intervention effect—researchers refer to this ratio as the cost-effectiveness ratio (ICER). In short, 

a CEA informs a practitioner of how much it costs to obtain a unit of effect size. Interventions 

that are expensive and have relatively small effect sizes will have very large ICERs; 

interventions that are less expensive, but which have relatively large effect sizes will have small 

ICERs. In this way, practitioners can perform CEA on two interventions to identify which has 

the lower ICER—in other words, which is more cost-effective.  

Incremental Cost-Effectiveness Ratios. An ICER is calculated by dividing the total cost 

of an intervention by the effect size of said intervention. The practitioner inputs the cost per 

student of a selected intervention and the intervention’s effect size (e.g., an effect size reported in 

peer-reviewed literature or derived from an efficacy study) to obtain a result.  

When comparing universal screening methods, it is helpful to understand how the ICER 

changes as a function of cost and effect size. If two methods have similar costs—if the value in 

the numerator remains constant—researchers can model ICERs as an exponential function as 

seen in Figure 1. In practical terms, this means that the ICERs of two screening methods with 

relatively small effect sizes will be much further apart than those of two screening methods with 

relatively large effect sizes. As an example, consider two universal screening measures that cost 

$100 per student to implement, with the effects of each measured by the diagnostic accuracy 

metric Diagnostic Odds Ratio (DOR), and with a DOR difference of DORdifference = 1.00. If these 

two screening measures had relatively small DOR of DOR = 9.00 and DOR = 10.00, their 

respective ICERs would be ICER = $11.11 and ICER = $10.00, a difference of $1.11 per student 
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to obtain a one unit increase in DOR. However, if these same measures had relatively large DOR 

(while maintaining a DOR difference of DORdifference = 1.00) of DOR = 39.00 and DOR = 40.00, 

their respective ICERs would be ICER = $2.56 and ICER = $2.50, a difference of only $0.06 per 

student to obtain a one unit increase in DOR. Other considerations for the application of CEA to 

universal academic screening are discussed in Chapter 3.  
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Figure 1. Cost-Effectiveness Ratio as a Function of Effect Size 

 
Figure Notes: Cost-effectiveness ratios as a function of effect size under the condition that cost is 

held constant.  
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This distinction is important as it guides school psychologists in their decision-making 

process in selecting from various universal screening methods. There is a strong diminishing 

return in finding screening methods that are more cost-effective when existing methods already 

have large effect sizes and if costs remain constant. Many screening methods studied fit both of 

these criteria as most screening studies have not attempted to quantify costs (Gersten et al., 

2012). If costs remain undefined, they are unintentionally held constant as there is no variability. 

By holding costs constant by not defining them, practitioners are forced to compare screening 

methods solely using diagnostic accuracy, a practice which may be difficult as many screening 

measures perform relatively well and there is little variability that can be leveraged to help select 

a screening method. 

 When using the ICER to compare two interventions, practitioners must standardize both 

costs and effect sizes. For example, researchers cannot compare an intervention with an effect 

reported in terms of r2 to an intervention with an effect reported in terms of Cohen’s d until they 

transpose these values onto the same scale of measure. Once practitioners standardize both costs 

and effects, ICERs are calculated and used to select the most cost-effective approach.  

 Determining how to select the most cost-effective approach has been addressed primarily 

in the medical literature. Cohen and Reynolds (2008) described the cost-effectiveness plane 

approach. This method involves separating interventions into four quadrants. Two of the 

quadrants are “Dominant” and “Dominated”, reserved for interventions that are more effective 

and less costly or less effective and more costly, respectively (interventions that are cheaper and 

better are considered to be “Dominant”, the opposite being true for “Dominated” interventions). 

The two remaining quadrants are for interventions that are more cost-effective overall due to 
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being less effective but much cheaper, or being more expressive but much more effective. All 

interventions tested using CEA will fall into one of these quadrants. 

 Although this is a useful way of conceptualizing the results of CEA, the CE Plane does 

little to guide researchers in understanding how to select interventions based on ICERs. Paulden 

(2020), identified four steps to help solve this issue. First, the researcher selects the single most 

cost-effective intervention (i.e., the intervention with the lowest ICER). Second, the researcher 

rank orders different interventions by their ICERs from lowest to highest. Third, the researcher 

evaluates the magnitude of difference between ranked ICERs. Finally, sensitivity or scenario 

analyses are used to test the robustness of an intervention’s ICER. For this study, tasks one, two, 

and four were used to determine cost-effectiveness. Levin and McEwan (2001) argued that there 

may be some exceptions to this approach—for instance, one intervention may have a higher 

ICER, but a practitioner may still select it due to a more robust evidence base—but these 

exceptions are outside the scope of this paper.  

Screening Costs. While it is relatively easy for practitioners to determine the effect size 

(i.e., diagnostic accuracy) of a screening method by examining relevant literature, it is much 

more difficult to determine the costs of the same method. Universal screening may have upfront 

costs for purchasing manuals, training programs, etc. which are easy to identify. Other upfront 

costs are also identified without much difficulty. For instance, if a screener requires a school to 

purchase technology such as tablets, a practitioner would very likely recognize the price of the 

tablets as part of the cost of conducting universal screening. However, other resources such as 

building or room usage, faculty time investment, materials such as paper, etc. are very often 

overlooked (Levin, 1975). Researchers refer to these—often hidden—costs as opportunity costs 

(Levin & Belfield, 2015).  
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 Opportunity costs refer to the costs of not using limited resources for something other 

than universal screening. An easily understood example of an opportunity cost is teacher time. 

Imagine a screening method that requires 30 minutes of teacher time to administer. That 30 

minutes of teacher time spent conducting the screening represent an opportunity cost; if the 

intervention was not implemented, it would be expected that the teacher would have 30 more 

minutes per week with which to consult with peers, receive training, plan curriculum, etc. As 

teachers have only a limited number of minutes in a workday, any action that takes up time must 

be taken at the expense of some other action that must now be foregone. A classroom used for 

ACT preparation can no longer be used for a study hall. A computer used for web browsing can 

no longer be used for math intervention.  

 Fortunately, researchers established methods for calculating costs some time ago (Levin 

& McEwan, 2001). Researchers refer to one such technique as the ingredients method. Using this 

method, practitioners list every ingredient required to successfully implement an intervention. To 

accurately calculate the costs of the ingredients (and, by extension, the intervention as a whole), 

school psychologists could use CostOut, a freely available toolkit created by the Center for 

Benefit-Cost Studies of Education (Hollands et al., 2015). CostOut allows the user to estimate 

the cost of a wide variety of ingredients that practitioners require to implement an intervention. A 

researcher can customize the costs of intervention ingredients in the toolkit for many unique 

contexts. For instance, the cost of one hour of paraprofessional support varies widely by where in 

the nation the intervention is taking place. The user can specify that the intervention is taking 

place in the Pacific Northwest and the CostOut toolkit will update intervention ingredients cost 

to take geographical variation in paraprofessional salary into account. For example, the average 

starting salary for a teacher in the District of Colombia is $55,209, compared to $31,418 for a 
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teacher in Montana (National Education Association, 2018). If researchers conducted a CEA 

using the national average starting teacher salary ($39,249) instead of a state or regional average, 

the cost of teacher time could be under- or over-estimated by 41% or 20% respectively.  

 This summary of CEA is cursory and does not include the wide variety of techniques, 

alternatives, and supplementary analyses currently in the literature. Although the scope of this 

dissertation is limited to basic CEA, the methods described are only the most rudimentary 

available to school psychologists. Despite this, even the most basic CEAs are not regularly 

conducted in educational settings (Levin & Belfield, 2015; Hunter, DiPerna, Hart, & Crowley, 

2018).  

Cost-Effectiveness in Medicine 

Educational researchers should be aware of an unintuitive finding from the medical 

literature on CEA that may have substantial impacts on education. Indeed, researchers in the 

medical field have long been enthusiastic about the applications of CEA and have provided much 

of the new methods and techniques that are subsequently adopted in education. Surprisingly, 

long-term studies of medical innovations—especially new drugs and technologies—have shown 

that using CEA increases healthcare spending (Mitchell, 2002). Research has shown that new 

drugs and technologies are usually only adopted when they have been found to have lower 

incremental cost-effectiveness ratios (ICER) than existing drugs and technologies. However, in 

one literature review, of all new medical interventions adopted due to having lower ICERs, only 

approximately 2% of these had lower ICERs because they were cheaper than existing 

interventions while maintaining or increasing effectiveness. In other words, medical 

professionals adopt most new interventions because they are more effective (leading to better 

ICERs) but are almost always more expensive as well (Arbel & Greenberg, 2016). Because of 
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how ICERs are calculated, researchers consider a new intervention to be more cost-effective—

even if it is more expensive—as long as effectiveness also increases dramatically. The best 

outcome in medicine and education would be the adoption of new interventions that cost the 

same or less as current interventions while maintaining or increasing effectiveness; the medical 

literature suggests that this rarely happens. And although medical professionals may consider 

these new interventions to be more cost-effective based on the ICERs, they are almost always 

more expensive than what they are replacing. Because of this, the CEA approach in medicine has 

been criticized as unsustainable as costs will increase indefinitely as long as effectiveness does as 

well.   

 It is unclear at this point whether the same pattern would emerge when using CEA in 

education. Medical researchers have been using CEA rigorously for at least the past three 

decades, whereas the literature on CEA in education is in its infancy. At this point, it appears 

logical to assume that education researchers will be able to conduct CEA on existing 

interventions to make intervention selection more efficient without increasing costs. 

Additionally, the costs of school-based interventions are orders of magnitude cheaper than 

medical technologies and drug development, and education researchers may never encounter the 

issue that medical researchers have. However, it is certainly possible that there may come a time 

when researchers develop increasingly effective but increasingly costly school-based 

interventions that cause costs to spiral upwards as in medicine. More research is needed in this 

area to fully understand the complex interplay between intervention costs and effects in 

education to answer these questions. At this point, medical researchers suggest that it is best to 

talk about CEA, not in terms of cost-saving, but in terms of obtaining greater overall value 

(Neumann, 2004). This language may also be useful in education research.  
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 One study conducted in the medical literature closely resembles this proposed 

dissertation. Keren and colleagues (2002) conducted a CEA on statewide universal hearing 

screening for newborns. This study provides an important proof of concept for the application of 

CEA to universal screening, even though it is unrelated to education. The study compared 

universal screening at birth with passive screening at six-month—researchers consider passive 

screening to be when caregivers seek out hearing screening after noticing hearing issues. The 

authors found that the ICER of passive screening ($69,000) was much higher than the ICER of 

universal screening ($44,000). Although the cost of passive screening is much less to society, the 

detrimental effects of no early intervention resulted in a higher ICER than universal screening. 

Cost-Effectiveness in Education 

Recently, researchers in education and school psychology have shown a renewed interest 

in the study of cost-effectiveness. Barrett and VanDerHeyden (2020) recently published a study 

on the cost-effectiveness of a class-wide mathematics fluency intervention. The 15-minute 

intervention included components such as peer coaching, independent practice, immediate 

feedback, and a class-wide contingency based on performance. The purpose of the study was not 

to compare the ICERs of multiple interventions, but instead to get an accurate understanding of 

the costs associated with implementing the intervention. Importantly, the authors did examine 

how the intervention ICERs changed as a function of race, sex, socioeconomic status, special 

education status, and educational risk level. Barrett and VanDerHeyden (2020), writing on the 

implications of this study, noted that their research provided data for stakeholders to help select 

among mathematics interventions, a very similar approach that is taken in this dissertation.  

Hunter and colleagues (2018) conducted another recent study of CEA in education. The 

researchers examined the Social Skills Improvement System—Classwide Intervention Program 
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(SSIS-CIP), a universal social-emotional intervention. Interestingly, the authors did not compare 

the SSIS-CIP to another intervention, instead opting to examine the cost-effectiveness of a single 

intervention across grades. Using the ingredients method, the authors estimated the cost-

effectiveness ratio (ICER) for implementing the SSIS-CIP in both Grade 1 (N = 60) and Grade 2 

(N = 38) classrooms. The authors found that the average cost of implementing the SSIS-CIP 

across grades (and including start-up and maintenance costs) was $18.99 per student. However, 

the ICER for Grade 1 students was $105.50 compared to an ICER of only $52.75 for Grade 2 

students. Put another way, when implementing the SSIS-CIP intervention, it cost nearly twice as 

much money to obtain a unit of effect in Grade 1 as it did in the second grade. Based on the 

findings that the SSIS-CIP was much more cost-effective in Grade 2, practitioners may decide to 

choose a different intervention for students in Kindergarten or Grade 1.  

 In earlier research, Hollands et al. (2014) conducted a CEA on five programs designed to 

decrease high school dropout. The five programs differed in a variety of ways but the researchers 

deemed all five evidence-based by the What Works Clearinghouse and used the same outcome 

metrics (number of participants who received a high school diploma or general equivalency 

degree) for evaluating effectiveness. Holland et al.’s (2014) results demonstrated the utility of 

CEA and how solely examining effectiveness can mislead practitioners. Two programs, Job 

Corps and National Guard Youth ChallenNGe (NGYG), demonstrated the largest effects. These 

programs graduated the greatest percentage of students in the treatment condition relative to the 

control condition. However, it was, in fact, the program Talent Search that proved to be, by far, 

the most cost-effective. The cost per graduated student for Job Corps (ICER = $131,140) and 

NGYG (ICER = $71,220) dwarfed that of Talent Search (ICER = $30,520); although Talent 

Search did not produce the same percentage of graduates as the other programs, the graduates it 
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did produce were relatively inexpensive. With this information, educators could decide to move 

other programs closer to the Talent Search model, cut programs that are extremely cost-

inefficient, or examine what conditions cause some programs to outperform others. Considering 

the results in terms of cost per graduated student suggest that applying CEA in schools could 

uncover useful information for decision-makers regarding the programs and practices used.   

Harbison and Hanushek (1992) conducted a study to examine the cost-effectiveness of 

eight possible interventions to increase literacy rates in Brazilian schools. These interventions 

included: (a) the provision of drinkable water, (b) the addition of desks to classrooms, (c) 

building new facilities such as bathrooms, (d) the provision of textbooks, (e) the provision of 

writing materials, (f) teacher training programs, (g) increasing teacher education, and (h) 

increasing teacher salaries. The researchers found that the single most cost-effective intervention 

to raise literacy rates among Brazilian students was the provision of textbooks (ICER = $0.26). 

This was followed closely by the provision of writing materials (ICER = $0.37), teacher training 

(ICER = $0.51), and the provision of drinkable water (ICER = $0.52). These are important 

results as the most effective intervention (without regard for CEA) was the building of new 

facilities and bathrooms. However, this intervention was so expensive (ICER = $1.79), that all 

four cost-effective interventions (i.e., textbooks, writing materials, teacher training, and clean 

water) could all be provided together for less. 

In an early application of CEA, Quinn, Van Mondfrans, and Worthen (1984) conducted a 

CEA on a newly designed mathematics curriculum for Grade 6 students. As a measure of effect, 

the authors created a level of implementation measure, where classrooms fell on a spectrum 

between no implementation and total implementation of the new curriculum. The authors 

classified classrooms with low rates of implementation that primarily on the older curriculum as 
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business-as-usual (BAU). The authors then used multiple regression to calculate the expected 

gains on a mathematics criterion measure at each level of implementation. Quinn and colleagues 

also collected contemporaneous cost data at the time of the study. The authors found that the new 

mathematics curriculum—Goal-Based Education Management System Proficiency Mathematics 

(GEMS Math)—was less cost-effective than the BAU curriculum despite being more effective at 

increasing scores on the criterion measure. The ICER of not implementing GEMS math (i.e., 

administering the traditional math curriculum) was $194 while the ICER for GEMS math was 

$288. These results are of interest as they prove that newer curricula, interventions, or methods 

may not always be cost-effective, even if they demonstrate higher effect sizes.  

Applications for Universal Screening 

 As Glover and Albers (2007) have noted, there are multiple considerations when 

selecting a universal screening measure. Perhaps the most important of these is diagnostic 

accuracy or classification accuracy. As such, much of the research on universal screening 

methods has been to quantify the SE, SP, PPV, NPV, AUC, and other metrics of accuracy for 

each screening method available. This has led to some confusion as often the relative differences 

in diagnostic accuracy between different methods are relatively small and difficult to interpret. In 

one example, Gersten and colleagues (2012) conducted a systematic review of screening 

methods for mathematics in middle school. They found 16 studies using 16 different screening 

methods and calculated the predictive validity of each. The authors found that no method had 

predictive validity < .34 and none had predictive validity > .79. Indeed, 6 of the 16 screening 

methods examined had predictive validity between .50 and .55, a small range. Without further 

information, it may be very difficult to select a single measure or even to rank-order all available 

measures based only on a very limited range of diagnostic accuracy indices.   
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 Another important consideration identified by Glover and Albers (2007) is that of cost. If 

researchers cannot discriminate among screening methods based on diagnostic accuracy alone, 

the costs associated with conducting become valuable metrics to measure. While some 

researchers have attempted to address screening costs (Klingbeil et al., 2017; VanDerHeyden et 

al., 2017; VanDerHeyden et al., 2018), to date no systematic cost-analysis has been conducted. If 

researchers analyzed screening costs, significant variability could be found which could be 

leveraged to help select among screening methods. By combining both diagnostic accuracy and 

cost, CEA may be very beneficial in helping researchers and practitioners discriminate among 

screening methods.  

Research Questions 

1. Which individual screening measure is most cost-effective? 

2. Which linear combination of multiple screening measures is most cost-effective? 

3. To what extent does cost-effectiveness analysis reveal differences between screening 

methods relative to diagnostic accuracy? 

4. To what extent are the findings from research questions 1 and 2 robust to variations in 

estimated costs? 

Chapter Three 

Methods 

Extant Data 

This study used extant data collected for a prior study and the methods section will detail 

how these data were collected and previously analyzed. Despite using extant data, this study uses 

novel analyses to answer entirely separate research questions. Data were originally collected as 

part of a study examining mathematics screening methods in middle school (Klingbeil et al., 
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2019). The purpose of the study from Klingbeil and colleagues (2019) was to find which 

screening methods (CBM, MAP, the previous year’s criterion exam) best predicted performance 

on a statewide criterion-referenced test (i.e., the Wisconsin Forward Exam). The district provided 

the researchers with data MAP and Wisconsin Forward Exam data. In addition to reporting the 

diagnostic accuracy indices (e.g., SE, SP) for the screening measures, the researchers also fit 

multiple regression models to create linear combinations of screening methods.  

The diagnostic accuracy results from Klingbeil et al. (2019) were used in this dissertation 

to estimate the Diagnostic Odds Ratios associated with each screening measure and model. In 

addition, Klingbeil et al. (2019) did not address the cost of the screening measures at all, outside 

of reporting the time necessary to collect data using each approach. Using that information as a 

foundation, I collected additional information regarding the ingredients required to estimate the 

cost of each approach in an empirically sound way (Levin & McEwan, 2001).  

Participants and Setting 

 The extant data used to inform this study were collected from students at a large suburban 

district in Wisconsin during the 2016-2017 school year. The Institutional Review Board at the 

University of Wisconsin – Milwaukee approved and managed the study. Participants in the 

original study included students in Grades 6, 7, and 8 at two suburban middle schools in 

Wisconsin. A total of 1,586 students participated in the study. The authors obtained passive 

consent from all participants. Students without consent to participate (n = 7) worked on other 

academic work while the CBM probes were administered. Approximately 69.9% of participants 

identified as White, 16.5% identified as Asian, 6.2% identified as Latinx, 4.3% identified as two 

or more races, 2.9% identified as Black, while less than 1% identified as either Native American, 

Alaskan Native, Native Hawaiian, or Other Pacific Islanders. Approximately 9.0% of students 
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qualified for free or reduced lunch. A small percentage (1.5%) of students were English language 

learners. Roughly 8.6% of students qualified for special education services.   

Measures 

 This study examined three screening measures, the Wisconsin Forward Exam, the 

Measures of Academic Progress, and the AIMSweb Math Concepts and Applications CBM. A 

brief comparison of the three screening measures can be seen in Table 1. 

 Forward Exam. Klingbeil et al. (2019) used the Wisconsin Forward Exam as both the 

criterion measure and a possible screening measure in their study. Students complete the 

Wisconsin Forward Exam, a computerized test, in the spring of the academic year. The exam 

tests four content areas, but for this study, only students’ Mathematics scores were used. The 

Forward Exam takes approximately 108 minutes to complete, per the exam publisher. The 

Wisconsin Forward Exam was designed to align with the Wisconsin Academic Standards in 

mathematics (Wisconsin Department of Instruction, 2016). 

 Information regarding the technical adequacy of the exam was published by the 

Wisconsin Department of Instruction (DPI). For the 2016 Wisconsin Forward Exam, the 

Wisconsin Department of Instruction assessed reliability by calculating Cronbach’s alpha (α = 

.90 to .91), standard error of measurement for raw and scaled scores (2.72 to 2.82), classification 

consistency and accuracy, and inter-rater reliability for select items (Wisconsin DPI, 2016). Also, 

DPI provided evidence for construct and divergent validity. The Wisconsin Forward Exam in 

general—and the Mathematics content area in particular—was found to have adequate reliability 

and validity. The exam classifies students into four levels: (a) Below Basic, (b) Basic, (c) 

Proficient, and (d) Advanced. In the study from Klingbeil and colleagues (2019), the authors 

considered any student who was classified in the Below Basic or Basic levels as not proficient.  
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Ingredients. The Wisconsin Forward Exam assigns roles and responsibilities essential to 

test administration. Specifically, the Wisconsin Department of Public Instruction (DPI) divides 

these roles into two categories, district and school (Wisconsin DPI, 2020a). District roles include 

(a) the district assessment coordinator (DAC) and (b) the district technology coordinator (DTC). 

School roles include the (a) school assessment coordinator (SAC), (b) school technology 

coordinator (STC), and (c) test administrator/proctor. The DAC role is typically filled by an 

administration-level professional, usually with a specialty in academics, multi-tiered systems of 

support, or school psychology. The DTC is usually the district-level information technology (IT) 

director. At the school level, the SAC is normally a principal or vice-principal, the STC the 

school IT coordinator, and the proctor a classroom teacher. 

The DAC coordinates all screening activities between the DTC and individual SACs 

(Wisconsin DPI, 2020a; Wisconsin DPI, 2020b; Wisconsin DPI 2020d). Responsibilities include 

scheduling training, disseminating materials, ensuring schools have resources such as laptops, 

and monitoring the administration of the Forward Exam. The SACs have very similar roles at the 

school level, with the additional responsibility of consulting with the STC (Wisconsin DPI, 

2020e). The DTC is responsible for updating the Insight software to administer the Forward 

Exam, manage district-wide firewalls and IT protocols to ensure adequate access, and manages 

the individual STCs (Wisconsin DPI, 2000a; Wisconsin DPI 2020c). The STC performs 

necessary IT operations at the school level to ensure that hardware, software, and networks are 

ready for testing (Wisconsin DPI, 2020c). Finally, test proctors monitor students throughout the 

testing process, troubleshoot common issues, and report larger issues to SACs and STCs 

(Wisconsin DPI, 2020f). In addition to the personnel ingredients listed above, the Forward Exam 

also requires one laptop per student to be administered. 
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 Measures of Academic Progress. The Measures of Academic Progress (MAP; 

Northwest Evaluation Association, 2011) was one of the screening measures evaluated in the 

study. The Northwest Evaluation Association (NWEA) designed the MAP as a computerized 

adaptive assessment intended to measure student achievement throughout the academic year. The 

MAP consists of multiple choice and short answer type items. The district administers the MAP 

in the fall, winter, and spring to track student progress. The approximate testing time is 45 

minutes. The NWEA divided the MAP into two sections, Reading and Mathematics; only 

students’ mathematics scores were used in the study. The Northwest Evaluation Association 

published extensive data suggesting that the MAP has adequate reliability and evidence of 

content, concurrent, predictive, and construct validity.  

 The MAP reports scores in Rasch Units (i.e., RIT scores), which are consistent across 

time allowing for the direct comparison of tests taken at different points during an academic 

year. MAP Mathematics scores range from 100 to 350. The Northwest Evaluation Association 

published a linking study that matches MAP scores with Wisconsin Forward Exam readiness 

levels (NWEA, 2017).   

 Ingredients. Although MAP testing is in a computer-adaptive format, there are 

significant personnel inputs that must be accounted for when conducting a CEA. The NWEA 

(2020a) provides guidance on assigning roles and responsibilities to schools and districts that is 

useful in conducting a CEA. Three roles are suggested to facilitate testing, while three more are 

recommended to conduct set-up and maintenance. Importantly, the NWEA allows for multiple 

individuals to fill each role, or a single individual to take on multiple roles. Despite this, the 

overall amount of personnel time required to conduct MAP testing should not change depending 

on exactly how schools assign roles; for instance, enrolling a fixed number of students into the 
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MAP platform should take the same amount of total time whether multiple people split the work 

or one person completes enrollment by themselves. 

 The NWEA advises schools and districts to assign a person or people to at least three 

roles to administer MAP testing: (a) school proctors (usually classroom teachers) who oversee 

students while they are testing or (b) a district assessment coordinator (DAC) who oversees the 

entire MAP testing process and enrolls students in the software, and (c) a school assessment 

coordinator (SAC) who monitors the testing status and ensures that all eligible students in a 

school complete MAP testing (NWEA, 2020a). In supporting roles, the NWEA suggests an 

additional two school personnel: (a) a system administrator who manages the MAP platform, 

including granting access to all other individuals, and (b) a data administrator who manages the 

enrollment roster (which students will complete MAP testing at a given time) at the district level.  

 Although the roles suggested by NWEA are generally straightforward, to conduct a CEA 

one should know which school personnel are likely to fill each role and have an estimate of the 

time commitment required. It is important to understand which personnel most probably will 

take on each role as there is a cost difference in personnel time depending on the individual’s 

salary; it is less efficient to assign a school administrator to the role of a school proctor as their 

cost per hour is much greater than that of a general education teacher or even a paraprofessional. 

It is also important to estimate the time commitment required to fulfill each role as this estimate 

allows researchers to derive a total cost for a given personnel ingredient. The NWEA provides 

in-depth training guides which were used to estimate both which personnel are likely to fill each 

role and the time commitment required for each role (NWEA, 2020a; NWEA, 2020b; NWEA, 

2020c). In addition to the personnel ingredients listed above, the MAP requires an annual license 

and one computer per student to be administered.  



38 

 

Math concepts and applications. Math problem-solving skills were also measured using 

AIMSweb Math Concepts and Applications (MCAP) probes (NCS Pearson Inc., 2012). MCAP 

probes were designed based on recommendations by the National Council of Teachers in 

Mathematics focal points and cover a wide array of content areas. MCAP problems require 

students to identify useful information (such as in a word problem) before performing the 

necessary computations to solve the problem. According to the published technical manual, 

MCAP probes have adequate alternate form reliability (r ≥ .86 for all grades) and criterion 

validity (r ≥ .74) between fall MCAP scores and the Illinois Standards Achievement Test (NCS 

Pearson Inc., 2012). In addition, MCAP scores were associated with adequate areas under the 

curve (AUC) values (> .88) when used to predict the Illinois Standards Achievement Test in 

Grades 6 through 8. AIMSweb provided cut-scores at both the 15th and 45th percentiles (NCS 

Pearson Inc., 2011. For MCAP probes, Klingbeil and colleagues (2019) selected cut scores based 

on the 45th percentile. These cut-scores were 11 for Grade 6, 10 for Grade 7, and 8 for Grade 8. 

Ingredients. Of the screening measures evaluated in this study, MCAP appears to be the 

least resource-intensive due to its simplicity to administer. In terms of personnel, MCAP only 

requires one individual (typically a classroom teacher) to administer and score probes (Pearson 

Inc. 2012). An annual license is required to access individual probes. Paper is also a small but 

necessary material ingredient. 



 

 

 

3
9
 

 

 

 

Table 1 

Comparison of the Forward Exam, MAP, and MCAP CBM 

 Forward Exam MAP MCAP 

    

Administration Time 108 minutes Approximately 45 minutes 8 minutes (Grade 6); 10 

minutes (Grades 7 and 8) 

    

Administration Format Computer Computer Paper 

    

Administration Frequency Once per year Thrice per year As frequently as needed 

    

Administration Period Spring Fall, Spring, Winter When needed 

    

Aligned Standards Wisconsin Academic 

Standards 

Common Core Common Core 

    

Use Screening and criterion 

measure 

Screening and progress 

monitoring 

Screening and progress 

monitoring 

    

Developer Wisconsin Department of 

Public Instruction 

Northwest Evaluation 

Association 

Pearson Inc. 
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Procedure 

The district regularly collected universal screening data using the Measures of Academic 

Progress (MAP). The MAP was administered district-wide three times per school year (fall, 

winter, and spring). The NWEA estimates that students in Grades 6 through 8 will take 

approximately 45 minutes to complete the mathematics section of the MAP (NWEA, 2018). 

Students in the district also completed an annual criterion measure of grade-level proficiency, the 

Wisconsin Forward Exam in the spring of 2017. DPI estimates the mathematics section of the 

Forward Exam will take approximately 105 minutes to complete for Grade 6 and Grade 7 

students, and 115 minutes for Grade 8 students (DPI, 2019). Data from the 2016 and 2017 

Forward Exams were collected. Klingbeil et al. (2019) used the 2017 Forward Exam data as the 

criterion measure and the 2016 Forward Exam data as one possible screening method. In other 

words, for a student in Grade 6, their results on the 2016 Wisconsin Forward Exam—completed 

while the student was in Grade 5—are used to predict current academic year criterion measure 

performance.   

The district did not regularly conduct mathematics screening using AIMSweb 

curriculum-based measures (CBM), although these measures were used for diagnostic 

assessment and progress monitoring. As such, school personnel had experience administering 

CBM even though the context of universal academic screening was novel. The researchers and 

graduate students administered math concepts and applications (MCAP) and math computation 

(MCOMP) CBM to students in a class-wide setting. However, I only used data from the MCAP 

in this study, as AIMSweb recently discontinued the use of the MCOMP in the newest version of 

the measures (i.e., aimswebPLUS; NCS Pearson Inc., 2017). Math Concepts and Applications 
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probes take 8 minutes to complete for students in Grade 6 and 10 minutes to complete for 

students in Grades 7 and 8 (NCS Pearson Inc., 2017). 

Graduate students and I conducted fidelity observations of every CBM administration. 

For MCAP, 98% of administration sessions were conducted with 100% fidelity (M = 99.84%). 

After CBM data were collected, the researchers and I hand-scored each probe. Of the 1,522 

MCAP probes, approximately 21% were double scored to check for inter-rater reliability (IRR). 

IRR on the MCAP was 99.4%. The amount of time it took researchers to hand-score probes is 

included as a personnel ingredient in the CEAs for CBM. While the cost of scoring a single 

CBM probe is likely negligible, it must be noted that using CBM for universal academic 

screening requires scoring probes for an entire classroom, grade level, school, or district.  

Prior Data Analysis 

 Klingbeil and colleagues (2019) used the data described above to obtain diagnostic 

accuracy indices for each screening measure using the vendor (or state) provided cut-scores, each 

screening measure using locally-derived cut-scores, and three linear combinations of screening 

methods. Klingbeil and colleagues (2019) calculated diagnostic accuracy for each screening 

measure or a linear combination of measures for each grade, which I used to calculate ICERs. 

Using the ingredients method and the CostOut toolkit, I estimated the total cost per student of 

each screening measure or combination of measures for each grade. Once diagnostic accuracy 

indices and screening costs have been determined, I calculated ICERs for each screening 

measure by grade.  

All data analyses were separated by grade for two reasons. First, stratifying screening 

results by grade is consistent with applied screening practices in schools. Second, by separating 
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analyses by grade, any potential trends in DOR, costs, and/or ICERs that result as a function of 

grade can be identified.  

We calculated descriptive and correlational statistics for each screening measure. We 

then evaluated the diagnostic accuracy of each measure (SE, SP, and DOR) using vendor-

provided cut-scores to predict performance on the 2017 Wisconsin Forward exam. Third, we 

fitted two multiple regression models to predict performance on the 2017 Forward Exam. The 

first model included the 2016 Forward Exam and Fall MAP as predictors, while the second, full 

model added MCAP to the other two measures. Finally, we used the unstandardized predicted 

values from the models to conduct a Receiver Operator Characteristic (ROC) curve analysis.  

A ROC curve is a graphical representation of the SE and SP of a screening measure at all 

possible screening thresholds. With any screening measure, researchers can either increase SE 

(while lowering SP) or increase SP (while lowering SE) by changing the at-risk/not-at-risk 

discrimination threshold on the screening measure (Hajian-Tilaki, 2013). In practical terms, 

researchers and screening measure developers want screeners to meet minimum standards of SE 

and SP (≥ .90 and ≥ .70, respectively). If a screening measure has, for instance, a SE of .85, 

researchers can lower the discrimination threshold to increase the likelihood that students in 

general are categorized as at-risk (thereby ensuring that more students who are actually at-risk 

are captured by the measure). This action comes at a cost, however, as lowering the 

discrimination threshold (per our example above) also has the effect of decreasing SP (and vice 

versa if the discrimination threshold were increased).  

By conducting a ROC analysis, researchers are able to determine what the discrimination 

threshold of a measure should be in order to achieve the desired threshold. Because the two 

linear combinations of measures in this study do not have vendor provided thresholds, ROC 
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curve analyses are necessary to select a threshold where SE ≥ .90 and SP ≥ .70. Once the 

discrimination threshold of a linear combination of measures is selected, indices of diagnostic 

accuracy (such as TP, TN, FP, FN, and DOR) can be derived.  

Missing data. In the extant data set, approximately 6.87% of students were missing data 

on the 2016 Forward Exam, 4.04% on MCAP, 2.08% on the 2017 Forward Exam, and 0.25% on 

the fall MAP. Results of Little’s (1988) missing completely at random (MCAR) test did not 

support the assumption that data were MCAR. I, therefore, assumed that the data were missing at 

random (MAR)—this assumption is not empirically testable but follows suggested procedures 

for multiple imputation (Peugh & Enders, 2004). Indeed, as Graham (2009) has noted, even if 

the assumption of MAR is violated, multiple imputation is still preferred to list-wise deletion. 

Although a violation of MAR would affect the multiple imputation procedure, it would also 

affect list-wise deletion, likely to a greater extent. Klingbeil et al. (2019) imputed 20 data sets 

using student gender, ELL status, SES, special education status, and race/ethnicity as predictor 

variables. Math achievement data were used both as predictor and imputed variables. The 20 data 

sets were pooled with the resulting imputed set used for all analyses. Multiple imputation has 

been shown to introduce less bias into the analyses than list-wise deletion (Peugh & Enders, 

2004). 

Analytic Plan for Research Question 1 

 Diagnostic Odds Ratios. In intervention research, researchers conducting CEA use 

effect sizes such as standardized mean differences, which do not apply to universal screening. As 

there is no widely accepted metric for effect size in universal screening, I used diagnostic odds 

ratio (DOR) values as an effect size for the CEA. In universal screening research, DOR values 

are often used as holistic metrics of overall screener performance (Glas et al., 2003). DOR values 
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range from zero to infinity and represent the likelihood that a screening measure correctly 

classifies a student as at-risk or not-at-risk. The formula for calculating DORs is: 

 

𝐷𝑂𝑅 =  
𝑇𝑃 𝐹𝑁⁄

𝐹𝑃 𝑇𝑁⁄
 (1) 

 

 

Additionally, a 95% confidence interval for DORs can be calculated by obtaining the standard 

error (SE) of the log of the DOR, obtaining a confidence interval using the SE, then calculating 

the antilog of the resulting expression (Glas et al., 2003): 

 

𝑆𝐸(log 𝐷𝑂𝑅) =  √
1

𝑇𝑃
+

1

𝑇𝑁
+

1

𝐹𝑃
+

1

𝐹𝑁
 (2) 

 

log 𝐷𝑂𝑅 ± 1.96𝑆𝐸(log 𝐷𝑂𝑅) (3) 

 

 

A screening measure with a DOR value of exactly 1.0 performs no better than random 

chance—it has no diagnostic value over and above randomly selecting students for intervention. 

As the diagnostic accuracy of a screening measure increases or strengthens, DOR values increase 

(i.e., larger DOR values indicate better screening accuracy). A screening measure with a DOR 

value below one represents a unique scenario; the screening measure so reliably incorrectly 

categorizes students as at-risk or not-at-risk that diagnostic accuracy can be improved simply by 

inverting the measure. DORs are closely related to Youden’s index, another summary metric of 
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diagnostic accuracy, but are more easily interpreted as they do not require linear translation (Glas 

et al., 2003).  

DORs have been used for some time in the literature on universal screening in schools 

and are widely accepted as valid and useful measures of screening accuracy (Kilgus, Methe, 

Maggin, & Tomasula, 2014). There are, however, some criticisms of DORs found in the medical 

literature, particularly that the statistic is not a good predictor of the effectiveness of a screening 

measure or test for a single individual (Pepe, Janes, Longton, Leisenring, & Newcomb, 2004). In 

short, medical researchers argue that even tests with very large DORs tend to not perform 

particularly well when used to classify a single patient due to the variety of covariates that can be 

present; a screening measure for heart disease with a large DOR may still not perform well when 

used on a person who has a genetic predisposition to heart disease, for example. These criticisms, 

while valid, may not apply to research in education or psychology, however. While a universal 

screening measure based on logistic regression that incorporates a wide variety of variables 

would almost certainly perform extremely well in education, this approach is not generally used 

as part of universal screening conducted in schools.  

There are essential elements of DORs that make them an appropriate choice for an 

effective size when evaluating the diagnostic accuracy of screening tools and procedures. First, 

DOR values are interval data represented on a spectrum with an infinite number of possible 

values. Second, DOR values increase as a measure performs better, similar to how measures of 

effect size increase as interventions perform better. Finally, DORs are already widely used to 

compare different screening measures as effect sizes are used to compare different interventions. 

There are, however, some key differences between DORs and traditional effect sizes that should 

be noted. First, DOR values are not true ratio data as a DOR of zero is, practically, meaningless. 
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A screening measure with a DOR < 1.0 will incorrectly classify students at a rate worse than 

random chance. If taken to its logical conclusion, a screening measure with a DOR = 0.0 would 

incorrectly categorize students 100% of the time. Most schools treat screening decisions as a 

dichotomous classification, the decision to intervene or to withhold intervention, a school 

psychologist would only have to perform the inverse action recommended by this hypothetical 

screening measure to correctly provide intervention for every student-at-risk. This thought 

experiment illustrates the problem with rationalizing DOR values below 1.0. With this 

consideration in mind, it is difficult to imagine a screening measure developed in an applied 

setting with a DOR < 1.0. Even a mathematics screening measure that consisted solely of 

geography questions would very likely have a DOR > 1.0 as students who perform better in 

geography are also likely to perform better in mathematics. Despite some minor limitations, 

there appears to be no reason why DORs could not be used in a CEA.  

Ingredients. After calculating diagnostic accuracy, I used the CostOut Toolkit and the 

ingredients method (Levin & McEwan, 2001) to determine costs. Initially, published standards, 

procedures, and supplemental materials for the screening tools I evaluated were used to create a 

preliminary list of ingredients. The ingredients for each screening measure were considered 

without respect for ingredients already defined for other measures. For instance, a laptop of some 

type is required to take both the Measures of Academic Progress and the Wisconsin Forward 

Exam; the cost of the laptop was factored in for each screening measure, even though in practice 

only one laptop could be used for multiple screening measures. This decision was made so as not 

to bias the results of the CEA by arbitrarily selecting which screening measures should bear the 

costs of non-consumable items such as laptop computers or license fees. In other words, by 
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factoring in ingredients independently for each screening measure, one can control for these 

costs to make a direct comparison between measures possible. 

Under the facilities category, I presumed no cost for any of the screening measures. 

Although there are certainly some costs that are associated with classroom use (e.g. heating, 

electricity, cleaning), researchers suggest that facility costs be conceptualized in terms of 

creating new space or renting/buying existing space (Levin & McEwan, 2001) As existing 

classrooms are usually assigned to a particular teacher or academic subject, there is likely no 

additional cost for using a room for academic screening instead of, for instance, general math 

instruction. The cost of janitorial staff, heating/air conditioning, or electricity—for example—

would not be expected to vary as a function of what academic activity is being conducted in a 

classroom. For this reason, facilities costs are not included in the analyses.  

In terms of hardware such as laptops, costs were estimated by calculating percent usage, 

not the cost of purchase. As mandatory state testing is largely computer-based, it can be assumed 

that districts already have hardware available. Despite this fact, it would be incorrect to assume 

that there is no cost associated with using hardware that has been previously purchased. As noted 

by Levin and McEwan (2001) there are real costs with using non-consumable materials such as 

computers. There are maintenance costs (computers degrade over time and usage) as well as 

opportunity costs (a computer used by one student cannot be used by another simultaneously) 

that need to be considered. The CostOut Toolkit allows the user to account for this by defining 

several ingredient conditions. First, I estimated the total cost of the computer or laptop based on 

the CostOut Toolkit’s database of ingredients. Then the expected number of years that a laptop 

or computer can be expected to be used before being replaced was defined. Finally, I calculated 

the percentage of time that the laptop or computer will be used out of an entire school year. By 
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calculating these values, one can estimate how much of the cost of a laptop or computer can be 

attributed solely to its usage for one universal screening measure. An example with the actual 

costs of buying and maintaining a Chromebook for use in MAP screening can be seen below: 

with the given inputs: (a) the cost of a new Chromebook is $166.00, (b) the annual license fee is 

$25.00, (c) the annual damage protection fee is $17.25, (d) the cost of a carrying case is $19.00, 

and (e) the lifetime of the laptop is four years. Note that these costs were provided by the director 

of information technology at a district like that which participated in the study. 
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𝑈𝑠𝑎𝑔𝑒𝑠𝑐𝑟𝑒𝑒𝑛𝑖𝑛𝑔 =  
𝐻𝑜𝑢𝑟𝑠𝑠𝑐𝑟𝑒𝑒𝑛𝑖𝑛𝑔

𝐻𝑜𝑢𝑟𝑠𝑠𝑐ℎ𝑜𝑜𝑙 𝑦𝑒𝑎𝑟
=

.75

1,260
= 0.0006 (4)  

𝐶𝑜𝑠𝑡𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝑟 =  𝐶𝑜𝑠𝑡𝐶ℎ𝑟𝑜𝑚𝑒𝑏𝑜𝑜𝑘 + 𝐶𝑜𝑠𝑡𝐶𝑎𝑟𝑟𝑦𝑖𝑛𝑔 𝐶𝑎𝑠𝑒 + (𝐶𝑜𝑠𝑡𝐿𝑖𝑐𝑒𝑛𝑠𝑒 × 𝑌𝑒𝑎𝑟𝑠𝐶ℎ𝑟𝑜𝑚𝑒𝑏𝑜𝑜𝑘)

+ (𝐶𝑜𝑠𝑡𝐷𝑎𝑚𝑎𝑔𝑒 𝑃𝑟𝑜𝑡𝑒𝑐𝑡𝑖𝑜𝑛 × 𝑌𝑒𝑎𝑟𝑠𝐶ℎ𝑟𝑜𝑚𝑒𝑏𝑜𝑜𝑘) = 166.00 + 19.00 + (25.00 × 4) + (17.25 × 4) = 354.00 

𝐶𝑜𝑠𝑡𝑖𝑛𝑔𝑟𝑒𝑑𝑖𝑒𝑛𝑡 = (
𝐶𝑜𝑠𝑡𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑟

𝑌𝑒𝑎𝑟𝑠𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑟
) × 𝑈𝑠𝑎𝑔𝑒𝑠𝑐𝑟𝑒𝑒𝑛𝑖𝑛𝑔 = (

354.00

4
) × 0.0006 = 0.0531 
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As shown above, the actual cost for the use of a laptop for one-half of a school day 

equates to only about $0.25 per student. This example is useful as it can be used to demonstrate 

the applied value of CEA. Without conducting a CEA, some may be tempted to consider a 

computer an expensive ingredient in screening since computers often cost hundreds of dollars. 

This assumption is largely incorrect as hardware is not a consumable ingredient, meaning that it 

can be used more than once and for purposes other than universal screening. If hardware and 

other non-consumable ingredients are incorrectly classified as consumable, it would mean that 

schools would have to buy laptops solely for universal screening and then dispose of them after a 

single use. This is, of course, inconsistent with how laptops and computers are used in schools. 

Other non-consumable ingredients include licenses for statistical software, facility usage, etc. 

 Not all costs could be estimated using the CostOut Toolkit. Examples of ingredients 

without costs defined by CostOut include license fees for AIMSweb or the MAP, training costs 

such as time spent in instructional seminars, etc. Whenever possible, I obtained these ingredient 

costs directly from the publisher of a particular screening measure. When costs could not be 

estimated either through the CostOut Toolkit or from the measure publishers, I calculated costs 

based on average market rates and interviews with school personnel in charge of purchasing. As 

an example, Chromebooks require a yearly license fee to operate as shown above. The cost of 

this license cannot be found in either the CostOut toolkit or from the manufactures of 

Chromebooks. In this case, I contacted the director of information technology at a large suburban 

school district in Ohio who provided me the exact prices the district pays to supply its students 

with Chromebooks. These costs are similar to those found in the district which participated in 

this study. When prices cannot be found in the CostOut Toolkit, obtained from a publisher, or 

estimated based on expert knowledge, best practice is to look up actual advertised prices of 
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products sold in popular marketplaces (Levin & McEwan, 2001). Indeed, this is one way that 

researchers built the CostOut database—for instance, the price of paper in CostOut is based on 

the price of a ream from Staples in 2018. 

 Another cost that can be defined using the CostOut toolkit is classroom teacher or school 

psychologist time. However, several conditions needed to be defined before a cost could be 

estimated. First, I calculated the total time (in minutes) required by school personnel to 

administer a universal screening measure. The total time may include the time needed for 

training, administering measures, scoring measures, etc. Whenever possible I used exact times 

provided by test publishers—for instance, the NWEA estimates that the MAP will take 

approximately 45 minutes for students to complete. When the time was not provided (as in the 

case of time to score a CBM), I made estimates based on practical considerations and experience. 

For example, I estimated that it takes a teacher or school psychologist approximately one minute 

to score a CBM probe. This number is derived from the actual amount of time it took researchers 

to score CBM probes in previous research (Klingbeil et al., 2019).   

Once the amount of time was estimated, other variables were defined in the CostOut 

Toolkit. The toolkit allows the user to estimate the cost of school personnel time using several 

factors including the number of years of experience, geographic location, and even the cost of 

employee benefits such as health insurance. For instance, a high school teacher with 15 years of 

experience at the national average compensation rate costs $42.59 per hour, whereas a high 

school teacher with only 5 years of experience at the national average compensation rate costs 

only $30.33. It is this ability to disaggregate ingredient costs that make the CostOut Toolkit so 

powerful, but also slightly cumbersome. To ensure that costs are standardized across screening 

measures, I selected ingredients that fulfill the following conditions: (a) national average, (b) 15 
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years of experience, and (c) no special certifications or qualifications. The average benefits 

package for teachers and school psychologists was also calculated using the CostOut Toolkit and 

was combined with estimated salaries to increase accuracy. National averages were used instead 

of regional averages to increase the external validity of the study. I selected 15 years of 

experience as the national average teacher experience (in years) is 13.8 in public schools 

(National Center for Education Statistics [NCES], 2012). 

Once all diagnostic accuracy indices and ingredient costs were defined, the final inputs to 

consider were class and district size. In this study, it is important to understand when to apply 

screening costs to individual students, classrooms, schools, or districts. For example, the 

Wisconsin Forward Exam requires both an STC and DTC for administration. When an STC 

performs necessary network diagnostics, only students in that school benefit, and therefore the 

costs of an STC need to be spread over only those students. Alternatively, when a DTC updates 

the Insight software, every student in the district benefits, and the cost of a DTC’s time needs to 

be spread over every student enrolled in the district. As such, the number of students at the class, 

school, and district levels must be defined. District size was obtained through public records; the 

district that participated in the study serves approximately 7,600 students. As class size in the 

district was not readily available, it was estimated using NCES data. The NCES regularly 

publishes the average classroom size throughout the U.S. In Grades 6 through 8, the average 

class size for a general education classroom is 25.5 (NCES, 2012b). I rounded this up to the 

nearest whole student, for an average class size of 26.  

After diagnostic accuracy indices, ingredient costs, and class sizes were defined, the 

process of calculating ICERs is relatively simple. Ingredient costs were added, with the resulting 

sum divided by the number of students be screened, and the resulting quotient then divided by 
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the measure’s DOR value. The resulting ICERs were compared to understand which universal 

screening measures are the most cost-effective for each grade in the data set. 

 

(
𝐼𝑛𝑔𝑟𝑒𝑑𝑖𝑒𝑛𝑡 𝑐𝑜𝑠𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 𝑠𝑐𝑟𝑒𝑒𝑛𝑒𝑑
)

𝐷𝑂𝑅
 (5)

 

 

Analytic Plan for Research Question 2 

 In order to evaluate the diagnostic accuracy of multiple screening measures, two and 

three individual measures were combined using multiple linear regression similar to procedures 

used by Catts et al. (2001) and Nelson et al. (2016). First, two linear regression models were 

built, both predicting scores on the 2017 Forward Exam. The first model included the 2016 

Forward Exam and the Fall MAP as predictors. The second model included the 2016 Forward 

Exam, Fall MAP, and MCAP as predictors. Once the models were built, the resulting 

unstandardized predicted values (of 2017 Forward Exam scores) were saved for all participants.  

 The unstandardized predicted values were then used to create a ROC curve. A ROC 

analysis requires both a dichotomous criterion variable and a continuous predictor variable. The 

unstandardized predicted values discussed above were saved and used as the continuous 

predictor variable. The dichotomous criterion variable was created by categorizing students as at-

risk or not-at-risk based on their predicted values. The ROC curve analysis first selects an 

arbitrary discrimination threshold, then applies this threshold to participants predicted scores on 

the 2017 Forward Exam, resulting in two groups of participants categorized as at-risk or not-at-

risk. The predicted classifications are compared to students’ actual classification on the 2017 

Forward Exam (i.e., criterion measure) and SE and SP are calculated (using the TP, TN, FP, and 

FN data derived from comparing a participants predicted condition with their actual condition). 
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This process is repeated for every possible value of the discrimination threshold, resulting in a 

graphical plot. These ROC curve plots were used to select discrimination thresholds where SE ≥ 

.90. The resulting TP, TN, FP, and FN produced by selecting this particular discrimination 

threshold were used to calculate DOR for each model respectively. 

 In terms of costs, a two-step process was used. First, the total screening costs (i.e., the 

total costs of all individual ingredients) for each measure in the linear regression was added 

together. Second the cost of two additional ingredients, school psychologist time and an SPSS 

license fee, required to conduct the multiple linear regression and ROC curve analyses were 

calculated. The amount of time to conduct all analyses was estimated based on the amount of 

time it took me to complete them. This amount of time was multiplied by the per minute 

ingredient cost of a school psychologist to obtain a total ingredient amount. Finally, the cost of 

an annual SPSS license was divided by the number of participants in the study to obtain a total 

ingredient cost. These two ingredient costs were added to the sum of the costs of the screening 

measures themselves to obtain a final cost per student when using combinations multiple 

screening measures. More detailed ingredient costs for Research Question 2 can be found in 

Tables A.6 through A.10 in the Appendix. 

Analytic Plan for Research Question 3 

One problem schools and districts encounter when selecting a screening approach from 

several screening measures is a general heterogeneity in diagnostic accuracy estimates. As most 

researchers agree on minimum standards of sensitivity and specificity, a relatively high floor is 

set for screening measures to be considered valid for high-stakes decision making. Because of 

this high floor, screening methods tend to cluster together with relatively high levels of 

diagnostic accuracy, making it difficult to determine which is the most effective for a school or 
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district. An example of this effect can be seen in data collected by Klingbeil et al. (2019). When 

using locally derived cut scores to ensure that every screening method had minimally acceptable 

sensitivity (i.e., SE ≥ .90), Klingbeil and colleagues found little variation in specificity.  

To answer research question four, I calculated the coefficient of variation (CV) for the 

three individual screening measures in the study in terms of both DOR and ICER. The CV is a 

measure of variability that controls for the unit of measurement among a set of numbers (Abdi, 

2010). It can be defined as the ratio of the standard deviation to the mean.  

𝐶𝑉 =  
𝑆𝐷

𝑀
 (6) 

There were three screening approaches evaluated in each grade (9 total). Only individual 

screening measures were evaluated. The two linear combinations of screening measures were not 

evaluated due to issues with intercorrelation; because the two linear models both included the 

same costs for the Forward Exam and the MAP, the standard deviations of the ICERs produced 

these two models would be more similar compared to individual measures with their own unique 

costs. To compute the CV, I first calculated the standard deviation of DOR and ICER values 

across all grades and screening methods. I calculated the mean DOR and mean ICER across all 

grades and individual screening methods. I then estimated the standard deviation of DORs and 

ICERs (respectively) by grade. These value were then divided by the mean DOR and mean ICER 

to obtain a CV.  

For this study, the value of CV is its ability to be used to compare the variance of DOR 

and ICER, two metrics with different units of measure. If the CV is larger for ICER than DOR, 

we can conclude that the results of the CEA provide additional information to differentiate 

between screening measures. 

Analytic Plan for Research Question 4 
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 The ideal method in conducting a CEA is to collect detailed cost information during the 

actual implementation of an intervention, program, or curriculum. However, a post hoc CEA can 

be performed with careful consideration towards accurately estimating costs. In this study, cost 

estimates can be categorized into three tranches: (a) low-level assumptions, (b) mid-level 

assumptions, and (c) high-level assumptions.  

Low-level assumptions include costs that can be estimated with a high degree of accuracy 

and confidence. Costs for ingredients such as the paper required for MCAP, the cost of an annual 

SPSS license needed to conduct multiple linear regression, or teacher time to complete the MAP 

training module involve low-level assumptions; the cost of paper was obtained directly from a 

wholesaler, the cost of an SPSS license was drawn from IBM’s product pricing, and the MAP 

training module is computerized and takes exactly 60 minutes. 

Mid-level cost assumptions are less precisely defined than low-level assumptions, but 

still have a moderate to high degree of accuracy. An example of a mid-level cost assumption 

would be the price of a laptop to administer the Wisconsin Forward Exam or the MAP. One of 

the assumptions required to determine the cost of a laptop is the lifetime of the technology; a 

laptop that lasts three years is inherently more costly to use per minute than a laptop that lasts 

four years. For this example, I spoke with the Director of Technology at a large suburban school 

district in Ohio. The Director of Technology stated that, at their district, laptops are replaced 

every four years (laptops are bought for a cohort of students in Grade 1 and replaced in Grades 5 

and 9). As such, in this study, it was assumed that the life of a laptop was four years (see the 

exact equation for laptop cost on p. 37). While we can say with a moderate to high degree of 

confidence that assumed laptop cost is very similar to real laptop cost, it is possible that different 
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districts have slightly different guidelines on which laptops to purchase, how long they are used 

before being replaced, etc. As such, laptop cost is considered a mid-level assumption. 

High-level cost assumptions are most likely to affect the validity of the analysis results. These 

costs are estimated from sources such as published documents (for instance, technical manuals), 

direct interviews with district staff (for example, the Multi-Tiered Systems of Support District 

Leader at the district where data were gathered), or personal experience (for instance, the amount 

of time required to score a single MCAP probe was estimated based on the writer’s experience 

scoring probes during data collection). Despite this, costs—especially those related to human 

activities such as data entry—can vary greatly as a function of effort, technology, experience, 

etc. The costs in this study most susceptible to these factors are the personnel ingredients at the 

school and district level including inputs such as DTC preparation time for the Wisconsin 

Forward Exam or SAC time to organize and manage the administration of the MAP across an 

entire school. Put simply, there is some variability in the efficiency of school and district staff to 

prepare for and administer universal academic screening. To account for these high-level cost 

assumptions, two sensitivity analyses were conducted. In the first, personnel time inputs that are 

not explicit (such as proctor time, which is static as a function of published testing time) were 

increased by 50%. In the second, those personnel time inputs were decreased by half.   
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CHAPTER FOUR 

Results 

 In this chapter, I report results for research questions 1, 2, 3, and 4. Research question 1 

asked which individual screening measure is the most cost-effective as determined by a CEA. 

Research question 2 asked which linear combination of screening methods is most cost-effective. 

Research question 3 concerns the relative variability between screening measures before and 

after conducting a CEA to determine if CEA provides useful discriminatory information for 

selecting measures. Finally, research question 4 seeks to determine whether the results for 

research questions 1 and 2 are robust to changes in estimated costs. Diagnostic odds ratios (with 

95% confidence intervals), screening measure cost per student, and ICERs (with 95% confidence 

intervals) stratified by are reported in Table 2. The adjusted ICERs derived to answer research 

question 4 can be found in Table 3. Specific ingredient costs and quantities for each screening 

model and subsequent CEA can be found in the Appendix.  

Research Question 1 

 Overall, the most cost-effective screening measure was the Wisconsin Forward Exam 

from the previous year (ICER M = $0.238; range = $0.141 to $0.402). The next most cost-

effective screening measure is the linear combination of students’ scores on the Wisconsin 

Forward Exam and Fall MAP screeners (average ICER = $0.583; range = $0.329, $1.035). The 

ICER for the MAP alone was highly similar (average ICER = $0.612; 95% CI = $0.368, $1.019) 

to the linear combination of the Wisconsin Forward Exam and the MAP.  

 Curriculum-based measurement resulted in much higher ICERs. The MCAP alone 

produced an average ICER of $0.800 (range = $0.436, $1.47), making it over three times less 
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cost-effective than the Wisconsin Forward Exam as a screening measure. When added to the 

linear combination of Wisconsin Forward Exam score and MAP scores, MCAP decreases the 

overall diagnostic accuracy of the model while simultaneously increasing cost, leading to the 

highest average ICER of $0.848 (range = $0.481, $1.493). Full results broken down by screening 

measure and stratified by grade can be seen below.



 

 

 

6
0
 

Table 2     

DOR, Cost per Student, and ICER by Screening Method and Grade 

Method Grade DOR [95% CI] Cost/Student ICER [range] 

     

Prior Year Forward Exam     

 6 20.938 [12.654, 34.670]  $7.57 $0.361 [$0.218, $0.598] 

 7 41.580 [24.333, 71.052] $7.57 $0.182 [$0.106, $0.311] 

 8 47.047 [27.133, 81.578] $8.01 $0.170 [$0.098, $0.295] 

MAP     

 6 31.936 [18.766, 54.379] $19.40 $0.608 [$0.357, $1.034] 

 7 26.244 [16.204, 42.505] $19.40 $0.739 [$0.456, $1.197] 

 8 39.582 [23.483, 66.716] $19.40 $0.490 [$0.291, $1.827] 

MCAP     

 6 15.878 [8.038, 31.364] $10.99 $0.692 [$0.350, $1.367] 

 7 9.835 [5.733, 16.872] $11.08 $1.126 [$0.657, $1.932] 

 8 19.051 [9.893, 36.687] $11.08 $0.582 [$0.302, $1.120] 

Forward + MAP     

 6 40.267 [22.264, 72.828] $27.82 $0.691 [$0.382, $1.250] 

 7 43.759 [24.946, 76.759] $27.82 $0.636 [$0.362, $1.115] 

 8 66.772 [38.172, 116.908] $28.27 $0.423 [$0.242, $0.751] 

Forward + MAP + MCAP     

 6 39.018 [21.893, 69.708] $38.81 $0.995 [$0.557, $1.777] 

 7 42.751 [24.384, 74.951] $38.90 $0.910 [$0.519, $1.595] 

 8 61.618 [35.513, 106.913] $39.35 $0.639 [$0.368, $1.108] 

     

Note. The range for ICERs are derived by multiplying the cost per student value by the upper and lower 95% CI values for each DOR.
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Prior Year Forward Exam. Relative to other individual screening measures, the prior 

year Forward Exam demonstrated the greatest diagnostic accuracy—as measured by diagnostic 

odds ratios—for all students in Grades 7 (DOR = 41.580; 95% CI = 24.333, 71.052) and 8 (DOR 

= 47.047; 95% CI = 27.133, 81.578). The prior year Forward Exam did not perform as well for 

Grade 6 students (95% CI = 20.938; range = 12.645, 34.670) relative to the MAP, which 

demonstrated the greatest diagnostic accuracy of any individual measure in grade six. Overall, 

the prior year Forward Exam had an average DOR of 36.523 (95% CI = 21.370, 62.433) across 

grades. 

The Wisconsin Forward Exam had lower costs per student than any individual measure 

or combination of measures in every grade. For Grades 6 and 7, the cost per student was $7.57, 

whereas in Grade 8 the cost per student was $8.01. The increase in costs in Grade 8, relative to 

other grades, is due to the increased administration time of the measure for Grade 8 students. The 

Wisconsin Forward Exam administration time is ten minutes longer for Grade 8, leading to 

increased costs in both materials (laptop usage) and personnel (teacher proctoring time). It 

should be noted that, while both materials and personnel costs increased with the additional 

administration time, the vast majority of the greater cost was due to teacher proctoring time (the 

additional laptop usage only amounted to about a penny per student increase). The average cost 

per student across all grades to administer the Wisconsin Forward Exam was $7.76. 

 Due to the relatively high diagnostic accuracy of the prior year Forward Exam, combined 

with its low cost, the ICERs for each grade were the lowest of any individual or combination of 

screening measures. In Grade 6 the ICER was $0.361 (range = $0.218, $0.598), in 7 $0.182 

(range = $0.106, $0.311), and in 8 $0.170 (range = $0.098, $0.295). Overall, the average ICER 

for the Wisconsin Forward Exam across grades was $0.238 (range = $0.141, $0.402). These 



62 

 

results suggest that the most cost-effective method of conducting universal academic screening 

in middle school would be using data from the previous year’s criterion measure. 

MAP. In terms of single screening measures, the MAP had the greatest diagnostic 

accuracy in Grade 6 (DOR = 31.936; 95% CI = 18.776, 54.379). It underperformed relative to 

the Wisconsin Forward Exam in Grades 7 (DOR = 26.224; 95% CI = 16.204, 42.505) and 8 

(DOR = 39.582; 95% CI = 23.483, 66.716), but had greater diagnostic accuracy in all grades 

than MCAP CBM probes. For all middle school grades, the MAP had an average DOR of 32.587 

(95% CI = 19.484, 54.533) 

 The MAP was the most expensive screening method tested in this study, with an average 

cost per student across grades of $19.40, well over twice the cost of the Wisconsin Forward 

Exam and nearly twice the cost of MCAP. The high cost of the MAP is almost entirely due to the 

individual licensing fee required to administer it to each student; the annual MAP license 

accounted for approximately 70% of the total cost per student. The MAP was the only screening 

measure evaluated that did not have an average cost per student that varied as a function of 

grade, making average costs more meaningful. 

 Although the MAP performs well as an individual screening measure (i.e., meeting 

established standards of diagnostic accuracy), its expense makes it a less cost-effective screening 

method than the previous year’s Wisconsin Forward Exam. In Grade 6 the ICER was $0.608 

(range = $0.357, $1.034), in 7 $0.739 (range = $0.456, $1.197), and in 8 $0.490 (range = $0.291, 

$0.826). Overall, the average ICER for the MAP across grades was $0.612 (range = $0.368, 

$1.019). In terms of cost-effectiveness, using MAP scores alone for universal screening 

represents an over two-fold increase in cost per unit of diagnostic accuracy (i.e., DOR) as 

opposed to the Wisconsin Forward Exam. 
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MCAP. The MCAP CBMs performed markedly worse than all other screening methods 

evaluated on screening accuracy. The MCAP did not meet the minimum suggested requirements 

for universal academic screening (i.e., sensitivity ≥ 0.90 and specificity ≥ 0.70) in any grade. 

Regarding DOR, the MCAP underperformed all other measures and methods in Grades 6 (DOR 

= 15.878; 95% CI = 8.038, 31.364), 7 (DOR = 9.835; 95% CI = 5.733, 16.872), and 8 (DOR = 

19.051; 95% CI = 9.893, 36.687). Across grades, the average DOR for MCAP was 14.921 (95% 

CI = 7.888, 28.308). 

 Although MCAP did not demonstrate adequate diagnostic accuracy, it was relatively 

inexpensive to administer, costing only about half of the MAP. The average cost per student 

across grades was $11.05. For Grade 6, the cost per student was $10.99, while in Grades 7 and 8 

the cost per student was $11.08. As with the Wisconsin Forward Exam, the difference in cost 

between grades was a function of increased administration time. Much like the MAP, the MCAP 

licensing fee accounted for a large amount of the cost per student. While the average cost per 

student across grades was $11.05, the license fee was $6.50, or 59% of the total. 

 The average ICER for MCAP in Grades 6, 7, and 8 was $0.800 (range = $0.436, $1.473). 

The MCAP was less cost effective than any other measure or combination of measures in grades 

6 (ICER = $0.692; range = $0.350, $1.367), 7 (ICER = $1.126; range = $0.657, $1.932) and 8 

(ICER = $0.581; range = $0.302, $1.120). Despite the relatively low cost of administering 

MCAP and other CBM, the low diagnostic accuracy of these probes made them the least 

efficient method of screening analyzed in this study. 
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Research Question 2 

 Using two multiple linear regression models predicting the criterion measure (i.e., the 

2017 Wisconsin Forward Exam), I combined information from the Forward Exam and MAP and 

then the Forward Exam, MAP, and MCAP into a single predicted 2017 Forward Exam score. 

Full regression results for each model are shown in Table 3. I used the predicted values as a 

composite screening score to determine each student’s risk status. Risk status was derived using 

unstandardized predicted values in a Receiver Operator Curve analysis, allowing for the 

selection of a cut score where sensitivity ≥ .90. I then created a dichotomous risk variable based 

on this threshold and used that to calculate DOR for each screening model. 

  Forward + MAP. The first model combined the prior year Forward Exam and the MAP. 

This linear combination resulted in greater diagnostic accuracy than any individual screening 

measure in isolation. When combining the prior year Forward Exam and the fall MAP, the DOR 

across grades was 50.266 (95% CI = 28.461, 88.832). The DOR for Grades 6, 7, and 8 were 

40.267 (95% CI = 22.264, 72.828), 43.759 (95% CI = 24.946, 76.759) and 66.772 (95% CI = 

38.172, 116.908), respectively.  

In terms of costs associated with administering multiple screening measures, it is 

important to account not only for the combination of costs for each screening measure but the 

time and materials required to build the multiple linear regression models themselves. The cost 

per student of the linear combination of screening methods then includes the cost of each 

measure alone, plus the cost of school psychologist time to run the analyses, as well as the cost 

of a commonly used statistical analysis program (SPSS 27.0). The average cost per student 

across grades for Wisconsin Forward + MAP was $27.97. In Grades 6 and 7, the cost per student 

was $27.82, while in Grade 8 it was $28.27. 
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Table 3 

Multiple linear regression results by grade and model 

Grade Model Predictor B 95% CI SE t p 

6 Forward + MAP Intercept -67.664 [-105.176, -30.152] 19.132 3.537 <.001 

  2016 Forward Exam 0.465 [0.355, 0.575] 0.056 8.318 <.001 

  Fall MAP 1.809 [1.486, 2.133] 0.165 10.978 <.001 

        

 Forward + MAP +MCAP Intercept -10.789 [-62.915, 41.337] 26.578 0.406 .685 

  2016 Forward Exam 1.565 [1.211, 1.918] 0.180 8.681 <.001 

  Fall MAP 0.444 [0.334, 0.554] 0.056 7.930 <.001 

  MCAP 0.594 [0.227, 0.962] 0.188 3.169 .002 

        

7 Forward + MAP Intercept -69.435 [-108.308, -30.561] 19.832 3.501 <.001 

  2016 Forward Exam 0.468 [0.353, 0.584] 0.059 7.959 <.001 

  Fall MAP 1.799 [1.464, 2.134] 0.171 10.522 <.001 

        

 Forward + MAP +MCAP Intercept -20.072 [-73.500, 33.356] 27.257 0.736 .461 

  2016 Forward Exam 1.637 [1.285, 1.990] 0.180 9.109 <.001 

  Fall MAP 0.436 [0.319, 0.554] 0.060 7.276 <.001 

  MCAP 0.560 [0.145, 0.975] 0.212 2.646 .008 

        

8 Forward + MAP Intercept -63.792 [-101.823, -25.762] 19.403 3.288 .001 

  2016 Forward Exam 0.359 [0.268, 0.451] 0.046 7.736 <.001 

  Fall MAP 2.048 [1.737, 2.359] 0.159 12.919 <.001 

        

 Forward + MAP +MCAP Intercept -14.589 [-69.155, 39.977] 27.838 0.524 .600 

  2016 Forward Exam 1.852 [1.506, 2.198] 0.177 10.487 <.001 

  Fall MAP 0.345 [0.253, 0.436] 0.047 7.387 <.001 

  MCAP 0.561 [0.117, 1.005] 0.226 2.479 .013 

Note. SPSS multiple linear regression utilizing imputed data does not produce β values 
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Despite the increased diagnostic accuracy obtained by combining the Wisconsin Forward + 

MAP, the costs of administering both measures and building the multiple linear regression 

models made this method much less cost-effective than simply administering the Wisconsin 

Forward Exam alone. The ICER across grades for Wisconsin Forward + MAP was $0.583 (range 

= $0.329, $1.035). In Grade 6 the ICER was $0.691 (range = $0.382, $1.250), in Grade 7 the 

ICER was $0.636 (range = $0.362, $1.115), and in Grade 8 the ICER was $0.423 (range = 

$0.242, $0.741).  

Forward + MAP + MCAP. The linear combination of the Wisconsin Forward Exam, 

MAP, and MCAP resulted in greater average diagnostic accuracy (DOR = 47.795; 95% CI = 

27.245, 83.857) than any individual screening measure, but performed worse than the linear 

combination of only the Wisconsin Forward Exam and MAP (DOR = 50.266). The inclusion of 

MCAP resulted in less diagnostic accuracy as, in this study, MCAP was found to be a 

substandard screening method. This result suggests that the quality of the screening method may 

be more important when making screening decisions than the number of screeners administered. 

The DOR for the linear combination of Forward + MAP + MCAP varied substantially as a 

function of grade; DOR for the linear model was 39.018 (95% CI = 21.893, 69.708) for Grade 6, 

42.751 (95% CI = 24.284, 74.951) for Grade 7, and 61.618 (95% CI = 35.513, 106.913) for 

Grade 8.  

  As three individual screening methods are administered, this linear combination was the 

costliest approach evaluated in this study. After factoring in school psychologist time to conduct 

the analyses and the cost of the statistical software use, this linear combination of screening 

methods resulted in an average cost per student across all grades of $39.02. In Grade 6 the cost 

per student was $38.81, in Grade 7 $38.90, and in Grade 8 $39.35. These costs represent a five-
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fold increase compared to the Wisconsin Forward Exam alone and are almost twice the cost of 

the MAP alone. Relative to the linear combination of Forward + MAP, the full model has an 

average cost increase of 40% and an average DOR decrease of 5%.  

 Indeed, the linear combination of Forward + MAP + MCAP had the highest average 

ICER of any screening method in this student. Across Grades 6, 7, and 8, this linear combination 

had an ICER of $0.848 (range = $0.481, $1.493). In Grade 6, the ICER was $0.995 (range = 

$0.557, $1.777), in Grade 7 $0.910 (range = $0.519, $1.595), and in Grade 8 $0.639 (range = 

$0.368, $1.108). The linear combination of all three individual screening measures was the least 

cost-effective screening approach in the study. 

Research Question 3 

Of the three individual screening measures evaluated in this study, the DOR CV across all 

grades was 0.46. When costs were factored in, ICER CV across all grades was 0.54. These results 

suggest that performing a CEA does increase variability among screening measures. This result 

can be seen in practical terms when comparing the Forward Exam and the MAP. These measures 

are relatively similar in terms of DOR (Forward average DOR = 36.52, MAP average DOR = 

32.59), but diverge in terms of ICER (Forward average ICER = $0.24, MAP average ICER = 

$0.61). 

Research Question 4 

The first sensitivity analysis increased high-level cost assumptions by 50%. In this 

sensitivity analysis, the average cost per student across grades for the Wisconsin Forward Exam 

increased from $7.72 to $8.05 while the average ICER increased from $0.238 to $0.248. For the 

MAP, the cost per student increased from $19.40 to $20.04; the average ICER increased from 
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$0.612 to $0.632. For MCAP, the average cost per student rose from $11.05 to $11.63 while the 

average ICER rose from $0.800 to $0.841. Similar modest increases in cost and ICER were 

found for both linear combinations of screening measures. For the Wisconsin Forward Exam and 

the MAP, a 50% increase in high-level assumption personnel costs results in an approximately 

4% increase in ICER, while for MCAP the increase resulted in a 5% increase in ICER. Full 

results can be found in Table 3. 

These results suggest that the CEAs conducted in this study are quite robust to variations 

in high-level cost assumptions. Indeed, for the Forward Exam to become a less cost-effective 

screening method than the MAP—the second most cost-effect single screening method 

evaluated—high-level cost assumptions would need to be increased by approximately 3,214%. 

To highlight the large degree of difference required to make the Wisconsin Forward Exam less 

cost-effective than the MAP, the time input of the SAC—for example—to prepare and 

administer the Forward Exam would need to increase from 15 hours to approximately 482 hours, 

or over 60 working days.
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Table 4        

Sensitivity Analyses by Screening Method and Grade 

Method Grade Original 

Cost/Student 

Original 

ICER 

50% Increase 

Cost/Student 

50% Increase 

ICER 

50% Decrease 

Cost/Student 

50% Decrease 

ICER 

        

Forward        

 6 $7.57 $0.361 $8.29 $0.396 $6.84 $0.327 

 7 $7.57 $0.182 $8.29 $0.199 $6.84 $0.164 

 8 $8.01 $0.170 $8.74 $0.186 $7.29 $0.155 

MAP        

 6 $19.40 $0.608 $20.04 $0.627 $18.77 $0.588 

 7 $19.40 $0.739 $20.04 $0.763 $18.77 $0.715 

 8 $19.40 $0.490 $20.04 $0.506 $18.77 $0.474 

MCAP        

 6 $10.99 $0.692 $11.59 $0.728 $10.42 $0.656 

 7 $11.08 $1.126 $11.65 $1.184 $10.51 $1.069 

 8 $11.08 $0.582 $11.65 $0.611 $10.51 $0.552 

Forward + MAP        

 6 $27.82 $0.691 $29.20 $0.715 $26.46 $0.657 

 7 $27.82 $0.636 $29.20 $0.658 $26.46 $0.605 

 8 $28.27 $0.423 $29.65 $0.438 $26.91 $0.403 

Forward + MAP + MCAP        

 6 $38.81 $0.995 $40.79 $1.034 $36.88 $0.945 

 7 $38.90 $0.910 $40.85 $0.646 $36.97 $0.865 

 8 $39.35 $0.639 $41.29 $0.663 $37.42 $0.607 
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 The second sensitivity analysis decreases high-level cost assumptions by 50%. In this 

analysis, the average cost per student across grades for the Wisconsin Forward Exam decreased 

from $7.72 to $6.99 and the average ICER decreased from $0.238 to $0.215. For the MAP, the 

cost per student decreased from $19.40 to $18.77 while the average ICER decreased from $0.612 

to $0.592. For MCAP, the average cost per student fell from $11.05 to $10.48 while the average 

ICER fell from $0.800 to $0.759. As in the first sensitivity analysis, the pattern of small 

decreases was found in both multiple linear regression models as well. With a 50% decrease in 

high-level assumption personnel cost, Wisconsin Forward Exam average ICER decreased by 

9.7%, MAP average ICER decreased by 3.3%, and MCAP average ICER decreased by 5.1%.  

 Practically speaking, decreases in high-level cost assumptions are even less impactful 

than cost increases as they are lower bound at zero. For example, even if high-level assumption 

costs for the MAP are decreased to nothing—where the MAP is prepared and administered 

without any school or district personnel other than a teacher proctoring, an almost impossible 

condition to imagine—the MAP is still far less cost-effective than the Wisconsin Forward Exam. 

Indeed, when these personnel costs are omitted entirely, the average ICER of the MAP only 

decreases from $0.612 to $0.572 (compared to an average ICER for the Forward Exam of 

$0.238).  
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CHAPTER FIVE 

Discussion 

 The purpose of this dissertation is to help stakeholders make more informed decisions 

when selecting universal mathematics screening measures in middle school. There is a debate in 

the literature as to how to balance the need for measures that are accurate and for those that are 

efficient in terms of resources such as time and money. A corpus of research has been focused 

solely on the diagnostic accuracy of screening methods, but little attention has been paid to 

conducting rigorous studies on the costs of these methods. To help address these issues, I utilized 

CEA to determine which universal mathematics screening measures in middle school are most 

cost-effective, whether or not the use of CEA may provide more variability between screening 

methods to aid schools in selecting an approach, and to test the robustness of CEA results to 

changes in costs. 

Summary of Results 

Research question 1. The most cost-effective screening method examined in this study 

was the previous year’s Forward Exam, beating out even linear combinations of multiple 

measures. The prior year Forward Exam had the highest diagnostic accuracy and the lowest cost 

per student of any individual screening method. The high diagnostic accuracy of the Forward 

Exam can reasonably be assumed to be the result of multiple factors. One of the simplest 

explanations is that the Forward Exam takes about twice as long to complete at the MAP, and 

over ten times as long to complete as a CBM. The MAP and CBM emphasize balancing 

accuracy administration time as they are intended for use as screening measures; the Forward 

Exam, as a criterion measure that is only given once yearly, is substantially longer and more 
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weighted heavily towards accuracy at the expense of a longer administration time. The 

administration format of the Wisconsin Forward Exam is only marginally changed year over 

year. Although the MAP and MCAP measure similar mathematics skills as the Forward Exam, 

the formats used to evaluate those skills are quite different. In short, it is reasonable to presume 

that, as the screening measure becomes more like the criterion measure in terms of format, 

diagnostic accuracy should increase. An additional consideration is student motivation. State-

wide accountability testing has become an important benchmark and schools have significant 

incentives to perform at high levels. Schools and districts may be more likely to encourage 

students to give their best effort on state-wide testing as opposed to other screening methods 

such as MAP or CBM—which are administered multiple times per year.  

The Forward Exam was also the least costly of any screening method analyzed. The 

explanation for this result is apparent in the data—the Forward Exam benefits greatly by not 

having an annual license fee for use. Licensing fees appear to be unique among the various 

screening ingredients; they must be paid on a per-student basis and greatly affect the overall cost 

per student of a screening measure. Licensing fees are not charged to districts as the State of 

Wisconsin incurs much of the cost of developing and administering this state-mandated test. 

Other costs, such as teacher time, can be spread evenly over many students, greatly reducing the 

cost of any individual ingredient per student. As an example, the Wisconsin Forward Exam 

requires a substantial input of time from the School Assessment Coordinator, usually a vice-

principal or another administrator. In the CEA conducted, the cost of this one personnel 

ingredient was $1,127.87. But because the work of one SAC affects all students, this cost is 

divided by the number of students in a school, greatly reducing its impact (in this example, SAC 

time cost per student was $0.71). The cost of a license fee—for example, the $13.50 fee per 
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student to administer the MAP—cannot be spread over many students; although $13.50 is a 

small amount relative to the cost of a SAC, the cost recurs for every single student who takes the 

MAP. 

The MAP was the second most cost-effective screening measure. It was easily the 

costliest screening method examined (largely due to annual licensing fees) but had relatively 

high diagnostic accuracy. In fact, the MAP was the most accurate single screener for Grade 6 

students in this study. There do appear to be patterns that emerge when examining ICERs by 

grade. Screening costs tended and diagnostic accuracy tended to increase as a function of grade. 

Both these trends could be explained by increased administration time on the MCAP and the 

Forward Exam. As students aged, the MCAP CBM and Forward Exam consisted of more 

questions, leading to increased costs in terms of proctor time and likely increased diagnostic 

accuracy. Another factor that may be driving this trend was the actual increase in risk seen by 

grade. For all three screening measures, the proportion of true positives (the indication that 

students are not meeting proficiency) increased from Grade 6 to Grade 7, and from Grade 7 to 

Grade 8. It may be the case that risk is simply more pronounced in older grades, leading to 

increases in diagnostic accuracy. While interesting, any apparent trends emerging as a factor of 

age need to be considered with caution until replicated in other studies.   

While the MAP was not as cost-effective as the Forward Exam, it may have additional 

benefits that were not considered in this study. Although a CEA is a useful and valid way to 

consider both costs and effects, it is limited in scope. A cost-benefit analysis (CBA) can 

incorporate advantages that are not measured in effect sizes. In the case of the MAP, one can 

readily identify possible benefits relative to the Forward Exam that are not quantified by 

diagnostic accuracy alone. Students move in between districts and States, meaning they may not 
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have the previous years’ state-wide test data to be used as a screening method. The Forward 

Exam is only given once per year, making progressing monitoring difficult. The State of 

Wisconsin does not provide as many data utilization tools as many private companies such as the 

NWEA. What is it worth to have a screening measure that results in data for all students as 

opposed to most, is given thrice instead of once, or provides results that are easier to consume by 

school and district staff? These benefits are almost certainly worth something, but they must be 

evaluated using CBA.  

Despite requiring the fewest resources to administer, the least cost-effective screening 

method examined was the MCAP. The MCAP resulted in very low diagnostic accuracy, below 

even acceptable standards. This lack of screening precision was not offset by MCAP’s relatively 

low cost. Indeed, even if one eliminates the $6.50 license fee for MCAP and only factors in the 

cost of teacher proctoring and scoring, it still is not as cost-effective as the Wisconsin Forward 

Exam. Much like the MAP, however, MCAP may have additional benefits that could not be 

addressed using CEA. One consideration is the additional resources that come as a part of the 

MCAP licensing fee. MCAP is only one of the CBM that users gain access to as part of 

Pearson’s AIMSweb testing tools. If administering multiple CBM in multiple subjects, the cost 

of the license fee would be spread over an increasing number of students, or, in another sense, a 

school psychologist could obtain much more data than MCAP alone could provide without 

paying additional fees. Assuming most school staff would choose to use multiple CBM and not 

MCAP alone, the cost per student of MCAP is likely overestimated in this study.  

Another factor that might lead school personnel to use CBM for screening is immediacy. 

MCAP is the only screening method examined that can provide usable data within minutes of 

administration. This allows teachers and school psychologists to intervene quickly, potentially 
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ameliorating students’ underperformance before they fall behind. CBM are, because of their 

short administration time and immediate results, also ideal for progress monitoring. While the 

Forward Exam and MAP give far more accurate predictions of future performance based on a 

single screening administration, neither are ideal for tracking student growth. CBM can be 

administered multiple times per week if needed and can provide useful data for making even 

high-stakes decisions such as special education qualification. The value of having a screening 

measure that can be administered repeatedly and whenever needed cannot be determined using 

CEA, but it almost certainly exists.  

Research question 2. The most effective linear combination of screening approaches is 

Forward Exam + MAP. Although this combination was far more expensive than any individual 

measure, it also resulted in the highest diagnostic accuracy of any method or combination of 

methods. Of the 1,587 students who completed both the Forward Exam and the MAP, only 55 

(3.5%) would be categorized as false negatives (the most problematic screening error) using this 

method. In comparison, for the Forward Exam by itself, the false-negative rate is over 11%. 

Although diagnostic accuracy is highest using this approach, the Wisconsin Forward Exam alone 

remains the most cost-effective approach overall due to its low cost. Despite coming in second in 

terms of cost-effectiveness, the linear combination of Forward + MAP should be strongly 

considered when school personnel select a screening approach. By using two sources of data, 

school psychologists can address the issue of students moving in and out of districts and states, 

can get some idea of the degree of regression students experienced over the summer, and can be 

sure that the fewest number of students who need early intervention will be missed during 

screening.  
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The linear combination of Forward + MAP + MCAP was the least cost-effective 

screening method examined in this study. A combination of exorbitant cost per student—over 

five times the cost of the Forward Exam alone—and decreased diagnostic accuracy resulting 

from the inclusion of MCAP in the model makes this screening approach one that should likely 

be avoided. Although this linear combination does result in higher diagnostic accuracy than any 

individual screening measure, the results of the CEA indicate that it would be more efficient for 

schools and districts to use a less costly screening approach and utilize the savings elsewhere. As 

an example, by choosing to use the Forward Exam only instead of the full linear combination, 

schools would save $31.30 per student (using the costs calculated for this study). When this is 

aggregated for all students who participated, it results in a cost-savings of $49,673.10—about 

80% of the cost of hiring an early career teacher full-time with benefits.  

This result highlights the utility of conducting CEA. If the goal of school personnel is to 

select the best screening measure without concern for costs, a simple comparison of diagnostic 

accuracy indices can be conducted. But for almost all schools, costs are a real factor of concern. 

By conducting a CEA, the school in question could select the most cost-effective screening 

approach (the previous year’s Forward Exam) instead of a less cost-effective one (such as the 

linear combination of Forward + MAP + MCAP). In this scenario, there is only a small decrease 

in DOR (from average DOR = 47.795 to average DOR = 36.522), but many costs are avoided. 

Indeed, with the money saved, this school could pay the salary (without benefits) of a full-time 

early career teacher, purchase 25 new SMART Boards, or have 80% of the funds needed to 

construct—from scratch—a math intervention room that can serve four to five students at a time 

(Hollands et al., 2015).  
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Research question 3. One problem schools and districts encounter when selecting a 

screening approach from several screening measures may be a general lack of variance in 

diagnostic accuracy. As most researchers agree on minimum standards of sensitivity and 

specificity, a relatively high floor is set for screening measures to be considered valid for high-

stakes decision-making. Because of this high floor, screening methods tend to cluster together in 

terms of diagnostic accuracy, making it difficult to determine which may be the most effective 

for a school or district. For example, using the data collected for this study, when local cut-scores 

are created so that every screening measure has SE ≥ .90, the SP of the MAP, Forward Exam, 

and the linear combination of both had SP values of .78, .79, and .83, respectively. With SP 

among the three methods so similar, it is easy to see how the selection of one approach can be 

difficult.  

However, by combining both information on diagnostic accuracy and cost, the selection 

of one method becomes somewhat easier. The CV of DOR between screening methods was .46, 

compared to .54 when using ICER. This result suggests that using CEA provides more 

information about the differences between screening measures, decreasing homogeneity and 

making the ultimate selection of one method over another simpler for stakeholders.   

 Research question 4. As this study used post-hoc estimates of most screening costs, it is 

reasonable to question whether the results for research questions 1 and 2 are robust to potential 

estimation decisions. Results demonstrate that the overall findings of this study—such as the fact 

that the Forward Exam was the most cost-effective single screening method—do not change 

even with large adjustments to ingredients costs. Despite increasing and decreasing high-level 

cost assumptions by 50%, ICERs remained remarkably stable. When costs estimates were 
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increased, ICERs increased by only $0.025 across all screening approaches. When cost estimates 

were decreased, ICERs fell by only $0.031 across all approaches. 

If one attempted to imagine the most ideal conditions for the primary results of this study 

to be invalidated, it would include under-estimates of high-level assumption costs for some 

measures and over-estimates for others. If we assume this is the case (to test the robustness of the 

primary results), high-level cost assumptions for the MAP could be reduced to zero (resulting in 

an adjusted average ICER of $0.572) while costs for the Forward could be radically increased. In 

this example, even considering an administration of the MAP without any personnel other than a 

teacher proctor, the high-level cost assumptions of the Forward Exam would still need to be 

increased by 3,004% to make it less cost-effective than the MAP overall.  

 Taken together, the results of these two sensitivity analyses strongly support the 

robustness of the primary analysis results against even large changes in high-level cost 

assumptions. The principal reason for this is that these types of costs—where larger assumptions 

need to be made—make up a relatively small portion of costs overall. For example, the MAP 

licensing fee alone is more than high-level assumption personnel costs by a factor of 10. 

Although it is almost certainly the case that the high-level assumptions made about personnel 

costs in this study are not exactly accurate to real-world conditions of preparing and 

administering universal academic screening, they are almost certainly not erroneous enough to 

substantively impact the results of this study.   

Exploratory results. One exploratory question that arose during this study was whether 

findings from the medical literature—that screening costs tend to outpace screening accuracy as 

more complex screening approaches are developed—could be found in these data. In the best-

case scenario, where a school or district moves from using the best single screening method (the 
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Forward Exam) to the best linear combination of screening methods (Forward + MAP), DOR 

increases by 79.46% while cost per student increases by 119.83%. These percentage changes 

were calculated by averaging out DOR and cost per student of all three individual screening 

measures evaluated in the study and comparing them to the DOR and cost per student of Forward 

+ MAP. These preliminary results suggest that, in general, administering multiple high-quality 

screening measures may increase costs more than it increases diagnostic accuracy. It should be 

noted that these findings must be interpreted with caution. The association between costs 

outpacing accuracy more complex screening approaches may only hold for the exact conditions 

of this study. Selecting different individual screening methods than those used in the study, 

combining those methods into different linear combinations, or increasing the number of 

measures included in a linear model could change drastically change the relationship between 

increased costs and increased DOR. 

Results in the Context of Previous Research. Previous research has attempted to 

consider the costs of universal academic screening when examining diagnostic accuracy 

(VanDerHeyden et al., 2018; Klingbeil et al., 2019). VanDerHeyden and colleagues (2018) 

concluded that although the MAP was slightly more effective than CBM, the MAP was hindered 

by the high cost of administration. The present study supports part of the conclusion as results 

show that the MAP is over twice as costly as CBM. However, despite being more costly than 

CBM, MAP is more cost-effective due to its greater diagnostic accuracy. This shows the 

potential value of applying CEA to universal screening rather than trying to estimate the costs 

rudimentarily and comparing similar diagnostic accuracy metrics.  

Klingbeil et al. (2019) listed screening approaches by cost category: (a) negligible, (b) 

minimal, (c) more costly, and (d) most costly. Importantly, Klingbeil and colleagues examined 
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the effect of creating local cut-scores (i.e., discrimination thresholds) which this study did not 

consider. Screening approaches were categorized based on what screening measures were 

already being implemented in the district. In other words, as the district was already 

administering both the Forward Exam and the MAP, the cost of those approaches were 

categorized “negligible” as they required no new inputs of time or money.  In the “minimal cost 

category” Klingbeil et al. (2019) listed the 2016 Forward Exam (with local cut scores), the MAP 

(with local cut-scores) and the linear combination of the 2016 Forward Exam and the MAP. The 

authors suggested this categorization was due to the minimal amount of time required to estimate 

local cut-scores (using similar procedures to those used in the study). In the “more costly” 

category was MCAP because it required the administration of a novel measure that was not 

currently being administered by the district. Finally, the linear combination of the Forward 

Exam, MAP, and MCAP were in the “most costly” category as it required the collection of new 

data and additional statistical analyses to interpret. Notably, Klingbeil et al. (2019) did not 

provide an operational definition of these costs.  

The results of this study, which calculated costs much more systematically, largely 

support these conclusions from Klingbeil and colleagues. The Forward Exam does indeed appear 

to be the least costly approach while any linear combination of approaches appears to be the 

most expensive. However, while Klingbeil et al. categorized MCAP as more costly, the results of 

this dissertation suggest that MCAP may be better categorized with the Forward Exam as 

minimally costly. It is important to note that, once diagnostic accuracy is factored in, MCAP 

appears to be an inferior screening method, despite being relatively inexpensive compared to 

other measures.  
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The results of this study differed from one suggestion from VanDerHeyden and Burns 

(2018). In their article, the authors stated that administering more than one screening measure is 

more costly and does not improve diagnostic accuracy. While this may indeed be the case in 

some instances, the results of the current study suggest that using multiple high-quality screening 

measures in conjunction (such as the Forward Exam and the MAP) can indeed increase 

diagnostic accuracy. And although administering multiple measures is almost certainly more 

costly than administering a single measure, that may not mean multiple measures are less cost-

effective. In the study it was found that the combination of the 2016 Forward Exam and the MAP 

was more cost-effective than either the MCAP or MAP alone.  

Results in the Context of Screening Costs. Two factors that may have an effect on 

conducting CEA on universal academic screening methods were not considered as a part of this 

study. First, many measures used for universal screening can be used for multiple purposes. For 

instance, the MAP is typically administered three times per year and can be used to help monitor 

the progress of students (and classrooms and schools) within and across school years. Similarly, 

MCAP can be used to measure student progress in response to intervention and as part of a 

comprehensive special education evaluation. Further, the cost of a license to use MCAP also 

includes the entire AIMSweb suite of CBMs which can be used to assess student skills in 

additional areas of reading and math. In short, the cost of many screening measures can be 

conceptualized in terms of utility. If a school or district is using the MAP for both screening and 

progress monitoring, the cost of the MAP can be adjusted downward when conducting a CEA on 

screening alone, thereby accounting for the fact that the tool has multiple purposes. Because the 

scope of this study was limited solely to academic screening and not, say, progress monitoring, 
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the costs (such as licensing fees) were not adjusted. The best method for estimating how these 

costs should be adjusted is an important unanswered question and a direction for future research. 

Another factor that should be noted is the lack of a licensing fee for the Forward Exam. 

Licensing fees are essential to private businesses that must take in revenue to pay for the high 

cost of measure development. The Forward Exam, however, has no such fees as it is created, 

tested, and validated by the Wisconsin DPI. In this way, the Forward Exam is considered a 

public good, and the costs of developing and updating the measure are covered by Wisconsin 

taxpayers. This fact highlights the importance for practitioners to have a strong conceptualization 

of a CEA before it is performed. If this study were aimed at conducting a CEA on the Forward 

Exam from a State or Federal government standpoint, the cost of developing the Forward Exam 

should be included in the CEA as those funds could potentially be used on other government 

programs. The CEAs in this study were, however, not conducted from the standpoint of 

governments but of individual schools and districts. Although it most certainly costs money to 

develop and maintain the Forward Exam, those costs are not shared by schools through licensing 

fees or other revenue generation. As such, these costs were excluded from the analyses in this 

study. 

Limitations 

 Several limitations must be acknowledged for this study. The largest factor impacting the 

external validity of these results are the screening measures tested. The results of this study will 

only hold when using the same screening measures in a similar district. Using a different 

criterion measure, different screening approaches, different time points (such as winter for the 

MAP instead of fall), or even modes of administration (many CBM are not computerized, for 

instance) would all very likely affect the results. As more research in this area is conducted, it 
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may be possible to identify trends in the cost-effectiveness of various screening approaches that 

can be used to create general principles. But as this is the first study to use CEA in universal 

academic screening, it will remain important for schools and districts to conduct their own CEA 

when attempting to determine the most cost-effective screening approach. 

A second limitation is the calculation of ingredient costs. Despite sensitivity analyses that 

demonstrate the robustness of results to changes in high-level assumptions, there are simply too 

many variables to consider when conducting a post-hoc CEA. For example, when calculating the 

cost for the Data Administrator ingredient of the MAP, I choose to assume that the process of 

enrolling students into the MAP roster would be from scratch. While this is a reasonable 

assumption for a school or district that has never administered the MAP, it is not for schools and 

districts that regularly administer the screener. Once the initial roster is built, it only needs to be 

updated with students matriculating into or out of a school or district, a time commitment that 

should be much less than building a roster from scratch. Although this decision did not impact 

the main findings (it was shown in the sensitivity analyses that one could eliminate all personnel 

ingredients other than a proctor and the MAP would still not be as cost-effective as the Forward 

Exam), it certainly affects the derived ICERs. In future research, every effort should be made to 

collect exact costs during screening preparation and administration instead of post-hoc 

assumptions. 

 A third limitation is the inability of CEA to incorporate benefits not measured in effect 

sizes. Conducting a CEA on mathematics screening measures suggests that the only metrics of 

interest are cost and diagnostic accuracy. There are many other factors that schools and districts 

may consider when selecting a screening approach such as the delay between test administration 

and data analysis, the usability of data to inform decision making, the degree to which student 
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progress can be monitored, or the usefulness of the screening measures to inform other decisions 

required in MTSS frameworks. The results of this study suggest that using the previous year's 

Forward Exam is the most cost-effective screening method for schools to use to predict math risk 

in middle school. However, this should not be interpreted as prescriptive. Schools and districts 

with highly mobile student populations, for instance, may decide rightly that another screening 

approach is more desirable as it has the benefit of producing data for all students, regardless of 

how long they have been in a district. 

 Fourth, equity is an issue that was not addressed in this study but should be considered by 

all researchers and practitioners. A CEA should be considered as one tool for selecting 

mathematics screening measures. Universal screening is an essential component of MTSS, but 

MTSS itself can rest on spurious assumptions for schools and districts with large proportions of 

marginalized students. The MTSS model in general, and the RTI model in particular, work on 

the assumption that only a small percentage of students in a school will require academic 

intervention. In schools struggling to contend with the opportunity gap, this is seldom the case. 

Indeed, in a large urban district that neighbors the district that participated in this study, only 

approximately 16% of students reached proficiency in mathematics on the 2018 Forward Exam. 

In such districts, the utility of any universal screening at all is questioned; if over 80% of 

students likely require some type of tier II or tier III mathematics intervention, it may be more 

cost-effective to eliminate screening entirely and dedicate those resources to interventions 

delivered at tier I. 

 A final limitation concerns my assumption of perfect utilization when calculating 

ingredient costs. The costs for ingredients such as laptops or teacher time are calculated by 

dividing the total cost per year of the ingredient by the amount of time that it is required to 
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administer a screening measure. In the case of both teacher time and laptops, this method for 

calculating costs assumes perfect utilization of ingredients outside of screening. If a laptop were 

in use for any academic activity for every minute of every school day, it would be perfectly 

utilized and the cost of use per minute can be easily calculated (as it was in this study). It is 

unreasonable, however, to expect this to be the case. Laptops require charging, are not used in 

every class or for every project, etc. When ingredients are not perfectly utilized, they become 

more expensive. If a laptop, for instance, was bought by a district but only ever used for MAP 

testing, then the entire cost of the laptop would have to be used in a CEA on math screening. 

Although the idea of purchasing a laptop for use two or three times a year is as farfetched as 

expecting perfect utilization, it is almost certainly the case that the costs of many ingredients 

were inflated in this study due to imperfect utilization. 

 Utilization is also a concern when considering licensing fees. For both the MAP and 

CBM, the annual license fee was included as an ingredient cost. However, for both measures, the 

license fee provides more than just a screening measure for mathematics. As discussed above, 

both the MAP and MCAP CBM are used for progress monitoring as well. Ideally, researchers 

would determine how often MAP data (for instance) were used as screening data in a school 

year, and how often they were used as progress monitoring data. The license fee ingredient 

would then be adjusted to reflect this split.  

Implications and Future Directions 

 This study provides several findings that demonstrate the utility of CEA on universal 

mathematics screening in middle schools. By conducting CEA, variability among screening 

methods was increased making selection easier, ICERs were calculated for three screening 

measures and two combinations of measures, and the cost-effectiveness of combining certain 
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screening approaches was supported. When costs are measured as a normal practice of 

administering academic screening in mathematics, conducting a CEA appears to be a relatively 

inexpensive and useful tool to help schools choose a screening approach.  

 While broad recommendations are not appropriate given the lack of corroborating 

research in this area, some preliminary suggestions for practice can be made. Schools and 

districts will likely find benefits in regularly conducting CEA to help make difficult decisions 

such as determining an approach to universal screening in mathematics. Using the previous 

year's criterion measure as a screener for the following year appears to be the most cost-effective 

approach to universal middle school screening in mathematics and should be considered for 

more widespread adoption. Additional screening measures such as the MAP should likely only 

be considered for usage if they meet minimum standards of diagnostic accuracy. When multiple 

high-quality screeners are administered, it appears to be a good use of time and resources to have 

school psychologists combine these data using multiple linear regression. Finally, using CEA 

may help schools and districts serve their students more effectively by making more efficient use 

of limited resources. 

 One consideration that schools and districts will have to contend with is the 

heterogeneous nature of screening approaches and criterion measures across the nation. While 

this study examined MCAP, MAP, and the Forward Exam as they are widely used (or required) 

in Wisconsin, other States use different criterion measures and may use different screening 

approaches. Despite this fact, schools and districts can apply the method for conducting CEA 

that was employed in this study, regardless of the actual measures used. For schools that do not 

use the MAP or CBM for screening purposes, stakeholders should first determine which 

screening measures are currently being used and which screening measures may be likely to be 
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adopted in the future. Practitioners may then pilot said screening measures to obtain local 

diagnostic accuracy data or utilize data provided by the screening vendor or peer-reviewed 

research. In addition, the Every Student Succeeds Act requires that all states administer an 

annual statewide test of reading/language arts and math. The methods used to evaluate the 

Forward Exam in this study can be applied to other similar annual statewide tests.  

The National Center on Intensive Intervention (NCII), developed by the American 

Institutes for Research (and supported by the United States Department of Education) compiles a 

database of screening measures used all over the country (NCII, 2020). Each measure is 

categorized by classification accuracy, technical standards, and usability and can be a useful tool 

for stakeholders when attempting to determine which screening measures might be adopted by 

schools or districts. After one or more screening measures are selected for a CEA, schools should 

use their individual end-of-year statewide test as a criterion measure to evaluate the diagnostic 

accuracy of the screening approaches selected. In this fashion, schools and districts can conduct 

their own CEA on universal academic screening using local measures as opposed to those 

selected for analysis in this study. 

One potential future direction of CEA research in universal academic screening is the 

possible inclusion of extant data in screening. At this point, universal academic screening does 

not factor in student-level data that could be used to make more accurate screening decisions. A 

student’s risk status in previous academic years, socio-economic status, or attendance rates may 

provide additional useful information in predicting student performance. It is possible that these 

data could be used in conjunction with academic screening data to increase diagnostic accuracy 

without increasing costs. There are, however, some drawbacks to this approach.  
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Socio-economic status or attendance data may be correlated with other student-level 

characteristics such as ethnicity. The inclusion of these types of data into a universal academic 

screening approach may result in unintended segregation of students. For example, if two 

students attain the same score on the MAP, but one student qualifies for free-and-reduced lunch 

(FRL) whereas the other does not (and these data were included with MAP data in a linear or 

logistic regression), the student who qualifies for FRL could be classified as at-risk whereas the 

student who does not qualify could be classified as not-at-risk. Although this may indeed be the 

correct decision at the student level, it is not hard to imagine how this approach at the school, 

district, or State level may lead to widespread tracking that is, at least in part, based on non-

academic factors such as family income.  

 Further research is required to both validate and extend the results of this study. 

Additional studies examining many different screening methods and criterion measures can help 

extend the implications of this study to other districts and other States that do not commonly use 

the MAP or Forward Exam. Research conducting CEAs with exact ingredient costs instead of 

post-hoc cost estimations should add additional legitimacy to the field of study. Researchers can 

extend the findings of this study by conducting cost-benefit analyses to account for factors that 

cannot be readily quantified in CEA. Finally, replicating this study in a district with a larger 

proportion of marginalized students and families can help verify that conducting CEA is an 

equitable practice.   

Conclusion  

 Researchers and practitioners have debated which universal academic mathematics 

screening measures are best for utilization in schools for some time. Widespread adoption of the 

MTSS model requires some form of academic screening to ensure that students requiring more 
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intensive intervention are identified. Metrics of diagnostic accuracy are traditionally used to 

select screening approaches, but many screening measures cluster on this metric. A CEA was 

conducted that demonstrated increased variability among measures, identified the most cost-

effective approaches, and validated the practice of combining multiple measures using multiple 

linear regression.  

 This study provides initial evidence of the utility of conducting a CEA to evaluate 

universal academic screening. Schools and districts could follow similar steps to estimate the 

diagnostic accuracy of their screening procedures and estimate the associated costs to conduct 

empirically valid CEA in order to help make decisions about universal academic screening. It 

has corroborated previous research in showing that are indeed substantial cost differences in 

screening approaches and expanded on that research by combining data on cost and diagnostic 

accuracy. The results of this study appear to be very robust to errors in the estimation of costs, 

further providing evidence that stakeholders can conduct CEA prior to actually implementing 

any new screening approach. These results demonstrate the need for further research into this 

emerging field and provide some initial guidance for practitioners attempting to select screening 

measures. 
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APPENDIX 

 In this appendix, the reader will find tables showing ingredient costs in more detail. 

Tables A.1 through A.10 present individual ingredient costs for each individual and linear 

combination of screening measures, stratified by grade when costs change as a function of grade. 

Table A.11 shows the cost of personnel ingredients by screening method. Tables A.12 through 

A.14 present personnel costs as a function of price, quantity needed (in minutes), and the number 

of students served. 
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Table A.1 

Ingredients Required for the 2016 Forward Exam Grade 6 & 7 

Category Ingredient Cost/Student 

   

Personnel Classroom Teacher (training) $1.309 

 Classroom Teacher (administration) $4.581 

 District Assessment Coordinator (training) $0.005 

 District Assessment Coordinator (preparation and administration) $0.258 

 School Assessment Coordinator (training) $0.036 

 School Assessment Coordinator (preparation and administration)  $0.711 

 District Technology Coordinator (training) $0.014 

 District Technology Coordinator (preparation and administration) $0.193 

 School Technology Coordinator (training) $0.044 

 School Technology Coordinator (preparation and administration) $0.292 

   

Facilities N/A  

   

Materials Computer (administration) $0.124 

   

Other N/A  

   

Grand Total  $7.566 

   

 



 

 

 

1
0
5
 

Table A.2 

Ingredients Required for the 2016 Forward Exam Grade 8 

Category Ingredient Cost/Student 

   

Personnel Classroom Teacher (training) $1.309 

 Classroom Teacher (administration) $5.017 

 District Assessment Coordinator (training) $0.005 

 District Assessment Coordinator (preparation and administration) $0.258 

 School Assessment Coordinator (training) $0.036 

 School Assessment Coordinator (preparation and administration)  $0.711 

 District Technology Coordinator (training) $0.014 

 District Technology Coordinator (preparation and administration) $0.193 

 School Technology Coordinator (training) $0.044 

 School Technology Coordinator (preparation and administration) $0.292 

   

Facilities N/A  

   

Materials Computer (administration) $0.136 

   

Other N/A  

   

Grand Total  $8.014 
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Table A.4 

Ingredients Required for the MCAP Grade 6 

Category Ingredient Cost/Student 

   

Personnel Classroom Teacher (training) $2.618 

 Classroom Teacher (administration) $0.349 

 Classroom Teacher (scoring) $1.134 

   

Facilities N/A  

   

Materials Annual License $6.500 

 Paper (administration) $0.390 

   

Other N/A  

   

Grand Total  $10.991 
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Table A.5 

Ingredients Required for the MCAP Grade 7 & 8 

Category Ingredient Cost/Student 

   

Personnel Classroom Teacher (training) $2.618 

 Classroom Teacher (administration) $0.436 

 Classroom Teacher (scoring) $1.134 

   

Facilities N/A  

   

Materials Annual License $6.50 

 Paper (administration) $0.390 

   

Other N/A  

   

Grand Total  $11.078 
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Table A.6 

Ingredients Required for the 2016 Forward Exam + MAP Grade 6 & 7 

Category Measure Ingredient Cost/Student 
    

Personnel    

 Forward Classroom Teacher (training) $1.309 

  Classroom Teacher (administration) $4.581 

  District Assessment Coordinator (training) $0.005 

  District Assessment Coordinator (preparation and administration) $0.258 

  School Assessment Coordinator (training) $0.036 

  School Assessment Coordinator (preparation and administration)  $0.711 

  District Technology Coordinator (training) $0.014 

  District Technology Coordinator (preparation and administration) $0.193 

  School Technology Coordinator (training) $0.044 

  School Technology Coordinator (preparation and administration) $0.292 

    

 MAP Classroom Teacher (training) $2.618 

  Classroom Teacher (administration) $1.963 

  District Assessment Coordinator (preparation and administration) $0.258 

  School Assessment Coordinator (preparation and administration) $0.711 

  Systems Administrator (preparation and administration) $0.061 

  Data Administrator (preparation) $0.239 

    

Facilities  N/A  

    

Materials Forward Computer (administration) $0.124 

    

 MAP Annual License $13.50 

  Computer (administration) $0.053 

    

Other  School Psychologist (data analysis) $0.037 

  SPSS Annual License $0.813 

    

Grand Total   $27.819 
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Table A.7 

Ingredients Required for the 2016 Forward Exam + MAP Grade 8 

Category Measure Ingredient Cost/Student 
    

Personnel    

 Forward Classroom Teacher (training) $1.309 

  Classroom Teacher (administration) $5.017 

  District Assessment Coordinator (training) $0.005 

  District Assessment Coordinator (preparation and administration) $0.258 

  School Assessment Coordinator (training) $0.036 

  School Assessment Coordinator (preparation and administration)  $0.711 

  District Technology Coordinator (training) $0.014 

  District Technology Coordinator (preparation and administration) $0.193 

  School Technology Coordinator (training) $0.044 

  School Technology Coordinator (preparation and administration) $0.292 

    

 MAP Classroom Teacher (training) $2.618 

  Classroom Teacher (administration) $1.963 

  District Assessment Coordinator (preparation and administration) $0.258 

  School Assessment Coordinator (preparation and administration) $0.711 

  Systems Administrator (preparation and administration) $0.061 

  Data Administrator (preparation) $0.239 

    

Facilities  N/A  

    

Materials Forward Computer (administration) $0.136 

    

 MAP Annual License $13.50 

  Computer (administration) $0.053 

    

Other  School Psychologist (data analysis) $0.037 

  SPSS Annual License $0.813 

    

Grand Total   $28.267 
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Table A.8 

Ingredients Required for the 2016 Forward Exam + MAP + MCAP Grade 6 

Category Measure Ingredient Cost/Student 

    

Personnel    

 Forward All Personnel Costs $7.442 

 MAP All Personnel Costs $5.850 

 MCAP All Personnel Costs $4.101 

    

Facilities  N/A  

    

Materials Forward All Materials Costs $0.124 

 MAP All Materials Costs $13.553 

 MCAP All Materials Costs $6.890 

    

Other  School Psychologist (data analysis) $0.037 

  SPSS Annual License $0.813 

    

Grand Total   $38.810 
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Table A.9 

Ingredients Required for the 2016 Forward Exam + MAP + MCAP Grade 7 

Category Measure Ingredient Cost/Student 

    

Personnel    

 Forward All Personnel Costs $7.442 

 MAP All Personnel Costs $5.850 

 MCAP All Personnel Costs $4.188 

    

Facilities  N/A  

    

Materials Forward All Materials Costs $0.124 

 MAP All Materials Costs $13.553 

 MCAP All Materials Costs $6.890 

    

Other  School Psychologist (data analysis) $0.037 

  SPSS Annual License $0.813 

    

Grand Total   $38.897 
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Table A.10 

Ingredients Required for the 2016 Forward Exam + MAP + MCAP Grade 8 

Category Measure Ingredient Cost/Student 

    

Personnel    

 Forward All Personnel Costs $7.878 

 MAP All Personnel Costs $5.850 

 MCAP All Personnel Costs $4.188 

    

Facilities  N/A  

    

Materials Forward All Materials Costs $0.136 

 MAP All Materials Costs $13.553 

 MCAP All Materials Costs $6.890 

    

Other  School Psychologist (data analysis) $0.037 

  SPSS Annual License $0.813 

    

Grand Total   $39.345 
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Table A.11     

Personnel Ingredient Cost Breakdown 

Method Ingredient Price (hourly) Fringe Benefit Rate % Total Price per Minute 

     

Forward Classroom Teacher $44.77 52.02 $1.134 

 Instructional Coordinator (DAC) $31.87 54.08 $0.818 

 Principle (SAC) $48.80 54.08 $1.253 

 District IT Manager (DTC) $47.51 54.08 $1.220 

 School IT Specialist (STC) $30.51 52.02 $0.773 

     

MAP Classroom Teacher $44.77 52.02 $1.134 

 Instructional Coordinator (DAC) $31.87 54.08 $0.818 

 Principle (SAC) $48.80 54.08 $1.253 

 School IT Specialist (Systems Administrator) $30.51 52.02 $0.773 

 Administrative Assistant (Data Administrator) $19.16 47.96 $0.472 

     

MCAP Classroom Teacher $44.77 52.02 $1.134 

     

Note. District Assessment Coordinator (DAC), School Assessment Coordinator (SAC), District Technology Coordinator (DTC), School 

Technology Coordinator (STC) 
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Table A.12 

Forward Exam Personnel Ingredient Price x Time / Number of Students   

Grade Ingredient Total Price 

per Minute 

Real Minutes 

Required 

Total Number of 

Students  

Cost per 

Student 

       

6 & 7 Classroom Teacher (training) $1.134 105 $34.030 26 $1.309 

 Classroom Teacher (administration) $1.134 30 $119.104 26 $4.581 

 DAC (training) $0.818 45 $36.829 7600 $0.005 

 DAC (preparation and administration) $0.818 2400 $1964.212 7600 $0.258 

 SAC (training) $1.253 45 $56.393 1587 $0.036 

 SAC (preparation and administration)  $1.253 900 $1127.866 1587 $0.711 

 DTC (training) $1.220 90 $109.798 7600 $0.014 

 DTC (preparation and administration) $1.220 1200 $1463.976 7600 $0.193 

 STC (training) $0.773 90 $69.572 1587 $0.044 

 STC (preparation and administration) $0.773 600 $463.813 1587 $0.292 

       

8 Classroom Teacher (training) $1.134 115 $34.030 26 $1.309 

 Classroom Teacher (administration) $1.134 30 $130.447 26 $5.017 

 DAC (training) $0.818 45 $36.829 7600 $0.005 

 DAC (preparation and administration) $0.818 2400 $1964.212 7600 $0.258 

 SAC (training) $1.253 45 $56.393 1587 $0.036 

 SAC (preparation and administration)  $1.253 900 $1127.866 1587 $0.711 

 DTC (training) $1.220 90 $109.798 7600 $0.014 

 DTC (preparation and administration) $1.220 1200 $1463.976 7600 $0.193 

 STC (training) $0.773 90 $69.572 1587 $0.044 

 STC (preparation and administration) $0.773 600 $463.813 1587 $0.292 

       

Note. District Assessment Coordinator (DAC), School Assessment Coordinator (SAC), District Technology Coordinator (DTC), School 

Technology Coordinator (STC) 
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Table A.13      

MAP Personnel Ingredient Price x Time / Number of Students  

Ingredient Total Price 

per Minute 

Real Minutes 

Required 

Total Number of 

Students  

Cost per 

Student 

      

Classroom Teacher (training) $1.134 60 $68.059 26 $2.618 

Classroom Teacher (administration) $1.134 45 $51.045 26 $1.963 

DAC (preparation and administration) $0.818 2400 $1964.212 7600 $0.258 

SAC (preparation and administration) $1.253 900 $1127.866 1587 $0.711 

Systems Admin. (preparation and administration) $0.773 600 $463.813 7600 $0.061 

Data Admin. (preparation) $0.472 3840 $1814.250 7600 $0.239 

      

Note. District Assessment Coordinator (DAC), School Assessment Coordinator (SAC), District Technology Coordinator (DTC), School 

Technology Coordinator (STC) 
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Table A.14 

MCAP Exam Personnel Ingredient Price x Time / Number of Students   

Grade Ingredient Total Price 

per Minute 

Real Minutes 

Required 

Total Number of 

Students  

Cost per 

Student 

       

6 Classroom Teacher (training) $1.134 60 $68.059 26 $2.618 

 Classroom Teacher (administration) $1.134 8 $9.075 26 $0.349 

 Classroom Teacher (scoring) $1.134 26 $29.492 26 $1.134 

       

7 & 8 Classroom Teacher (training) $1.134 60 $68.059 26 $2.618 

 Classroom Teacher (administration) $1.134 10 $11.343 26 $0.436 

 Classroom Teacher (scoring) $1.134 26 $29.492 26 $1.134 

       

Note. District Assessment Coordinator (DAC), School Assessment Coordinator (SAC), District Technology Coordinator (DTC), School 

Technology Coordinator (STC) 
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Table A.15 

 

Diagnostic Accuracy of the Current Screening Practices and Minimally Intensive Changes, Adapted from Klingbeil et al. (2019) 

 
Intensity of the 

Changes 

Measure  

(Cut Score) 
 Grade TP FP TN FN  SE [95% CI] SP [95% CI]  

N/A  

(Current Practice) 
MAP 

(Vendor) 

 6 117 24 321 49  .70 [.66, .74] .83 [.79, .87]  

 7 134 31 340 56  .71 [.67, .75] .90 [.87, .93]  

 8 187 24 254 50  .79 [.75, .83] .84 [.80, .88]  

            

Negligible 

 (Data Available) 

2016 Forward 

(Vendor) 

 6 107 27 317 60  .64 [.60, .68] .92 [.90, .94]  

 7 154 20 351 65  .66 [.62, .70] .95 [.93, .97]  

 8 186 20 258 51  .79 [.75, .83] .93 [.91, .95]  

            

Minimal 

MAP  

(Local) 

 6 151 99 246 16  .90 [.87, .93] .71 [.67, .75]  

 7 173 69 302 17  .91 [.89, .93] .81 [.78, .84]  

 8 217 50 228 20  .92 [.90, .94] .82 [.79, .85]  

           

2016 Forward 

(Local) 

 6 153 82 263 13  .92 [.90, .94] .76 [.72, .80]  

 7 171 90 281 18  .90 [.88, .92] .76 [.72, .80]  

 8 215 44 234 22  .91 [.89, .93] .84 [.80, .98]  

           

2016 Forward  

&  

MAP  

 6 151 69 276 15  .91 [.89, .93] .80 [.77, .83]  

 7 173 70 301 17  .91 [.89, .93] .81 [.78, .84]  

 8 214 34 244 23  .90 [.87, .93] .88 [.85, .91]  

Note. n = 511, 561, 515 for grades 6, 7, and 8. Base rates of students scoring below proficiency equaled .32, .34, and .46 for grades 6, 7, and 8. Contingency table 

values based on pooled estimates from 20 imputation values (rounded to whole numbers). Confidence intervals for sensitivity and specificity were calculated using 

the formula presented by Harper and Reeves (1999). TP = True Positive; FP = False Positive; TN = True Negative, FN = False Negative; SE = Sensitivity; SP = 

Specificity 
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Table A.15 Continued 

 

Diagnostic Accuracy of the More Intensive Changes, Adapted from Klingbeil et al. (2019) 

 
Intensity of 

the Changes 
Measure  Grade TP FP TN FN  SE [95% CI] SP [95% CI]  

More 

Intensive 

MCOMP 

(Vendor) 

 6 66 5 340 100  .40 [.36, .38] .99 [.98, 1.0]  

 7 42 16 354 147  .22 [.19, .25] .96 [.94, .98]  

 8 103 10 268 134  .43 [.39, .47] .96 [.94, .98]  

           

MCAP 

(Vendor) 

 6 57 11 334 109  .34 [.30, .38] .97 [.96, .98]  

 7 68 20 350 121  .36 [.32, .40] .95 [.93, .97]  

 8 104 11 268 133  .44 [.40, .48] .96 [.94, .98]  

           

MCOMP 

(Local) 

 6 150 135 210 16  .90 [.87, .93] .61 [.57, .65]  

 7 173 172 199 16  .92 [.90, .94] .54 [.50, .58]  

 8 213 128 150 24  .90 [.87, .93] .54 [.50, .58]  

           

MCAP 

(Local) 

 6 150 146 198 16  .90 [.87, .93] .58 [.54, .62]  

 7 171 183 188 19  .90 [.88, .92] .51 [.47, .55]  

 8 211 103 175 25  .89 [.86, .92] .63 [.59, .67]  

           

MCOMP  

&  

MCAP  

 6 153 132 213 14  .92 [.90, .94] .62 [.58, .66]  

 7 171 166 204 19  .90 [.88, .92] .55 [.51, .59]  

 8 212 101 177 25  .90 [.87, .93] .64 [.60, .68]  

            

Most 

Intensive 

2016 Forward 

&  MAP  

& MCOMP 

 
6 151 67 277 16 

 
.91 [.89, .93] .80 [.77, .83] 

 

 
7 172 71 300 17 

 
.91 [.89, .93] .81 [.78, .84] 

 

2016 Forward 

& MAP 

& MCAP 

 

8 213 35 243 24  .90 [.87, .93] .87 [.84, .90]  

Note. n = 511, 561, 515 for grades 6, 7, and 8. Base rates of students scoring below proficiency equaled .32, .34, and .46 for grades 6, 7, and 8. Contingency table 

values based on pooled estimates from 20 imputation values (rounded to whole numbers). Confidence intervals for sensitivity and specificity were calculated using 

the formula presented by Harper and Reeves (1999). TP = True Positive; FP = False Positive; TN = True Negative, FN = False Negative; SE = Sensitivity; SP = 

Specificity  
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Figure A.1 

Indices of Diagnostic Accuracy 
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Table A.16 

Descriptive Statistics and Correlations for Each Measure, Adapted from Klingbeil et al. (2019) 

 

Note. 2016 Forward Exam scores represent students’ performance in the previous grade. 

Correlations are based on pooled estimates from 20 imputation files. All correlations were 

statistically significant (p < .001). 

 

 
Grade 

 6  7  8 

2017 Forward Exam (2017 FWD)      

      n 497  550  506 

     M 645.33  666.72  667.54 

     SD 52.51  54.46  57.09 

     Skew -0.63  -0.36  -0.64 

     Kurtosis 1.45  2.45  1.83 

 

2016 Forward Exam (2016 FWD)      

      n 454  528  454 

     M 633.69  655.17  655.10 

     SD 43.98  44.51  54.02 

     Skew -.55  -0.001  -0.66 

     Kurtosis 1.64  1.18  -2.41 

 

Measures of Academic Progress (MAP)      

      n 509  558  515 

     M 230.83  239.07  241.89 

     SD 14.91  15.120  15.72 

     Skew -0.38  -0.05  -0.21 

     Kurtosis 0.37  .735  0.26 

 

Math Concepts and Applications (MCAP)      

      n 489  541  492 

     M 21.61  17.95  14.02 

     SD 10.04  8.87  8.57 

     Skew 0.32  0.74  1.06 

     Kurtosis -0.51  0.45  0.85 

 

Correlations      

   n 511  560  515 

   2017 FWD & 2016 FWD .828  .816  .826 

   2017 FWD & MAP .843  .831  .856 

   2017 FWD & MCAP .701  .681  .707 

   2017 FWD & MCOMP  .714  .637  .718 

   MAP & MCAP .757  .743  .770 

   MAP & MCOMP .766  .683  .804 

   MCAP & MCOMP .785  .720  .794 
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