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#### Abstract

Increasing access to space has driven demand for low cost, portable, and highly specialized robotic platforms to accurately simulate multi-dimensional space missions. Presented is an effective heterogeneous robotic system that emulates orbital motion from given control algorithms. This robotic platform is composed of a three degrees of freedom (3-DOF) holonomic omni wheel ground vehicle carrying a 6-DOF robotic manipulator, which results in a 9-DOF coupled moving manipulator system. The dynamical models are derived and feedback linearization is studied to control the system. The integrated controls and hardware result in an a sophisticated in-lab system that will be scalable from orbital motion to execution of complex tasks, including spaceflight rendezvous and proximity operations, servicing missions, and surface exploration and sampling.


## I. Nomenclature

| $\psi$ | $=$ Ground vehicle heading angle |
| :--- | :--- |
| $L$ | $=$ Distance between ground vehicle center of mass and the wheels |
| $\omega_{i}$ | $=$ Ground vehicle wheel rotational speed |
| $\boldsymbol{D H}$ | $=$ Homogeneous transformation matrix based on Denavit-Hartenberg Parameters |
| $q$ | $=\{1,2,3,4,5,6\}$ for a generalized mobile manipulator position coordinate system |
| $T$ | $=$ Product matrix from the Denavit-Hartenberg parameter matrices by the kinematic chain |
| $J$ | $=$ Jacobian matrix |
| $M$ | $=$ Mass matrix |
| $H$ | $=$ Reciprocal mass matrix |
| $G$ | $=$ Spatial inertia matrix |
| $C$ | $=$ Coriolis and Centripetal vector |
| $W$ | $=$ Wrench load applied to the end effector |
| $F$ | $=$ Friction vector |

## II. Introduction

The design, implementation and testing of control algorithms for spacecraft motion is a challenging task and has been the subject of research and development by aerospace engineers for decades. Creating an effective platform that simulates spacecraft motion, rendezvous, servicing, and probing is becoming increasingly demanded from the multidimensional space missions of today.

Many have researching robotic platforms have begun the steps to undertake this challenge, [1-13]. For example, the

[^0]European Proximity Operations Simulator developed by the German Aerospace Center uses two robotic manipulators, allowing real time simulation of docking and rendezvous, [3]. An efficient and reliable detumbling mission for a swarm of CubeSats to capture and control Near-Earth Asteroids was also addressed, [11].

Research into dynamical models of robotic platforms has been quite extensive. A high-fidelity dynamical model for a 6-DOF autonomous mobile robotic system to emulate spacecraft motion was presented, [10]. Kalmar-Nagy et al. addresses a problem that is linear with coupled control efforts and a near-optimal control strategy is shown to be piecewise constant, [14]. The resultant is a very favorable trade-off between optimality and computational efficiency where the low computational cost and method is ideal for path planning in dynamic environments.

These international research advancements address progressing controls and multi-staged robots. High cost, singular purpose systems are often the result. There is a need for a flexible and highly portable control testing simulation platform that satisfies precise demands of varying deep-space missions for both academia and industry. Seleit et al. begin to address this need as they develop orbital kinematic control models for a robotic platform called ROME, [1]. ROME consists of a coupled robotic system; a 6-DOF robotic manipulator fixed atop a 3-DOF holonomic ground vehicle. Presented are dynamical models for the same heterogeneous robotic platform, both as two separate robots and as a single mobile manipulator.

## III. Ground Vehicle Dynamical Model

The dynamical equations for the ground vehicle motion are derived from the work of Liu et al. [15] using the following fundamental assumptions.

1) In the traction force direction, the wheels have no slippage.
2) The friction on the motor shaft and great are considered to be viscous friction forces only
3) Friction forces that are not aligned with the traction force are neglected
4) The electrical time constant of the motor is also neglected

Two frames of references are used to formulate the equations of motion, the ground vehicle body frame $\{G V\}$ which is fixed to the center of mass of the vehicle and the world frame which is the inertial frame $\{I\}$ as shown in Fig. 1


Fig. 1 Force analysis on the wheels
Since the vehicle can move and rotate simultaneously, linear and rotational accelerations are considered. From the geometry and Newton's second law $\sum F=m a$

In the $X$ direction, the force balance evaluates to,

$$
\begin{equation*}
m \dot{u}-m \Omega v=f_{2} \cos \left(\frac{\pi}{6}\right)-f_{3} \cos \left(\frac{\pi}{6}\right) \tag{1}
\end{equation*}
$$

where $\dot{u}$ is the linear acceleration and the rotational acceleration term is $\Omega v=\Omega^{2} L$, where $v=\Omega L$. Similarly, in the $Y$ direction,

$$
\begin{equation*}
m \dot{v}+m \Omega u=-f_{1}+f_{2} \sin \left(\frac{\pi}{6}\right)+f_{3} \sin \left(\frac{\pi}{6}\right) \tag{2}
\end{equation*}
$$

Similarly, the equation of motion in the $\Psi$ direction can be written as,

$$
\begin{equation*}
I_{z} \dot{\Omega}=f_{1} L+f_{2} L+f_{3} L \tag{3}
\end{equation*}
$$

The three equations of motion can be rewritten as follows

$$
\begin{align*}
& \dot{u}=\Omega v+\frac{f_{1}}{m}+\frac{f_{2}}{m} \cos \left(\frac{\pi}{6}\right)-\frac{f_{3}}{m} \cos \left(\frac{\pi}{6}\right) \\
& \dot{v}=-\Omega u+\frac{f_{1}}{m}+\frac{f_{2}}{m} \sin \left(\frac{\pi}{6}\right)+\frac{f_{3}}{m} \sin \left(\frac{\pi}{6}\right)  \tag{4}\\
& \dot{\Omega}=\frac{f_{1}}{I_{z}}+\frac{f_{2}}{I_{z}}+\frac{f_{3}}{I_{z}}
\end{align*}
$$

Let

$$
\mathbf{H}=\left[\begin{array}{ccc}
1 / m & 0 & 0  \tag{5}\\
0 & 1 / m & 0 \\
0 & 0 & 1 / I_{z}
\end{array}\right]
$$

and

$$
\mathbf{B}=\left[\begin{array}{ccc}
0 & \cos \left(\frac{\pi}{6}\right) & -\cos \left(\frac{\pi}{6}\right)  \tag{6}\\
-1 & \sin \left(\frac{\pi}{6}\right) & \sin \left(\frac{\pi}{6}\right) \\
L & L & L
\end{array}\right]
$$

From Eq. (4), (5), and (6), the system of equations can be written as

$$
\left[\begin{array}{c}
\dot{u}  \tag{7}\\
\dot{v} \\
\dot{r}
\end{array}\right]=\left[\begin{array}{c}
r v \\
-r u \\
0
\end{array}\right]+\mathbf{H} \cdot \mathbf{B}\left[\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right]
$$

The DC motor dynamics can be described as a second order system using the following equations

$$
\begin{align*}
L_{a} \frac{d i_{a}}{d t}+R_{a} i_{a}+k_{3} \omega_{m} & =E \\
J_{0} \dot{\omega}_{m}+b_{0} \omega_{m}+\frac{R f}{n} & =K_{2} i_{a} \tag{8}
\end{align*}
$$

where E is the applied armature voltage, $i_{a}$ is the armature current, $\omega_{m}$ is the motor shaft speed, $L_{a}$ is the armature inductance, $R_{a}$ is the armature resistance, $k_{3}$ is the back emf constant, $k_{2}$ is the motor torque constant, $J_{0}$ is the combined inertia of the motor, gear train and wheel referred to the motor shaft, $b_{0}$ is the viscous-friction coefficient of the motor, gear and wheel combination, $\mathbf{R}$ is the wheel radius, $f$ is the wheel traction force, and $n$ is the motor to wheel gear ratio. The motor electric circuit dynamics can be neglected because the time constant of the motor is very small compared to the mechanical time constant. Consequently, $L_{a} \frac{d i_{a}}{d t}=0$ and $i_{a}=\frac{1}{R_{a}}\left(E-k_{3} \omega_{m}\right)$. Now, the dynamics of the three motors can be written as

$$
J_{0}\left[\begin{array}{l}
\dot{\omega}_{m 1}  \tag{9}\\
\dot{\omega}_{m 2} \\
\dot{\omega}_{m 3}
\end{array}\right]+b_{0}\left[\begin{array}{l}
\omega_{m 1} \\
\omega_{m 2} \\
\omega_{m 3}
\end{array}\right]+\frac{R}{n}\left[\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right]=\frac{k_{2}}{R_{a}}\left[\begin{array}{l}
E_{1} \\
E_{2} \\
E_{3}
\end{array}\right]-\frac{K_{2} K_{3}}{R_{a}}\left[\begin{array}{l}
\omega_{m 1} \\
\omega_{m 2} \\
\omega_{m 3}
\end{array}\right]
$$

By combining Eq. (7) and (9) in the body frame, we get

$$
\left[\begin{array}{c}
\dot{u}  \tag{10}\\
\dot{v} \\
\dot{r}
\end{array}\right]=G^{-1}\left[\begin{array}{c}
r v \\
-r u \\
0
\end{array}\right]-G^{-1} H B B^{T}\left(\frac{K_{2} \cdot k_{3}}{R_{a}}+b_{0}\right) \times \frac{n^{2}}{R^{2}}\left[\begin{array}{c}
r \\
v \\
r
\end{array}\right]+G^{-1} H B \frac{K_{2} n}{R \cdot R_{a}}\left[\begin{array}{l}
E_{1} \\
E_{2} \\
E_{3}
\end{array}\right]
$$

where, $G=\left(1+H B B^{T} \frac{n^{2} J_{0}}{R^{2}}\right)$. The dynamic model describes the behavior of the robot. The kinematics can be obtained by a coordinate transformation of the body rates in to the world frame. The friction constant $b_{0}$ is obtained experimentally. The presented nonlinear coupled dynamics model can only be linearized if the robot does not rotate while in translation or rotates around a fixed point with translation. A linear controller can be applied to the nonlinear dynamics as in the works by Kalmar, Samani, [13, 14, 16].

## IV. Robotic Manipulator Dynamical Model

Trajectory tracking problems for robotic manipulators using any dynamical model relies on the use of kinematic propagation in order to determine the attitude of the tracked end effector. In the following section, a review of robotic manipulator kinematics is defined.

## A. Kinematic Model

## 1. Forward Kinematics

The forward kinematics describe the change in the pose of the end effector in the task space with respect to the change of the joint angles in the joint space. The general forward kinematic relation between the task space and joint space is

$$
\begin{equation*}
\boldsymbol{x}=Y(\boldsymbol{q}) \tag{11}
\end{equation*}
$$

where $\boldsymbol{x}$ is the task variables vector and $\boldsymbol{q}$ is the joint space variables vector. To reduce the computation needed, the serial chain of links is described using DH notation.

The position of the end effector as a function of the joint angles with respect to the base frame, defined at joint 1 , is found by multiplying the six transformation matrices.

$$
\begin{gather*}
\boldsymbol{T}_{E}^{B}=\prod_{i=1}^{6} \boldsymbol{D} \boldsymbol{H}_{i}  \tag{12}\\
D H_{i}=\left[\begin{array}{cccc}
\cos \theta_{i} & -\sin \theta_{i} \sin \alpha_{i} & \sin \theta_{i} \sin \alpha_{i} & a_{i} \cos \theta_{i} \\
\sin \theta_{i} & \cos \theta_{i} \cos \alpha_{i} & -\cos \theta_{i} \sin \alpha_{i} & a_{i} \sin \theta_{i} \\
0 & \sin \alpha_{i} & \cos \alpha_{i} & d_{i} \\
0 & 0 & 0 & 1
\end{array}\right] \tag{13}
\end{gather*}
$$

Where $\theta$ is the joint angle between each linkage, $\alpha$ is the angle between the z -axis along the x -axis for each frame, $a$ is the linkage length, $d$ is the distance between each frame origin, and $i$ is the number of joints of the arm.

Let $T$ in Eq. 14 define a four by four matrix which is the product of the kinematic chain of the six total four by four Denavit-Hartenberg parameter matrices.

$$
T=\left[\begin{array}{cccc}
T_{11} & T_{12} & T_{13} & x  \tag{14}\\
T_{21} & T_{22} & T_{23} & y \\
T_{31} & T_{32} & T_{33} & z \\
0 & 0 & 0 & 1
\end{array}\right]
$$

An interior three by three rotational matrix is embedded within the T matrix, which is used to find the yaw, pitch, and roll of the end effector. The $\mathrm{x}, \mathrm{y}$, and z positions can be observed within the T matrix. In order to extract the Eulerian angles from that matrix, a series of equations are used.

$$
\begin{align*}
& \operatorname{Rot} X(\alpha)=\alpha=\arctan 2\left(T_{21}, T_{21}\right) \\
& \operatorname{Rot} Y(\phi)=\phi=\arctan 2\left(-T_{31}, \sqrt{T_{32}^{2}+T_{33}^{2}}\right)  \tag{15}\\
& \operatorname{Rot} Z(\theta)=\theta=\arctan 2\left(T_{32}, T_{33}\right)
\end{align*}
$$

## 2. Inverse Kinematics

The inverse kinematics problem can be stated based on the definition used in Eq. 11) as follows

$$
\begin{equation*}
q=g(x) \tag{16}
\end{equation*}
$$

The Jacobian is introduced to solve the inverse kinematics of the closed form system of equations that describe joint space variables in term of task space variables, [1].

$$
\begin{equation*}
\dot{x}=J(q) \dot{q} \tag{17}
\end{equation*}
$$

where the $\boldsymbol{J}$ is the Jacobian matrix is defined as

$$
\begin{equation*}
\boldsymbol{J}(q)=\frac{\partial \boldsymbol{Y}}{\partial \boldsymbol{q}} \tag{18}
\end{equation*}
$$

The differential kinematics is considered and the inverse relation between the task variables and the configuration variables can be implemented as

$$
\begin{equation*}
\dot{\boldsymbol{q}}=\boldsymbol{J}^{-1}(q) \dot{\boldsymbol{x}} \tag{19}
\end{equation*}
$$

Solving the pose tracking problem is not as straight forward as only path following, the rotational kinematic relations are of a nonlinear nature. Seleit et al. employ a different pose following algorithm that propagates the attitude error kinematics, [1].

The desired and current rotation matrices of the end effector can be described as

$$
\begin{align*}
\boldsymbol{R}_{d} & =\left[\boldsymbol{n}_{d}, \boldsymbol{s}_{d}, \boldsymbol{a}_{d}\right]  \tag{20}\\
\boldsymbol{R}_{e} & =\left[\boldsymbol{n}_{e}, \boldsymbol{s}_{e}, \boldsymbol{a}_{e}\right]
\end{align*}
$$

where $\boldsymbol{n}_{d}, \boldsymbol{s}_{d}$ and $\boldsymbol{a}_{d}$ are the column vectors of the rotation matrices. The orientation error can be written as

$$
\begin{equation*}
\delta \boldsymbol{R}=\boldsymbol{R}_{d} \boldsymbol{R}_{e}^{T}(q) \tag{21}
\end{equation*}
$$

The error formulation described in Eq. 21) simplifies the pose tracking problem from 9 to only 3 elements. The latter definition can be compared with the rotation matrix

$$
\boldsymbol{R}(\gamma, \boldsymbol{r})=\left[\begin{array}{ccc}
r_{x}^{2}\left(1-c_{\gamma}\right)+c_{\gamma} & r_{x} r_{y}\left(1-c_{\gamma}\right)-r_{z} s_{\gamma} & r_{x} r_{z}\left(1-c_{\gamma}\right)+r_{y} s_{\gamma}  \tag{22}\\
r_{x} r_{y}\left(1-c_{\gamma}\right)+r_{z} s_{\gamma} & r_{y}^{2}\left(1-c_{\gamma}\right)+c_{\gamma} & r_{y} r_{z}(1-c \gamma)-r_{x} s_{\gamma} \\
r_{x} r_{z}\left(1-c_{\gamma}\right)-r_{y} s_{\gamma} & r_{y} r_{z}\left(1-c_{\gamma}\right)+r_{x} s_{\gamma} & r_{z}^{2}\left(1-c_{\gamma}\right)+c_{\gamma}
\end{array}\right]
$$

where $\boldsymbol{r}$ is the principle vector of rotation and $\gamma$ is the principle angle of rotation. The error is written as

$$
\begin{equation*}
e_{o}=\boldsymbol{r} \sin (\gamma) \tag{23}
\end{equation*}
$$

By comparing the error matrix in Eq. 21) and the matrix in Eq. 22, the following definition of the orientation error and its derivative is written

$$
\begin{equation*}
e_{o}=\frac{1}{2}\left(\boldsymbol{n}_{e}(q) \times \boldsymbol{n}_{d}+\boldsymbol{s}_{e}(q) \times \boldsymbol{s}_{d}+\boldsymbol{a}_{e}(q) \times \boldsymbol{a}_{d}\right) \dot{e}_{o}=\boldsymbol{L}^{T} \omega_{d}-\boldsymbol{L} \omega_{e} \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{L}=-\frac{1}{2}\left(\boldsymbol{S}\left(n_{d}\right) \boldsymbol{S}\left(n_{e}\right)+\boldsymbol{S}\left(s_{d}\right) \boldsymbol{S}\left(s_{e}\right)+\boldsymbol{S}\left(a_{d}\right) \boldsymbol{S}\left(a_{e}\right)\right) \tag{25}
\end{equation*}
$$

The system of equations to be solved for pose tracking is written as

$$
\dot{\boldsymbol{e}}=\left[\begin{array}{c}
\dot{\boldsymbol{e}}_{p}  \tag{26}\\
\dot{\boldsymbol{e}}_{o}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{p}}_{d}-\boldsymbol{J}_{p}(q) \dot{\boldsymbol{q}} \\
\boldsymbol{L}^{T} \omega_{d}-\boldsymbol{L} \boldsymbol{J}_{o}(q) \dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{p}}_{d} \\
\boldsymbol{L}^{T} \omega_{d}
\end{array}\right]-\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{L}
\end{array}\right] \boldsymbol{J} \dot{\boldsymbol{q}}
$$

The system of Eq. (26) is integrated using to find the configuration angles $q$.

## B. Dynamical Model

Using the well known Newton-Euler Formulation for the joint space dynamics of a 6-DOF robotic arm, we can define the equations of motion for the inverse and forward kinematics. In the past kinematics work, closed form solutions have been preferred; however, the Recursive Newton-Euler algorithm for solving the equations of motion are much more beneficial in this application where run time is a constraint of the hardware system [17].

## 1. Inverse Dynamics

The inverse dynamics is a problem that demands for any joint angle, joint angle velocity, and joint angle acceleration, the torque applied at that joint can be found. Where $q$ coincides with the joint angles for the manipulator, the torques applied at each joint can be described as in Eq. 27).

$$
\begin{equation*}
\vec{\tau}=M(q) \ddot{q}+C(q, \dot{q})+F(\dot{q})+G(q)+J(q)^{T} W \tag{27}
\end{equation*}
$$

where $q, \dot{q}, \ddot{q}$ are the respective derivatives of the generalized coordinates, $M$ is the mass matrix, $C$ is the Coriolis and Centripetal vector, $F$ is the friction vector, $G$ is the gravity loading vector, $J$ is the Jacobian of the system, and $W$ is the wrench load applied to the end effector.

Assuming the effects of joint function are neglected and the wrench applied to the end effector is not applied, we can simplify Eq. 27, further.

$$
\begin{equation*}
\vec{\tau}=M(q) \ddot{q}+C(q, \dot{q})+G(q) \tag{28}
\end{equation*}
$$

Considering each link of an open chain manipulator is as a rigid body, and the center of mass of each link has a coordinate frame the coincides with each link as well as a frame $n+1$ at the end effector and a frame 0 fixed in the world. Further, $v_{i}$ is defined as the twist of link $i$ in its respective coordinate frame. To preform the Recursive Newton-Euler algorithm, the forward and backward iterations of the algorithm are preformed. The forward iterations which calculate the configuration, twist and acceleration of each link starting at the base of the manipulator. The backward iterations calculate the required joint forces and torques starting from joint $n$ working backward to joint 1 .

Defining $M_{i, i-1}$ as the transform defining the frame $i-1$ relative to frame $i$ when joint $i$ is at its zero position or $\theta_{i}=0 . A_{i}$ is defined as the screw axis of join $i$ in frame $i . F_{n+1}$ is defined as the wrench applied by the end effector, otherwise known as $W$. Finally, gravity is modelled by defining $\dot{v}_{0}$ as the vector the acceleration vector of the base. In the case of a non-moving base $\dot{v}_{0}=\left[\begin{array}{ccc}0 & 0 & -g\end{array}\right]$ where $g$ is the acceleration due to gravity.

The forward iterations pseudo-code is written as follows: Given $\theta, \dot{\theta}, \ddot{\theta}$ and for $i=1$ to $n$, the configuration of frame $i-1$ relative to $i$ is given by

$$
\begin{equation*}
T_{i, i-1}=e^{-\left[A_{i}\right] \theta_{i}} M_{i, i-1} \tag{29}
\end{equation*}
$$

Next the twist of link $i$ is the sum of the twist of link $i-1$ expressed in frame $i$ using the matrix adjoint of $T_{i, i-1}$ defined as

$$
\begin{equation*}
v_{i}=\left[A d_{T_{i, i-1}}\right] v_{i-1}+A_{i} \dot{\theta}_{i} \tag{30}
\end{equation*}
$$

Finally, the acceleration of link $i$ is defined as

$$
\begin{equation*}
\left.\dot{v}_{i}=\left[A d_{T_{i, i-1}}\right] v_{i-1}+\left[a d_{v_{i}}\right] A_{i} \dot{\theta}_{i}+A_{i} \ddot{\theta}_{i}\right] \tag{31}
\end{equation*}
$$

The backward iterations pseudo-code is written as follows: For $i=n$ to 1 , the wrench required by the the link i as

$$
\begin{equation*}
F_{i}=\left[A d_{T_{i, i+1}}\right]^{T} F_{i+i}+G_{i} \dot{v}_{i}-\left[a d_{v_{i}}\right]^{T} G_{i} v_{i} \tag{32}
\end{equation*}
$$

where $G$ is defined as the spatial inertia matrix. We can then finally compute the torque at each joint as

$$
\begin{equation*}
\tau=F_{i}^{T} A_{i} \tag{33}
\end{equation*}
$$

## 2. Forward Dynamics

Finding the corresponding forward dynamics is a very simple problem that relies on the inverse dynamics, Eq. 28). First the inverse dynamics solved for when $\ddot{\theta}=0$ in order to solve for the $C$ and $G$ vectors. Then, again using the inverse dynamics we solve for the mass matrix $M$ by setting the all joint velocities and gravity equal to zero, and all joint accelerations to zero except for one which is set to unity for $i=1$ to $n$.

$$
\begin{equation*}
M_{i}(q)=\tau_{i} \tag{34}
\end{equation*}
$$

Then knowing the $M, C$, and $G$ matrices, we can rearrange Eq. 28 for $\ddot{q}$ results in the following.

$$
\begin{equation*}
\ddot{q}=M(q)^{-1}(\tau-C(q, \dot{q})-G(q)) \tag{35}
\end{equation*}
$$

Then Eq. 35) can be numerically integrated using to find the configuration angles and velocities for each joint in a robotic manipulator.

## V. Mobile Manipulator Dynamical Model

The coupling action of the ground vehicle and the robotic manipulator is a simplistic problem when the two robots are kept separate from each other, and are consider more as a two systems coming together to work instead of a single robot. For a mobile manipulator, the dynamics of the end effector are desired. Coupling between the two robots can be modeled using the same definition used for modeling the gravity effects of the robotic manipulator on the robotic manipulator base $\dot{v}_{0}$. By utilizing Eq. (36) and substituting the force equations, $F_{G V x}$ and $F_{G V y}$, into Eq. (36), the resultant vector accounts for the coupling affects in the end effector dynamics, which are then used in the inverse dynamics calculations.

$$
\dot{v}_{0}=\left[\begin{array}{lll}
F_{G V x} & F_{G V y} & -g \tag{36}
\end{array}\right]
$$

Again, for an arbitrary trajectory tracking problem, using a coupled dynamical model with a robotic manipulator relies on the use of kinematic propagation.

## VI. Simulations

## A. Ground Vehicle

The dynamics of the ground vehicle, described in Eq. (10), was solved using ODE45. For this demonstration, we used a circular reference trajectory with a constant acceleration in $\theta$. The circular trajectory is described in Eq. (37)

$$
\begin{equation*}
x(t)=\cos (.25 t) \quad y(t)=\sin (.25 t) \quad \theta(t)=.5 t^{2} \tag{37}
\end{equation*}
$$

To track this trajectory, we implemented the dynamics-based trajectory linearization controller described in [15] using MATLAB. An initial position error of $\left[\begin{array}{ccc}.1 & .1 & .087\end{array}\right]$ was specified. Fig. 2 2 shows a top-down view of the ground vehicle trajectory. Fig. 3(a) shows the error in position for the same simulation, and Fig. 3(b) shows the error in velocity.


Fig. 2 Circular Trajectory, XY View


Fig. 3 Tracking Error for Circular Trajectory

The dynamics-based trajectory linearization controller demonstrates accurate tracking in position and velocity even for simultaneous motion in $x, y$, and $\theta$. This is an advantage over controllers based only on kinematics, which are unable to account for the coupling introduced by angular motion about the central axis.

## B. Robotic Manipulator

The robotic manipulator what will be utilizing the dynamical model is the AR2, a 6-DOF revolute manipulator [18]. Using the Inverse Dynamics Control algorithm derived by Siciliano, [19], this control algorithm employs an exact linearization of system dynamics obtained by means of a nonlinear state feedback using the Recursive Newton-Euler algorithm mentioned in Eq. (28). This algorithm relies on the stabilizing control law in Eq. (38) as well as the block diagram in Fig. 4

$$
\begin{equation*}
y=-K_{P} q-K_{D} \dot{q}+\ddot{q} \tag{38}
\end{equation*}
$$



Fig. 4 Inverse Dynamics Control Block Diagram
Using this control algorithm, an experiment with the following conditions were tested. Equations 39h were supplied to the control scheme with the following initial conditions $q_{0}=[180,180,180,180,180,180], \dot{q}_{0}=$ $[-20,-20,-20,-20,-20,-20]$, and $\ddot{q}_{0}=[0,0,0,0,0,0]$.

$$
\begin{align*}
q & =\left[\begin{array}{llllll}
.5 t^{3} & .5 t^{3} & .5 t^{3} & .5 t^{3} & .5 t^{3} & .5 t^{3}
\end{array}\right] \\
\dot{q} & =\left[\begin{array}{llllll}
1.5 t^{2} & 1.5 t^{2} & 1.5 t^{2} & 1.5 t^{2} & 1.5 t^{2} & 1.5 t^{2}
\end{array}\right]  \tag{39}\\
\ddot{q} & =\left[\begin{array}{llllll}
3 t & 3 t & 3 t & 3 t & 3 t & 3 t
\end{array}\right]
\end{align*}
$$



Fig. 5 Closed Loop Position and Velocity Tracking
In the figure above, we can see the position and velocity tracking between the reference trajectories and the simulated result for $q_{1}$ and $\dot{q}_{1}$. Over this time period, the controller converged trajectories.

## C. ROME

As a coupled system, the ROME mobile manipulator combines the dynamical models of the two systems. Using the coupling equation, Eq. 36 , the dynamic effects from the ground vehicle propagating into the base of the robotic
manipulator can be used to observe the effect a moving base has on any joint angle of the robotic manipulator, and in turn the location of the end effector.

$$
\begin{align*}
& G V x=-\cos (t) \\
& G V y=\sin (t) \tag{40}
\end{align*}
$$

Using the same dynamical verification used by the robotic manipulator, the coupled system open loop model can output a manipulator joint angle acceleration seen in Fig. 6.


Fig. 6 Reference Joint Angle Acceleration Compared to Simulated: ROME

One striking difference in the coupled system dynamics compared to the single systems alone is in the accuracy of the tracked acceleration. In the coupled system, the coupling effect from the ground vehicle to the robotic manipulator introduces an exchange of forces to each other which results in error generated for all joint angle accelerations. Using this decoupled model results in the necessity for using a controller to reduce the error generated due to the coupling effect. Much like in the previous work, the introduction of a coupled system introduced the need for error correction due to the effect of inertial transfer between the two robots. Further work will be needed to test which controllers would be best for this type of system.

## VII. Conclusion

Continuing the previous kinematics work from [1], the dynamical models for a heterogeneous robotic model were developed. Using a feedback linearization model, accurate sinusoidal motion tracking was modeled on a 3-DOF holonomic ground vehicle, while the Recursive Newton-Euler algorithm was used to model cubic motion of a robotic manipulator joint angles. Using these models, mobile manipulators have been shown to simulate sinusoidal motion in open loop with mild success. Closed loop control for a full 9-DOF mobile manipulator dynamical system will be needed to definitively prove a heterogeneous robotic systems can fully couple.

For future work, closed loop feedback control will be used to eliminate the vibrations from the system, and Udwadia-Kalaba dynamics will be used to follow and imitate the dynamics of orbital motion and other dynamical systems such as testing various space missions, sensor performance and control algorithms like docking maneuvers, servicing missions, or accelerations of celestial bodies under the constraint of the two-body problem.
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