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Preface

The following work presented in this thesis is part of the research conducted from

2018-2021 through the Center for Agile and Interconnected Micro-grids (AIM) at

Michigan Technological University. Incorporating wireless power transfer into au-

tonomous mobile micro-grids was one of the main objectives of this work.

Chapter 1.4 is an introduction to this area of study and summarizing the current

technologies, obstacles to over come, and applications of said technologies. In Chap-

ter 2 the background of previous work in wireless power transfer, autonomous mobile

micro-grids and unmanned ground vehicle (UGV) docking is discussed. Chapter 3 is

an in-depth look at the hardware and software used in the project. Differing methods

of data analysis as well as protocols are also explored. Chapter 4 is a summary

of the results of the experimentation done with the orientation of the hardware and

software discussed in Chapter 3. Chapter 5 summarizes the findings and concludes

this work; considerations of future work are also discussed.
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Abstract

The ability to autonomously dock unmanned ground vehicles plays a key role in mo-

bile micro-grids, where efficient power transfer is paramount. The approach utilized

in this work allows for near-field wireless power transfer in remote locations with mini-

mal support. Establishing a micro-grid power system connection autonomously using

wireless power eliminates the arduous task of designing a complex, multiple degrees

of freedom (MDOF) robotic arm. The work presented in this thesis focuses on both

the hardware and software within the micro-grid system. This particular near-field

wireless system consists of a primary and secondary set of modules, comprised of Litz

wire coils, which are inductively coupled to complete the circuit. Both the primary

and secondary modules contain a shunt resistor circuit, as well as a potential divider

circuit and an Arduino controller (used to collect and analyze recorded data). The

aforementioned hardware, allows for quantitative measurements of voltage, current,

and power of the primary and secondary modules. Robot rover docking is accom-

plished using camera visualization, wheel odometry, and GPS data, all of which, are

provided by the Robot Operating System (ROS). Various docking poses are used to

characterize overall power transfer and efficiency at diverse alignments. Using col-

lected data from the near field power modules’ Arduino controllers and ROS, power

from the coils is measured as functions of both the distance between coils and asso-

ciated yaw angle. Power transfer efficiency is then evaluated using compiled power

xxi



data. A dynamic feedback control system optimizes power transfer efficiency and

docking alignment. The camera visual feedback control system acts as the driving

force for re-docking the robot, further enhancing efficiency of the proposed near field

power connection. In its entirety, this research explores the physical and mathemati-

cal relationships used to develop a dynamic feedback control system.

xxii



Chapter 1

Introduction

To many, electrical power is something taken for granted daily. It is a commodity

that people may not take the time to appreciate or understand the vast systems

that provide them with this critical resource. If one were to speak of the ”power

grid” many will only be able to relate to the topical headlines that they hear on

the news regarding the failures of such systems. The micro-grid is a relatively new

technological concept that is being implemented worldwide to solve much power and

sometimes other unique issues. Micro-grids are modular systems and can provide

controllable energy resources in many different forms. There are many examples

of micro-grids equipped with fuel cells, photovoltaics (PV), combustion generators,

wind generators, and battery storage. With the various energy resources, the micro-

grid can provide localized renewable clean energy that can be robust and efficient.

1



In the following, we will explore a subset of a micro-grid system, specifically, the

deployment of an autonomous mobile micro-grid and several features incorporated to

alleviate complexity within its operational range. Firstly, what is a micro-grid?

1.1 History of Micro-grid Technology

The United States power grid infrastructure first took hold with what was, at the

time, an example of a micro-grid. On September 4th 1882, the Edison Illuminating

Company brought the Pearl Street Station (seen in Figure 1.1) online, providing

Americans with the first instance of grid connected power. On September 30th 1882,

the Vulcan Street Hydroelectric Plant, located in Appleton, Wisconsin (Figure 1.2),

was spun-up, providing Wisconsin with grid connected power as the first hydroelectric

power station in the United States.

Both instances mentioned above are examples of micro-grid systems in there infancy;

when there was a limited amount of power generation, loads, and storage capacity.

Initially, these were isolated systems without any interconnections to other power

or central stations. As industrial and consumer electrical power demand grew, the

isolated power stations were not enough to meet demand. This is when power sta-

tions first began to be connected into a network or grid. At the time there were

2



Figure 1.1: Pearl Street Station dynamo

[1]

many different systems providing power in different forms, direct or alternating cur-

rent, as well as varying frequencies. In 1926, the Electricity Supply Act established

the specifications for a National Grid, which provided the foundation of our power

infrastructure.

1.2 Where are Autonomous Mobile Micro-grids?

More than 100 years later, micro-grids are still commonplace and evolving rapidly.

There are nearly limitless applications to the systems being produced today. In

the most basic sense, micro-grids consist of components in a defined boundary that

can generate, consume or store energy. These systems can either be standalone or

connected to an existing power grid[2][2]. Many micro-grid systems have been used to

3



Figure 1.2: Vulcan Street Plant © IEEE. All rights reserved.

supplement the National Grid during natural disasters such as hurricanes, tornadoes,

or other instances of adverse weather[3]. A unique case was the 2021 winter storm

that crippled the state of Texas. This case is special because most of the state

operates on the Texas Interconnection, one of only three independent power grids in

the United States. Due to record cold temperatures and the isolation of the Texas

Interconnection, millions of Texans’ were left without power. Instances of residents

utilizing their hybrid vehicles for power generation, as seen in Figures 1.3 and 1.4,

appeared on the news. What many did not realize was that by doing so they had

4



Figure 1.3: Ford F150 connection to residential power grid.

created their very own micro-grid.

Due to the adaptability and self-sustaining nature of micro-grids, they are well suited

for implementation in rural areas or in developing countries that lack the critical

infrastructure of a traditional power grid. These areas can be transformed from an

unrelenting challenge into more hospitable terrain with modern necessities such as

light, heat, and clean water.

Recently, micro-grids have been given a boost by incorporating autonomous robots to

create mobile micro-grids. This advancement has allowed for utilization in military

applications and operations, which require large amounts of power and connectivity.

The micro-grid is an adaptable solution to the various connectivity issues encountered

5



Figure 1.4: Ford F150 output power data.

in the modern era, including Forward Operating Bases (FOB) such as those described

in [4], which are inherently dangerous due to their proximity to hostiles and overall

purpose. Imagine a micro-grid with the ability to be heavy dropped and provide

power to an FOB immediately without the arduous task of setup by soldiers (see

examples of military applications of micro-grid technology in Figures 1.6 and 1.5).

Such types of implementation save time and reduce risk and could very well save lives.

Furthermore, micro-grids have also been implemented in various aerospace appli-

cations for out-of-this-world employment. An example of an aerospace micro-grid

6



Figure 1.5: Mobile U.S. Military power generation skids.

[5]

Figure 1.6: U.S. Military solar array.

[6]

application is Project Artemis, shown in Figure 1.7, which is the next manned moon

mission intending to transport the first woman and person of color to the first long-

term habitation of the moon.

7



Figure 1.7: Artist rendering of proposed moon base.

[7]

Figure 1.8: Robotic arm on mobile micro-grid agent.

Much of the current autonomous mobile micro-grid work involves cable deployment

between mobile agents, using robotic arms to connect said agents (Figure 1.8) [8][9][3].

Issues that arise from navigation precision, cable deployment, and multiple degree of

freedom robotics can all be reduced by utilization of wireless power transmission [10]

[11].
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Figure 1.9: Wireless cellular phone charging hardware.

While many examples of wireless power transmitting devices are widespread on the

consumer market, there are limited options for the desired performance specifications.

Since most near-field wireless power systems commercially available are designed for

small mobile devices, such as the one seen in Figure 1.9, and the project required

significantly greater power, other viable options were explored [12]. The advancement

in electric vehicles and the wireless power systems used were also researched[13].

Various automotive-style wireless charging systems proved to be prohibitive both

in cost and physical dimensions [14]. The complexity of what was sought to be

eliminated was similar to what was found by Wang [15].
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The desired power requirement has very limited players; thus, a decision was made to

combine off-the-shelf hardware for this application. Modules were then created to fit

power requirements of the mission for the unmanned ground vehicle (UGV) platform,

while maintaining a level of simplicity and requiring minimal support.

1.3 Contributions of this Work

The research associated with this project provides a template for near-field wireless

power transmitting modules that fit within a specific performance window, which has

yet to be populated. The design of this system is also applicable in micro-grid power

systems and load scheduling optimization. The use of various sensors and micro-

controllers to incorporate a high level of control into the near-field wireless system is

demonstrated within this design. The feedback control incorporated into the robotic

platform provides an innovative application of current off-the-shelf hardware. This

hardware, in conjunction with the feedback control software, allows one to overcome

complex and cost prohibitive robotic systems.

The following will cover the mainstays of the hardware used in the near-field wireless

power transmitting modules. The software utilized to aid in UGV navigation and

docking will be investigated, and the implementation of the near-field wireless power

system onto the UGV platform used in this micro-grid project will also be explored.

10



Next, a walk-through of the validation methods used to establish the benchmarks

appointed to serve as the parameters for the docking and re-docking protocol will be

provided. To finalize this work, there will be a discussion on the characterization of

the inductively coupled modules, the overall efficiency of the power transfer, and the

success rate at which docking can be achieved. This work will show that wireless

power transfer can be successfully integrated into mobile micro-grids and provide

quality docking through camera visualization feedback control. This research aims to

determine whether quality wireless power transfer in mobile micro-grids is achievable

by the use of camera visualization as feedback control.

1.4 Thesis Organization

In preparing this thesis, portions of papers developed during this research are in-

cluded. The remainder of this thesis is organized as follows: Chapter 2 examines

background details of the micro-grid project as well as both previous and current

work in autonomous mobile micro-grids, Chapter 3 contains the details of the hard-

ware and software used in optimizing the mobile micro-grid wireless power transfer

architecture, Chapter 4 introduces the results of experimentation as well as analysis

of the system, and Chapter 5 is the conclusion of this thesis and includes future work

to be considered.

11





Chapter 2

Background

2.1 Introduction

This chapter provides background information on the autonomous mobile micro-grid

research presented in this thesis. Prior and current research on autonomous mobile

micro-grids is explored as well as details pertaining to the overall project goals and

deliverables. The specifications of the mobile agents used in this research work are

also discussed. To conclude this chapter, the wireless power transfer system outfitted

to this particular autonomous mobile micro-grid is introduced f1.

1The material in this chapter is reprinted in majority from [16]
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2.2 Current and Relevant Work

In the previous chapter, the micro-grid was introduced and defined as systems of

interconnected, controllable energy resources and loads that reside within a defined

boundary. A mobile micro-grid is a subset of these systems that implement robotic

agents (i.e., unmanned ground vehicles (UGV) or unmanned aerial vehicles (UAV))

outfitted with power grid hardware including but not limited to; fuel cells, photo-

voltaics (PV), combustion generators, wind generators, or battery storage, an example

of which is shown in Figure 2.1. With advancements in computation capability over

the last decade, UGV and UAV autonomy has greatly increased. Autonomous mobile

micro-grids can be remotely deployed for use in military operations, space operations,

and disaster recovery, all with the flip of a switch [17][2].

An autonomous mobile micro-grid is advantageous in that it can adapt to environ-

mental and load demand changes, thus providing system optimization. These robotic

agents are linked via wireless connection in order to communicate location and mission

intentions. The adaptability of these systems allows for micro-grid deployment into

additional situations, such as UAV and UGV surveillance, UAV and UGV support of

Wireless Sensor Networks (WSN), and under water data collection via Autonomous

Underwater Vehicles (AUV) [18]. A multi-agent collaboration can be seen in Fig-

ure 2.2. An example of an autonomous mobile micro-grid deployment is explored by

14



Figure 2.1: Concept image of autonomous robot energy resources
with renewable sources, diesel generator and power conversion. ©
IEEE. All rights reserved.

Figure 2.2: Autonomous robot energy resources positioned to
power a critical load. © IEEE. All rights reserved.

Darani et al. [19], in which, a temporary micro-grid is used to power loads under var-

ious constraints . This work also exhibits the use of a genetic algorithm (GA), which

15



can determine the optimal positions and paths of agents and sources, therefore, pro-

viding more efficient deployments. Another example of path optimization and wireless

power transfer can be found in Naglak and Majhor et al. [20][21]. These two works

are directly tied to the research in this thesis. UAVs are also becoming prevalent

in autonomous mobile networks, in the work by Johnson et al. [22] a UAV system

allows for the recharging of agents within a WSN, while reducing overall network

downtime . More similar to the work discussed later in this thesis, Angelopoulos et

al. [23] demonstrates various methods to traverse an area and provide wireless power

support to a WSN. Another example of wireless power support is found in Li et al.

[24], where a number of UAVs act as nodes within a WSN . These unique systems

open the door to rapid mission support in a in a less invasive manner.

This project was born out of necessity for evolution of the micro-grid project at

Michigan Technological University (MTU) and the Center for Agile and Intercon-

nected Micro-grids (AIM). The research team set out with several objectives as part

of the project supported by the U.S. Office of Naval Research under Award N00014-

16-1-2. The research team was tasked with creating an autonomous mobile micro-grid

capable of identifying various assets and loads, as well as, creating power transfer con-

nections to these agents by implementing a genetic algorithm capable of optimization

and mission path planning. The mobile robotic agents had to utilize autonomous

functionality to support local infrastructure and the micro-grid ”loads” were repre-

sented by both fixed and mobile assets. The UGV micro-grid agents were positioned
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based on the requirements for their power generation sources, and some of the UGVs

were dedicated to providing electrical connection between the sources and loads. As

mission requirements change, or infrastructure is reallocated, these connections need

to be re-configurable [20].

2.3 UGV Platform

At the research team’s disposal, were four Clearpath Husky UGVs. The Husky UGVs

came equipped from the manufacturer with a Mini-ITX computer containing an Intel

i5 processor, running at 2.9 GHz. The operating system on the machines is Ubuntu

14.04. The UGVs were outfitted with a sensor array including the following: a LORD

MicroStrain 3DM-GX3-25 nine Degree Of Freedom (DOF) Inertial Measurement Unit

(IMU) and NovAtel SMART6-L Global Positioning System (GPS) receiver, and a

SICK LMS-111 2D Light Detection and Ranging (LiDAR) device. The Husky UGV

is controlled using the modular open source software environment known as the Robot

Operating System or ROS. This software suite allows for low-level hardware control,

as well as, complex modeling and simulation [25].
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2.4 UGV Hardware

Numerous modifications were made to the Husky UGVs, which provided the flexibil-

ity to deploy the mobile micro-grid under diverse mission plans. The novel hardware

setup of each Husky UGV was to provide support for the power grid, which included

power generation, power conversion, power storage, power transmission, and switch-

ing. The Husky UGVs were also modified with hardware to aid in the autonomous

mission, which includes communication, perception, and manipulators [20][21][16].

At the time of data acquisition, sensor hardware setup on each of the Husky UGV

agents, for navigational purposes, consisted of the following: a LORD MicroStrain

3DM-GX3-25 nine DOF IMU, a NovAtel SMART6-L GPS antenna, a SICK LMS-111

2D LiDAR, and a Sony Playstation Eye camera as seen in 2.3. This sensor network

has been used by numerous research groups and a similar setup was used by Moridian

et al. (2015) [3].

Two of the Clearpath Husky UGVs were outfitted with internal combustion gas engine

generators producing a 120 VAC output and capable of providing 1000 W . This

addition to the UGVs would extend the operational range and provide consistent

traversal performance over various terrain-types during mission deployment. Both

mobile genset agents have a 120 V AC to 24 V DC and 120 V AC to 48 V DC
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Figure 2.3: Clearpath Husky UGV provides all-terrain navigation with
sufficient payload capacity for demonstration power grid hardware.

switching power supply, which was integrated into the design to provide power to the

UGV chassis battery bus and load support. Due to the sensitive navigation equipment

on the Husky UGVs, and the electromagnetic interference (EMI) produced by the

generator and power supplies, a Faraday cage was created to house the generator and

power supplies. An example of the genset Husky UGV is shown in Figure 2.4.

The design team also wanted to include a bus agent in the the autonomous mobile

micro-grid. This bus agent was equipped with a 48 V DC lead acid battery module

and a 48 V DC PV array. This agent was also equipped with a 48 V DC to 24 V

DC switching power supply. The addition of the switching power supply allowed
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Figure 2.4: Clearpath Husky UGV provides all-terrain navigation with
sufficient payload capacity for demonstration power grid hardware.

for increased run time during missions by providing the Husky UGV chassis with

additional 24 V DC storage capacity. The bus agent can be seen in Figure 2.5.

The remaining Husky UGV was designed to be the cabling agent (as shown in Fig-

ure 2.6). This cabling agent was to provide various connections between agents and

loads, utilizing a fixed-type male and female connector that could be connected to

both loads and sources. An example of the connectors can be seen in Figure 2.7 and

the coupled mobile agents are shown in Figure 2.8.
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Figure 2.5: Clearpath Husky UGV outfitted with 48V PV array and bat-
tery storage.

2.5 Near-Field Wireless Power Transmission

Wireless power has become commonplace in our daily lives. Though some forms of

wireless power have existed for over 150 years [26], continued development and deploy-

ment of the technology seems endless [27]. With an abundant supply of commercially
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Figure 2.6: Clearpath Husky UGV provides power as a cable distribution
agent.

available systems, many previously difficult tasks can be aided by near-field wireless

power systems. One of our objectives for investigating the capabilities of wireless

power transfer was for use in the autonomous mobile micro-grid.

Research of near-field wireless systems, currently available on the market, demon-

strates numerous technologies being utilized [28]. There is a tremendous amount of

work involving wireless power transfer being implemented in electric vehicle charging

[29][30][31]. Each technology has their own characteristics, and thus, their own niche

use. Many works investigate the different topologies and varying complex charac-

teristics of wireless power systems[32][33][34][35][36][37]. Two widely used forms of
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Figure 2.7: Clearpath Husky UGV with fixed type AC/DC power connec-
tors.

near-field wireless power are inductive coupling and capacitive coupling. Both sys-

tems can incorporate resonance into their design to increase the distances at which

the transmitting module can send power to the receiving module.

The system selected for this research project utilizes the principle of inductive cou-

pling. Near-field wireless power transmission is achieved via inductive coupling of

two separate coils of Litz wire. The Litz wire modules were chosen over other ver-

sions due to the particular characteristics of the Litz wire itself. Litz wire consists

of strands of individually insulated wire that is woven together to form a group that

is also insulated. This process is done in order to reduce the proximity effect which
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Figure 2.8: Clearpath Husky UGV agents coupled providing load support.

causes increased resistance in conductors that are in close proximity to one another

with alternating current passing [38]. The system is comprised of a ”primary” (or

transmitting) side module that is mounted to the mobile bus agent. The ”secondary”

(or receiving) side module is mounted to the stationary load. The near-field wireless

power transmission system works on the principle of inductive coupling, wherein, the

process of inductive coupling can be thought of as sending power from one coil of

wire (or primary coil) to another coil of wire (or secondary coil) without a physical

connection between the aforementioned coils. The transmitting and receiving mod-

ules have no physical connection between one another. Power is transferred due to

the magnetic flux from the transmitting module inducing an alternating current on

the receiving module coil, as depicted in Figure 2.9.
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Figure 2.9: The fundamental physics of the coils.

The wireless power transfer takes place due to Faraday’s law of induction, expressed

mathematically in:

∆V = −N∆φ

∆t
(2.1)

where V = voltage, N = number of coil turns, phi = magnetic flux and t = time.

The law states that an electromotive force or voltage is induced by a change in the

magnetic flux. The magnetic flux can be thought of as a water passing through a
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screen, as seen in where the screen represents a closed body area or coil and the water

mimics the effect of the magnetic field lines passing through the area. The magnetic

flux has three dependencies that change the overall wireless power transfer. The first

is the magnetic field, denoted by B in

φ = | ~B|| ~A|cosθ. (2.2)

The magnetic field is directly related to the magnetic flux. As the magnitude of the

magnetic field increases, the magnetic flux increases proportionally. The area also

is directly related to the magnetic flux, as the area of the coil increase so to does

the magnetic flux. The final and most important aspect to the magnetic flux in the

context of this work, is the relationship of the angle of the coil and the resulting

change in magnetic flux. This angle change is something that significantly affects the

overall output and efficiency of the wireless power transfer. As the angle increases

or decreases from the 90°or perpendicular alignment of the coils, the magnetic flux

decreases as less coil area is presented to the magnetic field. This characteristic plays

an important role in the wireless power transfer and specifically the development of the

near-field wireless power transfer modules and their use in the autonomous mobile

microgrid[39][35]. The process of the wireless power transfer is similar to the way

in which a transformer works, the primary coil receives alternating current voltage,

creating a component of magnetic flux. Due to the proximity of the secondary coil to

the primary coil, the magnetic field produced from the alternating current through
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the primary coil induces an alternating current into the secondary coil. The inductive

power transfer phenomenon occurs between two or more coils. In order for the process

to occur the coupling coefficient (k) will fall within a range from 0 to 1. The coupling

coefficient is based on the air gap between the primary and secondary coils. Because a

transformer has a minimal air gap, the coupling coefficient is 0.95 and the transformer

is said to be ”strongly coupled”. The near-field wireless power system has a coupling

coefficient ranging from 0.01 to 0.5, thus the system is referred to as ”weakly coupled”

[40]. A generic example of an equivalent circuit for the primary and secondary of a

wireless power system can be seen in Figure 2.10[41] and will be used to provide

a generalized mathematical model found in the wireless power system. The input

voltage or Vi is defined as

V1 = I1R1 − jωMI2 (2.3)

where I1 and I2 are the currents through the primary and secondary coils, R1 is the

resistance in the primary circuit, ω is the resonant frequency and M is the mutual

inductance between the coils. From Figure 2.10, the output power P0 can be described

by

P0 = I22RL = ((
ωMI1
RL +R2

)2)RL (2.4)

where RL represents the load resistance. The degree to which the coils are coupled
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can be expressed by the coupling coefficient

k =
M√
L1L2

. (2.5)

In (2.5), M represents the mutual inductance of the two coils and L1 and L2 are the

inductance values of the primary and secondary coil. The output power equation can

now be updated to reflect the coupling coefficient as seen in

P0 = ((
ωk
√
L1L2I1

RL +R2

)2)RL (2.6)

With the updated power out equation, it is imperative to have the power in, which

is found with

Pi = I21R1 + I22 (R2 +RL). (2.7)

Having both the P0 and Pi allow the efficiency of the system to be calculated. The

efficiency of the system in terms of the individual components in the equivalent circuit

can be found by

η =
P0

Pi

=
RL

R1(RL+R2)2

k2ω2L1L2
+RL +R2

. (2.8)

The previous equation shows that the coupling coefficient, k, plays a vital role in the

wireless power transfer.

As mentioned previously, the near-field wireless system is comprised of two separate

modules (Figures 2.11, 2.12, and 2.13).Specific to this work, the primary module, or
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Figure 2.10: Equivalent wireless power circuit diagram.

Figure 2.11: Primary coil hardware is mounted on the front of the Husky
UGV

the transmitting module, is mounted to the Husky UGV. The transmitting module

consists of a 1.3 mm Litz wire coil with an inner diameter of 70 mm and an outer

diameter of 88 mm. While the receiving module also utilizes 1.3 mm Litz wire, the

secondary coil has an inner coil diameter of 70 mm and an outer coil diameter of

83 mm. The UGV system supplies the transmitting module with a regulated direct

current voltage, which is inverted to provide power to the transmitting coil. The

alternating current induced onto the receiving coil is then rectified to provide direct

current power to the load.
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Figure 2.12: Secondary wireless power receivers are mounted to demon-
stration loads.

Because the two modules are electrically isolated, wireless power systems can provide

safe and reliable operation in extreme environments. This is one of the benefits of

wireless power systems and why they are considered an ideal solution for charging

electric vehicle batteries. In smart grid applications, EV can be used as load or as

distributed power resources in a concept known as vehicle-to-grid (V2G) operation

[42][43]

Chapter 3 presents the hardware and software utilized in the wireless power transfer

system as well as the development of the autonomous mobile docking control system

used to guide the agent during wireless power transfer. Further,the experimentation
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Figure 2.13: Near field wireless modules mounted on Husky UGV and
stationary load.

used in the development of these system is explored at length.
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Chapter 3

Hardware and Software

Implementation

3.1 Introduction

This chapter provides information on the wireless power transfer hardware and soft-

ware implemented on the autonomous mobile micro-grid created by the research team.

Evolution of the system due to environmental and terrain changes is also discussed.

Within this project, two different hardware and software setups were used in order

to cater to the evolving scope of work. Both systems will be discussed in detail. To

conclude this chapter, the wireless power transfer systems docking control method is
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also described f1.

3.2 COTS Hardware Selection

To achieve the project goals, the team needed to monitor the voltage, current, and

power of the primary and secondary modules. The first step was to decide how to

collect the required data, while keeping the project parameters in mind. There are

many different commercial off the shelf (COTS) pieces of hardware that were capa-

ble of performing the desired task. A very popular device, and the one used in this

work, is the Arduino UNO [44][45]. The Arduino UNO is built upon the ATmega328,

which is a single-chip 8-bit microprocessor. Atmel developed the ATmega328 as a

low-powered, low-cost unit that has since been used widely in various types of au-

tomation and control systems. Another advantage of implementing the Arduino UNO

micro-controller was the research team’s familiarity with the Arduino’s Integrated De-

velopment Environment or IDE. The IDE provides the user with a straight forward

programming interface to upload code to the Arduino UNO via the USB connection.

The unit utilizes a language that is derived from a combination of C and C++, which

again was something that was viewed as a positive attribute when implementing into

the near-field wireless system. The Arduino UNO contains 14 digital pins, 6 ana-

log inputs, USB connection, In-Circuit Serial Programming or ICSP header,and a 16

1The material in this chapter is reprinted in majority from [16]
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MHz quartz crystal. The unit can be powered from a DC source via the USB jack or

barrel jack connection [46]. To measure the voltage and current, an Adafruit break-

out board was used [47]. The module used is equipped with an INA219 microchip,

an integrated circuit (IC) design introduced by Texas Instrument. The zero-drift,

bi-directional device measures the voltage drop across the surface mounted 100 ohm

shunt resistor. This configuration allows for the measurement of current, voltage

and power in various embedded circuits. What made the Adafruit INA219 breakout

board invaluable to the near-field wireless power application was the Inter-Integrated

Circuit Protocol or I2C ability of the module. The I2C capability would allow for

multiple components and addressing, which played a key role in the evolution of the

autonomous micro-grid. The I2C bus consists of a serial data pin (SDA) and serial

clock pin (SCL) which provide communication of data and between the module and

the micro-controller. As stated earlier, the Adafruit INA219 device is outfitted with

a 0.1 W shunt resistor (2 W ), accurate to +/-1 and 12-bit A/D converter. The unit

has a detection range of 3.2 A and a resolution of 0.8 mA. The breakout board also

provided adequate computation capability with a response time of 68 milliseconds.

Combination of the Adafruit sensor and Arduino micro-controller allowed for mea-

surements and computation of the power being transferred from the primary module,

in addition to the power being consumed by the secondary module’s DC load cir-

cuit. Since the primary module was mounted to the UGV, the existing USB network

connection and I2C communication protocol provided the raw data directly to the
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Figure 3.1: The primary side hardware is comprised of a litz wire coil
module, Arduino micro-controller, and Adafruit current sensor.

Robotic Operating System (ROS) that controls the UGV. The code that was cre-

ated to operate the Adafruit INA219 chip is shown in A.2. This code was written

to monitor the voltage, current and overall power that is produced by the primary

near-field wireless module. This code was loaded onto the Arduino UNO housed on

the UGV genset agent. Figure 3.1 is a circuit diagram of the setup on the mobile

genset UGV. The Arduino UNO, Adafruit INA219 and Litz-wire primary side coil

are shown in Figure 3.2. These components combined form the primary side of the

near-field wireless module as seen in Figure 2.11.

The secondary module of the near-field wireless power transfer system required a

different setup than that of the primary module. This change was due to the secondary
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Figure 3.2: The primary side hardware is comprised of a Litz wire coil
module, Arduino micro-controller, and Adafruit current sensor.

modules non-networked location. Since the secondary module was mounted to a

stand-alone load, the data from the secondary module did not have a live connection

to ROS that the primary module capitalized on.

To collect the desired data from the secondary module load circuit, an Adafruit

data logging shield was added to an Arduino UNO micro-controller. The unit can

write data to a secure digital (SD) memory card in 16 or 32 bit file allocation table

(FAT16 or FAT32) format providing up to 32 gigabits of readable data. In A.3,

the code used for the Arduino UNO and Adafruit data logging shield contained in

the secondary near-field wireless module mounted on the fixed load is found. This
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Figure 3.3: The secondary side hardware is comprised of a litz wire
coil module, Arduino micro-controller, Adafruit datalogging shield and a
Adafruit current sensor.

code also made use of the Adafruit INA219 breakout board to monitor the voltage,

current and power at the load. The difference with the code in A.3 to that found

in A.2 has to do with the requirement of a real time clock or RTC. This data shield

includes a real time clock or RTC, allowing for synchronization of time signatures of

the primary and secondary module data. This time stamp would allow for greater

precision during post-processing of the near-field wireless transfer data. The Arduino

that was mounted to the mobile bus agent did not require an RTC as it was linked to

the HUSKY onboard computer which was in direct communication with ROS. The

hardware used in these systems is shown in Figures 3.2 and 3.4. A schematic of the

system can be seen in Figure 3.3.
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Figure 3.4: The secondary side hardware is comprised of a litz wire coil
module, Arduino micro-controller, Adafruit data shield, and Adafruit cur-
rent sensor.

The primary and secondary near-field wireless modules were originally housed in a

plastic storage container mounted to the front of the UGV, as seen in Figure 3.5.

This original prototype was later exchanged for an enclosure capable of containing the

wireless power modules, micro-controllers, and appropriate sensor array. The system

needed to be robust to handle the abusive nature of autonomous docking and traversal

in an outdoor environment. The calibration period of the docking controller proved

that the system was adequate and held up to the inadvertent and repetitive collisions

between the mobile bus agent containing the near-field wireless primary module and

the near-field wireless secondary module contained on the fixed load. Rather than

using adhesives to contain the hardware within the enclosure, a 3D printer was used
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Figure 3.5: Prototype of Near-field Wireless Power System.

Figure 3.6: 3D printed Litz wire support ring.

to create novel brackets to arrange the components. Two 3D-printed components

were created (Figures 3.6 and 3.7) and can be assembled to create the bracket seen

in Figure 3.8.

40



Figure 3.7: 3D printed micro-controller enclosure base.

3.3 System Overview

The primary side module is controlled via an Arduino UNO unit that also monitors the

primary module’s performance, providing real-time power and efficiency information.

The secondary module also incorporates an Arduino UNO controller, paired with a

data logging shield. This setup allows for the analysis of both systems’ performance

on the secondary side of the connection, which can then be utilized for further load

analysis. The primary side module system data is fed into ROS on the Husky robot

to provide real-time data to the operator.

The primary module requires a 24V and 1A regulated direct current supply, which
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Figure 3.8: 3D printed Near-field wireless power transfer mount system.

is provided by the Husky UGV. The secondary module is capable of delivering direct

current at 12V and 2A. A front-mounted design (as seen in Figure 2.4) was chosen

to simplify control and target acquisition.

3.4 Docking Controller

The need for mobile UGVs to have highly accurate relative positioning data is

paramount for successful near-field wireless docking. The docking controller requires

localization data from an external source through a constant feed, in this case, the

data is acquired via various sensors including; a global positioning system (GPS), at-

titude heading and reference system (AHRS), 2-D LiDAR, wheel encoder odometry,
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Figure 3.9: Transmitter and receiver modules represented in the angle and
distance domain.

and visual camera referencing.

The UGV initially begins at a datum point pre-loaded into the system. From this

datum point, the UGV traverses to the rendezvous way-point using GPS, AHRS, 2-

LiDAR, and odometry data. Once the UGV reaches the rendezvous point, the camera

activates to confirm if the augmented reality (AR) marker, located on the target, is

within the visual frame of the camera. The controller then pans the UGV, allowing

the fixed camera to search for the AR marker. Upon target acquisition, the controller

computes an ”x”,”y”,” theta” docking pose in reference to the AR marker (Figure

3.7 shows a representation of this calculated space).
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This docking pose is then used as the final docking way-point goal. The UGV then

visually ”servos” - a process in which the fixed camera on the UGV locks onto the AR

marker and guides the UGV to the final docking position. Once at the final calcu-

lated docking position, the controller interprets the data from the near-field wireless

power modules’ sensors to assist in determining docking success. The minimum limits

for docking success were determined from the initial power transfer characterization

and can be seen in Table 1. If the docking pose error is greater than the pre-set

parameters, the controller initiates the re-docking procedure, which returns the UGV

to the docking way-point to repeat the final docking sequence. The controller then

implements a proportional feedback loop in the visual servo mode to obtain the final

pose. If the docking attempt is deemed successful, the controller indicates success

and notifies the operator. A block diagram of the decision process of the docking

controller is shown in Figure 3.10 and the code developed for the mobile bus agent is

found in A.1.

3.5 Enhanced Hardware

The design of the near field wireless power system was later changed to incorpo-

rate updated hardware. Additional research found that there were various systems

that could provide real-time feedback [48][49][50]The upgraded components allow for

real-time feedback from the secondary modules. Feedback from the loads provided
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Figure 3.10: Docking control for wireless power transfer depends on both
canonical elements of the ROS move base software, and custom algorithms.

additional data, allowing for various development of the micro-grid system.

The limited options available to provide wireless communication from the secondary

modules in real-time proved to be challenging. There were three off-the-shelf tech-

nologies that could be implemented into the system with varying degrees of difficulty:

Bluetooth, FM radio transmission, and WiFi. The team first experimented with an

Adafruit ATWINC1500 WiFi shield, which would utilize the existing Arduino hard-

ware and software that was in place; however, the Arduino Uno was incapable of the

computational speed required by ROS. There was initial success using the Adafruit

ATWINC1500 WiFi shields on an Arduino Mega, and the team considered using this
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piece of hardware for further development. However, the large size of the Arduino

Mega would require significant design changes as it simply did not fit into the existing

project enclosures, thus resulting in further 3D-printing and updated enclosures.

Next, experimentation was conducted using the Adafruit HUZZAH32 ESP32 Feather

board and the Adafruit Feather HUZZAH ESP8266 breakout board. Both boards

have a 32-bit processor which would provide plenty of computation power; however,

the ESP32 has a dual-core CPU providing 160MHz to 240MHz. The the ESP8266

utilizes a single-core processor that operates at 80MHz. The benefit of either of these

devices is that they were both could be programmed using the Arduino IDE based of

the C/C++ programming language. Each unit had the ability to utilize the existing

Adafruit INA219 boards that were used to monitor the voltage, current and power

at load. Both options would provide adequate communication and the ability to be

powered by a small lithium ion power source concealed safely within the modules en-

closure. The code that was developed to operate these devices can be found in A.4 and

A.5 Ultimately, the Adafruit Feather HUZZAH ESP8266 breakout board was easier

to work with and chosen as the platform for further development [51]. By substituting

the Arduino micro-controllers with an Adafruit Feather HUZZAH ESP8266 breakout

board, the team achieved real-time feedback from the load, all while maintaining the

original primary and secondary modules’ design. This new hardware would provide

the ability to charge the wireless sensor network and associated lithium ion battery
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Figure 3.11: The updated secondary side hardware is comprised of a litz
wire coil module, ESP8266 micro-controller and two Adafruit current sen-
sors.

packs on the loads[23][52]. Additionally, the Adafruit Feather HUZZAH ESP8266 al-

lowed the team to continue development using the same software as the Arduino IDE

and saved the research group a significant amount of time during mission deployment.

The updated hardware can be seen in Figure 3.11.
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Chapter 4

Experimental Results

4.1 Introduction

This chapter provides information on the autonomous mobile micro-grid wireless

power transfer experimental results. Details on the power output and docking con-

troller success rates are examined and statistical methods applied to quantify the

results f1.

1The material in this chapter is reprinted in majority from [16]
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4.2 Results

The objective of this research was to power a micro-grid load via near-field wireless

power, while monitoring the power and efficiency of the system. It was important

to characterize the relationship of the primary module to the secondary module and

demonstrate that the data acquisition system does, in fact, show that the inverse-

square law holds true for the electromagnetic field produced by the primary module.

Power data from the primary and secondary modules at various alignments was col-

lected and used to analyze the system’s performance. Diverse alignments, with a set

resistive load, was used to characterize the relationship of the transmitted power to

the received power as a function of distance and angle.

The load was chosen to represent a realistic application of the near-field power sys-

tem. A 7 Ω power resistor, connected across the receiving modules output contacts,

was utilized to create a potential constant current draw of approximately 1.7 A and a

power output of approximately 20 W . The resistive load allowed the circuit to remain

within the range of the rated output of the system, while simultaneously allowing out-

put validation of the hardware setup and data acquisition. By isolating the distance

and angle between the two modules, these variables became the determining factor

in the power output and overall efficiency of the system. With the current system
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Figure 4.1: Power relationship between the primary and secondary coils as
a function of absolute distance and angle between the faces of the enclosures.

configuration, pre-calculated estimates of current draw and power output at the load

were replicated. The near-field wireless system performed admirably and produced

power transfers at distances and angles greater than expected. The power output of

the primary and secondary modules compared to the varying distances and varying

yaw between the modules is demonstrated in Figure 4.1.

A two-dimensional representation of the power output of the modules in relation to

the distance space can be seen in Figure 4.2. Figure 4.3 shows the power output of

the modules with respect to the yaw or the z-axis. From Figures 4.2 and 4.3, we

observe that with a 7 Ω load in place, we can experimentally draw our calculated

power of 20 W .

It was concluded that to achieve a quantitative quality power transfer, one would

need to use the power transfer characterization data to set distance and angle lim-

its. These limits (or thresholds) would either determine docking success or initiate
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Figure 4.2: Correlation of the distance between the faces of the Primary
and Secondary modules and the power transferred.

Figure 4.3: Correlation of the yaw and the power transferred between the
primary and secondary modules.

the re-docking sequence. The empirically chosen scalar distance and absolute an-

gle parameters determined from the initial power transfer characterization data were

determined to be 0.015 meters and +/- 0.625 radians.

The efficiency of the system was also of interest during data collection. Using the
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Figure 4.4: Plot of efficiency of near-field system.

power, distance, and angle data collected from both the primary and secondary mod-

ules, a 3-dimensional plot of the efficiency of the system was created (Figure 4.4).

System performance greater than 60% capacity was also achieved within the dis-

tance and angle space chosen as our docking threshold parameters from Table 4.1

(Figure 4.4).

Further experimentation was conducted to confirm that the distance and angle

recorded by the hardware mounted to the Husky, and disseminated by the ROS, was

accurate. First, a 60-degree grid, determined by using the minimum and maximum

docking angle while still providing observable wireless power transfer, was marked

on the floor of the lab. The range was 60-120 degrees, with 90 degrees representing

a flush alignment of the modules. Wireless power transfer measurements were then

recorded at 10-degree increments over the 60-degree range and at increasing distances
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Figure 4.5: Efficiency data using manual measurement of the distance and
angles between the faces of the Primary and Secondary modules.

between the primary and secondary modules. The next step was to manually move

the load through a range of hand-placed measurements while recording the power

transfer data at the predetermined points. To maintain replicability, the same 7 Ω

power resistor was again connected across the receiving modules’ output contacts, cre-

ating a current draw of approximately 1.7 A and power output of approximately 20

W . The distance and angle were observed by the method mentioned above, while the

power data was recorded by hand using a multi-meter. These results are graphically

conveyed in Figure 4.5.

During the experiment, the Husky’s sensor array also recorded the distance and angle

of each predetermined point. The Husky data interpreted by the ROS was then used

to create a graphical representation similar to the manually recorded data, which can

be seen in Figure 4.6.
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Figure 4.6: Efficiency data using ROS measurement of the distance and
angles between the faces of the Primary and Secondary modules.

To provide a statistical analysis of the system, the relationship between the primary

and secondary power output data was calculated using the Pearson Correlation Co-

efficient shown in

ρ(A,B) =
cov(A,B)

σAσB
. (4.1)

The co-variance of A and B is found from

cov(A,B) =
1

N − 1

N∑
i=1

(Ai − µA)∗(Bi − µB). (4.2)

The standard deviation of the primary and secondary output power are σA and σB,

respectively and * denotes the complex conjugate [53][54].

The correlation coefficient was calculated using MATLAB and found to be 0.7739.

A correlation coefficient value can range from -1 to 1, with -1 representing a direct

negative correlation, zero representing no correlation, and 1 characterizing a direct
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Figure 4.7: Quantile-Quantile Plot of the Primary and Secondary module
output power.

positive correlation. Therefore, these results show a positive correlation trend of the

primary and secondary power output data.

In addition to calculating the correlation coefficient, a quantile-quantile plot (Fig-

ure 4.7) was also created as a means to graphically compare the probability distribu-

tion of the primary and secondary power output data. In comparing the two quantile

data sets of the output power of each module, a linear trend in observed, suggesting

the data is normally distributed [55].

The near-field wireless Husky UGV, in the current setup of using wheel odometry

and camera visualization only, demonstrated that an 80% docking success rate can

be achieved in an indoor environment. A graphical representation of the docking tra-

jectory and success rate can be seen in Figure 4.8. The blue lines represent successful
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Figure 4.8: Docking trajectory attempts represented from wheel odometry
and camera visualization data.

docking trajectories while the red line represents docking failure. With use of the

entire UGV sensor network in an outdoor environment, the Husky UGV can achieve

a 73% docking success rate.

4.3 Discussion

When implemented, the power output of the modules was within the range of the

calculated values. An output of 20 W from our secondary module allowed for utiliza-

tion of the near-field wireless power transfer system in the micro-grid to provide load

support and system optimization.

The use of camera visualization as feedback for the docking controller yielded an
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80% success rate. Also taken into consideration, was that this UGV docking took

place in a two-dimensional environment. In other words, this work was conducted

on relatively flat surfaces, void of elevation changes. The 80% success rate can be

improved upon by replacing the fixed mount of the modules with one that would

allow yaw on the vertical access. If determined that higher precision is needed, a

gimbal system allowing roll, pitch, and yaw could also be implemented. The 80%

success rate was also achieved using a 180-degree area, oriented outward from the

load. Reduction of this area to 160 degrees was observed to improve the success rate

to 93%. Based on the results of this experimentation, the research team was able

to provide wireless power transfer using camera visualization as feedback control at

success rates of 80% - 93%.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

The statistical analysis and data collection demonstrated that by characterizing the

relationship between the transmitting module and secondary module, an accurate

docking controller can be implemented using camera visualization. With the current

design, the system provides an opportunity to scale-up and increase the power transfer

capability without drastic design changes to the system.
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5.2 Future Work

Continued development and data trials are anticipated with this project. Advance-

ment in the UGV cabling agent could increase the utility of the autonomous mobile

micro-grid. Plans for the near-field wireless system include; larger scale power transfer

between the modules, increased docking precision from advanced sensor equipment,

mission planning optimization, and the use of live feedback from the load module

hardware to assist in docking. The advancements in hardware and software pave the

way for additional contributions toward the advancement of the autonomous mobile

micro-grid and near-field wireless power transfer systems.
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Appendix A

Control Code

A.1 microgrid ws bus agent CSG.py

Python 3.6.4 (v3.6.4: d48eceb , Dec 19 2017, 06:04:45) [←↩
MSC v.1900 32 bit (Intel)] on win32

Type "copyright", "credits" or "license ()" for more ←↩
information.

>>>

#<!-- rosserial for primary coil on arduino -->

<node pkg="rosserial_python" type="serial_node.py" ←↩
name="nearfieldComms">

<param name="port" value="/dev/ttyACM0"/>

</node >
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<!-- rosserial for load communication with esp8266 's←↩
-->

<node pkg=" rosserial_server" type=" socket_node" name←↩
=" loadComms">

</node >

#Logging for ROS topics:

#!/ usr/bin/env python

import xlsxwriter

from datetime import datetime

import rospy

import tf2_ros

from sensor_msgs.msg import NavSatFix

from nav_msgs.msg import Odometry

from std_msgs.msg import Float32 , String

from geometry_msgs.msg import ←↩
PoseWithCovarianceStamped

from math import isnan

import numpy as np

from tf import transformations as tfs

from diagnostic_msgs.msg import DiagnosticArray

class mcvwb():

def __init__(self):

wbname = "/home/administrator/huskycostlogs←↩
/" + str(datetime.now()) + ".xlsx"

print wbname

try:
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self.workbook = xlsxwriter.Workbook(←↩
wbname)

self.worksheet = self.workbook.←↩
add_worksheet ()

except Exception as e:

print(repr(e))

self.row=0

self.timecol =0

self.ekfcolx = 1

self.ekfcoly = 2

self.ekfcoltheta = 3

self.nfcolA = 4

self.nfcolV = 5

self.nfcolW = 6

self.x = None

self.y = None

self.theta = None

self.A = None

self.V = None

try:

self.worksheet.write(self.row ,self.←↩
timecol ,"time")

self.worksheet.write(self.row ,self.←↩
ekfcolx ,"ekf x")

self.worksheet.write(self.row ,self.←↩
ekfcoly ,"ekf y")

self.worksheet.write(self.row ,self.←↩
ekfcoltheta ,"ekf theta")

self.worksheet.write(self.row ,self.←↩
nfcolA ,"amps")

self.worksheet.write(self.row ,self.←↩
nfcolV ," volts")

73



except Exception as e:

print(repr(e))

self.row += 1

def ekfback(data):

self.x=data.pose.pose.position.x

self.y=data.pose.pose.position.y

self.theta = tfs.euler_from_quaternion ([←↩
data.pose.pose.orientation.x,data.pose←↩
.pose.orientation.y,

data.pose.pose.orientation.z,data.←↩
pose.pose.orientation.w],axes='←↩
sxyz')[2]

def nfVback(data):

if "husky_node: system_status" in data.status:

print(data.status)

# for row in enumerate(data.status.values):

# if row.status.values.key==" Battery Voltage ":

# self.V=float(row.status.values.value)

try:

self.worksheet.write(self.row ,self.←↩
timecol ,rospy.get_time ())

self.worksheet.write(self.row ,self.←↩
ekfcolx ,self.x)

self.worksheet.write(self.row ,self.←↩
ekfcoly ,self.y)

self.worksheet.write(self.row ,self.←↩
ekfcoltheta ,self.theta)

self.worksheet.write(self.row ,self.←↩
nfcolA ,self.A)
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self.worksheet.write(self.row ,self.←↩
nfcolV ,self.V)

self.worksheet.write(self.row ,self.←↩
nfcolW ,np.multiply(self.A,self.V))

except Exception as e:

print(repr(e))

self.row += 1

def nfAback(data):

self.A=data.data

rospy.Subscriber('odometry/filtered ',←↩
Odometry ,ekfback)

rospy.Subscriber('batteryCurrent ',Float32 ,←↩
nfAback)

rospy.Subscriber('diagnostics ',←↩
DiagnosticArray ,nfVback)

if __name__ =='__main__ ':

try:

rospy.init_node('logGPStoCSV ',←↩
disable_signals=True)

bob = mcvwb ()

rospy.spin()

except Exception as e:

print(repr(e))

finally:

bob.workbook.close ()

print "DONE !!!"
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A.2 V C log ROS ina219.ino

#include <ros.h>

#include <std_msgs/Float32.h>

#include <Wire.h>

#include <Adafruit_INA219.h>

Adafruit_INA219 ina219;

ros:: NodeHandle nh;

std_msgs :: Float32 amps_msg;

std_msgs :: Float32 volts_msg;

std_msgs :: Float32 power_msg;

ros:: Publisher wirelessAmps("wirelessAmps", &amps_msg);

ros:: Publisher wirelessVolts("wirelessVolts", &volts_msg←↩
);

ros:: Publisher wirelessPower("wirelessPower", &power_msg←↩
);

//int offset =0;// set offset value

//#define acs712 A0

//#define MHV A1

//float vpp = 0.0048828125;

//float sensitivity = 0.100;

void setup() {

nh.initNode ();

nh.advertise(wirelessAmps);

nh.advertise(wirelessVolts);

nh.advertise(wirelessPower);
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uint32_t currentFrequency;

// Initialize the INA219.

// By default the initialization will use the largest ←↩
range (32V, 2A). However

// you can call a setCalibration function to change ←↩
this range (see comments).

ina219.begin();

// To use a slightly lower 32V, 1A range (higher ←↩
precision on amps):

// ina219.setCalibration_32V_1A ();

// Or to use a lower 16V, 400mA range (higher ←↩
precision on volts and amps):

// ina219.setCalibration_16V_400mA ();

}

long publisher_timer;

void loop()

{

if (millis () > publisher_timer)

{

// voltage and current sensor

//int volt = analogRead(MHV);// read the input

// double voltage = map(volt ,0,1023, 0, 2500) + ←↩
offset ;// map 0-1023 to 0-2500 and add correction ←↩
offset

// voltage /=100;// divide by 100 to get the decimal ←↩
values

//int counts = analogRead(acs712);

//float volts = counts * vpp;
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//volts -= 2.5;

//float amperage = volts / sensitivity;

//float power = voltage*amperage;

float shuntvoltage = ina219.getShuntVoltage_mV ();

float busvoltage = ina219.getBusVoltage_V ();

amps_msg.data = ina219.getCurrent_mA ();

volts_msg.data = busvoltage + (shuntvoltage / 1000);

power_msg.data = ina219.getPower_mW ();

wirelessAmps.publish (& amps_msg);

wirelessVolts.publish (& volts_msg);

wirelessPower.publish (& power_msg);

publisher_timer = millis () + 999; // publish once a ←↩
second

}

nh.spinOnce ();

delay (1);

}

A.3 V C log RTCwSD ina219.ino

#include "SD.h"
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#include <Wire.h>

#include "RTClib.h"

#include <Adafruit_INA219.h>

Adafruit_INA219 ina219;

#define LOG_INTERNAL 1000

#define ECHO_TO_SERIAL 1

#define WAIT_TO_START 0

//int offset =0;// set offset value

//#define acs712 A0

//#define MHV A1

//float vpp = 0.0048828125;

//float sensitivity = 0.100;

RTC_PCF8523 rtc;

const int chipSelect = 10;

File logfile;

String filename;

void setup() {

Serial.begin (115200);// initialize serial monitor

if (! rtc.begin ()) {

Serial.println("Couldn 't find RTC");

while (1);

}

if (! rtc.initialized ()) {

Serial.println("RTC is NOT running!");
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// following line sets the RTC to the date & time ←↩
this sketch was compiled

rtc.adjust(DateTime(F(__DATE__), F(__TIME__)));

// This line sets the RTC with an explicit date & ←↩
time , for example to set

// January 21, 2014 at 3am you would call:

// rtc.adjust(DateTime (2014, 1, 21, 3, 0, 0));

}

Serial.print("Initializing SD card ....");

pinMode (10, OUTPUT);

if(!SD.begin(chipSelect))

{

Serial.println("Card failed or card not present");

return;

}

Serial.println("Card initialized.");

DateTime now = rtc.now();

filename = String(now.day())+String(now.hour())+String←↩
(now.minute ())+String(now.second ())+".csv";

Serial.println(filename);

logfile = SD.open(filename.c_str (), FILE_WRITE);

if (logfile){

Serial.println("time , amps , volts , watts");

logfile.println("time ,amps ,volts ,watts");

logfile.close();

}

else {

// if the file didn't open , print an error:

Serial.println("error opening "+filename);

}
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uint32_t currentFrequency;

// Initialize the INA219.

// By default the initialization will use the largest ←↩
range (32V, 2A). However

// you can call a setCalibration function to change ←↩
this range (see comments).

ina219.begin();

// To use a slightly lower 32V, 1A range (higher ←↩
precision on amps):

// ina219.setCalibration_32V_1A ();

// Or to use a lower 16V, 400mA range (higher ←↩
precision on volts and amps):

// ina219.setCalibration_16V_400mA ();

}

void loop()

{

DateTime now = rtc.now();

// voltage and current sensor

// int volt = analogRead(MHV);// read the input

// double voltage = map(volt ,0,1023, 0, 2500) + offset←↩
;// map 0 -1023 to 0-2500 and add correction offset

// voltage /=100;// divide by 100 to get the decimal ←↩
values

//int counts = analogRead(acs712);

//float volts = counts * vpp;

//volts -= 2.5;

//float amperage = volts / sensitivity;
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// float power = voltage*amperage;

float voltage = ina219.getBusVoltage_V ();

float amperage = ina219.getCurrent_mA ();

float power = ina219.getPower_mW ();

float shuntvoltage = ina219.getShuntVoltage_mV ();

float loadvoltage = voltage + (shuntvoltage / 1000);

logfile = SD.open(filename.c_str (), FILE_WRITE);

if (logfile){

logfile.print(now.unixtime ());

logfile.print(",");

logfile.print(amperage);

logfile.print(",");

logfile.print(loadvoltage);

logfile.print(",");

logfile.print(power);

logfile.println ();

logfile.close();

}

else {

// if the file didn't open , print an error:

Serial.println("error opening "+filename);

}

Serial.print(now.unixtime ());

Serial.print(",");

Serial.print(amperage);

Serial.print(",");

Serial.print(voltage);

Serial.print(",");

Serial.println(power);
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delay (1000);

}

A.4 V C log ROS Esp32.ino

/*

* rosserial Publisher Example

* Prints "hello world!"

* This intend to connect to a Wifi Access Point

* and a rosserial socket server.

* You can launch the rosserial socket server with

* roslaunch rosserial_server socket.launch

* The default port is 11411

*

*/

//to modify this script depending on which esp is ←↩
running it, change the numbers in the ros

//topic name definitions and change the static IP that ←↩
the esp is assigned

//#include <ESP8266WiFi.h>

#include <WiFi.h>

#include <ros.h>

//#include <std_msgs/String.h>
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#include <std_msgs/Float32.h>

#include <Wire.h>

#include <Adafruit_INA219.h>

const char* ssid = "microgrid";

const char* password = "microgrid";

//const char* ssid = "hug2g796989 ";

//const char* password = "priest92nail ";

// Set the rosserial socket server IP address

IPAddress server (192 ,168 ,1 ,11);

// IPAddress server (192 ,168 ,42 ,3);

// Set the rosserial socket server port

const uint16_t serverPort = 11411;

std_msgs :: Float32 amps_msg;

std_msgs :: Float32 volts_msg;

std_msgs :: Float32 power_msg;

ros:: Publisher wirelessAmps("wirelessAmps3", &amps_msg);

ros:: Publisher wirelessVolts("wirelessVolts3", &←↩
volts_msg);

ros:: Publisher wirelessPower("wirelessPower3", &←↩
power_msg);

ros:: Publisher loadAmps("loadAmps3", &amps_msg);

ros:: Publisher loadVolts("loadVolts3", &volts_msg);

ros:: Publisher loadPower("loadPower3", &power_msg);

Adafruit_INA219 ina219;

Adafruit_INA219 loadina219 (0x41);

ros:: NodeHandle nh;

84



// Make a chatter publisher

// std_msgs :: String str_msg;

//ros:: Publisher chatter (" chatter1", &str_msg);

// Be polite and say hello

//char hello [13] = "Load 2!";

void setup()

{

// Use ESP8266 serial to monitor the process

Serial.begin (115200);

Serial.println ();

Serial.print("Connecting to ");

Serial.println(ssid);

// Connect the ESP8266 the the wifi AP

WiFi.begin(ssid , password);

IPAddress ip(192 ,168 ,0 ,37); //#1 .35, #2 .36, #3 .37

IPAddress gateway (192 ,168 ,0 ,1);

IPAddress subnet (255 ,255 ,0 ,0);

// IPAddress ip(192 ,168 ,42 ,36);

// IPAddress gateway (192 ,168 ,42 ,1);

WiFi.config(ip , gateway , subnet);

while (WiFi.status () != WL_CONNECTED) {

delay (500);

Serial.print(".");

}

Serial.println("");

Serial.println("WiFi connected");

Serial.println("IP address: ");

Serial.println(WiFi.localIP ());
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// Set the connection to rosserial socket server

nh.getHardware ()->setConnection(server , serverPort);

nh.initNode ();

// Another way to get IP

Serial.print("IP = ");

Serial.println(nh.getHardware ()->getLocalIP ());

// Start to be polite

//nh.advertise(chatter);

nh.advertise(wirelessAmps);

nh.advertise(wirelessVolts);

nh.advertise(wirelessPower);

nh.advertise(loadAmps);

nh.advertise(loadVolts);

nh.advertise(loadPower);

uint32_t currentFrequency;

// Initialize the INA219.

// By default the initialization will use the largest ←↩
range (32V, 2A). However

// you can call a setCalibration function to change ←↩
this range (see comments).

ina219.begin();

// To use a slightly lower 32V, 1A range (higher ←↩
precision on amps):

// ina219.setCalibration_32V_1A ();

// Or to use a lower 16V, 400mA range (higher ←↩
precision on volts and amps):

// ina219.setCalibration_16V_400mA ();

loadina219.begin ();
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}

long publisher_timer;

void loop()

{

if (millis () > publisher_timer)

{

publisher_timer = millis () + 99;

if (nh.connected ()) {

Serial.println("Connected");

// Say hello

// str_msg.data = hello;

// chatter.publish( &str_msg );

} else {

Serial.println("Not Connected");

}

//get data from the secondary module and publish to ROS

float shuntvoltage = ina219.getShuntVoltage_mV ();

float busvoltage = ina219.getBusVoltage_V ();

amps_msg.data = ina219.getCurrent_mA ();

volts_msg.data = busvoltage + (shuntvoltage / 1000);

power_msg.data = ina219.getPower_mW ();

wirelessAmps.publish (& amps_msg);

wirelessVolts.publish (& volts_msg);

wirelessPower.publish (& power_msg);

//get data from the load and publish to ROS

87



float loadshuntvoltage = loadina219.←↩
getShuntVoltage_mV ();

float loadbusvoltage = loadina219.getBusVoltage_V ();

amps_msg.data = loadina219.getCurrent_mA ();

volts_msg.data = busvoltage + (shuntvoltage / 1000);

power_msg.data = loadina219.getPower_mW ();

loadAmps.publish (& amps_msg);

loadVolts.publish (& volts_msg);

loadPower.publish (& power_msg);

}

nh.spinOnce ();

delay (1);

}

A.5 V C log ROS Esp8266.ino

/*

* rosserial Publisher Example

* Prints "hello world!"

* This intend to connect to a Wifi Access Point

* and a rosserial socket server.

* You can launch the rosserial socket server with

* roslaunch rosserial_server socket.launch

* The default port is 11411

*

88



*/

//to modify this script depending on which esp is ←↩
running it, change the numbers in the ros

//topic name definitions and change the static IP that ←↩
the esp is assigned

#include <ESP8266WiFi.h>

//#include <WiFi.h>

#include <ros.h>

//#include <std_msgs/String.h>

#include <std_msgs/Float32.h>

#include <Wire.h>

#include <Adafruit_INA219.h>

const char* ssid = "microgrid";

const char* password = "microgrid";

//const char* ssid = "hug2g796989 ";

//const char* password = "priest92nail ";

// Set the rosserial socket server IP address

IPAddress server (192 ,168 ,1 ,11);

// IPAddress server (192 ,168 ,42 ,3);

// Set the rosserial socket server port

const uint16_t serverPort = 11411;
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std_msgs :: Float32 amps_msg;

std_msgs :: Float32 volts_msg;

std_msgs :: Float32 power_msg;

ros:: Publisher wirelessAmps("wirelessAmps1", &amps_msg);

ros:: Publisher wirelessVolts("wirelessVolts1", &←↩
volts_msg);

ros:: Publisher wirelessPower("wirelessPower1", &←↩
power_msg);

//ros:: Publisher loadAmps (" loadAmps2", &amps_msg);

//ros:: Publisher loadVolts (" loadVolts2", &volts_msg);

//ros:: Publisher loadPower (" loadPower2", &power_msg);

Adafruit_INA219 ina219;

// Adafruit_INA219 loadina219 (0x41);

ros:: NodeHandle nh;

// Make a chatter publisher

// std_msgs :: String str_msg;

//ros:: Publisher chatter (" chatter1", &str_msg);

// Be polite and say hello

//char hello [13] = "Load 2!";

void setup()

{

// Use ESP8266 serial to monitor the process

Serial.begin (115200);

Serial.println ();

Serial.print("Connecting to ");

Serial.println(ssid);

// Connect the ESP8266 the the wifi AP

WiFi.begin(ssid , password);
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IPAddress ip(192 ,168 ,0 ,35); //#1 .35, #2 .36, #3 .37

IPAddress gateway (192 ,168 ,0 ,1);

IPAddress subnet (255 ,255 ,0 ,0);

// IPAddress ip(192 ,168 ,42 ,36);

// IPAddress gateway (192 ,168 ,42 ,1);

WiFi.config(ip , gateway , subnet);

while (WiFi.status () != WL_CONNECTED) {

delay (500);

Serial.print(".");

}

Serial.println("");

Serial.println("WiFi connected");

Serial.println("IP address: ");

Serial.println(WiFi.localIP ());

// Set the connection to rosserial socket server

nh.getHardware ()->setConnection(server , serverPort);

nh.initNode ();

// Another way to get IP

Serial.print("IP = ");

Serial.println(nh.getHardware ()->getLocalIP ());

// Start to be polite

//nh.advertise(chatter);

nh.advertise(wirelessAmps);

nh.advertise(wirelessVolts);

nh.advertise(wirelessPower);

// nh.advertise(loadAmps);

// nh.advertise(loadVolts);
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// nh.advertise(loadPower);

uint32_t currentFrequency;

// Initialize the INA219.

// By default the initialization will use the largest ←↩
range (32V, 2A). However

// you can call a setCalibration function to change ←↩
this range (see comments).

ina219.begin();

// To use a slightly lower 32V, 1A range (higher ←↩
precision on amps):

// ina219.setCalibration_32V_1A ();

// Or to use a lower 16V, 400mA range (higher ←↩
precision on volts and amps):

// ina219.setCalibration_16V_400mA ();

// loadina219.begin();

}

long publisher_timer;

void loop()

{

if (millis () > publisher_timer)

{

publisher_timer = millis () + 99;

if (nh.connected ()) {

Serial.println("Connected");

// Say hello

// str_msg.data = hello;

// chatter.publish( &str_msg );

} else {

Serial.println("Not Connected");
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}

//get data from the secondary module and publish to ROS

float shuntvoltage = ina219.getShuntVoltage_mV ();

float busvoltage = ina219.getBusVoltage_V ();

amps_msg.data = ina219.getCurrent_mA ();

volts_msg.data = busvoltage + (shuntvoltage / 1000);

power_msg.data = ina219.getPower_mW ();

wirelessAmps.publish (& amps_msg);

wirelessVolts.publish (& volts_msg);

wirelessPower.publish (& power_msg);

//get data from the load and publish to ROS

/* float loadshuntvoltage = loadina219.←↩
getShuntVoltage_mV ();

float loadbusvoltage = loadina219.getBusVoltage_V ();

amps_msg.data = loadina219.getCurrent_mA ();

volts_msg.data = loadbusvoltage + (loadshuntvoltage ←↩
/ 1000);

power_msg.data = loadina219.getPower_mW ();

loadAmps.publish (& amps_msg);

loadVolts.publish (& volts_msg);

loadPower.publish (& power_msg);

*/

}

nh.spinOnce ();

delay (1);

}
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