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POLYUNSATURATED FATS-

are they kiling us?

Our story about polyunsaturated fats is the story of a hypothesis:
its origins, maturation, and open-ended future. Methodology is de-
termined; equipment is organized; data collected and eventually
analyzed before conclusions are drawn, tested and redrawn. We are
presenting a real hypothesis: one in the process of testing amid the
frustrating awareness of the results’ importance to people and the
stringent limitations of budgets. Our story unfolds in the 1970s in

" Minamata Bay in Japan.

by Linda J. Kling

Among the many fears and concerns of the 1970s was the
mercury scare: clear evidence of the involvement of mercury
as the etiological factor in the development of Minamata
disease had recently been revealed. Minamata disease was
the cause of death of numerous fishermen and their
farnilies around Minamata Bay in Japan. The consump-
tion of mercury-contaminated fish was linked with the
disease. In addition, accidental consumption of seed grain
coated with a mercurial bactericide-fungicide agent was
reported responsible for the deaths of at least 460 patients
and for the hospitalization of more than 6,000 others in
Iraq. The industrial uses of mercury were widespread,
and mercury, as an environmental contaminate, was in
the limelight.

A report in Science magazine on the protective effects of
selenium against mercury toxicity caught my attention,
and I was intrigued by the relationship between en-
vironmental toxicants and diet.

The newly recognized role of selenium in decreasing
the toxicity of mercury was interesting. Although
selenium had been recognized as an essential trace
nutrient in 1957, a biological function for selenium had
just been elucidated by scientists at the University of
Wisconsin. These scientists had isolated an enzyme,
glutathion peroxidase (GSH-Px), which had selenium as a
necessary structural component. This enzyme speeds up
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the biological breakdown of harmful peroxides in the
body.

Peroxides are compounds formed in tissues as natural
consequences of biological reactions. Although peroxides
occur naturally even in healthy states, they are potentially
harmful, and the healthy cell has the ability to break these
products down into compounds that are inert. When
there is excessive production of peroxides,;the body’s
natural defense systems cannot break them down fast
enough and they initiate a series of steps that ultimately
result in the breakdown of essential biological components
such as proteins and fatty acids. Peroxides are similar to
compounds found during exposure to radioactivity.

The newly recognized function of selenium as an in-
tegral part of an enzyme that could break down harmful
peroxides clarified observations that linked selenium and
vitamin E. Vitamin E had long been suspected of being a
biological antitoxicant, a substance in the body that prevents
the formation of peroxides. Since the initial discovery of
selenium in 1957, it was observed that selenium could
prevent or mitigate some of the deficiency symptoms of
vitamin E. With the discovery of selenium as a part of
glutathion peroxidase (GSH-Px), a complex defense
mechanism began to emerge with vitamin E preventing
the formation of peroxides and selenium (GSH-Px)
breaking down peroxides once formed. This was a major
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DREAMERS?

school students

More recently, the authors have been analyzing data
collected from a longitudinal study entitled High School and
Beyond (HSB) to determine if aspiration levels of rural
students nationwide differ from those of students in urban
and suburban settings. Our interests have been to deter-
mine if Maine’s documented problem of low aspirations
of its youth might be related to a larger, national phe-
nomenon. This report presents an analysis of some of the
aspirations-related variables which are part of this ex-
traordinarily large data base.

The HSB data were collected by the National Center
for Education Statistics (NCES) to study longitudinally
the educational, vocational, and personal develop-
ment of high school students and the personal, famil-
ial, social, institutional, and cultural factors that may
affect that development (NCES, 1983).

In the 1980 sample of the HSB data base, students were
selected through a two-stage, stratified probability sample
with schools as the first stage units and students within
schools as the second stage units of the sampling pro-
cedure. Strata used in the school sampling included nine
U.S. census regions; size of enrollment; racial composi-
tion; urban, suburban or rural settings, and public,
private or parochial focus. The total number of schools
selected for the sample was 1,015 from a sampling of
24,725 schools. Within each school, 36 seniors and 36
sophomores were randomly selected to participate as sub-
jects in the HSB data collection. In those schools with
fewer than 36 seniors or 36 sophomores, all eligible
students were included in the sample.

In this study, data from 10,416 seniors from rural,
suburban and urban areas and matched for socioeconom-
ic variables were analyzed. Rural and urban students in
this study are nearly identical in terms of distribution by
family annual income; the suburban group is somewhat
more affluent. See Table 1.

TABLE 1

FAMILY ANNUAL INCOME
URBAN SUBURBAN RURAL TOTAL

$6,999 or less 14.4% 7.1% 14.4% 11.1%
$7-11,999 19.5% 12.0% 17.3% 15.5%
$12-15,999 18.9% 15.0% 198% 17.4%
$16-19,999 15.6% 15.9% 18.4% 16.5%
$24,999 14.0% 18.6% 13.5% 16.0%
$37,999 10.6% 16.3% 9.2% 12.7%
$38,000 + 6.9% 15.1% 74% 10.7%

WHAT ARE ASPIRATIONS?

The term aspirations is one which is often used
synonymously with goals, ambitions, objectives, pur-
poses, dreams, plans, designs, intentions, desires, long-
ings, wishes, yearnings, cravings or aims. Aspirations are
what drive individuals to do more and be more than they
presently are. We may know what we are, but we cannot
know for certain what we can be. It is this latter condition
that necessitates that we be guided and motivated by
aspirations.

Philip Prait is a doctoral student in Counseling and Guidance in
the College of Education at UMO and has recently joined the staff
of Eastern Maine Vocational Technical Institute.



Some important distinctions need to be made regarding
aspirations. First, there is a difference between educational
and career aspirations on the one hand, and quality of life
aspirations on the other. Education and career aspirations
relate to how much value people assign to formal educa-
tion and how far they intend to pursue it, i.e., do they seek
a high school diploma, a four-year college degree or other
post-secondary training, or perhaps a Ph.D. or M.D.
. degree? Career aspirations pertain to what type of voca-
tion or profession they want to pursue. Quality of life
aspirations are those related to such questions as where in-
dividuals would prefer to live, what kind of environment
they seek for themselves, what kind of community they’d
prefer, the kind of family they want, the type of schools
they want for their children, ezc. While these two major
categories of aspirations are different, they nonetheless
are inextricably interdependent. This study focuses on the
variables representative of both educational/career aspira-
tions and quality of life aspirations.

A second distinction should be made between expressed
aspirations and manifest aspirations. Expressed aspirations
are self-reported statements of what individuals say they
want to do. It is possible for these to be spur of the mo-
ment, transient, or the popular thing to say reports of per-
sonal goals, and as such, do not always present genuine,
well-developed aspirations. Manifest aspirations on the
other hand are reflected in what individuals actually do
with their lives. These readily observable indicators can
serve to support or contradict what they say they want to
do. For example, the statement, I really want fo do well in
high school so that I can go to a good college, represents an ex-
pressed aspiration while that student’s actual daily atten-
dance record and overall academic performance in school
would serve as manifest aspiration indictors. It should be
noted that this study is based upon findings derived from
expressed aspirations only.

Aspirations are influenced considerably by the com-
municated expectations of the significant people who in-
teract with the individual. If those expectations are high
and consistent over time, then there is a greater chance
that the individual’s aspirations will be similarly high.
Similarly, low expectations often result in low aspirations.
In this study the investigators analyzed selected variables
from the High School and Beyond data to see what in-
fluences students perceive the expectations of their
parents, teachers, peers and guidance counselors have
had on their aspiration levels.

Rural youth value their jobs more and their academics
less than urban and suburban youth.

When asked if a job was more important for them than
school, 14.9 percent of the rural youngsters replied Yes
while only 8.9 percent of the urban and 10.4 percent of
the suburban students agreed. (Only 5.9 percent of the
total sample reported that they never worked.) Moreover,
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when asked if their schools should have placed more em-
phasis on basic academic subjects, 29.2 percent of the ur-
ban students strongly agreed while only 22.4 percent of
the rural students agreed strongly.

Rural youth place lower value on making lots of
money than do urban youth, but value friendship
more.

When asked how important in their life having lots of
money was, only 30.8 percent of the rural respondents
said very important, while 38.6 percent of urban youth said
it was very important. When asked how important good in-
come was in determining the kind of career they would
seek, fewer rural students than urban students said it was
very important. Nearly 78 percent of the rural students con-
sider strong friendships as very important compared to 70
percent of the urban youngsters.

Rural and urban students aspire to leadership posi-
tions in their communities more often than suburban
students.

Fifty-seven percent of rural youngsters report that be-

ing a leader in the community is somewhat or very important
compared to the 53 percent of their urban and suburban
peers.
A greater percentage of urban students than rural
students report that the goal of being able to give their
children better opportunities than they had was very
important to them.

Nearly 80 percent of the urban youngsters said this was
very important while only 70 percent of both rural and
suburban youth said it was very important.

Neither rural nor suburban respondents see them-
selves correcting social and economic inequities as fre-
quently as urban respondents do.

Only 15 percent of both rural and suburban youngsters
view this social responsibility as being very important to
them while more than 20 percent of the urban youth do
see it as being very important to them.

Rural youngsters do not aspire to postsecondary
educational opportunities as frequently as either ur-
ban or suburban respondents do.

When asked how far in school they thought they would
get, rural students generally answered with fewer years of
study than either urban or suburban students. Table 2
depicts the responses of the three groups. When asked the
lowest level of education they would be satisfied with,
rural students’ responses again depicted satisfaction with
lower levels of education than did the urban and suburban
students. Table 3 contains the specific responses.

Rural students are not as confident as urban and
suburban students in their abilities to complete a col-
lege education.









parents and relatives? 14 percent of rural youth responded
very tmportant compared to 17 percent of urban youth, and
33 percent responded not important compared to 30 percent
of their urban peers.

TABLE 9
ARE YOU WILLING TO MOVE FOR THE JOB
YOU WANT?
URBAN RURAL
Yes, prefer 28.3%  40.0%
Yes, no difference 30.3% 31.6%
Yes, but prefer to stay 332% 23.8%
No, won’t move 8.2% 4.7%

In summary, an analysis of these national data suggests
that the phenomena we have observed in Maine are not
unique to Maine. We have a population of young people
in Maine whose aspiration patterns reflect those of rural
youth throughout the United States. In terms of postsec-
ondary educational aspirations, America’s rural high
school seniors aspire less often than their urban and
suburban peers to continuing their education. And when
they do aspire to postsecondary education, their expecta-
tions for the level of educational attainment are lower,
their expressed levels of self-confidence in completing
degree requirements are not as high, and they don’t ex-
pect or pursue further education for as long as urban
youngsters.

With respect to career aspirations, rural students, more
often than their urban counterparts, expect to enter the
work force immediately following high school. Moreover,
their aspirations for specific careers or professions are
generally at lower levels than their urban peers.

In terms of the impact that the expectations of parents,
teachers and counselors have on aspiration levels of young
people, this study substantiates that a relationship exists
between the communicated expectations of these signifi-
cant others and the resulting expressed aspirations of the
youngsters. The expectations rural adults hold for their
youth are reflected clearly in the aspiration statements of
rural high school seniors. Rural parents, teachers and
counselors evidently do not hold career and educational
aspirations for youth that are as high as those held by ur-
ban and suburban adults, and their students’ goals are
not as high as those of urban and suburban students.

With respect to quality of life aspirations, rural youth
value making lots of money less than urban youth, and they
value friendships more. They aspire to leadership posi-
tions in their communities more often than suburban
youth, but they do not see themselves correcting social
and economic inequities as often. And finally, they seek
opportunities to move away from their home com-
munities after high school more often than urban
youngsters.

Our purpose in undertaking this study was to deter-
mine if the problem of low aspirations among youth was
unique to Maine. The results of our analysis have con-
vinced us that low aspirations among rural youth is a
problem which exists nationally. This provides little com-
fort, however. We are still obligated to respond to the
problem as we see it in Maine. The first steps have been
taken: more than 70 communities and their schools have
recognized that the problem doesn’t ameliorate itself, that
it demands conscious planning and concerted efforts by
parents, school personnel, concerned citizens and munici-
pal officials, and that we can do something about raising the
aspiration levels of Maine youngsters. The goals, dreams,
and ambitions of our young people should not be a func-
tion of whether they live in a rural, urban or suburban en-
vironment. But the evidence is clear: those who live in
rural America are evidencing generally lower aspirations.
Rural states have a special responsibility to their young
which must be recognized and fulfilled. Certainly,
Maine’s young people are deserving of any measures
which can be undertaken to promote higher aspirations
among its students.
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The aging process is an appropriate and cyclic mechanism rife
with visible and measurable characteristics, but illnesses can pro-
duce signs and symptoms which may be confused with the more
common traits of aging. To differentiate between common traits of
the aging process and subtle disease processes which cause changes
over time is a vital, yet infrequent, subject of inquiry. Researchers
at UMO have been addressing the relationships between hyperten-
sion and the aging for several years. This is their story. Thanks are
due Mike Robbins for his patience with the editorial process.

HYPERTENSION

aging and intellect

by Merrill F. Elias and Michael Robbins

The study of disease is an important aspect of research on
aging because a portion of the age-associated decline in
intellectual functioning is related to disease processes, as
distinct from biological changes characteristic of normal ag-
ing. Often the relationship between severely debilitating
diseases and intellectual performance is so obvious that
there is little doubt that accelerated intellectual decline has
been caused by illness. When diagnosed and treated prop-
erly, essential hypertension is not a debilitating disease
and does not result in obvious alterations in intellectual
functioning or other aspects of behavior. Therefore, it is a
good model for insidious disease processes which effect
changes in cerebrovascular physiology over a long period
of time, and thus have the potential for influencing in-
tellectual performance in a negative manner. In this con-
text, methodological lessons learned as one studies
hypertension and behavior may be applied to the study of

Merrill F. Elias is Professor of Psychology at UMO. He earned
his Ph.D. in Experimental Psychology at Purdue University and
trained as a postdoctoral fellow in gerontology and neuropsychology
at Duke University. His research in behavioral medicine has
centered around the effects of cardiovascular diseases and aging on
mental performance. He has served as a consultant to the National
Institute on Aging and is Editor-in-Chief of Experimental Ag-
ing Research and Executive Editor of Gerodontology.

Michael A. Robbins is Research Assoctate in Psychology at
UMO. He earned his Ph.D. at UMO and has worked with Elias
in the development and execution of several projects funded by the
National Institute of Aging. His research interests involve the role
of personality and social charactersstics in health-related behavior.

other subtle disease processes resulting in progressive
change over time. But aside from methodology, the study
of the effects of hypertension on cognitive functioning has
a practical value. The prevalence of hypertension in the
United States was estimated at approximately 15 percent
in 1960 but was found to rise with advancing age, from 1
percent to 2 percent in those below the age of 25 to 40 per-
cent in those over the age of 65. (Gavras & Gavras 1983)
Our studies have addressed four related questions:

- Are there differences in performance between hyper-
tensives and normotensives and are they replicable;

- If so, are the differences of practical importance;

- Can one actually predict hypertensive status from
tests sensitive to cognitive dysfunction;

- Are the negative effects of hypertension on perfor-
mance, if any, greater for older than for younger per-
sons?

DEFINITIONS

Basically, uncomplicated essential hypertension is a
symptom. See Table 1. One infers the presence of disease,
even though the defective physiological mechanisms are
not clinically detectable within limits defined by currently
available medical technology. Thus it is a symptom of any
one of a number of diseases of unknown etiology. By
definition, no causal process is immediately apparent, yet
it places the individual at risk for complications such as
stroke, heart disease and other debilitating and life-
threatening medical complications. In fact, hypertensives
who develop complications are referred to as complicated,
essential hypertensives. Complicated and uncomplicated
essential hypertension can be distinguished from second-
ary hypertension where elevated blood pressure values are
a result of a clearly identifiable disease such as an en-
docrine disorder, a tumor, kidney failure, etc. While it is
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VARIABLES

Since antihypertensive medications affect our test per-
formance, as well as medical diagnostic tests, subjects in
our studies are removed from medications several weeks
before testing. Since being removed from one’s medica-
tion might affect performance, patients with and without
a history of medication were compared (Schultz e al.,
1979). They did not differ with respect to any psychomet-
ric measurements. Further, even though high plasma
renin activity levels (PRA) are believed by some in-
vestigators (e.g., Brunner, ¢t al., 1972) to represent a more
severe form of hypertension with a poorer prognosis, we
found no performance differences when we compared
subjects in high, medium and low renin groups. We may
have had too few subjects in the low and high renin
groups for maximum statistical power, and thus we have
continued to collect data during the last eight years with
the objective of performing new analyses of PRA groups
with substantially larger numbers of subjects. Moreover,
we hope eventually to achieve large enough samples so we
will be able to analyze the effects of the type and dosage
level of antihypertensive medication on the test perfor-
mance for a subgroup of subjects who remain medicated
during testing.

As in most studies, age was associated with poorer per-
formance scores and higher blood pressure values. See
Table 3. Further, as one may infer from the differences
between blood pressure groups, various measures of
blood pressure and performance were correlated. See
Table 4. To assess the contribution of blood pressure to
the age effect, we statistically adjusted age for blood
pressure values via partial correlational techniques. The
result was essentially the same no matter what blood
pressure measure we used. As may be seen in Table 3, the
correlation between age and performance is reduced when
the blood pressure-age and blood pressure-performance
correlations are adjusted statistically but age still cor-
relates significantly with most performance measures.
Findings such as these have led researchers on aging to
argue that some of the decline associated with age is
related to disease processes, not natural aging processes
per se. A better test of this hypothesis is provided by
longitudinal studies which we describe later.

PRACTICAL IMPLICATIONS

Given the types of tests we used, we cannot speak
directly to performance differences between hypertensives
and normotensives with respect to various occupations.
But examination of absolute levels of performance for our
laboratory and psychometric measures of performance
indicates that differences between mean values, though
statistically significant, are not significant in a practical
sense. For example, mean performance scores for our

highly educated hypertensives on WAIS were con-
siderably above the average score for the U.S. normative
sample (1.5 standard deviations) used to standardize the
WALIS. See Figure 2. Poorly educated hypertensive sub-
jects perform at average or slightly below average levels,
but this is true of poorly educated normotensives. Given
the large individual differences in performance within
hypertensive and normotensive groups, it is clear that the
prediction of individual performance scores from blood
pressure values, and vice versa, is relatively poor.

This point may be illustrated by comparing age, educa-
tion, anxiety, depression, and mean arterial blood pres-
sure values as predictors of one of the most sensitive tests
of cognitive function on the Halstead Reitan battery: the
categories test. The square of the correlation coefficient,
converted to a percentage, is typically used by psychome-
tricians as an indication of how well one variable predicts
another. These values are shown in Table 5. It is clear
that

- age and education are as good or better
predictors of performance than blood
pressure

- blood pressure does not predict much of
the variance in performance (or vice
versa)

- if we statistically adjust the blood pres-
sure values for both age and education,
the correlation coefficients are reduced

- if we add to this adjustment for mea-
sures of anxiety and depression, they are
reduced further

- using all of these variables to predict
performance results in a better multiple
prediction than the use of any one alone.

This demonstrates the obvious fact that performance is
affected by many factors. Given that many factors predict
an individual’s performance and that blood pressure
values are not among the best predictors, one might ques-
tion job discrimination on the basis of blood pressure for
essential hypertension. Such discrimination may be
justified with respect to critical, safety-related skills such
as those needed by an aircraft pilot. Even then the predic-
tion values between age and complex discrimination reac-
tion time are higher than those between mean arterial
blood pressure and complex discrimination reaction time.
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In this respect, reinspection of our data provided some
hypotheses about anxiety and stress which have stimulat-
ed new work involving the Spielberger state anxiety scale
and measurement of neuroendocrine response to stress.

NEW STUDIES

Examination of the anxiety and depression measures,
collected in parallel with the general intelligence and
neuropsychological performance measures, indicated that

-a larger‘ proportion of subjects scoring in the upper
quartile in state and trait anxiety were found in the
hypertensive groups (Elias, ¢t al., in press)

- mean state anxiety (presumably an anxiety response
to the immediate situation) is higher for the
hypertensives (Wood et al., 1979)

- subjects exhibiting higher levels of state anxiety ex-
hibited mean performance levels significantly lower
than those who showed lower levels of anxiety (Elias
et al., in press).

Further, the correlations between performance and blood
pressure values were reduced when they were adjusted
statistically for anxiety scores. While these data do not in-
dicate that state anxiety (situational anxiety) causes lower
mean values of performance for hypertensives, they did
stimulate a mode/ which is currently being tested. Essen-
tially, we hypothesize that not all, but some, hyperten-
sives respond to the testing situation with heightened state
anxiety. This elevated anxiety state, a stress response, in
turn affects performance negatively. Since some, but not
all, hypertensives display this phenomenon, mean perfor-
mance levels for hypertensive groups are decreased, but
individual differences in performance are observed.

One difficulty in examining a siress response to a
cognitive test is that paper and pencil tests of emotional
responses such as anxiety are considerably less reliable
than endocrine measures. A second problem is that paper
and pencil tests cannot be administered concurrently with
measures of intellectual performance and thus might be
insensitive to short-lived stress response.

As a solution to this problem, we have begun a study
with Drs. Streeten and Shultz at the SUNY Medical
Center in which plasma epinephrine and norepinephrine
responses to a stressful testing situation are being re-
corded for hypertensive and normotensive subjects. The
question is whether some hypertensives (neurogenic
hypertensives) will exhibit abnormally high plasma levels
of these stress-sensitive hormones in response to testing and
whether these plasma levels will be related to performance
scores.

BRAIN DAMAGE
HYPOTHESIS

We employ neuropsychological tests in our studies be-
cause they measure specific domains of intellectual and
perceptual motor functioning that are not normally
measured by more general tests of intellect. While they
have proven reliable with regard to discriminations be-
tween brain damaged and normal persons, it is widely
recognized that lower levels of performance on such tests
may reflect factors other than the anatomical or
biochemical integrity of the cerebral cortex (Parsons &
Prigatano, 1978). Yet, using neuropsychological tests
results, a number of investigators have reached the con-
clusion that hypertensives suffer from cognitive dysfunction.
Perhaps these studies have been influenced by the em-
phasis in the literature on physiological mechanisms as
causal with respect to lower average performance levels
observed for hypertensive groups. While it makes good
sense to explore the possibility of brain damage for
hypertensives suffering from severe cerebrovascular com-
plications, it would not seem likely that the incidence of
brain damage would be substantially higher for hyperten-
sives than for any groups of normotensives randomly
selected for study. Yet several investigators (Apter et al.,
1951; Boller et al., 1977, Goldman ¢t al., 1974; Shapiro,
1982) have concluded that medically screened, un-
complicated hypertensives suffer from brain impairment
and at least one investigator has suggested specific areas
for brain lesions (Fransceschi et al., 1982). The earlier
studies in this area suffered from small numbers of sub-
jects, inadequate health screening, and lack of controls for
age and education. Several recent studies have been
methodologically adequate as far as demonstrating mean
differences between hypertensive and normotensive
groups (Shapiro, 1982; Fransceschi, et a/., 1982). Our ob-
jection to their conclusions is based on the fact that com-
parisons among mean performance levels do not address
the issue of brain damage.

An acceptable neuropsychology research protocol re-
quires the investigator to predict, blind to the diagnosis,
membership in the brain damaged or nondamaged
group. Often this is done on the basis of cutting scores. Cut-
ting scores used in neuropsychological test batteries, e.g.,
impairment indices, are established empirically by
demonstrating that the particular score reflecting perfor-
marnce on a battery of tests reliably discriminates between
brain damaged and normal individuals. If hypertensives
are, indeed, brain damaged, it should be possible, using
well-established neuropsychological cutting scores, to
assign subjects to hypertensive or normotensive groups
with a high degree of accuracy.

Figure 5 summarizes the results of just such an attempt
with data from our study using seven measures from the
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neuropsychology test battery (Reitan, 1959) and
calculating the average index of impairment (Russell e
al., 1970). In this case a score above 1.55 is in the range of
no brain impairment; a score below is considered in the
brain damaged range. The average impairment index is
merely the mean score from seven separate test scores,
each converted to a value ranging from 0 to 4 and reflect-
ing a range from no impairment to severe impairment. It
should be stressed that the index has been well-grounded
in the empirical literature and demonstrated repeatedly its
validity for accurate discrimination between brain
damaged individuals and normal individuals (Russell e
al., 1970), using the same tests used in our battery. It may
be seen in Figure 4 that prediction is poor; 92 percent of
the normotensive subjects are accurately diagnosed as
unimpaired (n=287). But 81 percent (n=38) of the
hypertensive subjects are also diagnosed as unimpaired
and this does not fit well with the notion that hyperten-
sives are brain damaged. Perhaps these investigators
meant to imply that some hypertensives are brain dam-
aged. Indeed, 19.1 percent (n=29) of the hypertensives
were diagnosed as impaired. However, 7.4 percent (n = 7)
of the normotensives were similarly diagnosed: a false
posttive diagnosis. Thus our data indicate the hypertensives
are no more likely to be diagnosed as brain impaired than
normotensives, even though as a group, the hypertensives
exhibit lower mean levels of performance.

What about the hypertensives and normotensives who
scored in the brain damaged range on the tests? Are all
these people brain damaged? Obviously not. Scores on a
neuropsychological test are sensitive to a host of factors
influencing performance, including brain damage. Care-
ful follow-up testing is necessary to determine what fac-
tors are operating in any given individual.

LONGITUDINAL STUDY

Thus far our investigators have answered three of the
easier questions: hypertensives and normotensives do dif-
fer with respect to mean performance values. However,
differences are not large from a practical standpoint, and
many hypertensives perform better than normotensives.
Thus the prediction of hypertensive status from test
scores, or vice versa, is neither good from a correlational
nor a clinical-predictive point of view, and the notion that
hypertensives are brain damaged can be dismissed on
both logical and empirical grounds. The important ques-
tion of an age by blood pressure interaction has not yet
been answered.

Many investigators feel that changes in intellectual
functioning that occur in the elderly are largely related to
disease processes. Studies such as Wilkie’s and Eisdorfer’s
(1971) longitudinal study of performance on the Wechsler
Adult Intelligence Scale (WAIS) are usually cited as
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evidence for this conclusion. In this study, a group of 60
to 69 year old subjects was given the Wechsler Adult In-
telligence Scale, the same test used in our studies. Ten
years later the test was given again. As may be seen in
Figure 5, normotensives showed no significant change on
the performance scales over this time period, even though
previous cross-sectional studies had characterized decline
as an inevitable consequence of aging. For this age group,
only the hypertensives exhibited decline normally associ-
ated with aging.

It is important to note, however, that the hypertensives
in this study were not uncomplicated essential hyperten-
sives. Most displayed hypertension-associated complica-
tions, e.g., retinopathy, cerebrovascular and cardiovascu-
lar disease. Further they were all taking antihypertensive
medications, and many were taking other medications
with potential for influencing performance in a negative
manner. Thus the complications and the medications
may have resulted in the decline in performance rather
than elevated blood pressure per se.

On the basis of this finding, and because we began to
recognize the problems involved in comparing different
age groups, we initiated a longitudinal study in 1976 that
has continued to the present time. Figure 6 shows the
design of the study. The dotted line box within the overall
design shows the measurement points for which we have
data thus far. The time intervals between measurements
are approximately five and one-half years. Our ultimate
objective is to obtain enough measurement points through
the adult life span that we can not only observe changes in
performance for much younger age groups than those em-
ployed by Wilkie and Eisdorfer, but so we can ultimately
obtain data for subjects of the same age range as em-
ployed by these investigators. The question is whether we
will, with our carefully medically treated essential
hypertensives, replicate the age by blood pressure interac-
tion observed for Wilkie’s & Eisdorfer’s complicated
hypertensives.

The initial (T-1 versus T-2 for Group 1) study has been
completed (Schultz et al., in press). At the beginning of the
study, normotensives and hypertensives were divided in
two age groups: those 25-39 years and those 45-69 years.
However, both age groups exhibited nearly identical per-
formance trends and thus were combined. Figure 7 shows
our data for the performance scores on the WAIS (the
measure reported by Wilkie & Eisdorfer). Normotensives
exhibited no change in performance, and hypertensives ex-
hibited a statistically significant but very minor decline.
Differences between hypertensives and normotensives were
not significant at T-1 but they were at T-2. The question is
whether this extremely modest divergence in performance
for the hypertensives and normotensives will become more
exaggerated as time goes on. It is important to determine
whether this same result will be obtained when T-1 versus









Categories Test Errors

Predicators Pearson r rz( %)
Age .39%* 15.2
Education —.36%** 13.0
Mean Arterial Pressure J34%%r 11.6
State Anxiety .07 0.5
Trait Anxiety .02 0.0
Depression 15* 2.3
Multiple Composite 53* 28.0
Mean Arterial Pressure®

.18* 3.2
Mean Arterial Pressure? 7% 2.9

Table 5. Prediction of Categories Test errors.

Note. 2 Partial correlation adjusted for the effects of age and education.
b Partial correlation adjusted for the effects of age, education,

state and trait anxiety, and depression.

*p < .05, **p < .01, ***p < 001
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Figure 1. Relationship between total reaction time and uncontrolied blood pressure for all 203
subjects (r =34, w=0.12). Vertical dashed line separates normotensive and hypertensive
subjects. Taken from K. C. Light [1980] by permission of the author and publisher.
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Normotensive 92,8 7.4
Hypertensive 80.9 19.1

AGED 60 to 69

4 -

+2 |

Changes in WAIS performance weighted scores
between examinations | and IV
t
I
-

—4}
P<.02
N = 10|
-6 |
R H
-8,

Figure 5 Intellectual change (Delta Scores) over a
10 year period as measured by the WAIS among in-
dividuals intially examined at ages 60 to 69 with
either normal (N}, borderline (B), or heightened (H}
diastolic blood pressure on the initial examina-
tion. Taken from Wilkie and Eisdorfer [12] by per-
mission of the authors and the publisher.
Copyright © by the American Association for the
Advancement of Science.

Figure 4. Distribution by percentage of normotensives and essential
hypertensives into impairment categories.
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Of the year-round housing units in the state, mobile
homes comprise 8 percent: duplexes, 9 percent; multi-
units, 17 percent; and single family homes, 66 percent.

WHAT ARE THE MOBILE HOMES LIKE?

The size of a mobile home as measured by number of
rooms is smaller than the average housing unit in Maine.
In 1980, the median number of rooms in mobile homes
was 4.3 compared to 5.2 rooms for all housing units.
Mobile homes that were owned had more rooms than
those that were rented. Also, mobile homes had fewer
bedrooms than the average housing unit.

Eighty-six percent of mobile homes in Maine had cen-
tral heating systems compared to 78 percent for all hous-
ing units in the State. The fuel used most for heating was
fuel oil or kerosene. (Gas or electricity are the fuels used
most nationwide.) A higher percentage of mobile homes
had air conditioning and complete plumbing facilities for
their exclusive use? than all housing units in the State.

In 1980, 62 percent of the mobile homes in Maine were
no more than 10 years old, 28 percent were 11-20 years
old, and 10 percent were more than 20 years old. The
mobile homes are older than the national average, but
Maine’s housing stock in general is also older.

Nearly 80 percent of the mobile homes in Maine are
located in rural areas. It is therefore not surprising that 73
percent of the homes have a septic tank or cesspool for
their sewage disposal and 57 percent get their water from
a well. In comparison, only about half of the total housing
units in the State are located in rural areas; 46 percent
have a septic tank or cesspool, and 35 percent, a well.

WHO LIVES IN MOBILE HOMES?

Mobile homes are used by a cross section of low and
moderate income households in Maine. Forty percent are
households with the householder under 35 years of age; 42
percent are those in the middle stage of the life cycle (35 to
64 years), and 18 percent are those with the householder
65 years or older. A higher percentage of householders
under 35 live in mobile homes than in all other housing
units in the State.

Nearly 60 percent of the households living in mobile
homes are married couples. Sixty percent of the house-
holds have no children under 18 years of age, and 17 per-
cent have only one child under 18. The median number of
persons living in a mobile home in Maine is 2.33. This is
less than the number in all housing units.

Incomes were lower for households in mobile homes
than for all households in the state. The 1980 Census
shows that the median income for all households in the
state was $13,816. The median income for households liv-
ing in owner-occupied mobile homes was $11,777 and the
median income for households in renter-occupied mobile
homes was $8,705. Twenty-one percent of households
renting a mobile home spend 50 percent or more of their

income on rent.

Eighteen percent of households living in mobile homes
in Maine had incomes below the poverty level. This is
compared to 9 percent below the poverty level for all
households in the state. Fifteen percent of the households
in owner-occupied mobile homes and 31 percent of those
in renter-occupied mobile homes had incomes below the
poverty level.

Eighty-five percent of the households were living in
owner-occupied mobile homes and 15 percent in renter-
occupied mobile homes in 1980. The householders who
owned their mobile homes were older than those who
rented.

GROWTH IN MOBILE HOMES - 1979 TO 1980

From 1970 to 1980, Maine had 126 percent increase in
its mobile homes but only a 28 percent increase in its
single family site-built homes. Maine had the highest
percentage increase in mobile homes of any of the New
England states and the lowest percentage increase in
single family homes.

In the wealthier New England states, the growth of
mobile homes has been restricted by zoning ordinances.
In some municipalities mobile homes have been banned
entirely and in other municipalities, they have been
restricted to mobile home parks.

All of the 16 counties in the state except Franklin Coun-
ty had more than a 100 percent increase in their mobile
home stock from 1970 to 1980. The two counties, Wash-
ington and Waldo, that had the greatest increases (166
and 156 percent) in mobile homes had the lowest per
capita incomes in the state. On the other hand, the three
counties, York, Kennebec, Cumberland, that had the
greatest growth (43, 41, 40 percent respectively) in single
family site-built homes had the highest per capita incomes
in the state.

Cumberland and York Counties added more total
housing units to their stock from 1970 to 1980 than any
other counties: Cumberland added 18,721 units, York
added 14,548 units. Both had the highest per capita in-
comes in the state. These two counties also experienced
high rates of growth in their mobile homes, 136 and 149
percent increases.

Sixty-seven percent of the municipalities in the state
had 100 percent or greater increase in their mobile home
housing from 1970 to 1980.

If we look at the number of new mobile homes and the
number of single family site-built housing starts in Maine
for the year 1980, we will see that more than one-third of
the new homes for single families were mobile homes.
New mobile homes (1,665) amounted to 50 percent of the
single family site-built housing starts (3,298).

In 26 percent of the municipalities in Maine, new
mobile homes were equal to or exceeded the number of
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previous cost. Human growth hormone is normally pro-
duced in a tiny gland at the base of the brain, but tumors
or genetic disorders can prevent its synthesis, thereby
leading to abnormally short stature or dwarfism. The
remedy may require daily injections of growth hormone
at a cost of approximately $40. Such a remedy is obvious-
ly not available to everyone who needs it. Previously, the
only available source of this hormone was the glands of
cadavers, the gland of one cadaver supplying enough hor-
mone for just three injections. By contrast a single,
genetically-engineered E. coli cell with the capacity to pro-
duce just one molecule of human growth hormone each
minute will turn out one pound of the stuff in just 24
hours.

The remarkable fitness of the common yeast used by
brewers and bakers for millenia has similarly attracted
our interest. The unique ability of yeast cells to carry out
anaerobic fermentation of sugars with extraordinary
speed and efficiency preserves for this ancient microbe the
title of being our single most important living tool. The
different growth patterns of E. coli and yeast are due to
their different genetic makeups. What molecular dif-
ferences must exist in the genes of these two microbes to
provide them with the special chemical reactions we
recognize as being characteristic of the species?

One of the most active (and controversial) areas of
biological research has been on genes at the molecular
level, which I refer to as molecular biology. The genes of
all creatures are made of DNA. Genetic instructions en-
coded at the molecular level are written using the same
chemical alphabet in organisms as different as E. ¢oli and
homo sapiens. That’s why genes for exotic hormones are in-
terchangeable between human brain cells and lowly
microbes. The initial observations on the molecular struc-
ture of genes, which only began in the 1930’s and 40’s,
were made by some rather colorful individuals. Even
those not involved in the science have found themselves
captivated by the human side of this subject, if the
tremendous success of books by J. D. Watson, H. F. Jud-
son and E. Chargaff is any indication.*®

It is generally considered that W. T. Astbury, an
English X-ray crystallographer, was first to begin serious
study of gene structure. Others following soon after in-
cluded the microbiologist O. Avery, and, of course, J. D.
Watson and F. H. C. Crick. There is no question that
Watson and Crick’s classic one-page paper on the struc-
ture of DNA in 1953 was the key impetus to the ex-
plosive growth of molecular biology. In one quick stroke
their discovery laid out the entire basic scheme for gene
expression in all living organisms. The two intertwined
strands of the DN A helix, like spiral staircases, are joined
by relatively weak bonds. See Figure 1. The innermost
chemical groups that are directly involved in these weak
bonds are the only distinguishable feature of each rung of

the helical ladder. The remaining chemical groups mak-
ing up the repeating backbone on the outside of the helix
are the same throughout. The sequence of the innermost
segment of the helix consists of only four different
chemical groups, abbreviated A, T, G, G (paired respec-
tively to T, A, C, G in the opposite strand) yet they can
spell the instructions for everything that lives. The se-
quence of As, Ts, Gs, and Cs represents the special
hieroglyphics of genetic instructions, and since DNA is
the master copy of all instructions needed by the
organism, it must be quite long. In fact it is more than six
feet long in the human cell. (The operation of the new
compact disks for high fidelity music is remarkably
analogous to the operation of the genetic information
storage system. Compact disks also store information
digitally, in a continuous linear array that is everywhere
equally accessible.)

After arriving at a structure for DNA, Watson and
Crick saw immediately the possibilities for the molecule to
perform its two principal functions.? On the one hand, the
two strands can be peeled apart, separated and copied
(replication) so that exact copies of the genetic information
in the DNA of the parent cell can be distributed to the two
daughter cells during cell division. On the other hand, the
two strands can undergo partial separation at specific
places, allowing copies to be made of single genes (fran-
seription) for distribution into the cell for one mission or
another. The structure of DNA is the perfect essence of its
functions. These functions are common to all cells; conse-
quently the scheme, summarized in Figure 2, is referred
to as the Central Dogma of biology.* In this scheme, DNA
prescribes the synthesis of both of its own strands"along
their entire lengths during replication. It also prescribes the
synthesis of faithful copies of just short stretches (from just
one strand, the sense strand, of the helix, by the way) in a
process called transcription. These single-stranded copies
made during the latter process have a slightly different
chemical structure than DNA and are called RNAs. Since
they are transcripts of single genes off the DNA, they are
only a tiny fraction as long. RNAs are produced from dif-
ferent genes in the DNA as the cell requires, since they, in
turn, prescribe the synthesis of proteins. In the cellular
feudal system, protein molecules perform all the complex
tasks that we refer to as the life-force of cells. They are the
subservient betas of Aldous Huxley’s parlance in Brave
New World. Enzymes, skin, insulin, muscle, growth hor-
mone, hemoglobin, eye lens, hair, skin, antibodies, blood
clot, tortoise shell, horn, are all protein. Protein has a
totally different chemical makeup than DNA or RNA and
so the flow of genetic information at this step is called
translation. Clearly, the occurrence of mistakes of one sort
or another in the DNA sequence may be seen as changes
in protein sequence further down the line. Such mistakes
can be neutral; they can be deleterious; they can be fatal,
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cannot be sustained. Our own thoughts on this
phenomenon are that a codon bias may be just what is
needed to help explain the differences in growth patterns
and metabolic capacities that we described above for E.
coli and yeast cells. Consequently, we have pursued the
question of codon bias in these and other species in some
depth. Such a study obviously requires a DNA sequence
database of considerable magnitude. With the develop-
ment in 1975-77 of rapid and efficient methods for deter-
mining the base sequence of DNAs,?1.23 a large database
now exists. As seen in Figure 4, the database of DNA se-
quences has been growing exponentially and at this mo-
ment contains more than 6 million bases in cumulative
length. The database of all sequences published since
1977 is available on magnetic tape, which is the grist for
our analysis of synonymous codon usage.?

Table 1 indicates frequencies of codon occurrence in se-
quences from E. col, yeast, mouse and human. (We have
included the latter two for comparison and because of
their intrinsic interest.) Biases in Table 1 are greatest in
yeast and least in mouse and human sequences. We find a
good correlation between the maximum level of bias and
the number of synonymous codons. Those amino acids
with six codons have an average maximum bias of 250
percent in yeast sequences, that is, some codons are being
used 2 1/2 times more often than would be expected from
a random choice among the synonyms. In yeast the codon
AGA is used 72 percent of the time for the amino acid
arginine, but is expected to be used only 17 percent of the
time. In E. coli a different codon, CGT is used 53 percent
of the time for this amino acid, three times more often
than expected. And, so it goes up and down the table;
however, the biases are considerably less in mouse and
human. In general, the bias is both quantitatively and
qualitatively different among E. coli, yeast and mouse;
however, the bias in mouse DNA has remained conserved
to a remarkable degree in human DNA. Such conserva-
tion indicates that vulnerability to survival or resistance to
change have been important factors in the preservation of
biased codon patterns.

We have characterized a large number of gene se-
quences from E. coli and yeast according to the nature and
level of average codon preference.!” We obtain an average
codon probability for a sequence by assigning a probabili-
ty to each triplet equal to the relative overall frequency of
use as a codon and then dividing by the number of trip-
lets. Characterization of gene sequences this way masks
local variations within genes, which may be important for
control of translation. However, the average allows
distinctions to be made between sequences. A distribution
was then determined for the variation in average codon
probability in both reading and nonreading frame sec-
tions of each sequence, and the results illustrated in
Figure 5. The average codon probability of triplets in

reading frame segments is represented by the clear bars in
this figure, and appears to be biomodal in distribution
with about 40 percent of sequences having an average
probability of 0.028 and the remaining 60 percent with
values near 0.024. Sequences with the higher value use an
average of just 36 codons while those in the lower group
use 42.

The average codon probability of triplets in nonreading
frame segments, represented by the crosshatched bars in
this figure, form a normal distribution with a mode at
0.0160, which is almost the numerical equivalent of 1/64
and therefore corresponds with the random occurrence of
all triplets.

Figure 6 shows the distribution of average codon proba-
bilities for both reading and nonreading frame triplets in
yeast sequences.?® Nonreading frame segments,
represented by the crosshatched bars in this figure, have
average codon probabilities that cluster with a mean of
0.0155, corresponding almost precisely to the random oc-
currence of triplets (1/64). A distinct distribution for
reading frame segments is not yet apparent, perhaps in-
dicating the population of yeast sequences may still be too
small. There seems to be one large block of sequences
with an average codon probability near 0.026 (1/38) and
another block at 0.035 (1/29). The codon bias levels in
this latter group far exceed any found in any single se-
quence from E. coli or any other species that we have ex-
amined so far. Indeed, all sequences from yeast indicate a
significantly higher bias, with the average sequence using
just 34 codons. Those at the extreme upper end of the
distribution scale, at 0.037, are using an average of only
27 codons, which is remarkably close to the absolute
minimum number.

Analysis of mouse and human sequences indicates
similar broad distributions of average codon probabili-
ties,?° with few examples of sequences with the extraor-
dinarily high levels of codon bias found in yeast and E.
coli. A more meaningful interpretation of the bias in
mouse and human should be possible as more sequences
are added to the database.

In summary, we find sequences from the rapidly
dividing E. coli cell to exhibit a very characteristic pattern
of preferences among the synonymous codons. This pat-
tern corresponds to an average level of preference for only
39 codons, and it extends throughout the genome. In
yeast, a primitive eukaryotic cell with approximately
1,000 times greater internal volume than E. coli, but with
only three-fold longer generation time, the average level
of preference is for only 34 codons. Some sequences even
use as few as 27 codons. Again, the biased codon pattern
is distributed throughout all sequences from yeast that
have been examined thus far.

A strong case can be made for the concept that biased
patterns are exploited by the cell for the production of
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GENETIC CODE SYNONYMOUS CODON USAGE (Percent)
amino acid codon E.coli yeast mouse human (expected)
1 alanine GCA 22.7 1.2 19.2 14.1 25.0
GCG 31.8 3.3 15.4 10.6
GCC 21.0 25.7 30.4 43.3
GCT 24.5 59.8 35.0 31.9
2 arginine AGA 3.8 72.0 28.8 28.0 16.7
AGG 1.5 8.0 22.7 26.6
CGA 4.3 1.9 8.7 9.0
CGG 4.2 1.1 12.3 13.8
CGC 33.4 2.6 19.3 17.7
CGT 52.9 14.4 8.1 5.1
3 asparagine AAC 67.5 67.8 56.9 62.5 50.0
AAT 32.5 32.2 43.1 37.5
4 aspartic GAC 50.5 47.3 53.7 61.2 50.0
acid GAT 49.5 52.7 46.3 38.8
5 cysteine TGC 53.8 17.9 52.2 52.6 50.0
TGT 46.2 82.1 47.8 AT . 4
6 glutamine CAA 27.6 86.1 22.8 26.1 50.0
CAG 72.4 13.9 77.2 73.9
7 glutamic GAA 71.4 84.5 32.4 39.1 50.0
acid GAG 28.6 15.5 67.7 60.9
8 glycine GGA 5.9 5.3 30.4 21.3 25.0
GGG 8.8 4.3 20.9 21.3
GGC 39.3 7.8 32.5 40.8
GGT 46.0 82.7 16.3 16.7
9 histidine CAC 58.6 58.4 53.9 51.8 50.0
CAT 41.4 41.6 46.1 48.2
10 isoleucine ATA 5.3 8.7 12.9 11.3 33.3
ATC 57.7 40.5 47.2 61.8
ATT 37.0 50.8 39.9 26.9
11 leucine TTA 9.3 19.0 3.8 4.3 16.7
TTG 9.6 57.7 9.9 11.6
CTA 2.1 8.2 5.8 5.5
CTG 62.3 5.3 45.5 48.1
CTC 8.1 2.4 22.9 22.7
CTT 8.7 7.3 12.2 7.8
12 lysine AAA 73.7 33.1 39.8 34.2 50.0
AAG 26.3 66.9 60.2 65.9
13 methionine ATG 100.0 100.90 100.0 100.0 100.0
14 phenyl- TTC 57.6 62.6 60.8 60.9 50.0
alanine TTIT 42,4 37.4 39.2 39.1
15 proline CCA 18.4 67.5 27.4 18.3 25.0
CCG 60.9 3.0 13.3 11.3
CCG 8.1 7.3 21.7 37.4
CCT i2.6 22.2 37.6 33.0
16 serine AGC 23.3 4.6 21.3 30.5 16.7
AGT 6.8 8.4 9.6 10.6
TCA 9.6 11.4 11.3 10.0
TCG 12.0 3.9 4.7 4.8
TCC 23.4 28.2 27.3 24.4
TCT 24.9 43.4 25.8 19.8
17 threonine ACA 8.8 16.3 21.1 21.9 25.0
ACG 16.3 5.8 15.4 8.7
ACC 50.2 35.9 A4 .0 41.8
. ACT. 24.8 42.0 19.6 27.6
18 _tryptophan TGG 100.0 100.0 100.0 100.0 100.0
19 tyvrosine TAC 55.8 67.1 62.5 59.1 50.0
- TAT 44.3 32.9 37.5 40.9
20 wvaline GTA 21.2 6.9 6.7 6.3 25.0
GTG 27.2 8.8 54.8 51.8
GTC 14 .4 36.2 22.2 27 .4
. GTT 37.3 48.2 16.4 14.5
-~ STOP TAA 77.1 72.4 25.0 38.5 33.3
TAG 2.1 17.2 3.9 20.5
TGA 20.8 10.3 71.2 41.0
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Table 2.

E.coli Sequences of Highest Average Codon Probability

average
codon number

gene product

approximate

probability length,bp in E.coli cell

= ribosomal protein S1 0.030 1671 150,000
* tufA. elongation factor Tu 0.030 1185 60,000
* B' subunit, RNA polymerase 0.029 4224 7000
= tufB, elongation factor Tu 0.029 1185 20,000
reca, recombination-repair 0.029 1062 -
a subunit, ATP synthetase 0.028 1542 -
B subunit, ATP synthetase 0.028 1383 -
= B subunit, RNA polymerase 0.028 3423 7000
* ribosomal protein, L11/L1 0.028 1134 20,000
* ribosomal protein, L7/L12 0.028 366 40,000
outer membrane lipoprotein 0.027 237 720, 000
* ribosomal protein, L10 0.027 498 20,000
outer membrane protein II 0.027 1041 10,000
SSb,helix destabilizing protein 0.027 537 500
* tryptophanyl-tRNA synthetase 0.026 1005 2000

Table 3.

Yeast Sequences of Highest Average Codon Probabjlity

average codon

gene product probability

.037  (1/27)
037
037
036 (1/28)
035 (1/29)

= enolase-1
= enolase-II
= 3-phosphoglycerate kinase
histone H2A-1
* glyceraldehyde-3-P dehvdrogenase-1

00000 COOOCO

ribosomal protein L3 035
* alcohol dehydrogenase-I 035
* pyruvate kinase 034
histone H2A-11 034
* glyceraldehyde-3-P dehydrogenase-111 034
*x glyceraldehyde-3-P dehydrogenase-I1I 034

= denotes involved in glycolysis/fermentation.

* denotes involved in transcription/translation.
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In the Spring issue of EXPLORATIONS:
The sure but silent force in American foreign
policy in post World War II

Japan—Harry F. Kern

At the close of World War II, the United States occupied
Japan under the leadership of General Douglas MacAr-
thur. Demilitarization and democritization were the in-
itial occupation goals. While MacArthur clung to those
goals throughout his tenure in Japan, a new force in
foreign policy arose in the form of Harry F. Kern.,

Foreign affairs editor of Newsweek at the war’s conclu-
sion, Kern was the pivotal member of a small pressure
group which sought to turn U.S. policy in Japan away
from the idealistic focus favored by MacArthur.

40

Who was this very powerful man with the very low
profile?

Did he use the American press to change public at-
titudes toward postwar Japan?

What were his connections to the CIA? To the
Secretary of State?

What were his motives for trying to create a
favorable climate for foreign investment in Japan?

How did he see the Communist threat to Japan?

Read History Professor Howard Schonberger’s acount
of Harry F. Kern, the man virtually unknown to the
public until he was named in 1979 by Grumman Aircraft
as the individual responsible for a major political scandal
in Japan.
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