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IMPEDANCE CONTROL OF A PNEUMATIC ACTUATOR

JOHN FRANCIS MOHORCIC

ABSTRACT

In this thesis, three control methods are developed for the impedance control of a
linear pneumatic actuator for contact tasks using discrete valves. Linear pneumatic
actuators, particularly with discrete valves, utilize compressed air to produce linear motion.
It is a low cost and clean system with straightforward implementation compared to other
actuators. Impedance control is applied to the pneumatic actuator to regulate not only force
and position, but also the relationship between them. Specifically, the impedance control
yields a desired air pressure based on the actual and desired positions, velocity, and force
of a pneumatic cylinder to drive the dynamics of the actuator system. Three controllers
including Active Disturbance Rejection Control (ADRC), Sliding Mode Control (SMC),
and Extended State Observer (ESO) based SMC are implemented to control the pressure
output of the actuator system. The control goal is to drive the actual pressure output to the
desired pressure from the impedance control module despite the presence of parameter
variations and external disturbances. The performances of these controllers are compared
based on their abilities of regulating position, force, and pressure in contact and non-contact
situations, as well as the amount of control efforts that excite the valve to achieve these
goals. Simulation results demonstrate that ADRC provides the best solution to accomplish
the control goals in terms of accurate tracking of position, effectively regulating impedance
in the presence of an object, and requiring the least amount of control effort necessary to

excite valves.
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CHAPTER I
INTRODUCTION

Pneumatic positioning systems are a prevalent part of modern automation and
robotic systems. They are typically used in non-precise positioning tasks and provide an
economic and efficient solution. A pneumatic system consists of an actuator and valve
subsystems that work together to produce a force and position output of the actuator. The
goal of this thesis is to dynamically control the relationship between the force and position
output of the pneumatic positioning system through impedance control. The motivation is
to provide a pneumatic system that will be able to successfully interact with an environment
through accurate positioning and soft contact with an unexpected object. At the beginning

of this thesis, the concept of an actuator and its working principles will be described.

A. Background of Actuators

The historical overview in [1] describes the history of actuators. The first type of
cylinder used for motion was developed by Denis Papin, a French physicist and inventor,
in the mid 1670’s. This cylinder, depicted in Figure 1, used steam for actuation. This
cylinder was used in steam engines, which played a major part in the success of the
Industrial Revolution. This was improved upon in the 1900’s with the development of

compressed air and the resulting invention of the pneumatic actuator for use in automobile












as hydraulic or electric energy. However, pneumatic actuators are seldom used in force or
precise positioning tasks due to the non-linearity of air flow and compressibility of air.
Recent work in non-linear modeling and control of pneumatic actuators and valves has
allowed for advancement in the area of using pneumatic actuators as force and precise

position control devices.

2) Working Principles of a Pneumatic Actuation System: Pneumatic actuators
have simple operating principles. Using Figure 4 as a guide, the concepts of extending and
retracting the cylinder can be easily deduced. There are two inlet ports on the cylinder that
allows fluid to flow into or out of each respective chamber. The piston on the end of the
piston rod allows the rod to move based on the pressure applied to it while also isolating
the two chambers from each other. If compressed air of some pressure flows into the back
chamber, and the front chamber is exhausted, the overall force on the piston will push the
assembly forward. A similar action will happen if more pressure flows into the front
chamber than the back, except the movement will be in the opposite direction. If the same
force is applied to both cylinders, there will be zero net force and thus no movement. It

needs to be stressed that the force needs to be the same and not the pressure. The area of









B. Components of Pneumatic Actuator System

The basic operation of the pneumatic actuation system has been described in the
previous section. As was elucidated in that section, there are two main subsystems: the
actuator and the valve. Now that the basic understanding of the operation of the pneumatic
system has been explained, a review of each of these components will now be conducted
to provide background into why certain types of cylinders and valves are used in various

research settings.

1) Cylinder The typical operation of a double-acting pneumatic cylinder found
in Figure 4, the most common type of cylinder, is straight forward. In this typical operation,
full pressure is placed on one end of the cylinder and the other end is opened to atmospheric
pressure so that the rod moves fully in one direction; the opposite is done for the cylinder
to move fully in the other direction. However, to implement a controller for a pneumatic
actuator, an accurate model of the system is necessary. As stated in [6], “the most general
model for a volume of gas consists of three equations: an equation of state (ideal gas law),
the conservation of mass (continuity), and the energy equation”. It further explains that this
is assuming that the gas is perfect, the pressures and temperature within the chamber are
homogeneous, and the kinetic and potential energy terms are negligible. These are
reasonable assumptions given the conditions in which pneumatic actuators typically
operate. Air is an ideal gas, temperature differences within the system are negligible, and
the internal forces of the air pressure on the system tend to be orders of magnitude bigger
than the potential and kinetic energies of the system, thus the latter can be ignored. Based
on the above information, an accurate equation for the change in pressure of each chamber

is formed that considers different heat transfer characteristics for the charging and



discharging process, air compression and decompression, and effective and inactive area
within the chambers. The equation provides an accurate model for the pneumatic system.
The model takes into consideration effects from small sources such as inactive volume and
area differences due to the rod. An almost identical approach is taken in [7] by using mass
conservation and thermodynamic energy principles to turn a pneumatic actuator into a
force generator for robotic applications. However, this research does not consider the heat
transfer, charging and discharging process, air compression, and effective and inactive area
within the chamber, as was done in [6]. The experiments carried out in these two papers
were not identical, so it is difficult to directly compare the models; however, it is
encouraging that a simplified model did provide satistactory results. This would mean that
certain effects and parameters do not need to be exactly known in the model, or that the

controller is robust enough to compensate for the absence of these characteristics.

In [8] the model is taken a step further when implementing force dynamics of the
piston-payload. Harris expands upon the model in [6] by providing a more precise model
for friction. The model used was first developed in [9] and then applied to pneumatic
actuators in [10], in which different friction models were used for increasing and
decreasing velocity. It was noted in [8] that there was marked improvement in simulation
results by implementing this friction along with other factors. This friction model provides
a unique approach by dynamically adjusting the friction value based on velocity.
Additionally, since this model was implemented with a Programmable Logic Device
(PLC), it means that the friction model can be successfully implemented on a real time
controller. The problem with this approach is that it is not generalizable, which means that

the specific parameters need to be determined for each cylinder used, and there can be



variations between manufacturers, models, and even devices. So, while the friction model
may improve position tracking, it would be hard to be accurately implemented as a

generalized approach for many devices.

Another possible control problem is the modeling of the system with long
transmission lines. Transmission lines are the tubing that connects the valve output to the
actuator input. This can be seen in Figure 5 by the solid gray lines that connect both sub-
systems. Research in [11] detailed the effect of long transmission lines on a system. The
volume of the transmission lines is simply added as part of the cylinder volume, then the
volume is divided into four sections, two each for each line. Each line consists of a volume
that is half the transmission line and a second section that is the other half of the
transmission line plus the cylinder volume. The conclusion of the experiment shows that
the approach taken in the paper is valid for transmission lines of 5-10 meters in length. This
is due to the forming of a pressure gradient in the transmission tube as well as attenuation
formed by the compressibility of air and finite velocity of pressure propagation, causing a
time delay. This can be an important factor to consider in controller design given the final
layout of the system, especially one that may rely on the system dynamic to calculate force
and pressure instead of physical sensors. It should be noted that the volume of these lines
is added to the volume of the cylinder, thus effectively only increasing the cylinder volume

when there is sufficiently large extra volume in the transmission lines.

2) Valves: Valves are an integral part of the pneumatic system that regulate the
control of air into the cylinder. There are many different options and configurations of

valves that allow the air to be diverted in various ways depending on the application. This

10






through an orifice when the valve is on, and zero flow when the valve is oft. The research
in [16] uses the PWM technique that successfully controls discrete valves by linearizing
the relationship between control signal and velocity of the cylinder. This then allows the

discrete valve to create an output that acts as if it were a proportional valve.

C. Applications of Pneumatic Actuators

As stated earlier, pneumatic actuators are used extensively in robotics and
automation due to their effective and simple nature. As described in [17], pneumatic
actuators are particularly useful for physical system manipulation and rapid motion of
objects. Examples of this manipulation include assembly tasks, packing, clamping, and
fixing of objects. These tasks are all based on positioning of the actuator. These positioning
tasks have developed into four main research areas from [17] that include hardware, system
modeling, control of pneumatic positioning systems, and recent trends. These research
areas aid in producing industrial technologies that augment the effectiveness and simple
nature of the pneumatic actuator while addressing the control challenges of the system to

create new and unique industrial devices.

One of the main hindrances of a pneumatic system is the need for compressed air.
While compressed air may be common in an industrial setting, it can lend itself to barriers
when trying to implement pneumatic actuators in other fields. However, recent work in
[18] has developed a pneumatic actuator that does not use an external air source. The
application for this soft pneumatic actuator is used in developing virtual reality gloves that
provide tactile feedback to the user. This design uses silicone rubber and electrostatic
properties to induce an electrostatic attractive force and deform the silicone piece in such

a way that tactile feedback is provided to the user’s hands. While this is not currently

12



feasible for use in an industrial setting, which is the goal of this research, it does provide

an example of how pneumatic actuators are used in various fields.

Another example of soft robotics and pneumatic systems was detailed in [19]. In
this paper, conductive silver ink is printed onto an elastomer substrate to serve as a resistive
curvature sensor for the application. Pressure was controlled via pulse-width modulation
of solenoid valves, and the pressure was read through sensors at the control board. The
outcome was a gripper, created from a set of flexible fingers, that could flex to pick up an
object feedback, which is based on pressure input. This paper develops key principles in
soft gripping techniques that could be directly applicable to industrial applications,
especially those that require the manipulation of delicate parts. While this paper stops short
of creating a control system, this would be the logical next step in creating a flexible

gripping system.

Energy efficiency of a system becomes of importance if its energy supply is either
not infinite or is costly. However, if the system is to become portable, such as in robotics,
then the efficiency at which the supply is used becomes of great importance. One way to
overcome this problem was discussed above in [18], but this may not be applicable to larger
systems that need to move or grip a substantial load. The research in [20] converts the
normally wasted exhaust air from a pneumatic system into electric energy. This is achieved
by employing a scroll expander to convert the energy into usable electrical power for the
system. This could prove to be beneficial in portable robotics, or any system that uses
pneumatic energy and is battery powered. The expelled air can then be used to recharge
the system batteries to run something like a compressor that creates the necessary pressure

for the pneumatic components.
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D. Control Problems and Fxisting Solutions

Now that the background and uses for pneumatic actuation systems have been
described, the control problems and solutions can be discussed. There are two main control
problems for pneumatic systems. One is related to force and position. Another control
problem for these systems is called impedance control. While a full explanation will be
provided below, in short, impedance control does not just control either force or position,
but the relationship between the two units. As mentioned earlier, a vast majority of
pneumatic systems are used for two positions, fully extended and fully retracted. While
electric actuation systems can provide position control over the full range of motion,
pneumatic actuators tend to be far less expensive. However, controlling the pneumatic
system is not a simple task. The nonlinearities of the mass flow rate and valve operation
must be taken into careful consideration. This section is divided into two parts. The first
sub-section deals with non-impedance control problems and solutions. This will include
solutions to either force or position problems. The second section will deal exclusively

with impedance control problems and solutions.

1) Position and Force Control Problems: This section will describe the
common control problems of pneumatic actuation systems. The three control problems
discussed will be position, force and stiffness, and force and position control. These are
common control problems when dealing with any of the described actuation systems.
Either the position of actuation or the force, or the combination of the two, of the actuation

is desired to be controlled.

a) Position control. The first type of control problem for pneumatic

actuation systems is probably one of the most common types of control problems for any

14



system: position control. Position control, by its name, aims to successfully regulate the
position of the actuator. As stated earlier, electric actuators do this well. Typically,
pneumatic actuators are used for moving an object (or a load) to fully forward and fully
backward positions. This is done by applying full pressure to one chamber while venting
the other chamber. However, if the position of a pneumatic cylinder were to be controlled
through its full range of motion, it could then serve as a reliable alternative to electric
actuation. First, pole-placement control in conjunction with self-tuning adaptive control is
used in [21] to control the position of a low-friction pneumatic actuator. The model for this
control was developed using data from a proportional control method and then calculated
using the least squares parameter estimation. While the pole placement technique produced
satisfactory results, it was noted that the model did not consider potential system changes,
such as temperature, which is why the self-tuning control was added to the system. The
recursive least squares method was used to self-tune the system, calculating the parameter
vector online. The model was then rebuilt using the plant model, and the coefficients were
recalculated using a Diophantine equation. The experimental results show great accuracy
after tuning, as well as good position control with the low-friction cylinder. Likewise, a
multiple-input single-output nonlinear position control law was developed in [22] using a
backstepping methodology. In this paper, the mass flow rate of a proportional valve was
modeled by a second order bi-polynomial function, instead of the normal nozzle flow
equations. This produced better results in the model. Large tracking errors relative to the
movement size in the smaller bore diameter (6.4mm) incurred. The authors contributed this
to the ratio of friction force to maximum pneumatic force. The process to obtain the model

was unique and could be applied to other valves. Instead of a completely mathematical

15



approach to finding the mass flow rate, as is normal in similar research, the flow rate for
this valve is found using empirical results, and then an equation of best fit was found. In
[22], it resulted in a 43% reduction in fitting error versus the normal model. In [23], the
position control of a rotary pneumatic actuator for robotics is considered. The position
control of this actuator is achieved using pressure sensors and low-cost discrete valves. The
position control goal is achieved using a model-based control approach. A novel inverse
valve model allows for a faster and more precise pressure control law. The robustness of
the system against unknown payloads was also improved with the addition of an augmented

estimation algorithm.

b) Force and stiffness control. The other type of control problem with
pneumatic actuators is force and stiffness control. Force, based on Newton’s second law,
is an interaction with a mass that causes it to change its velocity, while stiffness is the
tendency of an object to return to its natural position after being subjected to a force. The
objective of this controller is to independently and simultaneously control the sum and the
difference of the chamber pressures in order to control stiffness and force, respectively.
Sliding mode control (SMC) is a common control method for nonlinear systems as it is
robust and can account for dynamic uncertainties and nonlinearities. This control method
is used in [24] to solve the control problem of simultaneous force and stiffness control of
a pneumatic actuator. A pneumatic actuator is used based on the above characteristics of a
pneumatic actuator; however, two valves are used in this research, instead of just one, so
that the force and stiffness of the system could be controlled independently. The stiffness
control is shown in this paper to be the sum of the mass flow rates, and the force dynamics

are the difference of the valve commands, and by extension the mass flow rates. Standard
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MIMO SMC is then utilized to control the actuator force and stiftness simultaneously.
Similarly, a backstepping sliding mode force-stiffness controller is proposed in [14]. For
the backstepping-SMC method, a new sliding surface is defined for each step of the
backstepping method, and then a SMC is designed for the virtual input of each subsystem.
The switching function of the SMC was replaced with a continuous function to facilitate
the backstepping. The backstepping method allows for the matched uncertainties condition
for SMC to be relaxed and the unmatched uncertainties originating from the
thermodynamic equations to remain. Backstepping typically requires high-gain feedback,
which makes the system prone to chattering; however, the combination of the SMC and
backstepping control mitigates these risks. Using this design, the force and stiffness of the
system, which are functions of the chamber pressures and piston position, can be controlled
independently. The model was shown to experimentally track the force and stiffness
independently with model uncertainties and without chattering. This model provides great
tracking ability. The application of backstepping to the SMC controller provides superior
tracking when it was compared to a normal SMC. Lastly, a robust SMC for force control
is presented in [4], like the other approaches. It should be noted that stiffness is not included
in this approach. However, this solution eliminates the need for pressure sensors, and thus
contributes to the reduction of cost and complexity of the system. The algorithm uses the
simultaneous conditions of the measured actuation force and average air pressure in the
actuator to estimate the pressure. The proposal in this research is that since a single four-
way valve is used, the pressurizing of one chamber will always be accompanied by the
depressurizing of the other chamber. This means that at steady state the average pressure

in the system will remain close to a constant value. This constant value is obtained by
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analyzing the mass flow into and out of the actuator in steady state. Equating mass flow
rate to valve area mathematically yields two equations at which the intersection can be
found for a fixed supply pressure that equates to the average pressure. These equations are
used to create the typical nonlinear model for a pneumatic system with proportional valve,
while including the estimated pressure. The nonlinear model is then used to produce a
standard sliding mode controller. This pressure estimation robust force control approach
was then successfully experimentally verified. This pressure estimation approach provides
a significant advantage in reducing the necessary components for a system, while still being

able to track force successfully.

c) Force and position control. The goal of force and position control
is to regulate the pressure of each chamber of the pneumatic actuator in order to regulate
both the position of the piston rod and the force exerted by the piston rod, simultaneously.
A similar SMC approach to the force and position control above is used in [25] to guarantee
the robustness of the model and the friction and load variations on a teleoperated system.
As an attempt at cost reduction, this paper uses PWM to control on/off solenoid-valves
instead of servo valves. At a high switching frequency, the discrete signal can be
approximated as a continuous input with magnitude determined by the duty cycle. There
are seven unique discrete modes of the open loop actuator. This research then designs a
time continuous controller based on the averaged model the different modes provide of the
system. This then allows SMC to be used for position control of the actuator. In [25], a
force relationship was developed for a two-actuator teleoperated setup; however, this was

just to provide a proportional force response to the master actuator and not used to control
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the force and position relationship, or the impedance of the actuator, as will be described

later.

Expanding on on/off valves discussed in [25], On-off valves are again considered
in [26], where bilateral control is implemented for force control of a teleoperated system.
Hybrid control is used to track the desired force of the system as an inner loop that is then
implemented into a four-channel bilateral control architecture that successfully tracks force
and position. The control architecture makes it such that four controllers are used to model
the dynamics of the system based on linearized dynamics and force and position controller
for both the master and slave side. Tuning the four controllers in the communication
channel correctly based on these characteristics provides transparent feedback of the

system.

2) Impedance Control: The main control problem that will be investigated in
this thesis will be that of impedance control. Impedance control is unique in the fact that it
regulates both the force and position of the system. However, this is not done
independently, but rather by utilizing the relationship between force and position.
Impedance control typically requires position as an input and force as an output. Its goal is
to simultaneously regulate the relationship between position and force. The impedance
control module produces a desired force based on a desired mass-spring-damper model.
This force is then correlated to a desired pressure through a system of equations based on
the known total pressure in the system, which a controller then uses to regulate the actual
pressure. Impedance control was first presented in [27] to control the interaction forces of
robotic manipulators, mainly the end-effectors’ relationship with the environment. The

desired impedance is expressed though the normal spring-mass-damper force equation.
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The velocity and position inputs for the spring and damper, respectively, are usually taken
as a difference of the desired and current values. This equation is substituted into the
typical robot manipulator model that considers the inertia, Coriolis, and friction matrices.
This new equation is the control equation that pushes or pulls the manipulator’s position
toward the specified desired trajectory. A simple derivation of this can be found in [28].
This idea is then expanded upon in [29] by including a force feedback term for use with a
peripheral such as a load cell. This term minimizes the deviation of the actual endpoint
force from the desired endpoint force. This foundation of how impedance control is
implemented on a multi-joint robotic manipulator can then be extrapolated to the

pneumatic actuator system by developing and implementing a specific system model.

Impedance control of a pneumatic actuator using discrete solenoid valves is
presented in [16]. The control approach is comparable to [25] in that SMC is used for the
nonlinear control and PWM is used to control the solenoid valves, but this also implements
impedance control. A unique and interesting PWM control, graphed in Figure 8, was used
in this research to provide a linear response of the control effort to the velocity of the

actuator.
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target damping influenced the position tracking of the system, causing greater oscillation;

there was no effect on the contact force by changing this parameter.

A hybrid impedance control scheme was presented in [30] to control force and
position of a two-link flexible arm robot used in underwater welding applications. The
control concept was derived by first creating a bond graph that contains both the controller
and physical domain. To achieve better stability due to the uncertainties of underwater
conditions, a PID controller along with a passive foundation using impedance control was
designed. That is, the base on which the manipulator sits has controllable stiffness,
modelled as a mass, spring, and damper system. There are two separate controllers,
impedance and PID, along with the passive based model, all coupled through feed-forward
gains. The control system allows for the robot stiffness to be low during force control and
high during trajectory control. A block diagram of the system can be found in Figure 10.
The simulation results provide evidence that the controller will provide good force and
position tracking. As seen, the tip follows the correct trajectory until a desired force is
observed. At that point the tip holds its position until the force is decreased. This paper
does not provide experimental results of the proposed model, just simulation results, so the
actual performance of the system is not known. As mentioned in the conclusion, the force

tracking ability of the impedance controller was not examined for this research.
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F. Contributions of this Thesis

This thesis research focuses on impedance control for pneumatic actuators. Little
work has currently been accomplished in this area. In this thesis, ESO-based SMC and
ADRC are applied to pressure control for the first time based on the established impedance
control module of the actuator. The need for position and velocity feedback of the system
is eliminated for pressure control with ESO-based SMC and ADRC. In addition, the
implementation of ESO in both of these controllers facilitates the control of the system,

even with uncertainties in modeling.

G. Organization of Thesis

This thesis is organized in the following way. In Chapter II, the system model for
the pneumatic actuator and valves is presented. In Chapter 111, the three controllers are
developed, and the stability analyses of three control systems are given. In Chapter IV, the
simulation results are demonstrated. Finally, Chapter V concludes the thesis and proposes

next steps.
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(Mp + M)X + Bx+ Fr+ F, = PiA; — P,A; + BAp. (1)
On the right side of the equation, P; multiplied by A4; is equal to force, where i=1 or 2. The
right side of (1) is also the input of the system with the areas being known constants and
the respective pressures being the input parameters. The piston position input is represented
by x. This differential equation will then be solved for acceleration,X. This equation fully

describes the dynamic motion and interaction of the piston and load.

B. Chamber Pressure Model
The chamber pressure model from [6, 7] describes the pressure within the
respective chamber based on the fluid dynamics and energy of the subsystem. The energy

equation that describes the system is

2 2

. 1% V. o\i . .
Q+my (henter + %) = m;y (hexit + elet> +E+ W. (2)

Here it is supposed that the gas is entering chamber 1 and exiting chamber 2. The
heat rate for the volume is Q, the mass flow rate for a given chamber (i=1,2) is 7i1;, the rate
of change of total energy is E, the work rate delivered to the piston is W, and Aener, Hexi,
Venter, and Vexi represent the enthalpy of the gas and velocity of gas that is either entering or
exiting the chamber. Reversing the sign on both of the m; variables will handle the
opposite case. This sign reversal will be carried out in later equations for m1;. This equation
is derived from the First Law of Thermodynamics in which the internal energy of a closed

system is equal to the difference of the heat and work done by the system on its
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surroundings. The following subsections will detail each part of (2) in order to obtain a
useful chamber pressure equation based on pressure. The resulting equation will then be
used in subsequent sections to describe the control of the system based on the valve position

and chamber pressures.

1) Total Energy E: Again, E is the rate of change of total energy in the system.
If it 1s assumed, such as in [7], that the rate of change of the kinetic and potential energies
are negligible when compared to the rate of change of the internal energies, then E for an

adiabatic process for both chambers can be described as

PRICARREICS

3
ot ot ®)
where U; and U are the internal energies of each chamber described respectively by
Cy
Up= CopViT = BV; 4)
R
==t )

The equation for U; based on the First Law of Thermodynamics for an ideal gas [6]
and the relationship of C, to R and &, where C, is the specific heat for a gas at constant

volume, R is the individual gas constant defined as Cp — Cy,, and £ is the ratio of specific

. . C . . .
heat which is defined as C—P. The specific heat for a constant pressure is Cp. Temperature is
14

T, volume of the respective chamber is V;, and the density is p. The resulting equation for

Ui is

Ui :_PiVi' (6)
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Differentiating U; for both P and J, and then substituting back into (3) yields
: 1 . : . :
E=r— [(PyVy + PyVy) + (P, + PV)] (7)

2) Power W: Power is the rate of change of work, represented in (2) as .
Work is the multiplication of force and distance. As was mentioned earlier, the force acting

in either cylinder is P;4;, where i=1 or 2. The work J¥; for one cylinder is defined by

W; = PiA; = D; = PV; (3)
where D; is the distance from the respective cylinder wall to the disc. Then using the fact
that volume is the product of area and distance, (8) then becomes the product of pressure
and volume. Assuming the pressure inside the chamber is constant, the derivative of work

is then dependent only on the change in volume. Therefore, the final power equation is

Wi = PiVi' (9)

3) Enthalpy: The enthalpy for the gas entering chamber 1 is expressed as

2
Venter

2 = ho = CpTo. (10)

henter +

Since the gas that enters this chamber originates in an accumulator, it has zero initial
velocity, and therefore is the stagnation point. This can be represented by the stagnation
enthalpy, /9 [7]. This is the enthalpy of the gas held in a supply reservoir that then supplies
the system as P;. Relating this to the stagnation temperature, the stagnation enthalpy can

then be represented as a product of the specific heat for the gas at constant pressure, Cp,
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and the temperature in the reservoir, 7p. This relates the stagnation enthalpy to the enthalpy

of gas entering chamber 1.

Similarly, the enthalpy for the gas exiting chamber two can be represented by

2

v .
hexit +%lt = hz = CpTz. (ll)

Given the assumption that the velocity of the gas exiting chamber 2 is small compared to
the one exiting the valve, then (11) relates the enthalpy of chamber 2 to the enthalpy of gas
exiting the valve. The entropy of the exiting gas from chamber 2 is 4, and the temperature

of chamber 2 is represented by 7.

4) Heat FExchange: There are two main thermodynamic processes that can
occur based on if heat or substance is exchanged with the system and its surrounding area.
The first is the adiabatic process. In this process, energy is only transferred to its
surroundings through work and therefore there is no heat exchange. This is described in
[16] as either a well-insulated cylinder or that the operation is fast enough that insignificant
energy is transferred to the surroundings. In this adiabatic process O = 0. The second
process is the isothermal process. In this process, temperature is constant. There is little

insulation. The expansion is so slow that there is time for the gas to exchange energy with
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the surroundings. It is a common and acceptable assumption to consider the process of gas

compression and expansion in a cylinder as adiabatic.

5) Chamber Volume: The volume of each chamber can be described based on
the piston’s disc position from the left most wall of Figure 13 acting as the origin. The

volume and its first derivative are defined as

Vi = Ax (12)
V, = Ay(L —x) (13)
Vi = Ax (14)
V, = —Ayx. (15)

6) Resulting Chamber Pressure Lquation: When the heat exchange is taken as

adiabatic, then (2) becomes

. vgnter . vezxit . H
ml henter +T = mz hexit + 2 + E + W (16)

Next, substituting (5), (7), and enthalpy into (16) yields

C,,. oy Gy, . .
My (CpTy) = my(CpTy) +EV(P1V1 +PV)+ E”(PZVZ +P,V,) + W. (17)

Next, (9) is substituted into (17) and the equation is simplified to

1y (CpTy) = my(CpTy) + (P1V1 + PZVZ) + <1 + )(P1V1 + P2V2) (18)

Then, multiplying everything by ci and simplifying yields
P

. (RCpT . (RCpT, R R
m1< C, >= mz< C, ) (P1V1+P2V2)+—<1+ )(P1V1+P2V2). (19)
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Since Ci(l + %) is equal to 1 by using the fact that R=Cp — C,, , (19) is the simplified,
P

resulting in

1,. . : :
my(RT,) — my(RT,) = E(Plvl + P,V,) + (PVy + PV (20)

Recall that V; = A;x. Lastly, solving for P, assuming temperature is constant (1p = 7>=T),

and separating into an equation for each chamber results in

b _KRT kP o
= ——1mh; — X.
i Vl i Vl

It can be deduced from (21) that for a respective chamber (7 = 1,2) that the pressure
is the output and is dependent on the mass flow rate, the input, and the piston’s position
and velocity. The mass flow rate can be further defined in terms of the valve positions as

will be discussed in the next section.

C. Valve Model

The valve is what controls the flow of gas into the respective chamber. In this case,
there are four valves for the system as seen in Figure 13. There are two valves for each
chamber; one to apply positive pressure and the other one for exhausting to atmospheric
pressure. The set of valves for each chamber is mutually exclusive, so that air cannot be
injected and expelled simultaneously. This means that there are three states that each set
can attain; charging (positive pressure on and exhaust off), expelling (positive pressure off
and exhaust on), and holding (both off). When a specific valve is off, it does not allow any

flow. The mass flow rate for each chamber is
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qm(RGJ Pl)
m1(K1: K21P1) =40

_qm(Pll Patm)

qm(RGJ PZ)

fOT'Klzl,KZZO
fOT'K:l:O,KZZO
fOT'K1=0,K2=1

fOT'ngl,K4_:0

(22)

m, (K3, Ky, P;) =40 for K3 =0,K, =0 (23)
_qm(P2: Patm) for K3 =0,K, = 1.

In (22) and (23) K; is the on/off state of the respective valve, Ps is supply pressure, Pam 18

atmospheric pressure, and g, is defined as

P P
CfAvcl % if down < Pcr

qm(Pup:Pdown) = A9 P p % p (klzl) p (24)
C.AC ﬂ( down) 1— ( down) i down > p..
f v-2 \/T Pup Pup f Pup cr

This equation is the standard expression for the mass flow rate through an orifice of

constant area [6] and is a common choice for the modeling of the mass flow rate though
the valve openings. In (24), Cris the discharge coefficient, 4, is the area of the valve orifice

(a constant), P, 1s the upstream pressure, Paws 1S the downstream pressure, and C;, (2,

and P, are defined as

/ 2k
_ (25)
= R(k—1)

k
p 2 \E-1
C"_<k+1> '

Equations (22)-(25) mathematically define the flow rate of a fluid through a discrete
valve. The input to this system of equations is K, the state of each valve. It is the state of

these valves that will control the mass flow rate into each chamber.
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D. Control problem and objective

Equations (1) and (21)-(25) completely describe the model of the pneumatic system.
One objective of the control system is to simultaneously maintain the position and force of
the piston at desired values. This task is accomplished through regulating the relationship
of force to position in (1). The control of the valves is implemented based on (21) which
relates position to pressure. Impedance control must be constructed based on (1) so that
piston position and actuator force can be adjusted together. There are two control problems.
The first problem is to simultaneously control the relationship of force and position. This
is unique in that control solutions typically regulate one type of input. The first problem
will be solved by controlling the impedance of the system. The second control problem is
to drive the pressure, which is the output of model (21), to follow desired value, despite
the presence of high nonlinearity and system uncertainties. The mathematical model for
the chamber volume (21) and subsequent valve equations (22)-(25) are nonlinear in nature,
which poses complications when it comes to control. This nonlinearity has produced
complications in the past for precise position control due to the compressibility of air, the

nonlinear flow of air, and friction.
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CHAPTER III
CONTROLLER DESIGN
Now that the system model has been described, a controller must be developed to
accomplish the control objectives. These objectives are to simultaneously regulate the
piston to a desired position and control the force it exerts on the environment if it

encounters an object. A block diagram for the control system is depicted in Figure 16.

I
—») Pp : X, X
Xd Impedance Control u Pneumatic
Control |—> System Actuator _]‘)

Figure 16: System Block Diagram

This diagram shows the overarching design of the control system. In the diagram,
x4 1s the desired position chosen by the designer, /7 is the external force that is read by the
load cell, Pp is the desired pressure from the impedance control module that will be
described below, and u is the control signal for pneumatic actuator. A desired position is

inputted into the system. The impedance control block will first calculate the position and
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ultimately output a desired pressure. The measured load cell value of the external force at
the piston is also added to the impedance module. The error between the desired and the
measured pressure is then sent to the controller block, which outputs a control effort. This
control effort is a continuous signal but must control discrete valves of a pneumatic

actuator.

The remainder of this section is divided as follows. First, the implementation of
impedance control will be discussed. Second, the design of the ADRC, ESO-based SMC,
and SMC controllers will be described. Lastly, the stability of each controller will be

analyzed.

A. Impedance Control

Impedance is defined as the opposition to change. Electrically, impedance is typically
defined as voltage divided by current; similarly, mechanical impedance is force divided by
velocity. Based on this notion, if force is taken as an output and motion as an input, an
impedance equation can be defined to correlate the input to the output. This equation is
simply a mass-spring-damper behavior that regulates force to position, velocity, and

acceleration.
The dynamics equation of the system is given in (1), which can be reduced to

MX + Bx+ Fr+ F, = Fp (26)
where the right side of the equation is reduced to a desired force, Fip, and the mass of the
piston and load are combined into a generic mass, M. The model for the external force, F7,

is taken from [13] and is mathematically described as
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MG —3%) + B(x—%4) + K(x—x4) = Fy. (27)
In (27), M, B, and K are the desired mass, damping, and stiffness coefficients to
produce a certain outcome of the system based on the F input. The variable xis the desired

position input of the actuator. Solving (27) for ¥ and then substituting it into (26) yields

%(FL — Bt —xy) — K(x—x2)) + M%) + px + Fr + F, = Fp. (28)

Impedance control module is represented by (28) which relates force with position.
The module provides a desired force output. However, the desired force needs to be
converted into a desired pressure for each chamber. Two additional equations are needed
to convert this desired force into a desired pressure for two chambers. The two equations

are

Fp = PipA; — PopA; — ParmAp (29)

Psum = Pip + Pap. (30)
In (29) and (30), P;p and P,p are the desired pressures of chamber 1 and 2
respectively. The sum of pressures, Py, is a chosen parameter of the total pressure that
will be supplied to the system. The total force /', or desired force in this case, is equal to
the resultant of all the pressures acting on the system. The desired force Fp can be obtained
from (28). The atmospheric pressure Py, 1s known. The only two unknowns among (29)
and (30) are the desired chamber pressures, which can then be solved for through
substitution. This set of equations allows the impedance module to output a useful vector

of desired pressures that will then be used by the controller design in the next section.
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B. Active Disturbance Rejection Control

1) Controller: Active Disturbance Rejection Control was first proposed in [32]
in a nonlinear form, and then linearized in [33]. The linearized ADRC has wide
applications such as in [34-37]. It consists of a feedback controller and an extended state
observer (ESO). The ESO estimates and compensates both internal and external
disturbances without the need for an accurate mathematical model. A generalized
disturbance is defined as the combination of the unknown system dynamics, as well as the
external disturbances, and is compensated by the feedback controller. The block diagram

for a first order ADRC structure is depicted in Figure 17.

Ji
Pp Kp —>®—> = > U
B K b
Z,
Extended <
2 State
Observer «— P

Figure 17: ADRC Block Diagram

The major component of ADRC is the ESO to estimate the system states and
disturbances. An extended state in ESO is utilized to approximate the generalized
disturbance. Another major component of first order ADRC is a proportional controller to
control the plant. It is the use of the ESO to cancel the nonlinear disturbances that allows
for the use of straightforward proportional control. In order to implement the ADRC, the

system to be controlled must be of the form:
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yP(©) = bu(®) + f(y(®), u(®), d(©)). G
In (31), y is a generic output and dependent on time, 7. In addition, b is a controller gain,
u(t) is a generic time dependent input, and f{y(?), u(t), d(t)), represented as f(-) for
simplicity, is the generalized disturbance that is dependent on the input, output, and a
disturbance, d(?). According to [34], for a given transfer function G(s) where m is the
highest degree of the numerator and # is the highest degree of the denominator, then the

order of the system, 7, in (26) is
r=n-—-m. (32)
This 7 is also equal to the highest order derivative for the system. Using (31) as a template,

the pneumatic actuator plant given by (21) can be related to (31) where b = %, u=m;,

f¢)=- RII;—‘:AD'C, and y = P;. An estimate of b, defined as b, pg. for this controller, will be

chosen as a constant in the model.

As described above, the control effort from the controller is the mass flow rate.
Analyzing the mass flow rate equations (22) and (23), we can see that if the positive
pressure valve (U; for chamber 1 and Us; for chamber 2) is on, then the mass flow rate is
positive. If the exhaust valve (U: for chamber 1 and Uy for chamber 2) is on, then the mass
flow rate is negative. Lastly, if both valves are off for a chamber, then the mass flow rate
is zero. Thus, the direction of the mass flow rate for the given chamber can be directly

linked to the excitation of its discrete valves.

The state space representation can now be developed. The state variables are chosen

based on x,, = Pi(n_l) forn=11tr x4 = f(), and h = f(-) [34]. For the first order
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system of (21), this leads to the definition of x; = P;.and x, = f(*).The state space model

can then be defined as

X =AX + Bu+Eh
{ o (33)

where X = [2] A= [8 é],B - [BASRC],C =[1 0], andE = [(ﬂ Since f(*), the

generalized disturbance, cannot be measured, an ESO must be developed to estimate it The

ESO is represented by

Z=AZ+Bu+L(y—7%)
{ 9 =cz, (34)

z
where Z = [Z;] which is a state vector of ESQ, is approximately equal to X such that z; ~

: : [ .
P and z, = f(*). The observer gain vector L is defined as L = [ll]and is selected such
2

)r+1

that the characteristic equation of the observer will be (s + w, in which w, is defined

as the positive observer bandwidth. Thus, using the equation given in [34], each observer

gain is defined as

(r+ 1)! .
i = mwé,lzl,...,r+1. (35)

. 2w
The observer gain vector then becomes L = [w ‘2)]
o

From [33], the control law for the system with ESO is defined as

(=23 + up) (36)

U4pRC = 5
)ADRC
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where U pre 1s the control signal for the ADRC controller. Substituting (36) into (31), and

assuming z, accurately estimates f(+) and b,prc accurately estimates b, yields

p bRt U)oyl (37)

bADRC

Equation (37) then shows that successful tracking of the system and good
estimation of b reduces the output to a simple and controllable #. The variable #y can be
defined based on the control goal for the system. For this system, that control goal is to
drive the pressure to a desired value. This can be simply controlled by a state feedback

controller defined as

ug = ky(Pp — 21), (38)
where Pp is the desired pressure and £, is the proportional gain. The tuning is simplified in

[33] by defining k,, = w., where the controller bandwidth is represented by w,.

The linear ESO is defined as (34) and the linear ARDC (LARDC) is defined as
(38). This equation development further shows that the tuning of the ADRC is only
dependent on the controller and observer gains, w. and @, respectively; thus, making this
solution easy to implement and tune. To restate, ADRC does not need an accurate model
of the system. It uses the ESO to estimate the disturbances and uncertainties so that the
plant can be controlled by a proportional controller as shown in (38). The powerfulness in
this control solution is that the exact model and parameters do not need to be found for the
system to be accurately controlled. The nonlinearity of the air flow and the uncertainties in
the exact numeric values of the thermodynamic equations thus can be compensated for by

the ADRC control approach.

44



The estimation of b, bapgc, is actually taken from the estimation for 4 that is
developed for SMC in [35]. For a b that is unknown but has known bounds the geometric
mean of these bounds can be found. First, the maximum and minimum values are found

using

kRT
max — (39)
Aixinact
kRT
min = AiL_, (40)

where 4; is the area of a given chamber with i=1/,2, Xin 1s a small distance between the
end of the chamber and the separating disc that is still present when the chamber is fully
collapsed. The distance is a very small gap that is necessary to allow air to move the disc
again when necessary. The estimation of b was initially defined as the geometric mean of

the maximum and minimum values:

bapre = v DminPmax- (41)
However, through empirical testing, it was found that estimating » when the chamber was

a full length produced a better result. Therefore, b is estimated as

BADRC = bmin- (42)

2) ADRC Stability: ADRC stability is based on the proof developed for a

general n-th order system in [36]. In this section, the convergence of estimation error for
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ESO is proved. In addition, the stability of ADRC controlled closed-loop system is

demonstrated.

a) Extended State Observed Error Dynamics: As stated above in (34),

the plant dynamics of the ESO are

Z=AZ+Bu+L(y—79)

34
y=CZ. 34)
Then, letting the estimation error between actual and estimated states be defined as
G=X—7= [?1] (43)
€2
where
él = P - Zl (44)
& =f()—z,. (45)
The error vector, e, is defined as
e _[P—Pp
e = [ez] =5 _ PD] (46)

where Pj, is zero since the desired pressure is constant. Recalling the state equations to be

X =AX+Bu+Eh
{ o (33)

Differentiating (43), the error dynamics of the ESO then become,
é=(A—LC)é+Eh 47)
Next, a state transformation can be defined as
e = A (48)
Where A and ¢ are defined as

46



A= w,”t 0

0 1
49
[ (49)
$2
Substituting (48) into (47) results in
A = (A—LC)AE + Eh. (50)
Simplifying (50), the error dynamics can then be rewritten as
€ = A& + €eEh (51)
where € and A: are defined as
1
€ = (U_
o 52
2 (52)
z -1 0
The eigenvalues of matrix 4. are
A4} =—-1Vvi=12 (53)

As stated in [36], this means that matrix 4. is Hurwitz and invertible with the observer

bandwidth w, as the tuning parameter.

b) Feedback Loop Error Dynamics: The control law for ADRC from

the Controller Design section is restated as

—Z; +u
= —" (36)
bapre
where
Uo = kp(Pp — 7). (38)

To obtain the error dynamics, the tracking error is defined as
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e:P_PD (54)

é = Age + Beu+ Brf(*) (55)

where Ppis a time-varying function from the impedance controller. For this specific control

system,
A, =0
B,=b (56)
The control law, #, can then be re-defined as
—Z; + kp(—e; + &)
u= ~
bapre (57)
where
z; = f(*) — é,. (58)
The control law can then be simplified to
—f() + K€ — Ke
u= = (59)
bapre
where Krand K are defined as
Kr =k, 1]
f P
K=k, (60)
Substituting (59) into (55) and assuming bprc accurately estimates b yields

Define Ar=A. —K. Using the state transformation in (48) and (49), we can rewrite (56) as
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where Aris defined as

(63)
The eigenvalue of Aris equal to -c. which is less than zero since w.1s a strictly positive
value which makes the matrix Hurwitz. By the Lyapunov stability theory, since both the

error dynamics of the ESO and feedback loop are stable, thus the controller is stable.

C. Sliding Mode Control

Sliding Mode Control (SMC) is a nonlinear control method that is developed based
on the Lyapunov function. Since it uses a Lyapunov function as part of the control design,
the stability of the controller is proven as part of the design process. The plant model (21)

is repeated here:

. KRT = kPA; |
PO(0) = iy~ @n
where we define b = %, Usye =m;, f() = —%x, and y = P;. This has been

developed from the general first order system equation in (31). For the SMC controller, b
will be denoted as by to differentiate it from the other controllers. The value of bgy will

be calculated in real time for SMC, unlike the estimated value in ADRC.

From [35], the sliding surface and its derivative can be defined as

St e (64)

S‘i e éi = Pi —_ PDi - f() + bSMCuSMC (65)

where PDi is equal to zero since the desired pressure should be constant and e;, the error

between the actual pressure and the desired pressure for a given chamber, is defined as
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where P; is the actual pressure of a given chamber that is provided to the system via a
sensor and P is the desired pressure for a given chamber from the impedance module that

is ideally a constant. For simplicity, the subscript i is disregarded with the assumption that

each equation can be developed for either chamber 1 or chamber 2.

Then, the Lyapunov function is chosen to be

v =is
= ES (67)
Substituting (65) into (68) yields

V =s(f() + bsmcsmc)- (69)

The control effort, usisc, is defined as

tspme — ksmcsgn(s)

bSMC

Usme = (70)

where iy 15 an estimate of the equivalent control and added to this is a discontinuous
term across the surface to satisfy the sliding condition. The sign function (sgn) is defined

as

1 ifs>0
sgn(s) =4 0 ifs=0. (71)
-1 ifs<0

The goal of SMC is to pick a well-behaved function of tracking error, and then select a
control law such that the derivative of the Lyapunov function (based on s°) is negative

definite despite the presence of model imprecision and disturbances as described in
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[35].This function of tracking error is sliding surface s. The problem of tracking a reference

signal is then reduced to that of keeping the scalar quantity s at zero. Substituting (70) into

(65) yields
) TUspe — Kspyesgn(s)
§ = £+ by —HE— T (12)
SMC
From (72), we choose flisyc = —f(-) where () is an estimate of the dynamics and is
defined as
R kP;A;x
fO)=-—— (73)
i

An estimate of P;is defined as the average of the maximum and minimum pressure possible
in the system and is represented as Pave. Since the volume, V, of the chamber can be

expressed as V;=Aix then (73) becomes

A Py + P x x
f() — _k( atm . sum); = _kPavg ; (74)

This leaves the control law now equal to

_f(') - kSMCSgn(S).

bSMC

(75)

Usmc =

For the controller to be stable, V must be less than or equal to zero. Substituting (75) into

(69) and rearranging yields

V=s(f()—f()) — sksucsgn(s). (76)

The estimation error on f(*) is assumed to be bounded by some known function

FO = [fO-FO. (77)
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This bounded function, F(x), is found by first substituting the values of f(+) and f() into

(77), yielding

kPx  —kP,,.%
F() = |— - —= | (78)
X
Since & and x are always positive by definition, (36) then becomes
k :
FO) =~ |(=P + Pupg)x|. (79)

Since pressure is always a positive value, the quantity (P-Pa.e) will always be less than

Pave. Thus, to make F(+) always greater than the right side of the equation, it can be set to
the same value as f(-) with the addition of taking the absolute value of the velocity, *

2

since that can produce a negative value. This makes F(*) equal to

P. +P % %
F(x) = k—( atm 5 S“’")%z kPa,,glx—l. (80)

Now, substituting (77) into (76) and simplifying yields
V < s(F(x)) — ksmcls|- (81)
For this to be true and the system to be stable, 4 is set equal to /'(x)+#. This simplifies (81)
to
V< —nsuclsl (82)
where 15y 1S a chosen strictly positive constant. Substituting this into the control effort

yields

—f() = (FC) + nsme)sgn(s)

bSMC

(83)

Usme =

which is a stable controller based on the Lyapunov stability method.
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Additionally, the sign function was replaced by a saturation function to improve
performance by smoothing out the control discontinuity in a thin boundary layer (i.e.

chattering effects). This function is defined as

s
t —_—
sa (q)) (84)
where @ is the thickness of the boundary layer. The saturation function work in the

following way:

S x
sat(s) ={ @ if Isl = CD. (85)
sgn(s) else

From a practical point of view in (64), as @ gets smaller the function acts closer to a sign
function. The s/@ portion of the equation is basically finding a percentage of @ in
comparison to s, which is the error between the actual and desired pressure. So, @ can be

chosen to produce tracking within a guaranteed precision based on

pr= (86)
where ¢ is the boundary layer width. Since » in (65) is equal to 1 in a first order system,
then ¢ reduces to just @. So @ becomes a chosen parameter for desired tracking precision.

The control law then, finally, becomes

_Jo-to+ nsm>sat<%>_ &
bSMC

D. Extended State Observer-based SMC
The design of the ESO-based SMC is based on the same first-order system as was

defined in (21) :
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by < KRT kP

x=bu+f() 21

k . kPiA . .
where we let b = %, u=my f() = —%x, and y = P;. An estimate of b, defined as
12 12

bgsmc for this controller, will be chosen as a constant in the model. Again, the subscript 7
is disregarded for simplicity, but under the assumption that these equations can be applied

to either chamber.

The addition of the ESO is the major difference between the previously mentioned
SMC controller and this current approach. Adding the ESO will eliminate the need for real-
time computation of variables and allow instead for the total disturbance to be estimated,
without a reduction in performance. The ESO model is the same as the one used for ADRC.

Reproducing for clarity, the state space model is defined as,

{Z’:AZ+Bu+L(y—y)

9 =cz, 39

z
where Z = [Z:] and Z, an estimation of the states from the ESQO, is approximately equal to

: l :
Xsuchthat z; =~ P and z, = f(*). The observer gain vector L is defined as L = [ll]and is
2

selected such that the characteristic equation of the observer will be (s + w,)"*! in which

w, 1s defined as the positive observer bandwidth. Thus, using the equation given in [34],

. . Wy
observer gain vector is defined as L = [w 2].
(]

Adding this ESO to the SMC eliminates the need for the controller to use the
position and velocity feedback from the system that were required to find the values of F(x)
and f. Removing these inputs makes the controller more realistic in actual practice. While

these inputs may be measurable in most cases, they can still be prone to errors and
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bandwidth issues. So, while the controller complexity is increased with the addition of
ESQ, it creates a system that is realistic in practice. For the same reason of not needing the
position and velocity feedback from the system, b is also an estimated constant in this
controller, defined here as bggyc. The same estimate for bggyc is used as was developed

for BADRC in (89)

The SMC portion of this controller is developed just as above using the approach
in [35] where the sliding surface, s, is defined relative to the order of the system. For a first-

order system such as this, s and its derivative are defined as

s=e=P—- P, (88)

§=é=P—P;=P (89)
where the derivative of desired pressure is zero for all cases since it is a constant. The
variable e is again the error between the actual and desired pressure. Then, (21) can be
substituted into (89). The goal is again to create a control law, #, that cancels the system
dynamics f and b, leaving a simplified proportional controller. For this controller an
approach like [36] is used by employing the constant plus proportional reaching law
developed in [37]. This reaching law is used to increase the reaching rate of the controller.

The discontinuous control law is defined as

—PgsmcS — Nesmesgn(8) (90)
where Prsyvic and nesuc are positive gain terms. Combining the discontinuous control law
with the continuous control law, the control effort can now be defined as

@ — PgsmcS — Nesmcsgn(S)

bESMC

Upsmc =

©1)
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where 1 is the continuous control law, and $ is defined as

$=2z;— P, (92)
The continuous control law, I, will be defined as in SMC control as f(-). However, this
will end up being estimated by the ESO. Using only the constant reaching law in (82) was
not sufficient in producing the desired outcome of the controller. So, employing the
reaching law approach discussed in [37], a constant plus proportional reaching law was
then used so that the dynamics of the switching function could be manipulated, and the
reaching rate increased. Adding this approach to the control strategy produced satisfactory

results. The control law then becomes

—f(') — PgsmcS — Nesmcesgn(s)

bESMC

(93)

Ugsmc =
The ESO-based SMC is based on the chosen Lyapunov function as was defined in
(67) and (68) is reproduced here:
s? (67)

where s is sliding surface as defined in (88) . The term § is defined as the difference

between the estimated and actual sliding surface:

%13
Il
n
I
701

(94)

Then, following the process in [38], substituting (89) into (68) results in

Next, assuming bgsyc is a good estimate of &, substituting (93) into (21) yields
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P= () — PgsmcS — Nesmesgn(8) — f() (96)

By then substituting (96) into (95) yields

V =5s(f(") = Pesmc8 — Npsmcsgn(d) — f()) (97)

Using F'in (53), we can simplify (73) as

V = —Pesmc3s — Nesmessgn(s) + S(f(') - f())

(98)
= —PgsmcSs — Nesmels| + Fs.
Then, using § as defined in (94), (98) becomes
V = —Ppsuc(=5 + 5)s — ngsucls| + Fs. (99)
Finally, simplifying (99), results in
V = —Pgsucs® — Nesmcls| + s(F + Pgsycd). (100)

For the controller to be stable, V must be strictly less than zero. Thus, for (100) to produce

a stable controller the following must be true:
Pesmcs? + Ngsmcls| — PoucSs > Fs. (101)
Finally, substituting the ESO estimates into (91) produces the control law

—Z3 — Pesyc(21 — Pp) — Ngsmesgn(z, — Pp)

bESMC

Ugsmc = (102)
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CHAPTER IV

SIMULATION
In this chapter, MATLAB/Simulink is used to simulate the impedance control of the
pneumatic system using the ADRC, SMC, and ESO-based SMC control techniques. The
ADRC controller contains a proportional controller with ESO feedback. The SMC
controller is based on known system states without any observer. Finally, the ESO-based
SMC controller is like the SMC controller except that it uses an ESO to estimate pressure
and disturbance. It also contains an estimate for the control gain. The building of the
simulation is described in Section A. Section O presents the results of the three different

designs. Finally, Section Coffers discussion on the results.

A. Simulation Design

The equations for the pneumatic actuator system and the controller that were detailed
in previous chapters are used to create the Simulink model. Recall in Figure 16 a general
diagram of how the system is designed. The impedance control module and the pneumatic
actuator module are constructed in Simulink and remain the same for different controller

designs. Different controller produces different control effort for pressure control.
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One other component added to the system, in order to demostrate impedance control
when the actuator comes into contact with an object, is a stiff-spring system to model a
wall or other stiff object that will apply an equal and opposite force to the piston. The

external force, /7, is modeled using the following equation.

Fp=kopj*x if x> x4p;
{ L B obj ‘ obj (103)
F, = 0 otherwise

In (103), x is the current position of the actuator, k.z 1s the chosen stiffness of the object,

and x.z;1s the position of the object that the actuator will contact.

The Simulink model for impedance control is a two step process as diagramed in
Figure 18. First, (28) is used to convert desired position, current position and velocity, and
piston force into a desired force. Then, (29) and (30) are used to determine desired
pressures for both chambers based on the desired force. This desired pressure is then used

by the control system to regulate the actual pressure to the time-varying Pp.

It
1 Impedance Control F, Des1r?rd Force
X Mass-Spring-Damper N —> P,
A System Desired
Pressures

Xp

Figure 18: Impedance Control

The Pneumatic Actuator system uses the incoming control effort from the controller
to determine the states of the valves for the specific chamber. Then, the valve state is

equated to mass flow rate through (22) and (23). Since the mass flow rate in (22) has its
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positive, negative, or zero value based on the state of the valves, this can be used conversely
in that if the mass flow rate is positive, then positive pressure is applied, if the mass flow
rate is negative then exhaust is applied, and if it is zero then both valves are off. Mass flow
rate is then equated to pressure by (21). Lastly, through (1), the pressure of each chamber

is used to determine the position of the rod.

The ADRC, ESO-based SMC, and SMC block diagrams are shown in Figure 19 -
Figure 21. These are the block diagrams of the mathematical equations developed in the
previous section that are used to create the actual Simulink models. The actual Simulink

models are provided in the Appendix.
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Figure 19: ADRC Block Diagram
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Figure 20: ESO-based SMC Diagram
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Figure 21: SMC Diagram
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B. Simulation Results

The design detailed in the previous subsection was simulated and the following key
elements of the system were recorded. The elements of piston position, control effort,
chamber pressure, piston force regulation, control valve state, and ESO estimation play key
roles in determining the success of the controller. The mass-spring-damper system
designed with the chosen parameters used in the impedance control module has a settling
time of 0.0184 seconds. This system must be critically damped to function properly. While
a non-critically damped system would function, it could produce undesirable fluctuations

in the position control of the system.

1) Position: A key goal of this design is for the piston of the pneumatic actuator
to be commanded to any position within its range of motion. Figure 22(a) shows the
resulting piston position outputs (x) of all three controllers, comparing the commanded

positions to the simulated positions of all three systems. A detailed view of the position is
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CHAPTER V
CONCLUSION

A. Conclusion

The goal of this thesis was to use impedance control for a linear pneumatic actuator
in order to regulate the relationship between the force and position of the system. To
accomplish this, advanced nonlinear control techniques were necessary to regulate the
pressure in each chamber of the actuator. Three different methods of control were
simulated, ADRC, ESO-based SMC, and SMC, in order to compare the results. While
SMC has been predominately used in impedance control, neither ADRC nor ESO-based
SMC have been extensively used in pressure tracking. When SMC is used for pressure
tracking, non-conventional sliding surfaces are typically used since they provide better
tracking, such as in [13], or a force equation is used to control the system such as in [16].
However, for this thesis, a first order SMC was developed to demonstrate how the ADRC

and ESO-based SMC models improved on this first method.

SMC accomplished all the control goals desired, but did so with large control effort,
relatively speaking, and with many valve excitations. Thus, the SMC design in this thesis
was not conducive to practical application. So, the next step taken was to design an ESO-

based SMC controller for this application. The addition the ESO eliminated the need for
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the controller to use the actual position and velocity feedback from the plant by instead
estimating disturbance and model uncertainty. The ESO state vector was then incorporated
into the SMC control law. Also, this controller used an estimate for the control gain instead
of an actual calculation, due again to the removal of the position and velocity feedback.
ESO-based SMC did improve the control effort and valve excitation while still meeting all
of the control goals. Lastly, ADRC was designed to accomplish the same control goal. This
system used the ESO and estimate of the control gain from ESO-based SMC. However,
instead of a plant-based model, this control law was based solely on a proportional
controller that does require the accurate model of the system. It is demonstrated in
simulation results that ADRC produced the best results. This is due to the robust
disturbance rejection in the ESO that treats all unknown parts of the plant as a disturbance
and estimates it. In addition, the use of a proportional controller compensates the

disturbance in real time, producing desired results.

B. Future Work
The proposed research is based on the force in a pushing motion. In the future, we
can investigate the control problems associated with both push and pull motions, as if the

piston has grasped an object or is physically linked to the object and it is moving it.

This thesis also focused on the impedance control aspect of a pneumatic actuator
system with discrete valves. A next step in this process would be to better model and
control these discrete valves so that switching can be even further reduced for industrial

applications.

Impedance control could also be studied more to understand if the position and

velocity feedback from the system is needed, or if it could possibly be estimated. While
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position and velocity feedback has been eliminated in the pressure controller portion, it is
still needed for the impedance control portion. However, velocity is not always easy to
measure in practice. So, if this were eliminated from the system, it could provide further

reduction in physical components needed.

Lastly, the next logical step for this work is to implement these controllers with
hardware. These same simulations will be performed again with physical hardware to
compare the efficacy and performance of these systems. It will also show if the models

provide realistic simulations of the actual system.
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