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The safety of bridges is one of the primary concerns of researchers, engineers, and 

bridge owners and managers, especially when bridges are approaching the end of their 

intended service lives. The estimation of bridge condition and remaining service life is 

critical to prioritize the allocation of available funding for repairs and rehabilitation. 

Various methods, including both dynamic and static approaches, have been developed to 

detect and localize bridge damage and estimate its severity. This research presents a 

methodology for detecting a single damaged member in a truss bridge and estimating the 

severity of the damage using static vertical deflection influence lines (SDILs). The 

methodology is capable of making assessments using fewer sensors and measurement 

locations than other state of the art methodologies, thereby minimizing costs and  service  

interruptions  to  bridge owners. This work comprises the development of the methodology 

and a parametric study to determine the sensitivity of the methodology to uncertainties 

faced in practice. The results show that the proposed methodology is able to identify the 

damaged member and estimate damage severity; performance results are given for various 

combination of measurement noise levels, number of simulations, and damage severities. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background  

Many bridges in the United States are approaching or exceeding their intended service 

life [1]. According to the 2021 Report Card for America's Infrastructure published by 

ASCE, there are over 600,000 bridges in the U.S., with U.S. bridge infrastructure receiving 

an overall grade of C. ASCE reports that 42% of U.S. bridges are over 50 years old; the 

average age of a bridge in the U.S. is 44 years. Around 46,150 nation's bridges are classified 

as structurally deficient [1]. Therefore, it is essential to monitor their condition to prevent 

bridge failures, decrease risks, and plan maintenance for each bridge. It is estimated that 

$125 billion is required for the nation's bridge repair backlog [1].  

In recent decades, structural health monitoring (SHM) systems have emerged as 

important tools in monitoring existing structural systems; many research efforts have 

focused on developing SHM methodologies for different applications [2-12, 17-34]. 

Automated SHM systems provide real-time evaluation of structural health for existing 

infrastructure so that decision-makers can stay updated about infrastructure performance 

and integrity and early decisions can be made to prevent catastrophic failure or interruption 

of service. Additionally, SHM systems may reduce the cost of unnecessary maintenance 

and permit optimized scheduling of required maintenance.  
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1.2 Problem Statement  

In light of aging infrastructure, an opportunity exists to develop cost-effective and 

practicable approaches to monitor structural systems. This research presents a method to 

monitor truss bridge members with relatively few sensors by using the static deflection 

influence lines (SDILs) of bottom chord joints.  

Specifically, the objectives of this work are: 

1. Develop an influence line-based method that is capable of localizing damage in a truss 

system and estimating the severity of the damage 

2.  Examine how the developed method performs with the addition of noise 

3. Determine the conditions in which the method will produce acceptable results 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 United States Bridge Infrastructure 

According to the 2021 Report Card for America's Infrastructure published by ASCE, 

many bridges in the USA are approaching or exceeding their intended service lives [1]. 

The deterioration rate of America's bridges is greater than the rate of repair, replacement, 

and rehabilitation [1]. 42% of the nation's highway bridges are already exceeded their 

intended design lives, which increases the concern for rehabilitation or replacement [1]. It 

is predicted that it will take roughly 50 years to repair all of these bridges, with the 

estimated repair backlog of the nation's bridges totaling to 125 billion [1]. It is crucial to 

estimate bridge conditions to prevent failures, decrease risks, and plan maintenance for 

each bridge.

2.2 Visual Inspection 

In 1971, the National Bridge Inspection was implemented, and since that time the visual 

inspection has been the most popular nondestructive evaluation technique in the United 

States [13, 14]. In investigation was conducted by the Federal Highway Administration's 

nondestructive validation center to examine the reliability of the visual inspection method 

[13]. The study showed that bridge health assessments vary based on bridge inspector; this 

may be due to several factors,  including variation in inspector skills, subjective 
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interpretations, color vision deficiency, visual impairment, accessibility, and fear of traffic 

[13, 14].  

Additionally, visual inspections can be costly and labor-intensive and demand long 

inspection times [13, 14]. Bridge inspections are scheduled  at a minimum every 4 years 

after each inspection based on factors such as the bridge's health conditions and traffic 

volume [1]. In order to improve and enhance evaluation and maintenance of bridge safety, 

there is a need for a system that keeps decision-makers updated and reported about the 

health and integrity of the structure. These associated limitations and challenges have 

resulted in the development Structural Health Monitoring system [2]. 

2.3 Methods in Structural Health Monitoring 

Several methods for damage identification for truss bridges have been developed 

recently [2-12, 17-34]. SHM algorithms are commonly classified into four levels as 

follows: at level 1 the algorithm should provide a general damage indication, while in levels 

2, 3, and 4 the algorithm should provide additional information regarding to the location, 

severity, and remaining service life of the structure, respectively [15]. 

 Currently, parameter-based identification methods are considered as one of the most 

important fields within SHM; these methods rely on correlating changes in test results to 

changes in structural properties [11]. Existing damage identification methods may be 

divided into two categories: static identification methods and dynamic identification 

methods [11]. These methods are typically validated on numerical or scale models, 

however some techniques have been tested on real-life bridges [3-5]. 

 



 

5 

 

2.3.1 Dynamic Methods 

Brunell and Kim  investigated the effect of local damage on the overall performance of 

a steel truss bridge. A numerical model was developed to validate results from the physical 

scale model. Different technical aspects are investigated,  including damage evaluation 

using a damage index, modal analysis, load rating, variation of strain energy, and structural 

safety. The results showed that the presence of the local damage significantly impacts the 

bridge response (i.e., deflection), especially when the damage index is greater than 0.5. 

Results from a dynamic analysis aspect showed that it was noticeable that the natural 

frequency of the 4th mode decreased as the damage index increased, showing the effect of 

the local damage on the overall system behavior and the ability to detect it [16].  

Guo proposed a fusion technique in order to increase the accuracy of localizing multiple 

damages based on the data from bridge response frequencies and mode shapes. A 

frequency change damage detection method (FCDDM) and multiple damage location 

assurance criterion (MDLAC) were utilized to obtain the local decision; these local 

decisions are then transferred to the fusion center. In the fusion center, three approaches 

are used  to combine the data and achieve higher overall accuracy: Bayesian fusion, 

Dempster–Shafer evidence theory, and the fuzzy fusion method. From the fusion center, a 

global decision is obtained. The analysis and numerical examples showed that 

identification results from the fusion methods are more accurate than those from MDLAC 

and FCDDM independently in both damage cases [6].  

Vibration-based methods have been used widely in SHM for truss bridges [3, 7-8], 

however these methods often rely on having large numbers of sensors installed on the 
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bridge, leading to financial constraints and a tradeoff between damage detection ability 

and monitoring cost [7]. 

2.3.2 Static Methods 

Damage in truss structure cannot be detected by curvature methods or other methods 

that rely on flexural response because truss members experience predominantly axial forces 

and are connected by pin joints that minimize flexural demands on members; therefore, 

damage identification methods for truss structures should be based on the changes in axial 

deformation, strain energy, and stress [12].  

Boumechra  proposed a damage identification method based on inverse analysis of the 

static deflection of the bridge due to moving load. Based on a finite element model, the 

proposed method was able to identify reductions and changes in stiffness [9].  

Jang et al used a damage locating vector (DLV) to identify a damage on a laboratory-

scale truss bridge; the proposed method was capable of locating damaged members without 

the damaged member being instrumented [10].  

Lee et al proposed a damage identification method utilizing axial stress and strain 

energy; the static equilibrium equation in the damaged structure can be derived by 

calculating changes in axial stress, strain energy, and stiffness of the structure before and 

after the damage, and then several damage in truss can be detected using field monitoring 

data contaminated with noise. The efficiency the proposed method is enhanced by the 

partition of the damage-expected substructure and the displacement measurements at the 

boundary of the partitioned subsystem [12]. 
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2.4 Influence Line-Based Methods 

An influence line is a response function that shows the amplitude variation of a 

structural response (e.g. axial force, shear force, bending moment, deflection, etc.) at a 

given point on the system structure due to the application of a static load pattern placed on 

any point on the structure; an influence line is referred to as a unit influence line if the load 

pattern is limited to a unit load [17-18]. Recently, several studies have proposed damage 

identification methods utilizing influence lines, such as stress influence lines [19-20], strain 

influence lines [21-25], and global deformation influence lines [17-18, 26-28]. Other 

researchers have proposed damage localization methods based on the analysis of the 

absolute differences between the curvatures of the deflection influence lines for damaged 

and undamaged beam structures [29-32].  

In this study, a theoretical framework using static vertical deflection influence lines 

(SDILs) of the bottom chord joints of a truss bridge for damage localization and severity 

estimation is proposed. Utilizing the normalized absolute differences between the SDILs 

of damaged and intact truss bridges along with the absolute normalized axial force 

influence lines of truss elements, the proposed technique is able to characterize both the 

location and the severity of damage, with performance dependent on noise level, damage 

severity, and the number of simulations used to make an assessment. 
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CHAPTER 3 

PROCEDURE AND METHODOLOGY 

3.1 Theoretical derivations 

The proposed method utilizes the static deflection influence lines (SDILs) of the bottom 

chord joints and axial force influence lines (AFILs) of truss members to localize a single 

damaged member and estimate damage severity. An overview of the proposed procedure 

is shown in Figure 1. 

 

Figure 1 A flow chart showing the damage localization and severity estimation 

method using influence lines

Instrumentation 

Sensors 

Intact/ Damaged Bridge

Data Acquisition

Displacement influence
lines of the bottom chord
joints (Eq. 1)

Data Analysis

Normalizing the absloute difference
between the DILs of intact and
damaged bridge (Eq. 5 and 6)

Damage Localization

Calculating MSE between the
normalized difference of DILs and
normalized AFILs of the truss
members (Eq. 7 and 8)

Severity Estimation

using a subset data from the
measured DILs (Eq. 9 and 10 )
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The mechanical motivation for using the influence line-based method is as follows: 

1. Damage in truss members may manifest as a change in axial stiffness

2. Change in axial stiffness in a truss member affect its contribution to the deflection 

of any of the bottom chord joints 

3. Not all the truss members have the same normalized axial force influence lines 

The structure is assumed to be elastic. The moving load intensity in both damaged and 

intact states is the same and its dynamic impact is neglected. The normalized AFILs are 

assumed to be calculated through basic truss analysis. The geometry of the truss bridge is 

assumed to be known and the truss self-weight is neglected. 

3.1.1 Damage Localization 

First, the SDILs of the bottom chord joints of the intact bridge are calculated. The DILs 

of the bottom cord joints based on the method of virtual work can be written as shown in 

Equation 1: 

∆ = 𝐹𝐾−1𝑄 =  [

∆11 ⋯ ∆1𝑛

⋮ ⋱ ⋮
∆𝑗1 ⋯ ∆𝑗𝑛

] (1) 

where 

- ∆ is a [J*N] matrix representing the DILs of the bottom chord joints 

- F is a [J*M] matrix representing the AFILs for the truss members due to a real 

moving load 

- K is a [M*M] diagonal matrix where the diagonal entries represent the axial 

stiffnesses of the truss members 
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- Q is a [M*N] matrix representing the AFILs of the truss members due to a moving 

unit load 

J, M, and N are number of the moving load steps, number of the truss members, and 

number of the bottom chord joints, respectively.  

 j, m, and n are location of the moving load, member, and location of the measurements  

respectively. 

 

The matrices Q, K, and F can be written as shown in Equations 2, 3, and 4, respectively                       

Q =  I ∗ C = [
1 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 1

] ∗ [

𝑐11 ⋯ 𝑐1𝑛

⋮ ⋱ ⋮
𝑐𝑚1 ⋯ 𝑐𝑚𝑛

] (2) 

𝐾 =  [
𝐾1 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝐾𝑚

] (3) 

𝐹 =  𝑃 ∗ 𝐶𝑇 = [

𝑃1(𝑥1) ⋯ 𝑃𝑛(𝑥1)

⋮ ⋱ ⋮
𝑃1(𝑥𝑗) ⋯ 𝑃𝑛(𝑥𝑗)

] ∗ [

𝑐11 ⋯ 𝑐1𝑛

⋮ ⋱ ⋮
𝑐𝑚1 ⋯ 𝑐𝑚𝑛

]

𝑇

(4)   

where 

- C is [M*N] matrix represents the influence line coefficients for the truss members 

- I is the [N*N] identity matrix 𝑥𝑗 is the location of the moving load  

- 𝑃𝑛(𝑥𝑗) is the amount of the moving load transferred to joint n when the load is at 

𝑥𝑗 
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The difference between the damaged and intact SDILs of the bottom chord joints is 

obtained by Equation 5: 

∆′= ∆𝑑 − ∆ (5) 

Here, ∆′ is the difference between the damaged and intact SDILs of the bottom chord 

joints and ∆𝑑 is the SDIL of the damaged bridge. 

By taking the absolute value of the difference between the damaged and intact SDILs 

of a bottom chord joint and then normalize it with respect to the maximum absolute value 

of the deflection, the absolute normalized difference between the SDILs of the intact and 

damaged bridge is obtained as shown in Equation 6: 

∆𝑛
′̅̅̅̅ =

|∆𝑛
′ |

max(|∆𝑛
′ |)

= [
∆1𝑛

′̅̅ ̅̅ ̅

⋮
∆𝑗𝑛

′̅̅ ̅̅
] (6) 

The absolute normalized AFILs of each truss member with respect to the maximum 

absolute axial force in a given member can be calculated using the AFILs coefficients: 

𝐹𝑚
̅̅̅̅ =

|𝐶𝑚|

max(|𝐶𝑚|)
= [

𝐹1𝑚
̅̅ ̅̅ ̅

⋮
𝐹𝑗𝑚
̅̅ ̅̅

] (7) 

Here, 𝐹𝑚
̅̅̅̅  and 𝐶𝑚 are the normalized AFIL of member m and the coefficients influence 

lines of member m, respectively. 

Suppose damage occurs in one of the members; in that case, the Mean Squared Error 

(MSE) of the normalized difference SDILs of a bottom chord joint and the normalized 

AFIL of the damaged member is expected to be small because ∆𝑛
′̅̅̅̅  is equal to 𝐹𝑚

̅̅̅̅   for the 
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damaged member. In contrast, the other members are expected to have much higher values 

of MSE. Therefore, the damaged member can be identified by calculating the MSE of the 

absolute difference between the normalized SDILs of one of the bottom chord joints and 

the normalized AFILs of the truss members is  as shown in Equation 8.  

MSE =  
1

𝐽
∑ (𝐹𝑗𝑚

̅̅ ̅̅ −  ∆𝑗𝑛
′̅̅ ̅̅  )

2𝐽

𝑗=1
  (8) 

The member with the lowest value of MSE is identified as the damaged member. 

3.1.2 Severity Estimation 

After identifying the damaged member and using prior knowledge of its AFILs from a 

finite element model in conjunction with the method of virtual work, the ratio of the 

contribution of the damaged member to the deflection of the bottom chord joints in an 

intact state is calculated using Equation 9.  

𝐶𝑅𝑗𝑛𝑚 =
(

𝐹𝑗𝑚𝑄𝑚𝑛

𝑘𝑚
)

∆𝑗𝑛
𝑐  (9) 

𝐶𝑅𝑗𝑛𝑚  represents the contribution ratio of the axial displacement of member m to the 

vertical deflections of joint n when the real moving load is at j and  ∆𝑗𝑛
𝑐  is the calculated 

vertical displacement. 𝐶𝑅𝑗𝑛𝑚 can be numerically computed either by assuming the moving 

load equal is a unit load or by using the influence line coeffecients. The contribution ratios 

are then used to estimate the severity of the damage as shown in Equation 10. 

𝑆𝐸%𝑚 = (1 −
𝐶𝑅𝑗𝑛𝑚 ∗ ∆𝑗𝑛

(𝐶𝑅𝑗𝑛𝑚 ∗ ∆𝑗𝑛 + ∆𝑗𝑛
′ )

 ) ∗ 100 (10) 
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3.2 Truss Members Classifications 

Multiple members may have the same normalized AFILs, so these members are 

classified as one group. If damage occurs in one member or multiple members from the 

same group, MSE will indicate damage in all group members. 
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CHAPTER 4 

ANALYTICAL MODEL 

4.1 Truss Bridge Model  

This section describes finite element models of two different bridge configurations used 

to evaluate the proposed truss bridge damage localization and severity estimation 

methodology using influence lines. The first 2D model is a simple truss bridge, shown in 

Figure 2a, which comprises nine truss elements and two bottom cord joints. All truss 

members in Model 1 are steel with a modulus of elasticity of 29000 ksi. Vertical and 

horizontal members have a length of 17.5 ft; the diagonal member is 24.75 ft. The cross-

sectional area of all elements is 22 in2. The second 2D model, shown in Figure 2b, is a 

warren truss with vertical members and a span of 120 ft divided into six equal parts with a 

height of 17 ft. All truss members are steel with a modulus of elasticity of 29000 ksi. Table 

1 lists member cross-sections for Model 2.  

Both models have pinned connections at the joints and are simply supported. In 

practice, using fewer sensors facilitates more economical and efficient operation, i.e. 

instrumenting every joint in the field may not be practical. In this study, the displacements 

of all of the bottom chord joints are recorded in both models in order to assess the accuracy 

and investigate the sensitivity of each joint to the damage location. SAP2000 is utilized to 

show and visualize the analyzed truss bridges
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Figure 2. 2D Truss bridge models (recorded joints are marked with red dots): (a) 

Model 1, (b) Model 2 

In this study, the vertical displacements of all the bottom chord joints in both models 

are recorded, as shown in Figure 2. However, the proposed method can locate the damage 

and estimate the severity by using results from a complete and subset recorded SDILs, 

respectively. 

Table 1 Steel sections of Model 2 

Section type Bridge component Dimensions (in) 

W-Shape (W30×173) Bottom chords 

Outside height = 30.4 

Flange width = 15 

Flange thickness = 1.07 

Web thickness = 0.655  

W-Shape (W21×122) Vertical & top chords 

Outside height = 21.7 

Flange width = 12.4 

Flange thickness = 0.960 

Web thickness = 0.600 

Hollow structural section 

(HSS16×16×𝟓
𝟖⁄  ) 

Diagonals 
Outside depth and width = 16 

Flange and web thickness = 0.581 
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4.2 Damage Cases  

In this section, different damage cases and damage severity levels are considered 

for both models. Damage is simulated through a reduction in the cross-sectional area of 

one member. An element is selected from different element groups for each damage case 

in both models. The damage locations and severity levels for Models 1 and 2 are listed in 

Tables 2 and 3, respectively, and are shown visually in Figures 3 and 4, respectively.  

Table 2 Damage cases for Model 1 

Damage 

case 
Damage location and severity levels 

DC-1 Element 22: cross-section damage by (a) 15% (b) 35% 

DC-2 Element 42: cross-section damage by (a) 15% (b) 35% 

DC-3 Element 53: cross-section damage by (a) 15% (b) 35% 

 

 

Figure 3 Damage cases analyzed for Model 1: (a) damage case 1, (b) damage case 

2, (c) damage case 3 
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Table 3 Damage cases for Model 2 

Damage 

case 
Damage location and severity levels 

DC-1 Element 41: cross-section damage by (a) 15% (b) 35% 

DC-2 Element 53: cross-section damage by (a) 15% (b) 35% 

DC-3 Element 43: cross-section damage by (a) 15% (b) 35% 

DC-4 Element 23: cross-section damage by (a) 15% (b) 35% 

 

 

Figure 4 Damage cases analyzed for Model 2: (a) damage case 1, (b) damage case 

2, (c) damage case 3, (d) damage cas
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CHAPTER 5 

RESULTS AND DISCUSSION 

5.1 Truss Member Classification  

    As discussed in Chapter 3, multiple members may have the same normalized 

AFILs. Therefore, members are grouped based on the similarity of their normalized AFILs. 

If damage occurs in one or multiple members from the same group, the proposed method 

will indicate damage in all the elements in that group. Nevertheless, members with the 

same normalized AFILs may have different contributions to the deflection of bottom chord 

joints, affecting the accuracy of the proposed detection method. Truss members for Models 

1 and 2 are grouped using the AFILs coefficients as shown in Tables 4 and 5, respectively. 

Table 4 Truss members groups for Model 1 

Group No. Truss members 

G-1 Elements: 21, 32, 41, and 53 

G-2 Elements: 22, 23, and 43 

G-3 Elements: 33 

G-4 Elements: 42 

 

Truss members of Model 1 are grouped into 4 groups. Elements 33 and 42 have unique 

normalized AFILs. 
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Table 5 Truss members groups for Model 2 

Group No. Truss members  

G-1 Elements: 21, 22, and 41 

G-2 Elements: 23 and 24  

G-3 Elements: 25, 26, and 46 

G-4 Elements: 32 

G-5 Elements: 34 

G-6 Elements: 36 

G-7 Elements: 42 

G-8 Elements: 43 

G-9 Elements: 44 

G-10 Elements: 45 

G-11 Elements: 52 and 53 

G-12 Elements: 54 and 54 

 

Table 5 shows that, as the truss geometry complexity increases, more members exhibit 

unique normalized AFILs. 7 groups out of 12 have only one member in each with a unique 

normalized AFIL among other members. Members 33 and 35 are neglected since they are 

zero-force members.  

5.2 Damage Cases Analysis and Results   

In this section, multiple damage cases, which are shown in Tables 2 and 3, are 

investigated for Model 1 and Model 2. In practical cases, the displacement measurements 

are contaminated by noise due to various factors, including measuring equipment, 

measurement reading, and so on [9]. Therefore, to more closely simulate a real-life test, 

several error types can be added into the displacements data to simulate noise [11]. Two 
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common types of random error used to simulate noise in measurements are uniform error 

and error following a normal distribution [11]. To assess the efficiency of the proposed 

method, proportional uniform noise is added to the calculated DILs with different 

magnitude noise levels for both damaged and undamaged structures. Noise is added to DIL 

data by using the following [33]: 

∆𝑛𝑜𝑖𝑠𝑦=  ∆𝑛𝑜𝑖𝑠𝑒−𝑓𝑟𝑒𝑒 ∗ (1 + 𝜀 ∗ 𝑅) (11) 

Where the parameter 𝜀 represents the level of noise and R is a matrix that has the same 

size as the ∆𝑛𝑜𝑖𝑠𝑒−𝑓𝑟𝑒𝑒. Matrix R contains random numbers in the range [-1 1]. Increasing 

the number of the moving load steps and measurements simulations leads to more accurate 

results and reduces noise's effect [9]. Therefore, the moving load step is assumed to be 0.5 

ft for both models. The measurement simulations are assumed to be 1, 10, 20, and 30 for 

both models, where each simulation has a complete recorded SDILs. The amplitude of the 

moving load is considered to be 35 kips, and all calculated DILs are polluted with noise 

levels 1%, 2%, 3%, 4%, and 5%.  

In the results tables, cases with an accuracy of less than 50% are shown as a dash 

meaning no decision. To increase the accuracy of the severity estimation, a subset of 

displacements data is selected based on the location of the damaged member and its 

contributions to the displacement of the bottom chord joints, and that can be illustrated by 

using the plot of the absolute difference between the damaged and intact DILs with noise 

level = 0, e.g., Figure 5. Moreover, the plot also shows the most sensitive bottom chord 

joint to the damaged member that provides accurate severity estimations among other 

bottom chord joints. However, it can be calculated regardless of the measured data using 
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the AFILs coefficients. In case there is damage in one member from a classified group of 

members, the severity estimation of the intact members should be equal to the damaged 

member when they have the same axial stiffness; otherwise, the estimation would vary 

based on the difference between their axial stiffnesses. 

Theoretically, the normalized difference between the intact and damaged SDILs of all 

the bottom cord joints is similar, so an assessment procedure using the average of the 

normalized difference of DILs of all the bottom chord joints is utilized. All the shown 

results are based on the average of multiple iterations. All calculations in this study are 

performed using MATLAB code; deflection values are rounded to the thousandths place.  

5.2.1 Model 1 Results and Discussions 

5.2.1.1 Cross-Section Damage in Element 22: DC-1 Model 1 

In this damage case, Element 22, shown in Figure 3a, is damaged due to a reduction in 

the cross-sectional area by 15% and 35%, along the entire length. The location of the 

maximum contribution from Element 22 is when the moving load at Joint 3, as shown in 

Figure 5; Joint 3 is more sensitive to the damaged member than Joint 2. The specific cases 

shown in Figures 6a and 6b were selected with the noise level, simulations, and percentage 

of damages of 2%, 30, 15%, and 35%, respectively, to illustrate damage localization. 

It can be observed from Figure 6a that if the displacement data of Joint 3 is used, the 

proposed method accurately identifies Members 22, 23, and 43 as damaged members; these 

members belong to the same group in Table 5. Estimation using Joint 2 and the average 

erroneously indicate damage in member 33; Joint 2 is ineffective in detecting damage in 

members from group G-2.  Figure 6bshows that when the percentage of the damage 
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increased to 35%, the method identified a damage in G-2 members using both joints, 

demonstrating that the accuracy of all joints increases as the damage percentage increases 

due to the increase in the contribution of the element 22. 

Tables 6, 7, and 8 show the accuracy of the proposed damage localization method. The 

assessment method using the data from Joint 3 was capable of locating the damage with 

15% and 30% severity for some number of simulations and some levels of noise. The 

severity of the damage is assessed two times; first by using complete joint displacement 

data followed by using a subset of joint displacement data. As mentioned previously, the 

accuracy of the severity estimation can be enhanced by selecting a subset of data based on 

the location of the maximum contribution, as shown in Figure 5; therefore, the selected 

displacement data is when the moving load in between 17.5 to 45 ft away from the left 

support. The selected subset data showed a significant improvement in the severity 

evaluation for both joints, as shown in tables 9-12.   

 

Figure 5 Location of the maximum contribution from the damaged member to 

the bottom chord joints (DC-1, Model 1) 

∆′̅ 
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Figure 6 Damage localization for DC-1: (a) N = 2%, Damage = 15% and 

simulations = 30 (b) N = 2% Damage = 35% and simulations = 30 (DC-1, Model 1) 

 

Table 6 Accuracy of the assessment using Joint 2 (DC-1, Model 1) 

 

 

 

 

 

 

Simulation 

 

Accuracy of the assessment using Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 51.1 - - - - 

10 - - - - - 72.3 54.6 53.4 - - 

20 - - - - - 80.3 61.4 56.8 53.3 50 

30 - - - - - 84.7 66.5 58.9 54.1 52.6 

(a) (b) 
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Table 7 Accuracy of the assessment using Joint 3 (DC-1, Model 1) 

 

 

Simulation 

Accuracy of the assessment using Joint 3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1  2 3 4 5 1  2 3 4 5 

1 - - - - - 99.9 - - - - 

10 99.9 75.1 - - - 100 100 98.9 88.5 72.3 

20 100 93.9 69.4 - - 100 100 100 99.3 95 

30 100 98.6 85.7 59.9 - 100 100 100 100 98.5 

  

Table 8 Accuracy of the assessment using the average of Joints 2 and 3 (DC-1, Model 1) 

 

 

 

 

 

 

Simulation 

Accuracy of the assessment using average of Joint 2&3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 95.8 50.3 - - - 

10 - - - - - 100 99.9 94.2 77.1 62.7 

20 - - - - - 100 100 99.6 95.7 85.3 

30 - - - - - 100 100 100 99.2 94.3 
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Table 9 The Average of the severity estimation Joint 2 (complete data , DC-1, Model 

1) 

 

 

Simulation 

The Average of the severity estimation Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 24.6 - - - - 

10 - - - - - 26.5 25.9 24.7 - - 

20 - - - - - 26.6 26.3 25.8 25 24.1 

30 - - - - - 26.6 26.4 26.1 25.6 24.9 

 

 

Table 10 The Average of the severity estimation Joint 3 (complete data, DC-1, Model 

1) 

 

 

 

Simulation 

The Average of the severity estimation Joint 3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1  2 3 4 5 1  2 3 4 5 

1 - - - - - 
30.4 

- - - - 

10 12.1 12 - - - 30.6 30.6 30.5 30.3 30.1 

20 12.2 12.1 12 - - 30.6 30.6 30.6 30.5 30.4 

30 12.2 12.1 12.1 12 - 30.6 30.6 30.6 30.5 30.5 
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Table 11 The Average of the severity estimation Joint 2 (subset data, DC-1, Model 1) 

 

 

Table 12 The Average of the severity estimation Joint 3 (subset data, DC-1, Model 1) 

 

 

Simulation 

The Average of the severity estimation Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1  2 3 4 5 1  2 3 4 5 

1 - - - - - 32.1 - - - - 

10 - - - - - 32.3 32.2 32.1 - - 

20 - - - - - 32.3 32.3 32.2 32.1 32 

30 - - - - - 32.3 32.3 32.2 32.2 32.1 

 

Simulation 

The Average of the severity estimation Joint 3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1  2 3 4 5 1  2 3 4 5 

1 - - - - - 33.8 - - - - 

10 13 12.9 - - - 34 33.9 33.8 33.7 33.5 

20 13.1 13 12.9 - - 34 33.9 33.9 33.8 33.8 

30 13.1 13 13 12.9 - 34 34 33.9 33.9 33.8 
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5.2.1.2 Cross-Section Damage in Element 42: DC-2 Model 1  

 In this damage case, element 42, shown in Figure 3b, is simulated to be damaged due 

to a reduction in the cross-sectional area by 15% and 35%, along with the entire length. 

The specific cases shown in Figures 8a and 8b were selected with noise level, simulations, 

and percentage of damages of 4% and 3%, 30 and 1, 15% and 30%, respectively, to clarify 

the damage localization method. It can be clearly seen that in Figures 8a and 8b, the 

damaged element is accurately identified by using displacement data of Joint 2, Joint 3, 

and the average of joints. It is observable that at 35% damage severity, the damaged 

member is detected by all the assessment procedures with high levels of noise except at 

one simulation, as shown in tables 13, 14, and 15. It is recognizable that both joins have 

the same sensitivity to the impaired element, as illustrated in Figure 7. However, the 

severity estimations using the complete data were not reliable and repeatable because of 

the effect of noise on the small numbers of displacement data for both joints when the static 

moving load between joins 2 and 3. Therefore, the severity estimations using the complete 

displacement data are excluded in this damage case. Using a subset of data ranging between 

10 ft to 20 ft and 32.5 ft to 42.5 ft, the severity of damage is assessed with absolute errors 

in between 0.9 % to 1.9 % for 15 % damage case using data from both joints. It is evident 

that there are minor variations between severity assessments using Joints 2 and 3 due to 

the effect of noise and an increase in the contribution ratio of the element 42 when the 

moving load between the left support and Joint 2. Overall, the damage is successfully 

identified and detected. The average severity is estimated by all the assessment procedures 

at only the damage severity of 15% and 35% regardless of at one simulation and level of 

noise 2, 3, 4, and 5 for 15% damage severity. 
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FIGURE 7 LOCATION OF THE MAXIMUM CONTRIBUTION FROM THE DAMAGED 

MEMBER TO THE BOTTOM CHORD JOINTS (DC-2, MODEL 1) 

 

Figure 8 Damage localization for DC-2: (a) N = 4%, Damage = 15% and 

simulations = 30 (b) N = 5% Damage = 35% and simulations = 1 (DC-2, Model 1) 

 

 

 

(a) (b) 

∆′̅ 
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Table 13 Accuracy of the assessment using Joints 2 (DC-2, Model 1) 

 

 

Table 14 Accuracy of the assessment using Joint 3 (DC-2, Model 1) 

 

 

Simulation 

Accuracy of the assessment using Joint 3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 96 - - - - 100 100 95.3 60.8 - 

10 100 100 94.5 73.2 51.5 100 100 100 100 100 

20 100 100 99.6 95.9 84.2 100 100 100 100 100 

30 100 100 100 99.1 94.9 100 100 100 100 100 

 

 

 

 

 

Simulation 

Accuracy of the assessment using Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 91 - - - - 100 100 98.3 85.2 58.9 

10 100 99 89.4 71.4 55.1 100 100 100 100 100 

20 100 100 97.8 91.1 79 100 100 100 100 100 

30 100 100 99.8 96.5 89.6 100 100 100 100 100 
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Table 15 Accuracy of the assessment Joints 2 and 3 (DC-2, Model 1) 

 

 

Simulation 

Accuracy of the assessment using average of Joint 2&3  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 99 - - - - 100 100 99.9 87.9 53.7 

10 100 100 97.8 81.1 60.3 100 100 100 100 100 

20 100 100 100 98.5 89.9 100 100 100 100 100 

30 100 100 100 99.9 98.3 100 100 100 100 100 

 

Table 16 The Average of the severity estimation Joint 2 (subset data, DC-2, Model 2) 

 

 

 

 

 

 

Simulation 

The Average of the severity estimation Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 13.7 - - - - 34.4 33.8 32.9 31.2 28.6 

10 14 13.9 13.7 13.4 13.1 34.6 34.5 34.4 34.3 34.1 

20 14.1 14 13.9 13.7 13.5 34.6 34.6 34.5 34.4 34.4 

30 14.1 14 14 13.8 13.7 34.6 34.6 34.5 34.5 34.5 
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Table 17 The Average of the severity estimation Joint 3 (subset data, DC-2, Model 1) 

 

 

Simulation 

The average of the severity estimation Joint 3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 13.5 - - - - 34 33.2 31.7 29.2 20.3 

10 14.1 13.9 13.6 13.1 12.6 34.2 34.1 34 33.9 33.6 

20 14.1 14 13.9 13.6 13.4 34.2 34.2 34.1 34.1 33.9 

30 14.1 14.1 14 13.8 13.6 34.2 34.2 34.2 34.1 34.1 

 

 

5.2.1.3 Cross-Section Damage in Element 53: DC-3 Model 1 

 In this damage case, element 53, shown in Figure 3c, is simulated to be damaged due 

to a reduction in the cross-sectional area by 15% and 35%, along with the entire length. 

Based on the location of the maximum contribution, shown in Figure 9, from element 53, 

Joint 2 is highly sensitive to G-1. It can be observed from Figure 10a that the damage 

localization method using the average assessment procedure indicates to damage in G-1 

even with less sensitivity of Joint 3. It is observed that with a damage severity of 35%, the 

damage is located using all the damage assessment procedures at the level of noise 5% and 

only with one simulation, as shown in Figure 10b. It is noticeable from table 19 that even 

with increasing the number of simulations, the severity assessments using Joint 3 at 15% 

severity are not accurate with high noise levels. Using a subset of displacement data, when 
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the moving load ranging in between 7.5 ft to 27.5 ft away from the left support, of Joint 2, 

decreased the average absolute error at 15% severity from (3.3 % – 6.7%) to (0.9% – 3.2%) 

regardless of assessments when the simulations =1 and levels of noise = 4 and 5, as shown 

in tables 21 and 23. The severity assessments at 35% damage severity with (simulations = 

1 and N = 2, 3, 4, and 5), (simulations = 20 and N = 4, and 5), and (simulations = 30 and 

N = 5) are not repeatable and reliable due the effect of noise and the low sensitivity of Joint 

3 to G-1. Overall, the group of the damaged member is accurately identified and relatively 

quantified utilizing the displacement data of Joint 2 at the severity of 15% and 35%. 

 

 

Figure 9 Location of the maximum contribution from the damaged member to 

the bottom chord joints (DC-3, Model 1) 

∆′̅ 
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Figure 10 Damage localization for DC-3: (a) N = 5%, Damage = 15% and 

simulations = 30 (b) N = 5% Damage = 35% and simulations = 1 (DC-3, Model 1) 

 

 

Table 18 Accuracy of the assessment using Joint 2 (DC-3, Model 1) 

 

 

Simulation 

Accuracy of the assessment using Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 100 100 93 89 87.2 100 100 100 100 99.5 

10 100 100 100 100 99.9 100 100 100 100 100 

20 100 100 100 100 100 100 100 100 100 100 

30 100 100 100 100 100 100 100 100 100 100 

 

 

 

(a) (b) 
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Table 19 Accuracy of the assessment Joint 3 (DC-3, Model 1) 

 

 

Simulation 

Accuracy of the assessment using Joint 3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 99.6 78.3 - - 

10 64 - - - - 100 100 100 100 100 

20 85 - - - - 100 100 100 100 100 

30 95 54.9 - - - 100 100 100 100 100 

 

 

 

Table 20 Accuracy of the assessment using the average of Joint 2 & 3 (DC-3, Model 

1) 

 

 

Simulation 

Accuracy of the assessment using average of Joint 2&3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 100 69 - - - 100 100 100 98.6 86.4 

10 100 100 100 96.9 85.2 100 100 100 100 100 

20 100 100 100 100 99.2 100 100 100 100 100 

30 100 100 100 100 100 100 100 100 100 100 
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Table 21 The Average of the severity estimation Joint 2 (complete data, DC-3, Model 

1) 

 

 

Simulation 

The Average of the severity estimation Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 11.4 10.4 8.3 5.2 0.3 32.6 32.1 31.3 30 28 

10 11.7 11.6 11.4 11.1 10.9 32.8 32.7 32.6 32.5 32.4 

20 11.7 11.6 11.6 11.4 11.3 32.8 32.8 32.7 32.7 32.6 

30 11.7 11.7 11.6 11.5 11.4 32.8 32.8 32.7 32.7 32.7 

 

Table 22 The Average of the severity estimation Joint 3 (complete data, DC-3, Model 

1) 

 

 

Simulation 

The Average of the severity estimation Joint 3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 26.2 138. 2.9 41.5 39.7 

10 8.8 - - - - 28.9 28.1 25.3 20.6 20.1 

20 9 - - - - 29 28.7 28 26.7 41.2 

30 9.1 8.7 - - - 29.1 28.8 28.4 27.8 26.5 
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Table 23 The average of the severity estimation Joint 2 (subset data, DC-3, Model 1) 

 

 

Simulation 

The Average of the severity estimation Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 13.9 13 11.8 9.5 5.9 33.2 32.8 32.1 31.1 29.7 

10 14.1 14 13.9 13.8 13.5 33.3 33.3 33.2 33.1 33 

20 14.1 14.1 14 13.9 13.8 33.3 33.3 33.3 33.2 33.2 

30 14.1 14.1 14.1 14 14 33.3 33.3 33.3 33.3 33.2 

 

 

Table 24 The average of the severity estimation Joint 2 (subset data, DC-3, Model 1) 

 

 

Simulation 

The Average of the severity estimation Joint 3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 33.5 32.5 30.7 27 36.6 

10 9.7 - - - - 33.8 33.7 33.5 33.3 32.9 

20 9.7 - - - - 33.8 33.7 33.7 33.5 33.4 

30 9.7 9.7 - - - 33.8 33.8 33.7 33.6 33.6 
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5.2.2 Model 2 Results and Discussions 

5.2.2.1 Cross-Section Damage in element 41: DC-1 Model 2 

   In this damage case, element 41, shown in Figure 4a, is simulated to be damaged 

due to a reduction in the cross-sectional area by 15% and 35%, along with the entire length. 

The sensitivity of the joints to the group of the damaged member depends on how far they 

are from the damage location. Therefore, it can be clearly seen that the sensitivity of the 

joints decreases as the distance between each joint and the damage location increases, as 

shown in Figure 11. The damage location assessments using the average of the 

displacement data identify the group of the damaged member with high accuracy at some 

certain levels of noise and number of simulations for 15% and 35% severity, as shown in 

table 29. Nevertheless, the average assessment procedure advocates the damage location 

assessment since it is more likely to provide results close to the most sensitive joint. It is 

observed from Joint 2 damage assessment that the method is able to detect a damage at 5% 

severity with 10, 20, 30 simulations for some of the levels of noise of 1% - 2%, 1% - 3%, 

and 1% - 4%, respectively. The subset of displacement data is considered for (0 ft to 40 ft 

from the left support). Based on the considered subset data, the corresponding cases for 

severity estimation in Joint 2 are estimated with a maximum absolute error of 0.4%, 1.1%, 

and 0.5% at severity damage of 5%, 15%, and 35, respectively. Overall, the G-1 is 

identified and relatively quantified utilizing the displacement data of Joint 2 at some 

particular levels of noise and number of simulations for 15% damage severity, while it is 
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accurately detected and quantified at 35% severity and all levels of noise and number of 

simulations. 

 

 

Figure 11 location of the maximum contribution from the damaged member to 

the bottom chord joints (DC-1, Model 2) 

 

Table 25 Accuracy of the assessment Joint 2 (DC-1, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 100 91 - - - 100 100 100 100 100 

10 100 100 100 99 97 100 100 100 100 100 

20 100 100 100 100 100 100 100 100 100 100 

30 100 100 100 100 100 100 100 100 100 100 

 

∆′̅ 
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Table 26 Accuracy of the assessment Joint 3 (DC-1, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 3 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 97 - - - - 100 100 99.9 87 - 

10 100 100 93.7 64 - 100 100 100 100 100 

20 100 100 99.8 96 80.1 100 100 100 100 100 

30 100 100 100 99 95.4 100 100 100 100 100 

 

 

Table 27 Accuracy of the assessment Joint 4 (DC-1, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 4 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 100 81   

10 100 85 - - - 100 100 100 100 100 

20 100 99 81 - - 100 100 100 100 100 

30 100 100 95 67.9 - 100 100 100 100 100 
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Table 28 Accuracy of the assessment Joint 5 (DC-1, Model2) 

 

 

Simulation 

Accuracy of the assessment using Joint 5  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 99.5    

10 97 71.8 - - - 100 100 100 100 98.7 

20 100 88.9 62.8 - - 100 100 100 100 100 

30 100 94.8 79.4 - - 100 100 100 100 100 

 

 

 

Table 29 Accuracy of the assessment Joint 6 (DC-1, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 6  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 - - - - 

10 - - - - - 100 100 99.8 91.3 59.6 

20 - - - - - 100 100 100 99.7 97 

30 - - - - - 100 100 100 100 99.7 
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Table 30 Accuracy of the assessment using the average of joints (DC-1, Model 2) 

 

 

Simulation 

Accuracy of the assessment using average of Joint 2,3,4,5, & 6 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 85 - - - - 100 100 100 - - 

10 100 100 76 - - 100 100 100 100 100 

20 100 100 100 89.8 - 100 100 100 100 100 

30 100 100 100 99.9 85 100 100 100 100 100 

 

 

Table 31 The average of the severity estimation Joint 2 (subset data, DC-1, Model 2) 

 

 

Simulation 

The Average of the severity estimation Joint 2 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 13.9 - - - - 35.1 35.1 35 34.8 34.5 

10 14 14 14 13.9 13.9 35.1 35.1 35.1 35.1 35.1 

20 14 14 14 14 13.9 35.1 35.1 35.1 35.1 35.1 

30 14 14 14 14 14 35.1 35.1 35.1 35.1 35.1 

 

5.2.2.2 Cross-Section Damage in element 53: DC-2 Model 2 

In this damage case, element 53, shown in Figure 4b, is simulated to be damaged due 

to a reduction in the cross-sectional area by 15% and 35%, along with the entire length. 

The most sensitive joint to the G-11 is Joint 3, among other joints, as shown in Figure 12. 

However, the accuracy of detecting the damage in element 53 is still low because the 
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member's contribution to the joints is low. It is clearly seen that at 15% severity and one 

simulation, the group of the damaged member is not detected by utilizing Joint 3 

displacement data, as shown in table 32. On the other hand, using the DILs of Joint 6, the 

damage is detected only at 35% severity for simulation of 10, 20, and 30 and levels of noise 

of 1% - 2%, 1% -3%, and 1% - 4%, respectively, shown in table 35. The average of severity 

estimations of the corresponding considerations of the damage location using Joint 3 subset 

displacement data (20 ft – 60 ft away from the left support) shows accurate results with a 

maximum absolute error of 0.5% for damage severity of 15% and 35%, shown in table 37. 

Overall, the G-11 is identified and relatively quantified utilizing the displacement data of 

Joint 3 at some particular levels of noise and number of simulations for the severity of 15% 

and 35%. 

 

 

Figure 12 Location of the maximum contribution from the damaged member to 

the bottom chord joints (DC-2, Model 2) 

 

∆′̅ 
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Table 32 Accuracy of the assessment Joint 2 (DC-2, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 2  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 70 - - - 

10 - - - - - 100 100 99.8 95.2 83.5 

20 100 64 - - - 100 100 100 99.9 98 

30 100 86 - - - 100 100 100 100 99.9 

 

 

 

Table 33 Accuracy of the assessment Joint 3 (DC-2, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 3  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 96.1 - - - 

10 100 65.8 - - - 100 100 100 99.9 98.2 

20 100 93.1 60.8 - - 100 100 100 100 100 

30 100 99.3 80.9 50.6 - 100 100 100 100 100 
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Table 34 Accuracy of the assessment Joint 4 (DC-2, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 4  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 51.4 - - - 

10 80 - - - - 100 100 99.9 96.1 77.8 

20 98 - - - - 100 100 100 100 99.2 

30 100 64.4 - - - 100 100 100 100 100 

 

 

Table 35 Accuracy of the assessment Joint 5 (DC-2, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 5  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 96.1 - - - - 

10 70.9 - - - - 100 99.8 94.7 73.1 - 

20 97.6 - - - - 100 100 99.5 96.3 87.4 

30 99.7 - - - - 100 100 99.9 99.4 96.4 
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Table 36 Accuracy of the assessment Joint 6 (DC-2, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 6  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - - - - - - 

10 - - - - - 99.9 73 - - - 

20 - - - - - 100 97 62.9 - - 

30 - - - - - 100 100 84.7 53.9 - 

 

 

 

Table 37 Accuracy of the assessment using the average of the joints (DC-2, 

Model 2) 

 

 

Simulation 

Accuracy of the assessment using average of joint 2,3,4,5, & 6 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 - - - - 

10 88 - - - - 100 100 100 99.4 - 

20 100 - - - - 100 100 100 100 100 

30 100 52.9 - - - 100 100 100 100 100 
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Table 38 The average of the severity estimation Joint 3 (subset data, DC-2, Model 2) 

 

 

Simulation 

The Average of the severity estimation Joint 3  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 34.9 34.5 - - - 

10 14.6 14.5 - - - 35 35 34.9 34.8 34.7 

20 14.6 14.5 14.5 - - 35 35 34.9 34.9 34.9 

30 14.6 14.5 14.5 14.5 - 35 35 35 34.9 34.9 

 

5.2.2.3 Cross-Section Damage in element 43: DC-3 Model 2 

 In this damage case, element 43, shown in Figure 4c, is simulated to be damaged due 

to a reduction in the cross-sectional area by 15% and 35%, along with the entire length. It 

is noticeable from Figure 13 that there are two spikes at Joints 3 and 4, illustrating that 

Joints 3 and 4 are the most accurate joints to estimate the severity of the damage among all 

other joints; even so, Joint 4 is slightly more accurate than Joint 3, since the absolute 

difference of the contribution between the damaged and undamaged state when the static 

moving load at Joint 4 is greater than when it is at Joint 3. However, in this case, Joint 4 is 

not the most sensitive joint for the damage localization method, and the cause might be that 

the damaged member experience both compression and tension forces. The results of joints 

3 and 4 in Figure 13 are matching and Joints 2 and 5 as well. It is shown that at 15%, all 

the assessment procedures indicate damage with number of simulations 10, 20, and 30 and 

levels of noise 1% to 3%, while at 35% severity the damage assessment using the 

displacement data of Joint 2 detect the damage element with one simulation and up to the 
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3% level of noise, whereas utilizing Joints 3, 4, 5, and the average of the joints assessment 

approaches identify the damage at the noise level of 1%. The average of severity 

estimations of the corresponding considerations of the damage location using Joint 4 subset 

displacement data ( 55 ft – 80 ft away from the left support) shows accurate results with a 

maximum absolute error of 0.2% and 1.9% for damage severity of 15% and 35%, 

respectively, shown in table 44. Overall, the damaged element is detected and relatively 

quantified using the displacement data of Joint 4 at some levels of noise and number of 

simulations for the severity of 15% and 35%. 

 

 

Figure 13 Location of the maximum contribution from the damaged member to 

the bottom chord joints (DC-3, Model 2) 

 

 

 

 

 

∆′̅ 
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Table 39 Accuracy of the assessment Joint 2 (DC-3, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 2  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 95.1 78.3 51.4 - - 

10 60.6 - - - - 100 99.1 95.6 88.3 72.4 

20 77.8 - - - - 100 99.8 98.8 95.7 91.9 

30 85.7 55.9 - - - 100 100 99.4 98.3 96.7 

 

 

 

Table 40 Accuracy of the assessment Joint 3 (DC-3, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 3  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 92.1 - - - - 

10 81.8 - - - - 100 99.6 92.2 68.7 - 

20 97.8 50.9 - - - 100 100 99 94.2 80.5 

30 99.2 70 - - - 100 100 99.9 98.3 93.3 
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Table 41 Accuracy of the assessment Joint 4 (DC-3, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 4  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 98.3 - - - - 

10 70.5 - - - - 100 100 97.2 78.6  

20 82.3 59.1 - - - 100 100 100 98.3 88.8 

30 89.5 65.3 - - - 100 100 100 99.7 96.9 

 

 

 

Table 42 Accuracy of the assessment Joint 5 (DC-3, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 5  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 90.2 - - - - 

10 79.5 - - - - 100 99 87.5 58.9 - 

20 97 47.9 - - - 100 100 99.1 91.8 72.8 

30 99.4 65.3 - - - 100 100 99.8 97.5 91 
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Table 43 Accuracy of the assessment Joint 6 (DC-3, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 6  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 93.7 77.8 - - - 

10 74.5 - - - - 100 98.4 94 86.1 70.5 

20 88 60.4 - - - 100 100 98.4 94.2 90.9 

30 94 69.5 51.3 - - 100 100 99.3 97 94.6 

 

 

 

Table 44 Accuracy of the assessment using the average the joints (DC-3, Model 2) 

 

 

Simulation 

Accuracy of the assessment using average of joint 2,3,4,5, & 6 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 - - - - 

10 92 - - - - 100 100 100 96.1 59.8 

20 100 58 - - - 100 100 100 100 99.4 

30 100 80 - - - 100 100 100 100 100 
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Table 45 The average of the severity estimation Joint 4 (subset data, DC-3, Model2) 

 

 

Simulation 

The Average of the severity estimation Joint 4 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - -  33.8 - - - - 

10 15 - - - - 34.7 34.4 33.9 33.1 - 

20 15.1 14.8 - - - 34.8 34.6 34.4 34 33.5 

30 15.1 14.9 - - - 34.8 34.7 34.5 34.3 34 

 

5.2.2.4 Cross-Section Damage in element 23: DC-4 Model 2 

  In this damage case, element 23, shown in Figure 4b, is simulated to be damaged due 

to a reduction in the cross-sectional area by 15% and 35%, along with the entire length. It 

is observed from tables 47 and 49 that the damage assessments using displacement data of 

Joints 3 and 5 detect the damage only at 35% severity. It is recognizable that at one 

simulation, both assessments identify damage only at 1% of noise level, while with 20 and 

30 simulations, the damage assessments can locate the damage up to 5% of noise due to 

increasing the data which leading to improve the accuracy. It is remarkable from Figure 14 

that Joint 4 is the most sensitive joint to the damaged member, so it is observed that the 

damage is located at 15% severity with 10 simulations at only 1% level of noise. The 

average severity using displacement data of Joint 4 is shown in table 52. The subset data is 

considered when the moving load in between 40ft -80ft away from the left support. The 

results show that the severity is accurately assessed with a maximum absolute error of 0.3% 

and 0.4% for the severity level of 15% and 35%, respectively, for the detected cases in 
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table 47. Overall, the existence of the damage in element 23 is detected and localized at the 

severity of 15% and 35% using Joint 4 and the average assessment at some level of noise 

and number of simulations 

 

Figure 14 Location of the maximum contribution from the damaged member to 

the bottom chord joints (DC-4, Model 2) 

 

 

Table 46 Accuracy of the assessment Joint 2 (DC-4, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 2  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - - - - - - 

10 66.9 - - - - 67.6 - - - - 

20 97.4 - - - - 84 50.4  - - 

30 99.6 - - - - 92.8 59.8 - - - 

 

∆′̅ 
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Table 47 Accuracy of the assessment Joint 3 (DC-4, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 3  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 93.4 - - - - 

10 - - - - - 100 99.8 92.6 63.8 - 

20 - - - - - 100 100 99.6 94.6 81.3 

30 - - - - - 100 100 100 99.2 94.8 

 

 

Table 48 Accuracy of the assessment Joint 4 (DC-4, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 4  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 100 - - - - 

10 100 - - - - 100 100 99.3 92.8 68.7 

20 100 86.2 - - - 100 100 100 99.8 96.6 

30 100 98.1 54.4 - - 100 100 100 100 99.7 
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Table 49 Accuracy of the assessment Joint 5 (DC-4, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 5  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 94.1 - - - - 

10 - - - - - 100 99.8 92.9 65.2 - 

20 - - - - - 100 100 99.3 95.5 80.7 

30 - - - - - 100 100 100 98.9 93.8 

 

 

Table 50 Accuracy of the assessment Joint 6 (DC-4, Model 2) 

 

 

Simulation 

Accuracy of the assessment using Joint 6  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - - - - - - 

10 67.6 - - - - 67.1 - - - - 

20 97 - - - - 84.8 50.2 - - - 

30 99.8 - - - - 92.9 59.3 - - - 
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Table 51 Accuracy of the assessment using the average the joints (DC-4, Model 2) 

 

 

Simulation 

Accuracy of the assessment using average of Joint 2,3,4,5, & 6 (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 98.7 - - - - 

10 93.3 - - - - 100 100 98.7 55.6 - 

20 100 - - - - 100 100 100 99.7 85.3 

30 100 75 - - - 100 100 100 100 99.2 

 

 

 

 

Table 52 The average of the severity estimation Joint 4 (subset data, DC-4, Model2) 

 

 

Simulation 

The Average of the severity estimation Joint 4  (%) 

Damage = 15% Damage = 35% 

𝛆 (%) 𝛆 (%) 

1 2 3 4 5 1 2 3 4 5 

1 - - - - - 34.8 - - - - 

10 14.8 - - - - 34.9 34.9 34.8 34.8 34.6 

20 14.8 14.8 - - - 34.9 34.9 34.9 34.8 34.8 

30 14.8 14.8 14.7 - - 34.9 34.9 34.9 34.9 34.9 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK  

This thesis outlines a theoretical framework for the utilization of displacement 

influence lines of the bottom chord joints calculated from a moving unit load for damage 

localization and severity estimation of a single damaged member on steel truss bridge. The 

relation between the absolute normalized difference of the DILs and absolute normalized 

axial force influence lines of the damaged member is shown as MSE equation 8. The 

severity estimation is presented in equation 11 which is based on the contribution ratio of 

the damaged member to the vertical displacement of each joint. 

To overcome the challenges with noisy measurements to the damage localization 

method, the number of moving load steps is increased, while the accuracy of the severity 

estimation is improved by considering a subset of displacement data after detecting the 

damaged member by calculating the maximum contribution from the damaged member to 

the bottom chord joints, as shown and compared in DC -1, DC -2, and DC -3 for Model 1. 

To validate the proposed method, analytical studies in various combinations of noise level, 

number of simulations, and damage severity have been provided.  

Specific conclusions and contributions for this study include the following: 

• The relationship between the vertical displacement influence lines of the bottom 

chord joints and changes in the axial rigidity of the truss elements has been 

established for determinant structures
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• The accuracy of the proposed method is a function of the damage severity, level of 

noise, number of simulations, and sensitivity of the bottom chord joints to the 

damaged member. 

• The proposed theory can localize and characterize damage in truss members with 

relatively few sensors by using the static displacement influence lines at some 

combinations of noise level, number of simulations, damage location, and severity 

for different types of truss bridges. 

• The proposed method is not applicable for zero-force members  

• Two members or more may have the same normalized axial force influence lines, 

so if damage occurred in one of these members, the proposed damage would 

indicate damage in all these members. 

Future Work: 

In the future, it is planned to validate the results in a laboratory-scale and Enhance the 

accuracy and performance of the proposed method by considering both flexural and axial 

rigidity in the calculation for truss bridges with different joint connections stiffnesses. In 

addition to expand the proposed method to characterize damage in multiple, 

simultaneously impaired members. 
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APPENDIX A 

NOTATION LIST 

J Number of the moving load steps 

M Number of the truss members 

N Number of the bottom chord joints 

j Location of the moving load 

n Location of the measurements 

M Member 

 ∆ Is [J*N] matrix represents the DILs of the bottom chord joints. 

F 

Is [J*M] matrix represents the AFILs for the truss members due to a 

real moving load. 

K 

Is [M*M] diagonal matrix, on-diagonal entries represent the axial 

stiffnesses of the truss members. 

Q 

Is [M*N] matrix represents the AFILs of the truss members due to a 

unit moving load. 

C 

Is [M*N] matrix represents the influence line coefficients for the truss 

members. 

I Is [N*N] identity matrix. 

xj The location of the moving load 

𝑃𝑛(𝑥𝑗) 
Is the amount of the moving load transferred to joint n when the load is 

at xj 
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∆′ 

The difference between the damaged and intact SDILs of the bottom 

chord joints 

∆𝑑 SDILs of the damaged bridge 

∆𝑛
′̅̅̅̅  

The absolute normalized difference between the SDILs of the intact and 

damaged bridge 

𝐹𝑚
̅̅̅̅  The normalized AFIL of member m 

𝐶𝑚 The coefficients influence lines of member m 

𝐶𝑅𝑗𝑛𝑚 
The contribution ratio of the axial displacement of member m to the 

vertical deflections of joint n when the real moving load at j 

∆𝑗𝑛
𝑐  The calculated vertical displacement 

𝑆𝐸%𝑚 Severity estimation for the damage in member m 

∆𝑛𝑜𝑖𝑠𝑦 Is the noisy SDILs 

∆𝑛𝑜𝑖𝑠𝑒−𝑓𝑟𝑒𝑒 Is the free noise SDILs 

𝜀 Level of noise 

𝑅 

A matrix that has the same size as the ∆𝑛𝑜𝑖𝑠𝑒−𝑓𝑟𝑒𝑒 and R contains 

random numbers in the range [-1 1] 
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