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Abstract 

Survey research is a relatively young field, and online surveys including online panel surveys are now 

routinely used for collecting survey data. We distinguish between different types of online panels, and 

this thesis is focused on both probability-based and nonprobability-based general population panels. 

To increase the quality of online panels in the era of nonresponse, more methodological research is 

needed, and that is the focus of the research in this thesis. 

To investigate approaches to dealing with survey errors, the Total Survey Error paradigm as a 

conceptual framework is applied, and both errors of representation and errors of measurement are 

the subject of this research. One of the contributions of this thesis is a review and discussion of a range 

of data sources and methodology which can be used in the study of survey errors. The other theoretical 

and practical contributions, presented within three groups, are related to the investigation of 

individual types of survey errors in online panel research. 

First, worldwide probability-based online panels are identified, and their methodological approaches 

to recruitment and data collection reviewed and compared as part of a meta-analysis. The study shows 

high levels of heterogeneity in both recruitment rates and recruitment solutions, as well as explains 

variability of recruitment rates. The other studies on errors of representation present evidence on how 

online panel paradata can be effectively transformed and used to identify about three in four 

nonrespondents in a subsequent panel wave, and answer the question of why people participate in 

online panel surveys while presenting evidence on how social-psychological theories can explain 

survey participation in a longitudinal design. 

Second, two studies focus on measurement error in probability-based online panel research due to 

mixing modes. The study on measurement mode effects shows how measurement error is present in 

the case of a lack of measurement equivalence between modes, and presents evidence on how 

applying matching methods (like coarsened exact matching) quite effectively controls for self-selection 

bias due to non-random assignment of online panellists to modes. The study on individual-level 

measurement mode effects presents a newly identified source of measurement error in online panel 

survey, that is, panel measurement mode effects. It also conceptualizes and showcases how panel 

conditioning can be a factor of two measurement aspects. These results are later related to a trade-

off between representation (undercoverage) and measurement bias.  

Third, the thesis studies two cost- and time-efficient approaches to online data collection – 

nonprobability online panels and a fairly new combination of random digit dialing, text message 

invitations, and web-push methodology. The study on nonprobability panels, which are generally 

considered as less accurate but cheaper than probability-based panels, investigates post-survey 

adjustment methodology to improve inference in nonprobability samples. It presents evidence on how 
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accuracy can be improved under different external data access scenarios. The study on a new approach 

to online survey data collection shows very low response rates, and outlines effective solutions to 

increase response (such as advance SMS and reminders). It also presents evidence on the fairly high 

accuracy of the proposed approach, which seems to be feasible for continuing recruitment to a 

probability-based online panel. 

In the final section of the thesis, the cost dimension of online survey research is discussed, the 

requirement of collecting data from the offline population in probability-based online panel research 

from different perspectives is challenged, and the theoretical contributions of this research are 

explained in more detail. 
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Chapter 1  Introduction: online panels and survey errors 

Surveys are a key tool and one of the most commonly used methods to study society, to test theories 

of behavior, and to estimate different population parameters. They are a systematic method for 

gathering information with an aim to construct quantitative descriptors of population attributes, and 

can measure either everyone in the population or a sample of the population (Groves 2004). Compared 

to most other social science disciplines, survey research is a relatively young field with three distinctive 

stages of development: the first era between 1930 and 1960 (the era of innovation), the second era 

between 1960 and 1990 (the era of expansion) and the third era after 1990. In this last era, response 

rate continued to deteriorate, costs increased, face-to-face (F2F) interviews continued to reduce in 

volume and the traditional telephone surveys declined in coverage due to the introduction of mobile 

phones (Groves 2011). Surveys are at a turning point as a result of both societal and technological 

changes, and few technologies have had as much of an impact as the internet on survey data collection 

(Couper 2017). We can argue that in the age of smartphones, the 2020s should be focused on 

optimization of mixed-mode designs, with an aim to achieve better coverage and lower nonresponse 

(Dillman 2018). That should be especially true for self-administered web surveys1. 

Since the beginning of this century, more survey research has been moving online, in part because that 

mode of survey data collection can be considered as cheaper, less time consuming, easy to implement, 

is computerized with an ability to use multimedia, and flexible with regard to time and geography. 

Also, increasing percentages of people have access to the internet, as well as its use for exchanging 

opinions, resulting in the internet enabling access to unique populations (Callegaro et al. 2015; Wright 

2005). As large-scale face-to-face or mixed-mode probability-based surveys as an accurate instrument 

for measuring population parameters are unlikely to retain a central role in empirical survey research, 

there are opportunities for less-expensive methods, including probability and nonprobability online 

panels (Couper 2017). These online methods are now routinely used for collecting survey data and 

have been increasing in numbers. They are a form of access panel, working as a sample database of 

respondents who can be selected for survey participation, and can include large numbers of panellists 

(Callegaro et al. 2014). They can be drawn up to meet specific needs of studies, the final sample can 

vary based on the studied population or survey topic (Baker et al. 2010), and they present 

opportunities for longitudinal analysis. While it is difficult to pinpoint the start of online panel research 

(some consider Dutch Telepanel as the pioneer (Callegaro & DiSogra 2008)), the period between the 

mid-1990s and until about 2005 is considered the era of large growth (Callegaro et al. 2014). Since 

then, various solutions have been developed in online panel research. There are different types of 

 
1 Web surveys, also known as internet or online surveys, collect data from respondents via the internet. Sometimes, web 
survey respondents are also sampled via the internet (Nathan 2008). 
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panels using distinctive sampling strategies while collecting data from different populations. Even if 

panels are of the same type and study the same population – for example, probability-based general 

population online panels – there are often substantial differences in their recruitment and data 

collection strategies, as well as panel management. 

Regarding panel composition, we distinguish between general population panels, specialty panels, 

proprietary panels, and election panels (Baker et al. 2010). The most common type is general 

population panels, which consist of a diverse range of people from the general population, sometimes 

including smaller subpopulations that are normally hard to reach (Callegaro et al. 2014). Those types 

of online panels are the main subject of this thesis. Regarding selection to the sample, the most 

common types of online panels are nonprobability-based2 ones, with probability-based panels 

remaining quite rare and smaller in size (Baker et al. 2010), especially in lower population countries 

like Australia (Pennay et al. 2016). The most important distinction between the two types is in their 

sampling methodologies: while nonprobability-based online panels accept practically any adult who 

sees an open invitation and is willing to join the panel, probability-based online panels invite only those 

selected with established probabilistic sampling methodologies3, such as address-based sampling (A-

BS)4, area sampling5, or random digit dialing (RDD)6 (Callegaro et al. 2014). As a result of those notable 

methodological differences, probability-based panels are considered of higher quality and overall 

accuracy than volunteer panels (e.g., Baker et al. 2010; Yeager et al. 2011). Despite probability-based 

panels being perceived as possible alternatives to more expensive traditional probability-based survey 

methods (Bosnjak et al. 2016), and although there are several clear advantages of online panel surveys 

– such as fast data collection, lower cost, and sampling efficiency (Callegaro et al. 2014) – there are 

also notable limitations and shortcomings of this kind of research, many of which are shared with 

longitudinal7 data more broadly. Lastly, online panels can be divided into online panels collecting data 

online only, some of which provide ‘offline’ respondents technology to respond online, and online 

panels using mixed-mode8 strategy by interviewing panellists in an ‘offline’ mode (for example, Paper-

and-pencil personal interviewing (PAPI)) (Blom et al. 2016). While opt-in panels tend to use one mode 

only, it is also plausible for an opt-in panel to use mixed modes of data collection, even if it is quite 

 
2 Nonprobability-based panels are also known as volunteer, opt-in or access panels (Baker et al. 2010). In this thesis, these 
terms are used interchangeably. 
3 In probability samples and in contrast to nonprobability samples, “each member of the population has a known non-zero 
probability of being chosen into the sample” (Hade & Lemeshow 2008). 
4 Address-based sampling “involves the selection of a random sample of addresses from a frame listing of residential 
addresses” (Link 2008a). 
5 Probability sample based on area sampling is a sample with geographic areas sampled with a known probability, and are 
usually a part of multi-stage or cluster designs (Hall 2008). 
6 RDD is an approach for drawing a sample from the frame or set of telephone numbers (Brick 2008). 
7 Longitudinal studies are those involving multiple measurements on a sample of individuals over a period of time (Kalaian & 
Kasim 2008). 
8 Mixed-mode or multimode surveys collect data for a single project using more than one survey mode by combining different 
ways of survey data collection (Link 2008b). 



3 
 

rare. These differences in panel coverage and their effects on data accuracy have many practical 

implications, thus they prompt further investigation. 

Online panels can be considered a hybrid between longitudinal and online survey research. As such, 

they are known for advantages and disadvantages related to both longitudinal and online surveys, 

some of which represent notable sources of survey errors in online panels (e.g., panel conditioning9, 

nonresponse, voluntary attrition10 (Kocar 2020)). In practice, organizations managing online panels 

have to monitor panel participation behavior, optimize survey completion, and control for changes in 

representation and active panel size. There are different types of online panel members based on their 

panel participation behavior11. Due to the differences in their (response) profile, personalities, non-

demographic and socio-demographic characteristics (known as differential panel 

nonresponse/attrition (Callegaro et al. 2014)), good panel management and/or panel 

recruitment/refreshment is important to keep panel representative of the studied population. 

There are three things valued above all in survey research: affordability, speed, and quality (Keeter 

2019). And while online panels are known at least in theory, for lower cost and fast data collection 

(Callegaro et al. 2014) survey data quality is dependent on how well different sources of survey errors 

are managed and errors mitigated. To evaluate different approaches to dealing with survey errors in 

online panel research, I will use the Total Survey Error (TSE) Framework firstly introduced by Groves 

(2004, also see Groves et al. 2009; Groves & Lyberg 2010). In the TSE framework, errors are firstly 

divided into errors of representation12 and errors of measurement13. Errors of representation are 

further divided into coverage error, sampling error, nonresponse error and adjustment error (also see 

Chapter 11 for a review of TSE in web surveys), while errors of measurement are further split into 

specification error, measurement error, processing error and inferential error (Lavrakas 2013). 

Application of TSE in online panel research in surely not a new approach to improving the quality of 

data gathered with either volunteer or probability-based panels. However, one could argue that it is 

even more challenging to apply the TSE framework and study concurrent survey errors due to the time 

dimension, which is also associated with sources of survey error specific to longitudinal survey data 

collection. A high frequency of surveys, often infrequent panel refreshment, and predominantly online 

data collection can create additional challenges for data collectors as well. Undercoverage of people 

 
9 Panel conditioning is related to repeated surveys and results in respondent’s previous participation/contact influencing their 
survey response (Cantwell 2008). 
10 Voluntary attrition is “the proactive action of panel members to contact the company and ask to be removed from the 
panel” (Callegaro et al. 2014). 
11 The literature lists the following types: stayers, slow starters, fast attritors, gradual attritors, lurkers (Lugtig 2014), sleepers, 
dozers, comatose, ‘gold star’ respondents, and backouts (Lavrakas et al. 2018) (see Appendix 4 for combined classification). 
12 Errors of representation apply “to the representation of the target population by the weighted net sample” (Fuchs 2008). 
13 Errors of measurement add “to the total error by affecting the edited survey responses obtained from a respondent” (Fuchs 
2008). 
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without the internet, panel conditioning in monthly (or more regular) surveys, allowing switching 

between survey modes, self-selection in volunteer panels, and differential nonresponse/attrition are 

just some of them. Therefore, instead of studying all errors from TSE in detail, this thesis primarily 

investigates the errors which contribute the most to the total survey error in web surveys and online 

panel surveys. Also, in each of the chapters I and my co-author(s)14 focus on new or adjusted 

approaches to identification, comparison, and mitigation of errors, bias, and sources of errors in online 

panel research. As online panel research is fairly new compared to most other more traditional survey 

modes, research designs and data collection approaches, there is still a lot to be learned about specific 

errors in online panel research. 

In survey methodology, there are a number of theories explaining phenomena related to survey errors, 

in addition to the TSE conceptual framework. The broader theoretical frameworks include theory of 

survey participation (e.g., Groves et al. 1992), theory of sampling (based on probability theory) (e.g., 

Deming 1950; Neyman 1938), and theory of the response process (e.g., Tourangeau et al. 2000), while 

some other theories explaining narrower phenomena include satisficing theory (Krosnick 1991), 

leverage-salience theory (Groves et al. 2000), and benefit-cost theory (Singer 2011). To explain survey 

participation behavior, social-psychological theories such as social exchange theory, self-perception 

theory, and compliance heuristics are also applied in practice (for a full review, see Chapter 4). As the 

thesis investigates various types of survey errors and is based on an interdisciplinary approach, it 

applies and contributes to all of the theoretical and conceptual frameworks listed above. There is 

slightly more focus on theory of survey participation: nonresponse error is studied by looking at 

societal-level factors in a meta-analysis (country effect), at attributes of the survey design (response 

maximization strategies), at characteristics of the sample person (socio-demographic predictors of 

nonresponse and attrition), and at respondent-interviewer interaction (recruitment outcomes) as the 

dimensions of the theory. 

This thesis and its chapters aim to answer the following overarching research question: What are the 

most prevailing survey errors in online panel research (with the largest impact on data 

quality/accuracy), and what are the most suitable approaches to dealing with them, including those 

for identification, reduction, correction, and balancing of survey errors? In the following paragraphs, I 

will briefly present the current state of online panel survey research, identify relevant research gaps 

related to different survey errors, outline the objectives of each chapter, explain how those chapters 

are related, and discuss the relevance of each study in this thesis for online panel research practice. 

 
14 Plural forms ‘we’, ‘us’, and ‘our(s)’ are used throughout the thesis for papers/chapters written in co-authorship. Singular 

forms ‘I’ and ‘my’ are used for single-authorship papers/chapters and my own ideas/findings/conclusions. 
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1.1 Data sources and methods to study survey errors in online panels (Chapter 2) 

While this work is primarily focused on development of methodology to dealing with survey errors in 

panel research, one of the main goals and potential contributions to the literature is also to explore 

applicability of different data sources and methods to study errors in online panel surveys. This 

research is presented in Chapter 2. To identify the most suitable research methods for studying survey 

errors, a decision for an interdisciplinary and multimethod15, as well as multi-mode research was made. 

In the end, disciplines such as survey methodology, survey statistics, data science, and social-

psychology are intertwined in this thesis.  

First, survey methodology and web survey methodology as research disciplines are predominantly 

based on quantitative evidence about particular methods since they are fundamentally quantitative 

research approaches. In an attempt to find new evidence which could answer questions that cannot 

be answered by quantitative data alone, qualitative data were collected. This made one of the studies 

presented in Chapter 4 a mixed-method research study combining both qualitative and quantitative 

evidence in a triangulation design. The other chapters are based on quantitative data from various 

data sources with different types of data. 

Second, online panel research normally produces a variety of data sources suitable for methodological 

research, although survey data might have been primarily collected to study topical and not 

methodological issues. In addition to cross-sectional type of data collected with panel surveys (so-

called waves), data files could be linked over time and longitudinal data created for time series or panel 

data analyses. As one of the advantages of computerized data collection, panels can automatically or 

semi-automatically collect data about each panellist’s panel behavior, including device, questionnaire-

navigation, and online panel paradata (Callegaro 2013). Moreover, survey experiments can be used 

with online panels to test for different methodological solutions, both in recruitment and survey 

completion stages, and to study both errors of representation and measurement. Lastly, data from 

nationally representative high-quality sources can be used to assess the relative accuracy of online 

panels. 

Third, as the evidence based on online panel data from a particular country often cannot easily be 

generalized across the borders, data could be retrieved from different data and metadata sources, 

synthesized and used with a meta-analytical approach. Survey methodology is a discipline in which 

meta-analyses are regularly conducted to study different survey errors (mostly nonresponse errors), 

but they are still less prevalent than in some related disciplines, such as psychology (Čehovin et al. 

2018) or population health. In the case of probability-based panels, most organizations managing them 

 
15 Multimethod research is the application different research methods or data to the investigation of research questions; a 
term mixed methodology is frequently used instead (Lewis-Beck et al. 2004). 
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are more open to publicly sharing their data and/or methodological information (such as response 

rates) than commercially oriented volunteer panels. This offers opportunities for exploring online 

panel research phenomena in different countries and on several continents. 

1.2 Probability-based online panels and ‘nonrecruitment’ (Chapter 3)  

There has been limited comparative evidence on the effectiveness of different recruitment and panel 

management strategies in probability-based online panel research, and even the studies which 

compared methodological approaches in different panels (e.g., Blom et al. 2016), presented localized 

and often mixed evidence. On the other hand, some of those panels carried out survey experiments 

to determine the best solutions to maximization of recruitment rates (e.g., Cornesse et al. 2021; Rao 

et al. 2010), but their findings were often country, survey-participation culture, or time specific in a 

fast-changing survey methodology environment. Also, the preliminary analysis revealed notable 

differences in how online panels carry out recruitment, as well as how they approach wave-by-wave 

survey data collection, and how they build long-term relationships with their panellists. 

In Chapter 3, we primarily deal with the issues of efficient recruitment to probability-based online 

panels – that is, how to increase recruitment rates with various response maximization approaches. 

One could argue that recruitment is the most important step from the errors of representation TSE 

perspective. It is the first stage of the panel lifecycle; thus, any potential representation bias is carried 

over to the other stages, which might not be easy to identify, control, or correct for. The experience of 

recruited panellists in the recruitments stage can also affect their future experience and panel survey 

completion behavior, as well as their decision to opt-out of the panel. This is later discussed in Chapter 

4. Also, there are not only TSE-related implications of recruitment to a panel, but cost-related 

implications, as low recruitment and survey completion rates, and high voluntary attrition rates, can 

all result in higher costs and additional efforts to maintain the panel representative of the population. 

Since we collated evidence from the majority of probability-based online panels from around the 

world, we are able to present methodological differences between online panels from different times 

and different countries. Some online panels even changed their methodological approaches over time, 

and that further shows how online and online survey panel research evolved over time. In Chapter 3, 

I and my co-author present an overview of panels, their recruitment and panel management strategies, 

as well as the effectiveness of their approaches to recruitment. Since the analysis revealed differences 

between the panels with substantial effects on different survey errors and costs, the results from that 

chapter act as the basis on which the rest of the thesis is built. 
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1.3 Probability-based online panels and ‘nonparticipation’ (Chapters 4 and 5) 

While the empirical evidence from Chapter 3 can reveal some important practical implications for 

existing probability-based online panels, as well as for organizations planning to establish a new panel, 

there is still not a profound understanding of why people join an online panel, why they participate in 

online panel research, why they decide to stop participating, and why some of them opt-out from the 

panel. At the same time, existing survey participation theory (for review see Albaum & Smith 2012; 

Keusch 2015), which is based on social-psychological theories, has a better ability to explain survey 

response (and nonresponse) in cross-sectional surveys than longitudinal or panel surveys. Expanding 

the theory to online panel surveys and identifying both motivational factors and barriers, is the subject 

of Chapter 4. To extend the findings on recruitment strategies presented in Chapter 3, we are 

discussing relevant evidence and practical solutions for all stages of online panel lifecycle, including 

survey completion and attrition. 

Moreover, besides understanding the ‘why’ aspect of panel participation behavior, we also study how 

previous panel participation both influences and predicts future panel participation behavior. This is 

the subject of Chapter 5. Since online panel research offers new opportunities due to the abundance 

and the format of collected data (see Chapter 2 for more information), we attempted to take 

advantage of this fact and tried to identify new statistical solutions to predict panel survey 

nonresponse and voluntary attrition before they actually happen. As this is more of a prevention than 

intervention approach, this evidence (combined with evidence from Chapter 4) could have important 

practical implications for panel management attempting to increase survey completion and extend the 

average panellist’s panel lifespan. Chapter 5 addressed an important gap in the literature and survey 

practice. 

Keeping panellist in the panel longer does not have only positive effect on panel survey sample sizes, 

delayed panel refreshment or associated cost; so-called differential attrition can have a negative 

impact on representativeness of the panel, which can result in the introduction of nonignorable bias, 

and lower data quality and accuracy (Callegaro et al. 2014). This is not limited to primary socio-

demographics (which can be adjusted for with weighting), and secondary demographics (which might 

be associated with primary demographics as weighting variables), but also to non-demographics 

(attitudinal, behavioral, knowledge or other factual variables). Hence, Chapter 5 discusses both the 

effect of socio-demographics on nonparticipation and their predictive power in combination with 

previous panel participation trends. 
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1.4 Probability-based online panels and undercoverage (Chapter 6) 

Web surveys are still known for lower response rates than surveys using other data collection modes 

(Daikeler et al. 2020), and while nonresponse might be a greater reason for concern, coverage bias as 

the difference between web users and non-users still exists (Couper et al. 2018). Due to the fact that 

not every household or individual has access to the internet, probability-based online panels have to 

address the issue of undercoverage of those who cannot (or are unwilling to) respond to surveys online 

(Callegaro & DiSogra 2008).  

The evidence from Chapter 3 reveals a fair amount of inconsistency between the online panels in 

practice. Some panels completely exclude the offline population as they do not offer survey 

completion using an offline mode. Other panels offer internet technology to their offline population 

or collect data offline, but the proportion of offline panellists in the online panel is much smaller than 

the proportion of people with no access to the internet in that particular country. This raises a question 

of how important coverage of offline population is in practice, and how much coverage bias is 

introduced if data are, conveniently, collected online only. Unfortunately, the evidence in the existing 

literature does not offer sufficient insight into how important it is to invest additional funds into 

collecting data from so-called ‘offliners’ and the effect on data quality, if not following the general 

recommendations on minimizing the defined undercoverage bias. 

Chapter 6 addresses the problem of data quality/accuracy in case of single-mode (online) data 

collection in probability-based online panel research. Building on the evidence provided by Eckman 

(2016) who carried out analysis with Dutch data (LISS panel), we provide additional evidence on the 

extent of hypothetical additional representation bias in probability-based online panel research (for 

Australia). However, the expanded study on the effects of exclusion of the offline population does not 

only investigate the extent of hypothetical undercoverage bias, that is, how would the final results 

differ if only the data for the online population was included. Instead, we identified the need to 

introduce more complexity into addressing this issue. Thus, undercoverage bias was studied 

conditional on the size of the offline population, on the magnitude of differences between the 

population and on the survey topic, as well as relative to nationally representative estimates from high-

quality government surveys (benchmarks). As such, it provides more comprehensive evidence on this 

type of survey bias than the existing literature. By studying nonresponse and undercoverage in 

Chapters 4–6, the most prevalent sources of representation bias are covered in this thesis. 

1.5 Probability-based online panels and measurement errors (Chapters 7 and 8) 

Another type of error which has been previously studied in survey data and longitudinal survey data 

literature, but to a lesser extent in online panel research, is measurement error. There are different 
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types and sources of measurement error in web surveys and in mixed-mode online panels, including 

item nonresponse, inconsistent responding, straightlining, and fast completion (Tourangeau et al. 

2009). Since studying every source of measurement error would be out of scope of this thesis, Chapters 

7 and 8 focus on those aspects of online panel research which introduce new challenges for measuring 

topical issues (over time) accurately. These chapters are partly associated with coverage bias analyzed 

in Chapter 6 – if an online panel is mixed-mode, undercoverage bias can be mitigated – but it becomes 

more challenging to offer measurement equivalence between modes. Fundamentally, we trade 

measurement bias for representation bias. 

In Chapter 7, we focus on measurement mode effect16 as a result of mixing modes in probability-based 

online panel research. There is an ongoing debate regarding whether an offline mode should be 

offered to offline respondents or if offline respondents should be instead provided technology, that is, 

internet access or a device like a tablet with access to the internet, to participate in online surveys. For 

example, Enhancing Learning by Improving Process Skills in STEM (ELIPSS) panel from France provided 

a tablet to their panellists which should guarantee measurement equivalence (Blom et al. 2016) and 

Face-to-Face Recruited Internet Survey Platform (FFRISP) from the United States (US) offered a $500-

worth laptop (Krosnick et al. 2009). On the other hand, these extra recruitment and data collection 

expenses could be spent on other panel management solutions. Therefore, we aim to establish the 

severity of the issue from a measurement error perspective, and assess it in combination with 

undercoverage bias (if excluding the offline population). To study measurement mode effect in mixed-

mode research lacking random assignment of respondents to modes, which can be a problem in mixed-

mode research including web-push strategy, methods and techniques for controlling self-selection to 

mode can be used. While matching methods17 are commonly applied in fields such as epidemiology or 

behavioral economics, they are not as often used in survey methodology and statistics, and this 

chapter addressed an important methodological research gap. 

In Chapter 8, we introduce and investigate two issues related to measurement error in (online) panel 

survey research, both of which are specific to the probability-based online panel studied in this thesis. 

If an organization managing the panel allows their panellists to switch modes over time (e.g., initially 

Computer-assisted telephone interviewing (CATI) and Computer-assisted self-interviewing (CASI)) or 

uses CATI to occasionally interview online panellists (as a reminder followed by an interview), the 

effects of this mode-switch could potentially be observed in their answers in a longitudinal design. We 

call these phenomena ‘panel mode effects’, and they are specific to mixed-mode panel survey 

 
16 Measurement mode effect is an influence of the survey mode of data collection on measurement. Measurement error is 
related to mode and can be linked to the questionnaire, interviewer or respondents (Jans 2008). 
17 Matching is a method for preprocessing data to reduce imbalance and to improve casual inferences. Examples of matching 
methods are propensity score matching, exact matching, and coarsened exact matching (King & Nielsen 2019). 
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research. The other issue normally observed in longitudinal studies is panel conditioning. In 

comparison to annual longitudinal/panel studies, this source of error might be even more severe if 

survey data are collected more frequently and identical questions asked with shorter time gaps. To the 

best of our knowledge, Chapter 8 presents the first study investing both of those sources of 

measurement error concurrently. 

1.6 Nonprobability-based online panels and total survey error (Chapter 9) 

While Chapters 3-8 investigate different phenomena in probability-based online panel research, 

Chapter 9 focused exclusively on nonprobability-based online panels. On one hand, some advantages 

of those panels are even clearer than of probability-based panels, such as convenience (self-selection 

process of recruitment) and low costs of data collection (Baker et al. 2010). On the other hand, there 

has been extensive research (scientific articles and conference presentations) on the lower accuracy 

of nonprobability-online panels in comparison to their probability counterparts (e.g., Chang & Krosnick 

2009; MacInnis et al. 2018; Malhotra & Krosnick 2007; Yeager et al. 2011). As a response of that, 

research has been carried out to determine if and to what extent can the accuracy of nonprobability 

online surveys be increased (e.g., DiSogra et al. 2011; Dutwin & Buskirk 2017; Mercer et al. 2018), but 

often presenting mixed evidence and partial solutions to mitigating bias in nonprobability samples. 

In addition to not identifying consistent and efficient ways of improving accuracy of nonprobability-

based online panel surveys, the existing literature is lacking some key methodological conventions on 

how to approach the problem of dealing with representation bias in those sample surveys. Thus, in 

this chapter we attempt to add new post-survey adjustment methodologies to the range of methods 

previously used in this space, test new approaches of identifying the best covariates, and look at the 

problem from the external data availability perspective. Our investigation is purposely building on the 

existing research in this space, while adding complexity to the study of bias in nonprobability samples, 

and presenting a new country example which might, to some extent, differ from the findings from 

the US. 

Chapter 9 is an important component of this thesis as it does not only address the problem of 

improving quality of non-demographic estimates from nonprobability-based online panel surveys, it 

also provides valuable evidence on the future role of nonprobability-based online panels in social, 

academic and government-funded research. Simply put, if methodologically sound and consistently 

efficient ways of improving the quality of samples not based on probabilistic principles (in the design, 

data collection, post-survey adjustment stages) can be identified, that type of panels can be used more 

frequently as a cheaper alternative to market research and polling spaces.  
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1.7 New alternative probability-based online data collection approaches and total 

survey error (Chapters 10 and 11) 

Due to the lack of comprehensive internet sampling frame with every member having a non-zero 

chance of being selected (Kennedy et al. 2016), recruitment to probability web surveys should be 

carried out offline using one of more ‘traditional’ survey modes, that is, PAPI, CATI or Computer-

assisted personal interviewing (CAPI) (Callegaro et al. 2014). For that reason, probability-based online 

panels consistently use offline methods to recruit their panellists, and repeated data collection from 

the same respondents justifies the effort and financial investment into offline recruitment to a panel. 

While similar approaches are used in push-to-web surveys, the same strategies are often not time- and 

cost-effective for cross-sectional probability web-only surveys. As a result, new probability sampling 

and data collection approaches have emerged, including Interactive Voice Response (IVR) surveys, text 

message surveys, or text-to-web surveys. 

Also, as a result of a presence of various survey errors in probability-based online panels studied in 

Chapters 5, 7 and 8 – namely attrition, measurement mode effects and panel conditioning – I decided 

to investigate a cross-sectional single-mode alternative to repeated panel web data collection. While 

text-message surveys and text-to-web surveys have previously been used, the proposed approach of 

combining text-to-web with random digit dialing sampling of mobile numbers has only been outlined 

in Bucher & Sand (2021) to the best of my knowledge. As this is a fairly new combination of survey 

design solutions, very little evidence exists on the suitability and quality of this type of data collection. 

Besides the fact that prior consent to text survey invitations is required in a number of countries 

(Fordyce et al. 2020; Kongsgard et al. 2014), this approach might suffer from high nonresponse, 

undercoverage of people without access to the internet and a smartphone, and a generally low 

accuracy as a result of those limitations. Therefore, I experimentally collected the data to study total 

survey error in a cross-sectional smartphone survey. Chapter 10 focuses on factors affecting 

nonresponse in an RDD-sampling SMS-invitation web-push survey, including the effect of nonresponse 

and undercoverage on socio-demographic representation bias, and Chapter 11 investigates relative 

accuracy of various non-demographic estimates from the same survey (a benchmarking approach). 

On the other hand, the studied combination of approaches to data collection might be useful for other 

purposes as well, as being a cost- and time-efficient mean of recruitment to a survey. For example, in 

Chapter 2 we identified different recruitment practices, including those using CAPI, PAPI, CATI, or IVR 

recruitment modes. However, Life in Australia™ might have been the first probability-based online 

panel to carry out SMS push-to-web recruitment at the end of 2020 (Phillips et al. 2021). Hence, the 

findings from my non-panel study have practical implications for probability-based online panel 

research as well. 
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Chapter 2 Data and methods 

As previously explained, this thesis is based on interdisciplinary, multimethod and multi-mode 

methodological research, and a variety of data sources and analytical methods are applied. In the end, 

they are also assessed to determine their suitability for the study of survey methods. To analyze 

different phenomena in online panel research, data sources such as quantitative online panel survey 

data, data from survey experiments, paradata, in-depth interview data, and synthesized evidence can 

be used with analytical methods such as multivariate analysis, panel data analysis, qualitative data 

analysis, benchmarking analysis, or meta-analysis. 

The research included in this thesis is data-driven and evidence-based, and was dependent on 

accessibility of secondary data and a budget available to collect primary data to address additional 

gaps in knowledge. In the chapters in which quantitative data was analyzed, the hypothetico-deductive 

model as a theory-testing method was used, since the hypothesis and research questions were based 

on theory in (online panel) survey methodology (see Chapter 1). The study for which qualitative data 

was predominantly collected and analyzed (presented in Chapter 4) was based on grounded theory 

and as such applied inductive reasoning to extend social-psychological theory to an online panel 

setting. While I identified a number of other research questions, answering some of them would 

require access to more secondary online panel data and additional primary data collection (for 

example, with survey experiments). 

The data, methodological and analytical approaches were carefully selected to target phenomena 

specific to online panel research. Cross-sectional data were used to study survey errors consistently 

present in panel surveys, longitudinal data and panel data analysis were applied to study phenomena 

specific to the longitudinal component of surveys, and survey experiments were carried out to target 

and compare particular methodological solutions. On the other hand, we collected and analyzed 

qualitative data for theory construction/extension purposes, and we used a meta-analytical approach 

to both synthesize evidence and to generalize findings worldwide. In the following paragraphs, I 

describe all data sources and analytical methods used in this thesis in more detail. 

2.1 Quantitative data 

There are various types of data and different classifications can be used: verbal, numeric and graphic, 

textual, categorical and ranked, quantitative and qualitative, and so on. The distinction between 

qualitative and quantitative data is not absolutely determinative, since both quantitative and 

qualitative analytical methods could be used with many kinds of data (Vogt et al. 2014). In this thesis, 

the majority of the chapters are based on quantitative evidence. Thus, quantitative analytical methods 
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used to address the most important research gaps in online (panel) survey research are applied to the 

following quantitative data sources: cross-sectional online panel survey data, longitudinal online panel 

survey data, data from survey experiments, paradata, personality assessment data, and data with 

nationally representative benchmarks. These data sources are presented below. 

2.1.1 Cross-sectional online panel survey data 

Cross-sectional data are collected from survey respondents at one point in time, and those types of 

studies normally collect self-reported data (attitudes, beliefs, opinions, values), while time is not 

considered one of the study variables but is rather assumed to have random effect (Liu 2008). Cross-

sectional online panel survey data are topical survey data collected from online panellists in a particular 

survey wave, and are as such different to longitudinal data and paradata.  

In addition to topical research, they can be analyzed for different purposes in methodological research, 

including (but not limited to): (1) in the study on measurement mode effect (measurement error), (2) 

to study the necessity for mixed-mode data collection in online panel research (coverage error), (3) to 

study representation bias due to attrition over time in a time-series fashion (nonresponse error), and 

(4) to assess accuracy of different samples (total survey error). In this thesis, cross-sectional online 

panel survey data are analyzed to study measurement, coverage, and total survey error. All cross-

sectional survey data sources from this thesis, including non-panel surveys, are presented in Table 2.1. 

Table 2.1: Cross-sectional online panel survey data sources used in this thesis 

Study Surveys Survey mode(s) Analytical methods Survey errors (chapter) 

Life in 

Australia™ 

surveys 

Online Panels 

Benchmarking Study 

2017 Replication 

(W2)18, 

Waves 1, 3, 10, 19, 

21, 2219 

Online, 

telephone 

Univariate, bivariate, multivariate 

analysis; benchmarking analysis, 

post-survey adjustment methods 

(weighting, matching methods), 

data simulation 

Coverage error 

(Chapter 6) 

Measurement error 

(Chapter 7) 

Representation error 

(Chapter 9) 

Online Panels 

Benchmarking 

Study 201520 

Dual Frame RDD survey Telephone 

Univariate, bivariate, multivariate 

analysis; benchmarking analysis, 

post-survey adjustment methods 

(weighting, matching methods) 

Measurement error 

(Chapter 7) 

Representation error 

(Chapter 9) 

Address-based sampling 

survey 

Telephone, 

postal, online 

RDD ‘piggybacking’ 
Telephone, 

postal, online 

5 nonprobability online 

panel samples 
Online 

With cross-sectional online panel survey data, a variety of statistical methods can be used to study 

approached to dealing with survey errors. For example, in Chapter 6, we used univariate, bivariate and 

 
18 DOI: 10.26193/YF8AF1 
19 DOIs: 10.26193/JFWRPI, 10.26193/EL5WHN, 10.26193/7OP0TI, 10.26193/LEWZYX, 10.26193/XHORAI, 10.26193/IRSDS8 
20 DOI: 10.4225/87/FSOYQI 
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multivariate analysis, as well as data simulation in R and benchmarking analysis, to determine the 

extent of undercoverage bias if offline population is excluded from probability-based online panel 

research. On the other hand, we also used a variety of weighting and matching methods to control for 

self-selection effect in the study on mode effect (Chapter 7), and to mitigate representation bias in 

nonprobability samples (Chapter 9). 

2.1.2 Longitudinal online panel survey data 

In contrast to cross-sectional online panel survey data, longitudinal data from online panels provide a 

better basis for measuring change over time since we can control the impact of omitted variables and 

generate more accurate predictions (Hsiao 2007). As such, they can also be used in methodological 

research to study survey error-related change over time. Online panels provide opportunities to collect 

data on the same concepts and topics from the same respondents in different points in time, but that 

could also be a source of survey error specific to longitudinal research. One of those sources is panel 

conditioning, which can increase measurement error. If switching modes over time is allowed, 

potential measurement ‘panel’ mode effect should be taken into consideration. In this thesis, we used 

the same survey items from different online panel survey waves, listed in Table 2.2. 

Table 2.2: Longitudinal online panel survey data sources used in this thesis 

Study Surveys Repeated survey items Analytical methods 
Survey errors 

(chapter) 

Life in 

Australia™ 

surveys 

Waves 1, 3, 7, 

10, 1421 

Satisfaction with the way country is 

heading, the most and the second 

most important problem facing the 

country, party preference 

Univariate, bivariate, 

multivariate analysis 

(pooled); panel data 

analysis (fixed- and 

random-effect) 

Measurement error 

(Chapter 8) 

Besides ‘static’ multivariate analysis (e.g., pooled logit regression analysis), panel data regression 

modeling can be used with panel/longitudinal data. To control for the impact of unobserved 

heterogeneity and obtain valid inference on structural parameters, different models can be used, 

namely random-effect, fixed-effect and mixed-effect models (Hsiao 2007). What model is the most 

suitable in a given situation is sometimes challenging to determine, but the Hausman test for 

endogeneity (Hausman 1978) can be applied in choosing the right model to control for unobserved 

heterogeneity. 

  

 
21 DOI: 10.26193/ZXF0SQ 
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2.1.3 Data from survey experiments 

In addition to the analysis of topical cross-sectional panel survey data, survey methodological solutions 

can be tested with so-called survey experiments. Also known as ‘population-based survey 

experiments’, they are administered to a representative population sample, and they use survey 

sampling methods to collect data from experimental subjects which are randomly assigned to 

conditions of the experiment (Mutz 2011, p. 2).  

Survey experiments are a method regularly used in disciplines such as political science, sociology, 

psychology, economics and so on (Mutz 2011, p. 5), but they can also be used for other purposes in 

(online panel) survey methodology. An example of that is the study of mode effect in mixed-mode 

online panels (measurement error, see Dennis et al. 2005). In this thesis, I used quantitative survey 

data from a survey experiment briefly described in Table 2.3 to study response maximization 

approaches of a fairly new approach to probability-based online data collection. Since I was interested 

in methodological solutions, I did not use topical survey data (see Chapter 11, total survey error), but 

rather created a dataset with survey response and response maximization approaches as attributes 

(for more detail, see Chapter 10, Subsection ‘Survey experiment’). 

Table 2.3: Survey experiment data used in this thesis 

Study Surveys Mode Experimental groups Analytical methods 
Survey errors 

(chapter) 

RDD SMS Web-

push Survey 

project 

Survey on 

Wellbeing, Health 

and Life in general 

202022 

online 

Day and time of 

invitation, type of 

SMS invitation, SMS 

content, incentives, 

reminders 

Bivariate, 

multivariate analysis; 

benchmarking 

analysis 

Nonresponse 

error  

(Chapter 10) 

Similar to the statistical methods and techniques applied to other types of cross-sectional survey data, 

a number of different analytical methods can be used with survey experiment data. In Chapter 10, 

bivariate, multivariate and benchmarking analysis was carried out to answer the proposed research 

questions. 

2.1.4 Paradata 

Paradata are defined as data containing information about data collection process and are also known 

as process data. They can be used to either control the data collection process, or to evaluate the 

quality of the collected survey data (Heerwegh 2008) – for example, to study speeding as a source of 

measurement error. There are two broad types of paradata in web surveys: questionnaire navigation 

paradata, and device-type paradata. In online panel surveys, there is a separate class of paradata, 

 
22 Access to be provided by the Australian Data Archive in the future. 
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which includes information such as survey topics, number of panel surveys completed, last survey 

completed, or number of invitations to panel surveys (Callegaro 2013).  

In this thesis, we focus on paradata specific for online panels, so-called online panel paradata, which 

measure panellist panel participation-related behavior throughout the panel lifecycle. We will try to 

examine their practical use in panel management. The paradata used in Chapter 5 and presented in 

Table 2.4 are from the only Australian probability-based online panel. 

Table 2.4: Online panel paradata sources used in this thesis 

Study Time series Online panel paradata items Analytical methods Survey errors (chapter) 

Life in 

Australia™ 

surveys 

Waves 1–30 

(December 

2016 – August 

2019) 

Survey invitation, survey outcome 

(interview, refusal, non-contact, 

non-refusal, other), charity 

donations 

Univariate, bivariate, 

multivariate analysis 

(pooled); panel data 

analysis (fixed- and 

random-effect) 

Nonresponse error 

(Chapter 5) 

Just as with longitudinal online panel survey data, panel data regression modeling can be used with 

online panel paradata, as the data are easily transformed into a panel form. Also, we can derive panel 

variables, such as completion rate by certain wave or consecutive surveys with nonresponse, and use 

them in panel data models as outcome variables and regressors. 

2.1.5 Personality assessment data 

Personality assessment is a set of procedures for studying and comparing personal characteristics and 

capacities of people. The objective of personality assessment is to integrate personality-based 

information into conclusions and recommendations. Data on personality characteristics are collected 

in disciplines such as medicine and health care, education, forensic science, and in organizational 

settings. In each of those disciplines, they are collected for different purposes; for example, in 

educational settings to identify the need for counselling and special services, and in organizational 

settings to evaluate candidates for promotion or employment (Weiner & Greene 2017).  

There are a variety of personality assessment tests, and some of the most commonly used in 

organizational and similar settings are Myers-Briggs Type Indicator, Big 5 Personality Traits (also known 

as OCEAN or NEO PI), Open Four Temperament Scales (O4TS), and DiSC test. In survey methodology, 

personality assessment testing has previously been carried out to study the relationship between 

respondents’ personalities and nonresponse, and the most popular test seemed to be the Big 5 

Personality Traits (Goldberg 1992). To assess another personality test, which is predominantly used in 

industry to determine future behavior as a result of different personalities (Jones & Hartley 2013), we 

instead experimentally administered DiSC test on a smaller sample of panellists who also participated 
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in qualitative interviews (see Chapter 4). The details of this personality assessment are available in 

Table 2.5. 

Table 2.5: Personality assessment data 

Personality 

assessment 
Dimensions Mode Sample size 

Analytical 

methods 
Survey errors (chapter) 

DiSC 
Dominance, Influence, 

Steadiness, Compliance 
Online n=14 

Univariate, 

bivariate analysis 

Nonresponse error 

(Chapter 4) 

2.1.6 Data sources with nationally representative benchmarks 

Estimating total survey error is often challenging when not knowing the ‘truth’, which is in turn possible 

by having access to the most accurate estimates from representative high-quality survey data sources 

(including censuses). For example, studying measurement mode effect, we can observe statistically 

significant differences between the compared modes. However, we cannot know for sure what 

estimates are more accurate without comparing them to so-called benchmarks, that is, estimates 

representative for the studied population.  

In this thesis, we use a number of data sources with nationally representative benchmarks, including 

Australian Census 2016, National Drug Strategy Household Survey 2019, National Health Survey 2017–

18, and so on (for a complete list, please see Appendix 11). In three different chapters, we used those 

benchmarks to study the necessity for mixed-mode data collection in online panel research (coverage 

error, Chapter 6), comparing post-survey adjustment methods to mitigate bias in nonprobability 

samples (total survey error, Chapter 9), and investigating the relative accuracy of the RDD SMS web-

push survey (total survey error, Chapter 11). 

2.2 Qualitative data 

Since survey methodology and survey statistics as research disciplines are predominantly based on 

quantitative data collection and quantitative evidence, more quantitative than qualitative data are 

analyzed in this thesis to study some key issues in online panel research. However, we purposely used 

qualitative methods to address certain research gaps which could not be investigated using 

quantitative data alone. While various types of qualitative methods exist, such as in-depth interviews, 

focus groups, ethnography, analysis of documents, discourse analysis and visual data analysis 

(Silverman 2015), our targeted data collection was limited to two qualitative approaches: analysis of 

answers to an open-ended question (so-called verbatims) at the end of a probability-based online 

panel survey, and in-depth interviews with panellists from the same online panel (see Chapter 4). The 
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methodology of that data collection and qualitative data analysis is briefly discussed in the 

following paragraphs. 

2.2.1 Qualitative in-depth interviews  

Qualitative in-depth interviews are one of the most popular research methods. There are three types 

of interviews: structured, semi-structured, and open-ended. While structured interviews are 

quantitative in nature, semi-structure and open-ended interviews conducted on smaller samples are 

more common in qualitative research. Their advantages are to collect ‘richer’ data on certain 

phenomena, due to an ability to have direct access to what people do in real life, as well as economic 

data collection in terms of time and resources (Silverman 2015). 

In Chapter 4, we analyzed qualitative data collected with semi-structured in-depth interviews. They 

were conducted on a small sample (n=15) of panellists of the only probability-based online panel from 

Australia. The results of this analysis were later combined with results from the analysis of open-ended 

survey questions, as well as those on personality assessment (see Subsection 2.1.5). Generally 

speaking, the study presented in Chapter 4 was a mixed-method study. Some key characteristics of the 

qualitative in-depth interview data and the analytical approach are presented in Table 2.6. 

Table 2.6: Open-ended survey data and qualitative data analysis 

Study Qualitative method Sample Analytical approach 
Survey errors 

(chapter) 

Social-psychological 

aspects of online 

panel participation 

Semi-structured  

in-depth interviews 

Life in Australia™ panellists: 

frequent-respondents (n=6), 

stopped-responding 

panellists (n=5), 

nonrespondents (n=14) 

Interview transcription, coding 

of transcripts, synthesis of 

codes, interpretation and 

generalisation 

Nonresponse 

error 

(Chapter 4) 

2.2.2 Open-ended survey questions 

Open-ended questions are often included in surveys, normally at the end of the questionnaires, for 

respondents to make additional comments or to respond to questions for which there are not pre-

categorized responses. After coding is done in a similar way to coding of in-depth interviews, coded 

responses or scores can be used as quantitative survey data (demographics or substantive items) 

(Bazeley 2013), and analyzed with quantitative analysis methods and techniques. 

In Chapter 4, we analyzed open-ended survey data to present evidence on motivational factors for 

online panel members to join the panel and participate in panel surveys. The main advantages of this 

qualitative approach were the ability to collect in-depth data without having a list of pre-categorized 

responses (in a closed-ended multi-answer question), and to collect data from a large sample 
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(n=1500+) of panellists, something that cannot be done in practice with in-depth interviews. The 

characteristics of these open-ended survey data are presented in Table 2.7. 

Table 2.7: Open-ended survey data and qualitative data analysis 

Study Wording of open-ended question 
Sample 

size 
Analytical approach 

Survey errors 

(chapter) 

Life in 

Australia™ 

Wave 2823 

We would like to understand why you chose to be 

part of Life in Australia™ and what, if anything, you 

value about being part of it.  

What does being part of Life in Australia™ mean to 

you or what motivates you to participate in the 

surveys? 

n=1,557 

Coding of verbatims, 

coding consistency 

analysis, factor analysis 

of codes (dimension 

reduction), univariate 

analysis 

Nonresponse 

error 

(Chapter 4) 

2.3 Data from systematic reviews or research syntheses 

Systematic review or research synthesis are types of literature reviews. In practice, there is a very little 

difference between systematic reviews and research syntheses – systematic reviews are carried out 

for evidence-based practical applications, while research syntheses are closer to basic research and 

not necessarily tied to practical applications. Meta-analyses as a subtype are quantitative evidence-

based reviews or syntheses (Vogt et al. 2014). Although it is quantitative in nature, meta-analysis is 

methodologically quite different to other quantitative analytical approaches and as such deserves to 

be presented in more detail separately. 

Meta-analysis is the statistical synthesis of the data from primary studies and is used to address similar 

questions to those from primary studies. In a meta-analysis, each of those studies receives a weight, 

and this weighted statistical analysis should provide an objective and replicable framework. Meta-

analyses are used in many fields of research and for variety of reasons, including to synthesize evidence 

and to explain phenomena with covariates in a meta-regression as a type of a meta-analysis 

(Borenstein et al. 2011). 

In this thesis, meta-analysis including meta-regression is used to study recruitment rates in probability-

based online panels (nonresponse error). The main advantage of this approach is the ability to study 

online panel recruitment outcomes worldwide and is, unlike the rest of the data analyzed in this thesis, 

not limited to Australia. However, synthesizing evidence from different studies, or better to say 

different online panels, does not come without challenges. This is described in detail in Chapter 3, 

while Table 2.8 presents key characteristics of the synthesized evidence in a form of a quantitative 

data file. 

  

 
23 DOI: 10.26193/SYYFCS (survey metadata only). 
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Table 2.8: Data for meta-analysis 

Data file Studies Effect size Moderators 
Analytical 

methods 

Survey errors 

(chapter) 

Data on 

recruitment 

rates in 

probability-

based online 

panel research 

23 online 

panels,  

95 recruitment 

rates 

Single group 

summaries 

(recruitment 

rate) 

Year of recruitment, type of 

recruitment incentives, total 

guaranteed incentives amount, 

recruitment mode, multiple-

mode recruitment, end-of-

survey recruitment, North 

American panel indicator 

Average single 

group summaries, 

time-series 

analysis of single 

group summaries, 

meta-regression 

Nonresponse 

error  

(Chapter 3) 
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Chapter 3  A meta-analysis on worldwide recruitment rates in 23 

probability-based online panels, between 2007–2019 

3.1 Introduction 

Online panels are growing in numbers and represent an alternative to more traditional survey modes 

and cross-sectional survey research in general. While most online panels are nonprobability-based 

panels, so-called volunteer, access or opt-in panels, there are a number of probability-based online 

panels, which tend to have fewer members (Baker et al. 2010). Those panels recruit their members 

using “offline” methodologies such as random digit dialing or address-based sampling (Callegaro et al. 

2014, p. 7), hoping to overcome the issue of low external validity that nonprobability panels face 

(Lugtig et al. 2014), but there are various other differences between probability online panels in how 

their members are recruited (Blom et al. 2016). The decisions on the recruitment approach have to 

balance data quality with costs and time-efficiency. The rise of online research has been partly due to 

panels being time and cost effective, and due to increasing nonresponse in other modes (Baker et al. 

2010). However, a number of studies have shown that probability-based panels also face low response 

in the recruitment phase (e.g., Blom et al. 2016; Lugtig et al. 2014; Rao et al. 2010), which is consistent 

with an issue of lower response rates in web surveys compared to other survey modes (most recently 

Daikeler et al. 2020). While it has been reported that the association between unit nonresponse and 

representation bias is weak at best (Groves & Peytcheva 2008) and response rates as an indicator of 

panel quality are only the tip of the iceberg when it comes to representation (Callegaro et al. 2014), 

other studies with online panels have shown that nonresponse bias exists as early as at the recruitment 

stage and cannot be entirely eliminated even if non-internet households are provided with the 

required technology (Lugtig et al. 2014).  

Hence, understanding what affects recruitment rates to optimize recruitment would have many 

positive implications, from lowering costs to mitigating overall representation bias. This meta-analysis 

focuses on unit (non)response, as one of sources of survey error (see Total Survey Error framework, 

Groves et al. 2009), and determinants of that type of nonresponse in recruitment, as the first phase in 

the online panel lifecyle.  

3.2 Background 

As of 2020, there has not been a single meta-analysis on survey errors in probability-based online panel 

research, which seems to be a general issue in survey methodology; Čehovin et al. (2018) concluded 

that in survey methodology there are fewer meta-analysis than in related disciplines like psychology. 

Cross-country comparative research on recruitment in probability-based research has been limited – 
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to the best of our knowledge, only Blom et al. (2016) and Greaves (2017)24 presented detailed 

comparative studies. In contrast, there are a number of meta-analyses on response rates in online 

surveys (Cook et al. 2000; Daikeler et al. 2020; Manfreda et al. 2008; Mavletova & Couper 2015; Shih 

& Fan 2008) and systematic analyses of factors affecting response rates in web surveys (e.g., Fan & Yan 

2010). This study will be built on the methodology of those studies, and will exploit the advantages of 

a meta-analytical approach, which is to synthesize and to generalize.  

Response rates in probability-based online panel research can be dissected into recruitment rates 

(RECR), profile rates (PROR), completion rates (COMR), and retention rates (RETR), while the product 

of these four are defined as cumulative response rates (CUMR) (Callegaro & DiSogra 2008). Baker et al. 

(2010) reported how response rates in probability-based online panel research seem to be much 

higher than in nonprobability-based opt-in panels25. Yet, they are far from being predictable and there 

are little generalizable findings on the best predictors of response rates. In the most comprehensive 

comparative study so far, Blom et al. (2016) described and compared four probability-based panels, 

including their offline recruitment procedures, inclusion of the offline population, and recruitment 

response rates. They reported recruitment rates as a product of recruitment and registration rates. 

This product of rates is also known as overall recruitment rate or ORR (USC Dornsife Center for 

Economic and Social Research, n.d.). The overall recruitment rates were between 18.1% (AAPOR RR4, 

German Internet Panel) and 48.3% (AAPOR RR3, LISS)26, while the analyzed panels substantially 

differed in mode of offline recruitment, types of incentives, and invitations (Blom et al. 2016). 

Kaczmirek et al. (2019) collected and described overall recruitment rates for 12 probability-based 

online panels and reported recruitment rates (RETR x PROR) between 6.5% (American Trends Panel) 

and 54.3% (Social Science Research Institute panel). 

Moreover, factors affecting recruitment rates have been studied with survey/recruitment experiments 

to determine the most optimal approach to recruitment, but with mixed evidence and without a cross-

country comparative component. Rao et al. (2010, Gallup Panel) concluded that mail recruitment nets 

a higher panel response than telephone recruitment and that advance letter, incentive, and telephone 

follow-up conditions positively influence recruitment rates. Scherpenzeel and Toepoel (2012, LISS) 

reported no differences in recruitment rates between telephone and face-to-face recruitment, and 

between different content of the advance letter. On the other hand, they also reported effectiveness 

of unconditional/prepaid incentives, which was consistent with findings from Blom et al. (2015, 

 
24 Blom et al. (2016) carried out a comprehensive but European-centred cross-national comparative methodological study of 
four European probability-based panels, and Greaves (2017) prepared a systematic global review of probability-based online 
panels as a feasibility study for setting up a national online panel. 
25 Sample yields are reported instead in opt-in panels. 
26 In our meta-analysis, these kinds of differences in reporting of recruitment rates (AAPOR RR1, RR2, RR3 or RR4 (The 
American Association for Public Opinion Research 2016)) are being carefully addressed in the analysis section. 
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German Internet Panel) and DiSogra et al. (2009, KnowledgePanel), who also reported higher response 

rates if increasing the incentives amount ($1 to $5), while they did not find any effects of sending an 

advance postcard on recruitment rates. 

With this background in mind, we would like to answer the following research questions (RQ): 

RQ1: What overall recruitment rates can be expected in probability-based online panel research? 

RQ2: How do recruitment mode, type of incentives, incentives amount, and other recruitment strategies 

impact the variation in the overall recruitment rate in probability-based online panel research? 

First, we would like to calculate both the average overall recruitment rates, and report minimum and 

maximum recruitment rates. We would also like to investigate changes in average overall recruitment 

rates over time, as the literature suggests that response rates have declined steadily over years, year 

of data collection is a strong predictor of response, and the phenomena are not specific to a particular 

survey mode (Couper 2017; Stedman et al. 2019). Knowing what overall recruitment rates to expect 

has important cost, time, and sample size implications for providers of newly established online panels. 

Second, we would like to present evidence on the most optimal methdological solutions for 

recruitment to probability-based online panels between 2007 and 2019. So far, recruitment rates have 

been investigated with experimental studies within single online panels which tested different 

recruitment strategies but offered lesser generalizability (e.g., DiSogra et al. 2009; Rao et al. 2010). Our 

study will be the first one presenting evidence not limited to a specific country context. These findings 

could be used by any provider of probability-based online panel (active, new) interested in optimizing 

recruitment to their panel from both survey error and cost perspectives. 

3.3 Method 

In this study, we will synthesize evidence from various sources, including scientific articles, 

methodological reports and panel websites, which reported or studied recruitment rates in 

probability-based online panel surveys. Based on the inclusion criteria (see below) we defined what 

types of panels are eligible for our study and conducted an online search for probability-based online 

panels (globally), for both active and no longer active panels. In the retrieval stage, we tried to locate 

recruitment rates for as many recruitment waves of as many online panels as possible. We later 

selected moderators for meta-regressions and coded the data. In the last stage, we analyzed the data 

and interpreted the results. These steps are explained in more details in the next paragraphs. 

3.3.1 Meta-analytic sample, inclusion criteria and retrieval 

Our initial meta-analytic sample of probability-based online panels was made out of all panels for 

which we found at least some basic information online, either from their documentation, websites, or 
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a mention in any scientific publication/documentation including conference or workshop 

presentations. Nonprobability-based panels, also known as volunteer, opt-in or access panels, were 

excluded from the retrieval, coding or analysis due to their predominantly commercial nature, non-

probabilistic sampling, and recruitment approaches and strategies very different to those in 

probability-based research. Out of general population panels, specialty panels, proprietary panels, and 

online community panels (Callegaro et al. 2015, p. 206), we included only general population panels in 

this study. For example, we did not include specialty panels focusing on a particular population 

subgroup, such as those with the population defined as 50 years of age and older; thus, Singapore Life 

Panel (Singapore Management University, n.d.) and a specialty panel managed by AARP (n.d.) were 

excluded from the target sample. 

Our focus was on studying overall recruitment rates (ORR), which measure the final recruitment 

outcome, i.e., registration of recruited respondents as panel members. Probability-based online panels 

differ substantially in recruitment steps, phases and strategies, and the effectiveness of recruitment is 

captured best in ORR. This will be explained in more detail in subsection ‘Computation of effect sizes’. 

In the coding and analysis stages, we included only those probability-based online panels (see Table 

3.3 in the Appendix 3), and their recruitment waves/years as units, for which we could locate or obtain 

overall recruitment rates, and for which there was sufficient methodological explanation of 

recruitment strategies for moderator selection and coding. 

Due to the specifics of our meta-analitical sample, the retrieval phase differed from those from more 

traditional meta-analyses – we firstly had to identify online panels to later find information on 

recruitment events as ‘studies’ and to extract recruitment rates as effect sizes. To identify worldwide 

online panels, we carried out an online search for probability-based panels in Google and Google 

Scholar search engines. We used the following keywords: “probability-based online panel”, “online 

panel”, “probability-based web panel”, “web panel”, to identify as many as possible, later excluding all 

panels which did not apply a probabilistic approach to sampling. We also reviewed relevant articles, 

conference presentations, feasibility studies and publicly available lists of probability-based online 

panels, such as those from Blom et al. (2016), Greaves (2017), Kaczmirek et al. (2019), and 

WebSM (n.d.).  

After the identification of all probability-based panels that matched the definition, i.e., general 

population panels either active or no longer active, we located any publicly available recruitment 

(RECR) and profile (PROR) rates by reviewing the following sources of information: online panel 

websites, scientific articles, methodological reports, project reports, panel promotional material, and 

presentations at events such as scientific conferences or workshops. In case no rates had been made 

publicly available, or if they had been calculated using an alternative methodology (e.g., household 
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instead of individual person recruitment rates), we contacted the panels’ management and asked them 

to assist us by sharing their overall recruitment rates and/or to provide more information and 

clarifications. Only recruitment rates calculated consistently with our criteria (see the ‘Computation of 

effect sizes’ subsection for more information) and for which the selected moderators could be coded 

(see the ‘Moderators, predictors and coding’ subsection for more information) were included in the 

end. The information was received/retrieved between July 2019 and December 2020, and recruitment 

rates for recruitment waves finished by the end of 2019 are included in this study. The review of all 

identified probability-based panels (n=28) and the availability of their recruitment rates for this meta-

analysis is presented in Table 3.3 in the Appendix 3. 

3.3.2 Computation of effect sizes  

Single group summaries are meta-analytical effect sizes27 in this study, and we synthesized and 

analyzed ORR as single groups summaries. We used ORR as a product of RECR and PROR (see Equation 

3.1 below), consistently with how Understanding America Study (USC Dornsife Center for Economic 

and Social Research, n.d.) use it in their reporting.  

𝑂𝑅𝑅 = 𝑅𝐸𝑇𝑅 ∗ 𝑃𝑅𝑂𝑅 (3.1) 

In our meta-analysis models, we purposely did not analyze recruitment rates (RETR) and profile rates 

(PROR) separately, as there were notable differences in how organizations managing online panels 

approached recruitment. There are three predominant strategies used in practice: (1) one stage 

recruitment with recruitment and profiling carried out in one interview, (2) one stage recruitment 

without subsequent profiling, and (3) two stage recruitment with separate recruitment and profile 

interviews. This becomes even more complex in the case of end-of-survey recruitment, so-called 

piggybacking recruitment. Consequently, for some panels we could obtain the final panel registration 

rates only, as RETR=ORR, and not separate RETR and PROR. 

Secondly, to guarantee comparability of ORRs, we had to make sure that all of them were calculated 

using the same formula. For example, Blom et al. (2016) presented recruitment rates from four 

probability-based panels using three different response rate formulas: AAPOR RR3 (LISS, ELIPSS), 

AAPOR RR4 (GIP), and AAPOR RR5 (GESIS Panel). The difference between the different calculations is 

in the treatment of cases of unknown eligibility, exhibited in the e value, and in the treatment of partial 

interviews. To solve this problem, all ORR from our study were calculated using AAPOR RR1 equation 

with all cases with unknown eligibility treated as eligible (see Equation 3.2 below). This adjustment 

 
27 Borenstein et al. (2011) list single group summaries as a type of effect sizes, but they also explain that they are, strictly 
speaking, not effect sizes as effects imply relationships. In this article, we use the ‘effect sizes’ term as it is more common for 
meta-analyses. 
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substantially reduces the effect of the quality of sampling frames in terms of coverage, which can be 

very country specific. The adjustment increases the robustness of cross-country comparative results.  

𝑂𝑅𝑅 =
𝑟𝑒𝑔𝑖𝑠𝑡𝑒𝑟𝑒𝑑 𝑝𝑎𝑛𝑒𝑙𝑙𝑖𝑠𝑡𝑠

(𝑎𝑙𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑑−𝑖𝑛𝑒𝑙𝑖𝑔𝑖𝑏𝑙𝑒)
  (3.2) 

Lastly, we decided to include all individual waves of recruitment from all eligible panels to use all 

available information. If there was an experimental study embedded within a particular recruitment 

wave, we included individual ORRs for all relevant experimental groups separately (e.g., ORR for $0 

incentives group, ORR for $1 incentives group, and ORR for $5 incentives group in Gallup 2007 

recruitment round (Rao et al. 2010)). However, since certain panels recruit new members continuously 

throughout the year with no methodological changes over time, the total annual ORR were calculated 

for those panels to enable comparison with panels carrying out a shorter time-period ad-hoc 

recruitment, refreshment, or replenishment. 

3.3.3 Moderators, predictors and coding 

As we will carry out meta-regression analysis to answer the research question on the impact of 

recruitment strategies on overall recruitment rates, we selected a number of moderators as predictors 

of effects sizes as outcomes in our meta-regression models. The selection of moderators was based 

both on the theoretical review and on the availability of information, either published online or 

provided by the organizations managing probability-based online panels. The methodological detail 

shared by the panel organizations in their materials and publications differed substantially between 

the organizations, thus we had to carefully review the available information and find comparable 

moderators. We were also careful not to select too many moderators as predictors of ORR, as that 

could lead to overfitting of the models. The literature suggests it is preferable to have an appropriately 

large ratio of studies to covariates, such as 10 or more subjects per covariate, although there are no 

hard rules (Borenstein et al. 2011). In the end, the following moderators were selected: 

• Year of recruitment: while some online panels shared annual ORRs, we found information on ad-

hoc recruitment waves for other panels and if their recruitment extended into the first few 

months of the following year, we recorded the recruitment start year 

• Type of recruitment incentives – No incentives, Conditional monetary, Unconditional monetary, 

Prize draw/lottery: this multiple answer variable was recoded into a set of dummies, as some 

panels used a mixture of conditional and unconditional monetary incentives 
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• Total guaranteed recruitment incentives amount: this was the sum that an invited respondent 

would have received for registering as a panel member, and any amount in other currency was 

recoded to US dollars28; for prize draw/lottery (tickets), the coded amount was $0 

• Recruitment mode – Interactive voice response (IVR), telephone, face-to-face (F2F), mail/postal: 

this multiple answer variable was later recoded into a set of dummies, as some panels used a 

mixture of modes to recruit panellists 

• Multiple-mode contact/recruitment: this binary variable (0=no, 1=yes) was created to identify 

either: (1) the same panellists being approached using different recruitment modes (recruitment 

via mail followed by F2F recruitment in case of non-contact), or (2) the same panellists being 

contacted/reminded using different channels (e.g., advance letter-mail combined with F2F 

recruitment mode or mail recruitment combined with follow-up telephone calls) 

• End of survey recruitment: also known as piggybacking recruitment, this binary variable (0=no, 

1=yes) was created to distinguish between ‘standard’ recruitment, i.e., respondents were 

primarily contacted to be recruited to the panel, and recruitment at the end of a different cross-

sectional survey, i.e., respondents were primarily contacted to participate in a different survey 

and had to respond first before any attempts to recruit them to a panel were made 

• North American panel: the preliminary analysis has shown a substantial difference in mean ORRs 

between online panels from North America and panels from the rest of the world; by including 

this moderator, we will attempt to control for some continental specifics. 

3.3.4 Data analysis and weighting 

To analyze the data, we used the statistical environment R and specifically the R package for meta-

analyses called metafor (Viechtbauer 2010). We used the package to calculate average effect size, 

cumulative effect sizes, prepare visualisations of results (forest plots), and conduct meta-regressions. 

We carried out outlier detection analysis (influence diagnostics) such as standardized residuals, DFFITS 

and Cook’s distance, to identify outliers to be excluded from meta-regression models. Outliers in our 

meta-regressions can be present due to various reasons: incorrectly calculated rates, overreporting of 

ORR, and there might be ‘outlier’ countries in terms of their privacy and confidentiality, information-

sharing and survey-participation culture. All those potential sources of discrepancies make carrying 

out outlier detection even more important in efforts to mitigate bias. 

 
28 We extracted and calculated recruitment incentives amount from the available materials to the best of our ability; we used 
the exchange rates from 1 December 2020 and rounded amounts to USD values with no decimals (no inflation adjustment). 
We acknowledge the fact that exchange rates fluctuated over time, and that the same dollar amount does not represent 
equal value to respondents from different analyzed countries. 
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We assume that the true effect size, i.e., ORR, varies from one panel to the next, and from one country 

to the next due to differences in the cultures discussed above. Thus, we will carry out random-effects 

analysis. Under the random-effect model, the weight assigned to each study is calculated as presented 

in Equation 3.3 (Borenstein et al. 2011): 

𝑊𝑖
∗ =

1

𝑉𝑌𝑖
∗ +𝑇2 

  (3.3) 

where 𝑉𝑌𝑖

∗  is the within-study variance for study i and 𝑇2 is the between-studies variance. However, 

due to fairly large samples of potential survey respondents (up to more than 1 million sampled 

numbers in Probit panel recruitment) resulting in very small within-study variances (𝑉𝑌𝑖

∗ ), as well very 

large between-study variance (𝑇2, see the ‘Overall recruitment rates’ subsection in Results), all ORR 

would end up having almost the same weight and the final results would match those from unweighted 

samples. Moreover, there were notable differences in the number of recruitment events 

(waves/rounds for ad-hoc or years for continuous recruitment) between panels, also due to failed 

attempts to obtain longer ORR time-series from some organizations managing online panels. Thus, we 

will adjust weighting to ensure that each of the 23 panels will have an equal overall contribution in our 

models. Assuming that the true effect size for all recruitment events within the same panel is the same, 

we will calculate within-panel weights as the inverse of their variance, similar to the calculation made 

under the fixed-effects model presented in Equation 3.4 (Borenstein et al. 2011): 

𝑊𝑖
∗ =

1

𝑉𝑌𝑖
∗  

 (3.4) 

The total sum of all within-panel weights will be the same for all 23 panels with available ORR, no 

matter the length of their ORR time-series or the total sample sizes. We will calculate the weight for a 

recruitment wave/year i of panel j with k recruitment events as presented in Equation 3.5: 

𝑊𝑖𝑗
∗ =

1

𝑉𝑌𝑖𝑗
∗  ∑

1

𝑉𝑌𝑖𝑗
∗

𝑘
𝑖=1  

 (3.5) 

We consider this an adequate adjustment based on the characteristics of our meta-analytic sample.29 

  

 
29 We will also present unweighted results in the Appendix 3. Comparison of unweighted and weighted results will showcase 
any effect of weighting on our findings. 
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3.3.5 Publication bias and sensitivity analysis 

The publication bias which is estimated and reported in most of more traditional meta-analysis studies, 

cannot be observed in this type of research and cannot be studied with traditional publication bias 

approaches, such as funnel plot analysis. Instead, the bias might have originated in a lack of 

transparency or willingness to report recruitment rates (AAPOR RR1) on the websites of organizations 

managing probability-based online panels, in their reports, conference presentations or scientific 

papers. Further, panel organization not being willing to share information with the authors of this 

study, even after several contacts via various channels, might be a source of bias.  

Out of 28 probability-based online panels, we could not locate or were not provided any ORR for five 

online panels (18%). Out of the remaining 23 online panels, we could find (or were provided) very 

limited numbers of ORR samples for five additional panels (18%). The average ORR for panels (publicly) 

sharing very limited information was about 3% points lower than the average ORR for panels (publicly) 

sharing more or complete information. On the other hand, AmeriSpeak for which we could not obtain 

AAPOR RR1 ORR, reported 36.9% AAPOR RR3 ORR for 2014-2015 (Montgomery et al. 2016) and 33.7% 

AAPOR RR3 ORR for 2014-2017 (weighted for selection probabilities) (Bilgen et al. 2018). This seems 

to compare favorably to the average RR1 ORR for all panels in our study (also after adjusting for 

unknown eligibility). 

Even without in-depth analysis, we can report that online panels from the US and Sweden, the 

countries with a combined 50% of all probability online panels in the world, were less likely to release 

or share their recruitment rates. In more competitive markets with a higher portion of commercially 

oriented and less academically oriented panels, organizations seem to be more hesitant to publicly 

release methodological information indicating data quality not to affect their competitive advantages. 

3.4 Results 

This section presents expected recruitment rates in probability-based online panels, factors affecting 

them, and outline the most effective recruitment strategies. We will present changes of effect sizes 

over time, descriptive statistics for panel characteristics and moderators, and meta-regression analysis 

with ORR as outcome variables and moderators as predictors. We will start off by presenting basic 

characteristics of panels, relevant to the further analysis of ORR. 
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3.4.1 Methodological characteristics of panels 

The results from Table 3.1 reveal many methodological differences between probability-based panels. 

For some panels, i.e., those which publicly share little methodological information and did not respond 

to our emails, we do not have complete information on their characteristics. Out of all 28 online panels, 

23 or 82% were still active, and the vast majority of them (92%) conducted probability-based 

recruitment only. In terms of their recruitment mode, and based on the information we collected, 

many panels have used different recruitment modes, either in the same recruitment round, or 

switching between modes over time. The most commonly used mode was telephone (58%), followed 

by mail (50%) and F2F (42%). IVR still remains less popular for recruitment to a panel. 

Table 3.1: Basic methodological characteristics of online panels related to recruitment 

  n % 

Panel activity status 
Active 23 82% 

No longer active 5 18% 

Sampling approach(es) to 

recruitment 

Only probability-based 24 92% 

Mixed-sampling* 2 8% 

Ever used these recruitment 

modes 

IVR 1 4% 

Telephone 15 58% 

Face-to-face 11 42% 

Mail/postal 13 50% 

Ever used recruitment 

incentives 

Yes 12 52% 

No 11 48% 

Ever practiced piggybacking 

recruitment 

Yes 6 24% 

No 19 76% 

Normally practicing 

continuous recruitment 

Yes 6 24% 

No 19 76% 

Survey mode to collect data 

from the offline population 

No offline mode 5 19% 

Telephone 7 27% 

Face-to-face 1 4% 

Mail/postal 2 8% 

CASI – Tablet/computer** 11 42% 

*we only analyzed their probability-based recruitment, **provided by the panel organization at recruitment 

Furthermore, about one-half of all probability-based online panels offered incentives in one or more 

recruitment events, about one-quarter of them carried out piggybacking recruitment and about one-

quarter conducted continuous recruitment at any point in time instead of more common recruitment 

in annual or less frequent recruitment rounds. While about 1 in 5 panels collected data online only and 

about 2 in 5 online panels provided technology to their panellists to respond online, about 27% of all 

panels used telephone to collect data from so-called ‘offliners’. Face-to-face and mail/postal as the 

offline modes were quite uncommon. 
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3.4.2 Overall recruitment rates 

Overall recruitment rates for all recruitment events are presented in Figure 3.1; a forest plot shows 

the expected recruitment rates with unweighted pooled effect size. We can observe some implications 

for outlier detection. First, the results show a very high between-study heterogeneity with some very 

low (<0.5%, Probit) and some very high (>60%, KAMOS) ORR, which is consistent with the ratio of true 

heterogeneity to total observed variation (I2=100%). Further, T2 as the between-study variance of the 

model without moderators equalled to 0.0153, which is considerably more than the variance from any 

of the studies. In practice, this would make weighting under a random-effect model very inefficient 

and the selection of a fixed-effect weighting model seemed to be the correct one. 

The very high between-study heterogeneity in practice means that the average unweighted pooled 

effect size estimate (16.7% [14.2%, 19.2%]) is a less important statistic in comparison to variability 

measures. On the other hand, we can observe much less within-panel heterogeneity over time (as 

explained in the ‘Data analysis and weighting’ subsection), with Social Science Research Institute Panel 

(Iceland) being the most notable exception – from 53% ORR in 2010 to 24% ORR in 2018 with no major 

methodological differences in recruitment strategy. For some other online panels, such as American 

Trends Panel (ATP), the differences in ORRs could clearly be attributed to notable changes in 

recruitment – between 2014 and 2017, ATP were recruiting via telephone with ORR between 3 and 

4%, and in 2018, they switched to mail/postal recruitment with ORR increasing to more than 10%. For 

some panels like Probit (Canada), Novus Panel (Sweden) or Taking Part (UK), we can report very stable 

ORR over time. For some other panels, like Social Science Research Institute Panel and Norwegian 

Citizen Panel, we can identify a fairly consistent decrease of ORR over time, while ELIPSS (France) 

seems to be the only probability-based online panel in the world with a notable increase of ORR in 

more recent recruitment waves. 

The results show very high levels of between-study heterogeneity, and with observed changes of both 

recruitment strategies and ORR over time (overall and individual-panel-level), further investigation 

should be done using a meta-regression. Different recruitment strategies could potentially explain a 

large portion of variability of the outcome variable ORR. However, due to some extremely low and 

extremely high ORR as shown in Figure 3.1, it is crucial to carry out outlier detection and influence 

diagnostics before constructing any meta-regression models. 
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Figure 3.1: Forest plot for overall recruitment rates (ORR), unweighted, ordered alphabetically 
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3.4.3 Cumulative overall recruitment rate 

To extend the analysis of average ORR and its variability, we will present a cumulative forest plot 

capturing recruitment rate changes over time from all recruitment events combined. We are 

particularly interested in an overall trend; i.e., if any consistency with declining survey response rates 

in surveys in general can be observed. 

Figure 3.2: Cumulative forest plot for ORR, weighted, ordered chronologically 
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Figure 3.2 is also showing how changes in average ORRs would affect the results on pooled effect sizes 

over time, e.g., if this meta-analysis had been carried out a few years back. The cumulative forest plot 

presents weighted results (see Subsection 3.3.4 for more information). The average ORR in our study 

after weighting (see the forest plot in Figure 3.2) did not differ much from the unweighted results in 

the forest plot in Figure 3.1 (+2.5%), and most of that increase could be attributed to a decrease of 

contribution of Probit (5 recruitment years) and an increased contribution of KAMOS (single 

recruitment) to the pooled effect size. 

The cumulative forest plot in Figure 3.2 chronologically presents accumulation of evidence on 

recruitment rates in probability-based online panel research. It primarily shows one notable trend: the 

pooled effect size becomes more precise over time with decreasing confidence intervals as a result of 

increasing sample size of ORR. We can also observe a fairly slow trend of decreasing pooled effect size 

between 2008 and 2015 (after FFRISP), and after 2016 (KAMOS). This trend would be more consistent 

if we removed both FFRISP and KAMOS data. FFRISP recruitment rate (39%) tends to be fairly high for 

North America, which can be explained with F2F recruitment and extremely high conditional incentives 

– $500 internet access equipment or $200 monetary incentives at recruitment. KAMOS recruited 

panellists in South Korea, which is the only (non-Middle-East) Asian country with a probability-based 

online panel, and the cultural differences might have been a source of such a high ORR (63%). However, 

completion rate (COMR) in the first post-recruitment KAMOS panel survey was quite low (50%) in 

comparison to most other panels (see Blom et al. 2016; Kaczmirek et al. 2019), which indicates that 

there might have been notable differences in how ‘panel registration’ was defined. We also observed 

that without the panel by far the lowest ORR, i.e., Probit with IVR recruitment mode, cumulative effect 

size would decrease in a more consistent fashion. These three online panels seem to be the best 

candidates to be identified as outliers with influence diagnostics. 

3.4.4 Meta-regression analysis with moderators 

Due to a very high between-study heterogeneity, as well as substantial differences in methodological 

approaches to recruitment to a probability-based online panel, meta-regression analysis is required 

to explain the variability of the outcome variable overall recruitment rate. We started off by carrying 

out outlier detection and influence diagnostics, which identified KAMOS and FFRISP recruitment as 

outliers. We removed them from the final data for meta-regression.  

In Table 3.2, two meta-regression models are presented30:  

 
30 To check the robustness of the models we also ran models Model 3 with unweighted results and no interactions (every 
recruitment event with the same contribution) and Model 4 with unweighted results and interactions. These are presented 
in Table 3.4 in the Appendix 3. The results and conclusions do not substantially change in case of creating and using weights 
as explained in the ‘Data analysis and weighting’ subsection. 
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• Model 1 with weighted results and no interactions (every panel with the same contribution, 

recruitment event with within-panel contribution proportional to the inverse of their variance) 

• Model 2 with weighted results and interactions. 

Reviewing the moderators, we noticed that a combination of conditional and unconditional monetary 

incentives was used in 63% of all recruitment waves in which money was offered in exchange for 

joining the panel. Moreover, we observed that a telephone and mail mixed-mode recruitment was 

used in almost one-third of recruitment waves/years. Having evidence on statistically significant 

differences in the effect of incentives and modes on overall recruitment rates (see Models 1), we 

included conditional*unconditional incentives and telephone*mail mode interactions to Model 2 to 

explore the impacts of incentives and recruitment modes on ORR in more detail. 

The results in Table 3.2 show that there are little differences between the models in portion of 

explained variability of the response variable (R2, between 61.2% and 61.4%), and no differences in 

between-study variance of the model with moderators (T2=0.005), and in the ratio of true 

heterogeneity to total observed variation (I2=100%). Also, both tests for residual heterogeneity and for 

moderators are statistically significant for all models (including Models 3 and 4 in the Appendix 3), 

which shows that the effect sizes are heterogeneous. 

We observe statistically significant effects of a number of moderators on ORR, and there are minor 

differences between weighted and unweighted models. Firstly, while the cumulative forest plot in 

Figure 3.2 indicated a trend of decreasing ORR over time, meta-regression modeling without 

interactions (Model 1) did not support our assumption that time is a statistically significant predictor 

of ORR (coefficients=-0.003, p=0.370 (Model 1) and p=0.482 (Model 2)). The reasons for decreasing 

recruitment rates might be in found in changes of recruitment strategies over time.   
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Table 3.2: Meta-regression models, weighted – random effect Models 1 and 2 with ORR as the outcome 

variable and moderators as predictors (n=93 recruitment waves/years) 

Moderators 

Model 1  
(Weighted, NO interactions) 

Model 2 
(Weighted, WITH interactions) 

Coef. 
Standard 

error 
p value Coef. 

Standard 
error 

p value 

Year of recruitment -0.003 0.004 0.370 -0.003 0.004 0.482 

Type of incentives (multiple answer variable)       

No incentives 0.170 0.056 0.003** 0   

Lottery/prize draw 0.219 0.069 0.001** 0.050 0.040 0.207 

Conditional monetary incentives 0.000 0.081 0.996    

Unconditional monetary incentives 0.100 0.062 0.105    

Both unconditional and conditional incentives    0.170 0.056 0.003** 

Conditional monetary incentives only    -0.168 0.062 0.007** 

Unconditional monetary incentives only    -0.067 0.052 0.195 

Guaranteed recruitment incentives in USD 0.006 0.005 0.240 0.006 0.005 0.294 

Recruitment mode (multiple answer variable)       

Interactive voice response (IVR) -0.134 0.054 0.014* -0.128 0.068 0.059† 

Face-to-face 0.043 0.048 0.374 0.049 0.056 0.379 

Telephone 0.032 0.035 0.359    

Mail/postal -0.091 0.033 0.006**    

Both telephone and mail/postal    -0.012 0.069 0.866 

Telephone only    0.040 0.059 0.502 

Mail/postal only    -0.083 0.062 0.179 

Multiple-mode contact/recruitment -0.026 0.040 0.514 -0.025 0.041 0.547 

Piggybacking recruitment 0.001 0.044 0.977 0.002 0.045 0.961 

North American panel -0.087 0.033 0.009** -0.085 0.033 0.010* 

Intercept 0.085 0.076 0.260 0.244 0.080 0.002** 

T2 0.005 0.005 

I2 1.000 1.000 

R2 0.614 0.612 

Test for Residual Heterogeneity QE(df = 79) = 19607.9, p < .0001 QE(df = 78) = 19590.3, p < .0001 

Test of Moderators QM(df = 13) = 114.2, p< .0001 QM(df = 14) = 116.4, p< .0001 

***p<0.001, **p<0.01, *p<0.05, †p<0.10; Coef. – regression coefficient 

Furthermore, we observed some interesting evidence related to incentives use for recruitment 

purposes. The first results showed that not offering incentives did not have a negative impact on ORR 

in comparison to offering respondents to enter a prize draw or unconditional incentives. Not offering 

incentives (coefficient=0.170, p=0.003**) had a more positive effect on ORR (i.e., +17.0% in ORR) than 

offering conditional monetary incentives (coefficient=0.000, p=0.996). However, we have to take into 

account the effect of the incentives amount, knowing that No incentives or Lottery/prize draw always 

have a value of zero USD for Guaranteed recruitment incentives in USD, unlike the two types of 

monetary incentives. Moreover, adding interactions (see Model 2) explained the effective use of 
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incentives in more detail: unconditional incentives offered the best ORR maximization in combination 

with conditional monetary incentives (coefficient=0.170, p=0.003**), while offering only unconditional 

incentives (coefficient=-0.067, p=0.195) performed about as well as prize draws (coefficient=0.050, 

p=0.207) or even no incentives (the reference group, coefficient=0). Offering only conditional 

incentives proved to be the worst of all incentives use approaches (coefficient=-0.168, p=0.007**). The 

incentives amount, in our study conceptualized as the maximum guaranteed amount in USD (sum of 

conditional and unconditional incentives), did not seem to have a statistically significant effect on ORR 

(coefficients=0.006, p=0.240 (Model 1) and p=0.294 (Model 2)). Splitting the amount into conditional 

monetary incentives amount and prepaid monetary incentives amount, and possibly adjusting the 

amounts to the average wages in participating countries, could explain more variability. However, we 

would have to collect a larger sample of ORR to include new moderators. 

In terms of the effect of recruitment modes on ORR, F2F (coefficient=0.043, p=0.374) and telephone 

(coefficient=0.032, p=0.359) recruitment modes performed similarly well, while mail mode 

(coefficient=-0.091, p=0.006**) and especially IVR (coefficient=-0.134, p=0.014*) recruitment mode 

performed significantly worse than the interviewer-administered recruitment modes (Model 1). In 

practice this means that, in comparison to F2F and telephone modes, between about 13% (mail) and 

about 17% (IVR) lower ORR could be expected if all other recruitment methodologies are being equal. 

Interestingly, multiple-mode contact/recruitment or piggybacking recruitment did not have a 

statistically significant effect on ORR. Hence, our results do not advise against using potentially more 

time- and cost-efficient piggybacking approaches to recruitment, from a response perspective. 

On the other hand, including North American panel as a binary predictor of recruitment rates helped 

explain more variability. Initially we believed that lower ORR in North American panel recruitment 

could be attributed to unpopularity/impracticability of F2F recruitment mode, especially in comparison 

to most European Union (EU) based panels. However, the results showed that North American 

probability-based online panels, with panels from the US representing the vast majority of the group, 

generally have lower ORR across all modes and recruitment strategies compared to similar panels from 

other continents. The gap is about 9% on average, if all other methodologies are being equal (Model 

1: coefficient -0.087, p=0.009**, Model 2: coefficient -0.085, p=0.010*). 

Lastly, we would like to compare the performance of different meta-regression models to increase 

robustness of our findings and to think about how future meta-analyses having access to longer time-

series could improve estimation. Initially, we considered using three-level meta-analytic models due 

to the panel nature of data – 23 panels with 95 recruitment events. However, we observed minor 

methodological changes in how most panels with 2+ recruitment waves/years in our study carried out 

recruitment, which leads to the problem of very low variability of moderators and an inability to fully 
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exploit the advantages of multi-level meta-regression. Moreover, while weighting had a small and 

often negligible effect on estimates (Models 1 and 2 compared to Models 3 and 4 in the Appendix 3), 

increasing standard errors contributed to the loss of statistical power and significance for a limited 

number of covariates, e.g., for unconditional monetary incentives in Model 1. This indicates that in 

meta-regressions with relatively small samples of studies but a number of relevant moderators (e.g., 

studies/moderator ratio being just below 10), constructing, presenting and comparing results of both 

weighted and unweighted models should be considered. On the other hand, including interactions to 

meta-regression models helped explain the effects of combining or not combining modes and 

incentives approaches on ORR. Model 4 with interactions also indicated a potentially significant effect 

of year of recruitment (negative effect) and monetary incentives amount (positive effect) on ORR, but 

at p < 0.1† level (see Table 3.4 in the Appendix 3). To minimize model selection effect on final findings, 

we would suggest researchers presenting different models and discussing any differences (as we did). 

3.5 Discussion 

This meta-analysis on recruitment rates in probability-based online panel research closes an important 

research gap and presents a number of practical solutions for online panel research practice. To the 

best of our knowledge it is the first meta-analysis on nonresponse error in online panels, as survey 

methodology is a discipline with fewer meta-analyses – in accordance with the findings of Čehovin 

et al. (2018). Besides offering methodological solutions to existing panel providers, findings of this 

study could inform a new online panel in the pre-recruitment phase regarding different recruitment 

strategies to be tested in their experimental recruitment study, similar to the pilot outlined by 

Struminskaya et al. (2014). Although the analysis is limited to recruitment events in online panel 

research, the findings on factors affecting ORRs can be extended to other data collection approaches, 

including those of cross-sectional nature and excluding the online mode. 

In this meta-analysis, we firstly observed reasonably low average panel registration rates with a very 

high heterogeneity of effect sizes, even higher than heterogeneity reported in similar meta-analyses 

studying the difference in nonresponse between the online and other survey modes (most recently 

Daikeler et al. 2020). After removing two outliers, the average effect size was even lower, and by 

multiplying ORR with COMR and RETR, the average cumulative rate would reach single digit numbers 

for a notable portion of all online panels. That is consistent with findings on lower response rates in 

non-panel online surveys (most recently Daikeler et al. 2020). The major differences between ORR in 

our meta-analysis was the reason for changing the primary focus from estimating the true effect size 

to explaining the variability of ORR using meta-regression modeling. Assuming that the true effect size 

varied between probability-based online panels and countries, we were able to explain more than 60% 

of variability of ORR with the selected moderators. Respecting cultural differences between countries 
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with probability-based online panels, which was an unobserved heterogeneity we could not fully 

control for, we consider this a very good result. 

Further, we identified a number of statistically significant predictors of ORR as part of recruitment 

strategies of organizations establishing or replenishing online panels. Some of the findings were in line 

with findings reported by panels conducting survey recruitment experiments. Our meta-analysis 

supported the findings of Scherpenzeel and Toepoel (2012) who reported no differences in 

recruitment rates between telephone and F2F modes. Our findings on the effectiveness of 

unconditional incentives were consistent with findings by Blom et al. (2015) and DiSogra et al. (2009), 

whose evidence was synthesized in our study as well, while our results showcased the combination of 

prepaid and conditional incentives as the best recruitment maximization technique. On the other 

hand, we did not observe the same positive effect of mail mode on recruitment rates in comparison 

to the telephone mode or the effect of follow-ups using a different mode on ORR, reported by Rao et 

al. (2010). As such, our meta-analysis contributes to mixed evidence in survey methodology on the use 

of incentives and different survey recruitment modes. One of the reasons for mixed evidence in 

studies/panels included in this meta-analysis could also be bias known as simultaneity bias; 

simultaneity is where the predictor variables are jointly determined by the outcome variable, and is 

one cause of endogeneity. In this particular study, while incentives could in theory positively affect 

ORR consistent with most literature on survey response (see Fan & Yan 2010), panels in countries with 

generally low survey response rates would have a higher propensity to use them than the panels 

already achieving target response without offering money in exchange for panel registration. 

We also have to acknowledge certain limitations of this study. Based on the information we have 

collected for those panels, we included ORR for more than 80% of all recruitment events in online 

panels based in countries outside Sweden or the US. On the other hand, we were not able to include 

any ORR for 21% of all US/Sweden-based online panels and we had limited time-series for additional 

36% of panels based in those two countries with more competitive online panel data collection market. 

Including ORR or longer ORR time-series for those panels would most probably result in a decreased 

pooled effect size, as North American panels stood out with lower ORR, ceteris paribus. However, with 

a very high heterogeneity of effect sizes, average ORR should not be the primary focus of a meta-

analysis on recruitment rates. Instead, extended time-series of recruitment events from the existing 

panels would offer new opportunities a few years in the future (e.g., in 2025). While our sample of 

response rates was comparable to the studies of Manfreda et al. (2008) and Daikeler et al. (2020), our 

findings could be more robust with additional ORR; also, from the panels we could not find/access ORR 

for 2007-2019 (see Table 3.3 in the Appendix 3). The main contribution of a larger sample size would 

be an increased statistical power to help identify more statistically significant methodological 
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predictors of ORR in meta-regression and explain more variability. This would have to be combined 

with more detailed methodological reports on recruitment strategies, which would help with 

identification of additional moderators as predictors, such as sending advanced letters or invitation 

content. In that case, even the existing coding and selection of moderators could be substantially 

improved. Certain moderators we used in meta-regressions, like Multiple-mode contact/recruitment, 

could also be split into individual predictors. Lastly, to fully exploit the panel nature of the data, 

carrying out multi-level meta-regression to control for unobserved heterogeneity should be tested in 

the future. With the existing data, that could not be done as that type of regression analysis would 

require more within-panel variability of predictors. Conducting more survey recruitment experiments 

in this space (and making the results publicly available, similarly to Blom et al. 2015; DiSogra et al. 

2009; Rao et al. 2010) would not only improve their panel recruitment strategies but also offer a better-

quality meta-analysis data from the modeling perspective. However, the existing evidence already 

provides very valuable insight into how recruitment to probability-based panels is done in practice, 

and what methodological solutions work better than some others in a worldwide context. 
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Appendix 3 

Table 3.3: A list of identified probability-based online panels (1/2) 

No. Name of panel Organization Country 
Established 

(if known) 
Active 

Source of overall recruitment 

rates 

Reasons for missing or incomplete recruitment 

time series 

1 Probit EKOS Canada  yes panel organization  

2 LISS panel  CentERdata Netherlands 2007 yes 
publicly available documentation 

(article)  
could not provide the latest overall recruitment rates 

3 GESIS panel GESIS Germany 2013 yes 
publicly available documentation 

(reports) 
 

4 German Internet panel University of Mannheim Germany 2012 yes 
publicly available documentation 

(website) 

couldn’t share information on the latest recruitment 

(2018) until a journal article is published 

5 Knowledge Panel GfK/Ipsos  USA 1999 yes 
publicly available documentation 

(article) 

limited information from the documentation; 

discussion in person, no information sent 

6 Gallup panel Gallup USA 2004 yes 
publicly available documentation 

(article) 

limited information from the documentation, couldn’t 

share more rates in the required form 

7 FFRISP panel 
Stanford University and Abt 

SRB 
USA 2007 no 

publicly available documentation 

(report) 
 

8 AmeriSpeak panel 
NORC at the University of 

Chicago 
USA 2014 yes  

discussion in person, not enough information provided 

after 

9 American Trends Panel Pew Research Center USA 2014 yes panel organization  

10 American Life Panel RAND Corporation USA 2003 yes 
publicly available documentation 

(report) 

limited information from the documentation; couldn’t 

share information, will be released in a report 

11 
American National 

Election Study Panel 

Stanford University and the 

University of Michigan 
USA 2008 no 

publicly available documentation 

(reports) 
 

12 ELIPSS panel  CDSP/DIME-SHS France 2012 yes 
panel organization, publicly 

available documentation (reports) 
 

13 SSRI panel  
Social Science Research 

Institute 
Iceland 2010 yes panel organization  

14 NatCen Opinion Panel NatCen Social Research UK 2015 yes 
publicly available documentation 

(reports) 
 

15 
Australian Health and 

Social Science Survey 

Institute for Health and Social 

Science Research at CQU 
Australia 2009 no  

They did not have access to the relevant information 

after a few years since the panel was deactivated 

16 Life in Australia™ Social Research Centre Australia 2016 yes panel organization  
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Table 3.3: A list of identified probability-based online panels (2/2) 

No. Name of panel Organization Country 
Established 

(if known) 
Active 

Source of overall recruitment 

rates 

Reasons for missing or incomplete recruitment 

time series 

17 Demoskop Panel Demoskop Sweden  yes  no response to any of our emails 

18 Novus Panel Novus Sweden 2008 yes panel organization provided rates for the most recent recruitment only 

19 Sifo Panel Kantar Sifo Sweden  yes  no response to any of our emails 

20 
Cross-National Online 

Survey (CRONOS) 
European Social Survey EST, SVN, UK 2016 no 

publicly available documentation 

(reports) 
 

21 Norwegian Citizen Panel 
University of Bergen, Uni 

Research Rokkan Center 
Norway 2013 yes 

publicly available documentation 

(reports) 
 

22 
Understanding America 

Study 

University of Southern 

California 
USA 2014 yes 

publicly available documentation 

(website) 
 

23 
The American Panel 

Survey 

Washington University in St. 

Louis 
USA  2011 no 

publicly available documentation 

(reports) 
 

24 KAMOS 

The Center for Asian Public 

Opinion Research & 

Collaboration Initiative 

Korea 2016 yes 
publicly available documentation 

(conference presentation) 

responded to our first email, never provided more 

information after several reminders 

25 SSRS Opinion Panel SSRS USA 2015 yes panel organization 
provided rates for the most recent recruitment period 

only 

26 IranPoll Online panel People Analytics Iran  yes  no response to any of our emails 

27 The Citizen Panel 
Laboratory of Opinion 

Research 
Sweden 2010 yes panel organization  

28 Taking Part Ipsos Mori UK 2016 yes 
publicly available documentation 

(reports) 
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Table 3.4: Meta-regression models, unweighted – random effect models 3 and 4 with ORR as the 

outcome variable and moderators as predictors (n=93 recruitment waves/years)  

Moderators 

Model 3 

(Unweighted, NO interactions) 

Model 4  
(Unweighted, WITH interactions) 

Coef. 
Standard 

error 
p value Coef. 

Standard 
error 

p value 

Year of recruitment -0.004 0.003 0.130 -0.005 0.003 0.093† 

Type of incentives (multiple answer variable)       

No incentives 0.176 0.045 <.0001***    

Lottery/prize draw 0.201 0.057 <.0001*** 0.022 0.035 0.523 

Conditional monetary incentives -0.010 0.062 0.867    

Unconditional monetary incentives 0.143 0.046 0.002**    

Both unconditional and conditional 
incentives 

   0.175 0.045 <.0001*** 

Conditional monetary incentives only    -0.194 0.050 <.0001*** 

Unconditional monetary incentives only    -0.041 0.040 0.307 

Guaranteed recruitment incentives in USD 0.006 0.004 0.121 0.007 0.004 0.088† 

Recruitment mode (multiple answer variable)       

Interactive voice response (IVR) -0.131 0.047 0.005** -0.159 0.060 0.008** 

Face-to-face 0.018 0.038 0.630 0.001 0.044 0.981 

Telephone 0.054 0.025 0.029*    

Mail/postal -0.090 0.026 <.0001***    

Both telephone and mail/postal    0.041 0.054 0.446 

Telephone only    0.022 0.049 0.649 

Mail/postal only    -0.124 0.052 0.016* 

Multiple-mode contact/recruitment -0.039 0.028 0.167 -0.043 0.029 0.138 

Piggybacking recruitment 0.026 0.037 0.478 0.015 0.040 0.719 

North American panel -0.092 0.027 <.0001*** -0.095 0.027 <.0001*** 

Intercept 0.091 0.056 0.103 0.307 0.062 <.0001*** 

T2 0.005 0.005 

I2 1.000 1.000 

R2 0.614 0.612 

Test for Residual Heterogeneity QE(df = 79) = 19607.9, p < .0001 QE(df = 78) = 19590.3, p < .0001 

Test of Moderators QM(df = 13) = 158.4, p< .0001 QM(df = 14) = 158.2, p< .0001 

***p<0.001, **p<0.01, *p<0.05, †p<0.10; Coef. – regression coefficient  
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Chapter 4 Social-psychological aspects of probability-based online panel 

participation 

4.1 Introduction 

With survey response rates declining to single-digit numbers in certain survey modes (Keeter et al. 

2017), survey researchers and their organizations, including those that establish and maintain online 

panels, need to have a better understanding of why certain people participate in particular types of 

surveys and what are the psychological differences between respondents and nonrespondents. Also, 

survey methodology as a research discipline is predominantly based on quantitative evidence about 

particular methods, and much less on qualitative evidence – since it is fundamentally a quantitative 

research approach. For example, an experiment of the leverage-saliency theory (LST) of survey 

participation (Groves et al. 2000) and an investigation into social-psychological theories explaining 

response in web surveys (Keusch 2015), were both studies based on quantitative evidence. Lastly, 

there is limited evidence on the effect of personality on survey nonresponse, especially in panel survey 

research (e.g., Hansson et al. 2018). 

This chapter is based on the assumption that, in order to understand survey respondents’ behavior 

and their motivation for, or reasons for not participating in (panel) survey research, more qualitative 

evidence on the social-psychological aspects of survey participation is needed. The existing 

psychological research in the field of survey methodology seems to have been more focused on the 

topics like the psychology of item response and associated measurement error (e.g., Krosnick 1991; 

Tourangeau et al. 2000; Ward & Meade 2018) than on the psychology of survey participation and 

associated nonresponse error (e.g., Groves et al. 1992; Holmberg et al. 2008; Keusch 2015), especially 

in the case of panel studies (e.g., Haunberger 2011). Dillman (2020) argues that theories of response 

behavior tend to be dated, ignore certain techniques for improving response, are limited to single-

mode applications, and ignore how the design of each survey contact, as well as any associated 

invitation materials, should be guided by the theory.  

General population probability-based online panels are, from a social-psychological perspective, a 

special case for a couple of reasons. First, they often use mixed-mode protocols, with offline 

recruitment and reminders (Kaczmirek et al. 2019). Second, the panel nature of survey participation 

exhibited in regular, often monthly or even more frequent, requests for completion of questionnaires 

(see Chapter 3). These differences have important implications for the research into social-

psychological aspects of survey participation. 
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Although most studies in this space have been based on quantitative evidence on (non)response in 

cross-sectional surveys, but not on survey response in longitudinal or panel settings, we will present 

mostly qualitative evidence to answer the following research questions: 

1. What are the main motivational factors and barriers which influence panellists’ panel 

participation behavior (recruitment outcomes, survey completion, voluntary attrition)? 

2. Do the main motivational factors and barries differ between panellists with different 

participation patterns (frequent-respondents, infrequent respondents, and nonrespondents), 

and is their panel behavior associated with their personality traits? 

3. How can their panel participation behavior, i.e., survey completion over time, be explained 

with social-psychological theories on survey participation? 

4.2 Social-psychological theories of survey participation 

There are various contemporary social psychology theories that may be relevant to explain survey 

participation, i.e., why people participate in surveys. The most common theoretical frameworks 

discussed in the literature are (a) social exchange theory, (b) cognitive dissonance, (c) self-perception, 

(d) commitment and/or involvement, (e) theory on planned behavior, (f) compliance heuristics, and 

(g) leverage-salience theory (cf. Albaum & Smith 2012; Keusch 2015), while economic exchange theory 

can explain the role of incentives (Lavrakas 2008) and other behavioral change theories could explain 

the process of voluntary attrition (such as the reasoned action approach of Fishbein & Ajzen 2011). 

We will review these frameworks in more detail, posit the link between the frameworks and 

motivational factors and barries for survey participation, and review the literature on the association 

between personality and survey response. 

1) Social exchange theory  

Social exchange theory (SET) is based on the premise that people’s feelings about interactions and 

relationships depend on the associated outcomes. Previous rewards for participation in activity, how 

often activity is rewarded, and the value of the activity/rewards, can all have an effect on participation 

in the activity. The perception of costs and benefits accompanying activity determine the evaluation 

of the activity, and the perceived rewards should be at least equal to perceived costs for a person to 

continue with the activity (Homans 1961). Social exchange is based on unspecified obligations with no 

contract and no exact price/costs (Blau 1964). 

In survey methodology, SET is most frequently used to explain respondents’ decisions whether to 

participate or not participate in surveys (Dillman 1978; Goyder & Boyer 2008). While rewards in the 
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cost-benefit model are associated with personal interests of sampled members (e.g., satisfaction with 

participation), examples of costs are shortage of time, uncertainty about unfamiliar situations, or 

privacy issues concerns (Keusch 2015).  

2) Economic exchange theory 

The main difference between social exchange and economic exchange is that the obligations incurred 

are specified in economic exchange. Also, the types of exchange differ in the trust required for the 

exchange and promoted by the exchange. In economic transactions, a formal contract exists, which 

specifies exact quantities to be exchanged (Blau 1964). 

Economic exchange theory explains, similarly to SET, that perceived costs of participation should not 

exceed perceived benefits. It also provides an explanation for why incentives that are perceived as 

payment or compensation for time/effort can in practice increase response, in contrast to perceptions 

of incentives as a token of appreciation, as in case of social exchange (Biner & Kidd 1994; 

Lavrakas 2008). 

3) Self-perception theory 

Self-perception theory explains the relationship between behavior, attitudes and beliefs. Individuals 

own attitudes can be based on their perception of their own overt behavior. Not only that, their 

attitudes and beliefs can be influenced by their participation in role-playing and through self-

observation of that behavior – a phenomenon known as self-persuasion (Bem 1967).  

In surveys, self-perception theory explains why previous survey response (or a related activity) can 

affect respondents’ propensity to respond to a subsequent survey invitation. For example, Trussell 

and Lavrakas (2004) showed how those who agreed to participate in the first stage of a mixed-mode 

survey were more likely to participate in the second stage (with no rewards) than those who were 

never contacted or refused to participate in the first stage, but had been offered $10 in the second 

stage. Furthermore, a shorter questionnaire followed by a request to a longer questionnaire (so-called 

a foot-in-the-door technique) is considered an effective response maximization approach; other 

approaches based on this theory are labelling potential respondents as regular survey respondents, 

or communicating their previous survey behavior to them (Keusch 2015). 

4) Cognitive dissonance theory 

This theory addresses a motivational state known as cognitive dissonance, which results from a person 

holding two (or more) inconsistent cognitions. This creates dissonance for the person, which is 

motivational because it is psychologically uncomfortable. This causes the person to seek to remove or 
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alter one of those two cognitions. Cognitive dissonance is based on consistency among our cognitions, 

which need to be restored (Bem 1967; Festinger 1957).  

As it relates to survey research, the literature explains that there are different conditions that create 

dissonance among survey participants, thereby leading them to be more willing to respond. The most 

common is the use of unconditional/noncontingent incentives that are given prior to survey 

completion. Such incentives are consistently reported to be effective in increasing response from a 

respondent because accepting the incentive without earning it, is posited to create dissonance 

(Boulianne 2008). Thus, the respondent is motivated to eliminate the dissonance by competing the 

survey task. Keusch (2015) also lists reminder messages as a means to motivate respondents because 

such messages create dissonance for the respondent. 

5) Reasoned action approach 

The reasoned action approach is a theory of behavioral prediction, and is the most current form of 

theories of reasoned action and of planned behavior. The approach explains how beliefs associated 

with a given behavior guide the decision to perform or not perform that behavior. There are three 

types of beliefs: (a) behavioral, (b) injunctive and descriptive normative beliefs, and (c) control beliefs. 

These determine an individual’s attitudes, perceived norms, and perceived behavioral control, which 

if combined lead to behavioral intention. The stronger the intention and the more actual control a 

person has over the performance of the behavior, the more likely the behavior is performed (Fishbein 

& Ajzen 2011). 

Bosnjak et al. (2005) applied an extended version of theory of planned behavior to web-based panel 

surveys. They found that intention to participate in the survey is predicted best by one’s own 

perception of control over her/his decision to participate in the survey, the attitude towards survey 

participation, and subjective norms. Moreover, response behavior can be predicted by the intention 

to participate in the survey, but not directly by perceived control over survey participation. 

6) Leverage-salience theory 

The leverage-salience theory of survey participation helps explain survey nonresponse through 

various survey attributes affecting the response/nonresponse outcome. According to the theory, each 

survey attribute (e.g., mode of contact, number of contacts, survey topic, survey purpose, identity of 

the survey sponsor, use of incentives, questionnaire length/burden, etc. (Groves et al. 2000; Groves 

et al. 2009; Seifert 2008)) will have different leverage for different persons on their decision to 

participate in a given survey, while the activation of the leverage is dependent upon whether that 

attribute is made salient to the potential respondent (Groves et al. 2000). Survey attributes can be 
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envisioned as weights on a scale, which tip the balance of the scale in either a response or 

nonresponse direction. Thus, the same survey request will not have the same outcome with different 

persons or even the same person at different times, as few people will always react the same way 

(agree to participate or refuse to) to survey requests with different survey attributes.  

7) Compliance heuristics 

While people frequently decide about performing an activity based on the attractiveness of its 

features, other social-psychological factors may play a role in the decision, and a survey request 

situation predominantly favors a heuristics approach to decision-making – given the brief amount of 

cognitive time and energy that goes into the decision (cf. Groves et al. 1992). Cialdini (1987) lists the 

following compliance heuristics principles: (a) reciprocation (repaying for what someone has provided 

us), (b) social proof (acting like others are acting, in accord with social evidence), (c) liking (either liking 

those from whom the request comes, with whom one is familiar with, or are being liked by), 

(d) authority (a recognized authority or those with superior knowledge and judgement), (e) scarcity 

(the idea of losing something that is short in supply), and (f) commitment and consistency (being 

consistent with previous actions/activities and/or something we have committed to). In the case of 

surveys, Albaum and Smith (2012) introduced commitment and involvement as main compliance 

heuristic principles positively affecting consistency in responding to survey requests. 

This review of socio-psychological theories also serves as a theoretical background for studying 

nonresponse error/bias (and their sources) in some other chapters of this thesis. For example, social 

exchange, economic exchange and cognitive dissonance theories can be applied to explain the role of 

monetary rewards in increasing survey response, either conditional or unconditional incentives – this 

is studied in Chapter 3 with a meta-analytical approach using recruitment data from 23 worldwide 

probability-based panels. 

4.3 Association between personality and survey participation 

The literature on the association between personality and survey participation is still limited and 

findings are not consistent. Porter and Whitcomb (2005), who studied the relationship between 

nonresponse and personality types in student surveys by using Holland’s (1966, 1985) personality 

measures (investigative, artistic, social, and enterprising), concluded that those with investigative 

personalities and those with less enterprising personalities were more likely to comply with 

survey requests.  

However, most other studies on personalities and nonresponse have used the Big 5 Personality traits 

test (Goldberg 1992). Hansson et al. (2018), who studied attrition in a general population longitudinal 
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study, found that higher neuroticism and higher extraversion, as well as lower agreeableness, were all 

individually associated with a higher propensity for attrition. Lugtig (2014), who studied attrition in a 

probability-based online panel sample, reported that early attritors (those who opt-out in the first 

12 months) scored higher on extraversion, but those who attrited in the first 6 months also scored 

higher on agreeableness and lower on conscientiousness. Online panellists responding infrequently 

scored lower on conscientiousness and higher on extraversion than the most loyal panellists.  

Of note, while DiSC is a personality-based assessment (Marston 1928) often applied in practice to 

measure surface traits and explain how these traits lead to behavior (Jones & Hartley 2013), to the 

best of our knowledge it has not been used in research on nonresponse or attrition in cross-sectional 

or panel studies. The DiSC was chosen because a significant correlation exists with more commonly 

used Big 5 Personality traits test, but it is primarily focused on identification of behavior 

styles/preferred behavior and not on personality traits. As such it is more commonly used by industry 

than academia (Jones & Hartley 2013), and it might have a potential to explain other types of non-

organizational behavior (such as survey participation). 

4.4 Methods 

4.4.1 Data 

Three kinds of data were gathered from panellists of Life in Australia™, which was a mixed-mode 

probability-based online panel with approximately 4,000 active panellists in 2021.31  

There are three main components of this study. First, all Life in Australia™ panellists responding in the 

June 2019 survey (Wave 28) were asked an open-ended question about their experience participating 

in the panel: 

We would like to understand why you chose to be part of Life in Australia™  

and what, if anything, you value about being part of it.  

What does being part of Life in Australia™ mean to you or what motivates you to 

participate in the surveys? 

 

31 The Life in Australia™ is a probability-based online panel established in 2016 (using dual-frame RDD sampling, telephone 

recruitment), replenished in 2018 (using RDD mobile sampling and telephone recruitment), and expanded in 2019 (using 

address-based sampling and postal recruitment). The data from panellists have mostly been collected monthly, all panellists 

have been invited to participate in the majority of surveys, and the telephone mode has been used to collect data from the 

offline population. Panellists can either receive incentives for their survey completion or can donate to charities (Kaczmirek 

et al. 2019). As of May 2021, 50 waves of data collection have been carried out. 
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The question was asked in a regular Life in Australia™ monthly panel survey. For our study we coded 

1,557 verbatim responses in order to generate the quantitative data that we analyzed and which we 

are reporting here. Second, qualitative in-depth interviews (IDIs) were conducted with 15 panellists 

who answered the open-ended question. They were questioned about their motivations and barriers 

related to their panel participation, with a focus on the social-psychological drivers for joining the 

panel and completing monthly surveys. Third, the same 15 respondents completed the DiSC 

personality trait assessment (Marston 1928) soon after their qualitative interview. For that reason, an 

online DiSC test was programmed. A summary of data sources used in this study is available in Table 

4.1 below. All 15 panellists completed their IDI and all but one completed the DiSC inventory. 

Table 4.1: Data used in the study on psychological aspects of online panel participation 

Data Type of data Sample size Data collection period 

Verbatim responses to an open-

ended survey question 
Qualitative n=1,557 June 2019 

In-depth interviews Qualitative n=15 
March 2020 – February 

2021 

DiSC test Quantitative n=14 
March 2020 – February 

2021 

4.4.2 Data collection 

The survey data were collected in June 2019. Out of 2,000 panellists completing the questionnaire 

(74.7% completion rate and 8.4% cumulative response rate in Wave 28), 1,715 (84.4%) provided a 

valid open-ended answer to the question on why they chose to join the panel (i.e., their motivations 

to participate in Life in Australia™). Of those 1,715, 1,557 panellists or 77.9% of all those who 

completed that wave gave consent to the use of their data for research purposes. Hence, verbatims 

from 1,557 panellists were used in this study. 

The 15 in-depth interview participants were recruited and semi-structured interviews conducted 

between March 2020 and February 2021. Data were collected by two qualitative interviewers; one 

from the Social Research Centre (SRC) and one from Australian National University (ANU)32. Due to 

the COVID pandemic, interviews were conducted virtually or via the phone. The participants were 

asked questions about their survey participation in general, recruitment to Life in Australia™, 

 
32 The SRC interviewer was trained and monitored by the qualitative team leader from the Social Research Centre. The ANU 
interviewer was trained and monitored by the primary investigator of this study from the Australian National University. As 
part of monitoring, the primary investigator listened to recordings during the IDI data collection period and later discussed 
any issues with the interviewers. Both of them used the same list of questions for a semi-structured interview and discussion 
guide (see Appendix 4). It was concluded that there was no reason to believe that any so-called interviewer effects 
substantially affected participants’ answers to questions. 
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motivation and barriers to panel participation, and, if applicable, the reasons for not completing wave 

questionnaires and/or voluntary attrition. The full list of questions for a semi-structured IDIs is in the 

Appendix 4. 

Following the in-depth interview, the 15 participants received an email with an invitation to an online 

DiSC assessment. It was programmed in Qualtrics and consisted of 28 closed-ended questions, each 

written as groupings of four statements, from which the respondents had select one of the four 

statement that described her/him the most and one that described her/him the least (see Appendix 

4). Each group of four statements included one statement associated with one of DiSC personality 

traits, Dominance, Influence, Steadiness and Conscientiousness.33  

4.4.3 Panel participation behavior classification 

To study different respondent profiles in the second and third component of the study, the Life in 

Australia™ sample was divided into three distinctive groups (see Table 4.2 for more information). From 

each of these groups, between four and six respondents were recruited and qualitative data was 

gathered from each. While the groups were internally homogeneous, they were externally 

heterogeneous compared to each other as we aimed to study psychological aspects of online panel 

participation within particular groups of respondents with very different panel behavior over time. 

Table 4.2 presents the target groups of panellists from Life in Australia™ that were chosen, sampling 

criteria, sample sizes, as well as the main panel-management objective for those types of panellists in 

practice. Frequent-respondents were those panellists who participated in every survey to which they 

had been invited. The second group were so-called ‘stopped-responding’ panellists, and in practice 

we recruited those who had not responded in the previous four consecutive waves at the time of 

recruitment. The nonrespondent group included both fast voluntary attritors, i.e., those who opted-

out in the first 6 months after recruitment in 2019, as well as those who had been recruited (and 

profiled), but never participated in a monthly Life in Australia™ survey/wave. For our complete 

classification of probability-based online panel members in practice, please see Table 4.5 in the 

Appendix 4. 

  

 
33 We used a 28-item version first known as Personal Profile System 2800 Series (PPS 2800) and then as DiSC Classic. 
Dominance can be used to describe people who are outspoken with their opinions, direct, and forceful; Influence can be 
used to describe people who are lively, enthusiastic and outgoing, enthusiastic, Steadiness can be used to describe people 
who are accommodating, gentle, and patient with others’ mistakes; Conscientiousness can be used to describe people who 
are reserved, precise, and analytical (Everything DiSC, n.d.). 
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Table 4.2: Panellist classification, groups of panellists interviewed in this study (qualitative)  

Group 
Participation behavior (trend) in 

Life in Australia™ surveys 

Main panel 

management objective 

Sample 

size34 

Frequent-respondents 

(100% or ‘gold star’ 

respondents) 

Completion rate 100% prior to 

recruitment to IDIs 

Maintaining high 

participation 
6 

Stopped-responding 

(‘dozers’) 

4 consecutive waves of unit 

nonresponse prior to 

recruitment to IDIs 

Reactivation 5 

Nonrespondents 

(‘backouts’, ‘fast attritors’) 

Never responded after 

recruitment, or opted-out in 

late-2019 in the first 6 months 

after their recruitment  

Initial activation, 

delaying or avoiding 

voluntary attrition 

4 

4.4.4 Coding and data analysis 

Processing the Life in Australia™ Open-ended Survey Data. As noted, written answers (also known as 

verbatims) to the open-ended question about motivations to join the panel were provided by 1,557 

panellists. Those verbatims were transformed into quantitative data for our analyses through the 

following processes: 

• The two authors independently drew random samples of 100 verbatims and created their own 

preliminary set of categorical codes to characterize/capture different motivations that the 

panellists had expressed for joining the panel. The authors did not discuss their own creation 

of categories with each other while they were doing this. 

• The two authors then compared their respective categories and found that they had 

substantial agreement between them. In the few instances where the categories did not 

initially corresponded, they discussed the variations and readily reached agreement on how 

to accommodate the differences.  

• A final categorization scheme using 16 substantive motivations, plus a “Misc. Other” category, 

and a “Non-responsive” category (all displayed in Tables 4.3 and 4.6), was agreed. 

 
34 To recruit participants, an expression of interest (EOI) request email was sent to Life in Australia™ panellists who were 

selected from the whole panel based on their participation behavior described in Table 4.2. Recruitment of 

backouts/voluntary attritors was considerably more challenging than recruitment of dozers and gold-star panellists. To 

recruit gold star panellists, 133 EOIs were emailed out, 36 responded positively, and 13 had to be called in the end for six to 

be successfully recruited. To recruit five dozers, 24 panellists were called, including those who did not respond positively to 

the EOIs. To recruit nonrespondents, all 64 (‘fast attritors’) and 74 (‘backouts’) panellists, who were initially sent an EOI email, 

had to be contacted over the phone for a total of four (2+2) to be recruited and interviewed. 
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• From extensive past experience with the coding of open-ended verbatims provided by survey 

respondents, the authors agreed to code as many as three different motivations from each 

panellist’s verbatim, but no fewer than one.  

• The set of 1500+ verbatims was split between the two authors, and each coded those 

independently of the other. For 47% of the 1,557 panellists, one motivation was coded from 

their verbatim; for another 44%, two motivations were coded; and for 8%, three motivations 

were coded.  

• After the coding was complete, the frequencies for the use of each of the 16 substantive 

categories by the two authors was compared. A very similar level of frequency was found for 

14 of the 16 categories. There was not as much correspondence for the following two 

motivational categories: “To be informed about topical issues” and “Contributing to the 

survey/study/research/science.”  

• The authors discussed their respective use of these two categories and developed an 

understanding of why there had been a difference in the use of each. Based on this 

understanding, the assignment of each of these two categories was reviewed and where 

needed the coding of those categories was revised so as to achieve high consistency between 

the two coders. 

Using the data generated by the coding of the verbatims, as many as three new motivational variables 

were created for each panellist. Then, using the data in those three variables, 16 new variables were 

created – one for each motivation. These dichotomous variables indicated whether a panellist was 

coded to have mentioned a particular motivation in her/his verbatim answer.  

Processing the In-depth Interviews. Data from qualitative IDIs were transcribed and analyzed in 

NVivo. The same 16 substantive codes used for coding responses to open-ended questions were used 

to identify motivational factors for joining the panel and completing monthly questionnaires. Separate 

coding frames were prepared for (1) barriers, and (2) indicators of social-psychological theories 

explaining panel participation (based on theoretical review of survey participation theories) (see 

coding frames in the Appendix 4). 

Processing the Personality Test Data. DiSC assessment data were processed in SPSS. For each DiSC 

personality trait (Dominance, Influence, Steadiness and Conscientiousness), indexes were calculated 

as scores from 28 closed-ended questions. The maximum score for each personality trait was 28, 

which means that for all 28 groups of statements, the statement associated with a particular 

personality trait would have to be selected as “describes me most”. The minimum score was -28, with 

statements associated with a particular personality trait selected as “describes me least” in all 28 
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groups of statements. In the end, we compared individual scores for DiSC personality traits, 

personality types which stood out each panellist, as well as the average panel behavior group scores 

(see Table 4.11 in the Appendix 4 for descriptive statistics).  

4.5 Results 

4.5.1 Coded motivations reported by panellists in the open-ended data 

To answer the first research question on the main motivational factors which influence panellists’ 

panel participation behavior, we analyzed survey data (an open-ended question). Table 4.3 presents 

the frequencies for the proportion of panellists who mentioned each of 18 categories into which the 

open-ended data were coded (16 substantive motivational categories, a Misc.-Other category, and a 

Nonresponsive-Answer category). Of note, the rows in the table are organized into motivational 

“themes” or “groupings” using qualitative research “sense making” by the authors (cf. Roller & 

Lavrakas 2015). We generally ordered them by their frequency while listing together motivations 

combined in components as broader motivations.  

A Principal Components Analyses (PCA) with Varimax rotation of the 16 motivational variables was 

conducted. As shown in Table 4.9 in the Appendix 4, eight components were identified as having an 

eigenvalue of 1.00 or greater. These accounted for 57% of the total variance among the 16 

motivational variables. These eight components were subjected to a Varimax rotation and the rotated 

Component Matrix is shown in Table 4.10 in the Appendix 4. The loadings in Table 4.10 are for the 

highest absolute value in each row of the table. Those with an absolute value of 0.400 or greater were 

used to define each component. Out of eight components with eigenvalue of 1.00 or greater, five 

components were with two or more motivations with an absolute loading of 0.400 or greater, and 

three components were with mutually exclusive motivations (see further explanation in the Appendix 

4). Thus, we identified the following broader motivations: (a) being motivated by an intellectual 

attraction, (b) being “gifted/valued” for one’s participation, (c) being motivated to “give/contribute” 

something as a panel member, (d) doing something interesting with one’s time, and (e) enjoying being 

part of this particular panel managed by a respected organization (see Table 4.3). 

As shown in Table 4.3, four-fifths of the panellists (80%) mentioned at least one motivation that 

referred to them being pleased that they were able to share their views and that they believed that 

someone was “listening”; motivation codes 1, 2 and 4. One-fifth (21%) of panellists expressed at least 

one motivation that referred to their being attracted intellectually to participate in the panel; 

motivation coded 7, 8, and 11. In the next largest group, 18% of the panellists of the panellists 

mentioned at least one motivation that referred to being gifted/valued for their input; motivation 
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coded 5 and 9. One in nine (11%) of the panellists mentioned at least one motivation of wanting to 

give/contribute to something they were part of, and one in eleven (9%) mentioned at least one 

motivation referring to doing something interesting with their time. Other motivations, such as 

enjoying being part of this particular panel managed by a respected organization or sharing 

views/opinions in a non-judgemental platform, were less prevalent. 

Table 4.3: Motivational factors (coded open-ended question answers) 

Broader motivation 
(components, PCA analysis)35 

Code/motivation % 

 / 

(4) Self-actualization, allows my voice to be heard 35.8 

(1) Sharing views/opinions to make a difference or 
influence change 

32.2 

(2) Sharing views/opinions to represent others like 
me/population subgroups/minorities 

12.0 

Being motivated by an 
intellectual attraction  

(7) Thought-provoking to participate in the panel 11.6 

(11) Enjoying surveys/participating in research 5.5 

(8) To be informed about topical issues 3.9 

Being “gifted/valued” for 
participation 

(5) My opinions are valued, appreciated, taken into account 10.3 

(9) Receiving incentives 7.8 

Being motivated to 
“give/contribute” something  

(14) Contributing to the survey/study/research/science 5.8 

(10) Donating to charity 5.1 

Doing something interesting 
with one’s time 

(12) Interesting topics 8.2 

(16) Have the time/something to do 1.0 

/  
(17) Other motivation 5.0 

(15) Positive sentiment towards Australia 2.9 

Enjoying being part of this 
particular panel managed by a 

respected organization 

(6) Like being part of something, part of a team 2.3 

(13) Social Research Centre/Life in Australia™ are reliable 
enterprises 

1.3 

/  
(3) Sharing views/opinions in a non-judgemental platform 1.8 

(18) Non-responsive answer 1.7 

4.5.2 Comparing recruitment strategies with self-reported motivations to join and 

participate in a panel 

Moreover, we expanded our answers to the first research question by comparing reported 

motivations to Life in Australia™ recruitment communication. Table 4.4 compares (a) the persuasive 

statements that the SRC used during their recruitment of the Life in Australia™ panel, with (b) the 

coded self-reports of why panellist joined and remained active in the panel. (As previously noted, the 

authors gathered all of the panel recruitment scripts and other materials that were used for panel 

recruitment/maintenance and did a content analysis of them to identify the motivations that they 

contained.)  

 
35 See Tables 4.9 and 4.10 in the Appendix 4 for more information. 
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In understanding this comparison, it is important to recall that all panellists had been exposed to the 

persuasive statements prior to being asked to provide their open-ended verbatims of motivational 

influences.36 Thus, one possibility is that when asked what motivated them to be part of the panel, 

the panellists’ answers were influenced by what they recalled hearing or reading from the SRC about 

why they should join and stay active in the panel. 

As shown in Table 4.4, all but one of the motivational reasons (left column) that were used by the SRC 

were mentioned by panellists in their verbatims (right column). The one persuasive statement that 

the SRC used to recruit panellists that was not explicitly mentioned by the panellists with enough 

frequency to justify forming a unique code for it was “Your participation is voluntary and you can drop 

out at any time.” 

Among the persuasive statements used by the SRC in recruitment that matched up most frequently 

with the motivations that panellists mentioned in their verbatims (as shown in the right-hand column 

of Table 4.4) were: 

• #1 – Sharing views/opinions to make a difference or influence change 

• #5 – My opinions are valued, appreciated, taken into account 

• #14 – Contributing to the survey/study/research/science. 

However, the majority of panellist (55%) did not mention any of these three reasons for why they 

joined and stayed active in the panel. Whereas, 42% mentioned one of these three reasons and 

another 3% mentioned two of the reasons; no panellist mentioned all three reasons. 

Our interpretation of the results presented in Table 4.4, and our sense-making of them, is that while 

some of the panellists may have been influenced by their recall of the SRC’s recruitment strategies 

when they were asked to explain their motivations for being part of the panel, the preponderance of 

the motivations in the verbatims that the panellist provided to the open-ended question were 

indicative of the panellists’ own independent thinking at the moment they answered the question, 

and were not affected by the recruitment-related persuasive communications they had previously 

received from the SRC.  

After completing this work, the two authors decided to further investigate why the panellists may 

have expressed these particular 16 motivations. This led the authors to content-analyze all the written 

and spoken communications from the SRC and its interviewers to panellists at the time(s) that the 

 
36 This is not to imply that all panellists were exposed to all of the recruitment strategies that the SRC utilized. Rather, that 
all panellists were exposed to at least some of these strategies in the contact that they had with SRC interviewers and via 
other communications that the SRC had with panellists. 
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panellists were being recruited into Life in Australia™ or being encouraged to keep completing the 

monthly questionnaires.  

Table 4.4: Mapping reasons in recruitment communications and self-reported motivation 

No 
Reasons in Recruitment communications  

to join Life in Australia™ 
Self-reported coded motivation to participate in  

Life in Australia™ from verbatims 

1 
You can influence Australian researchers, 
policy-makers, and academics 

1 - Sharing views/opinions to make a difference or influence change 

14 - Contributing to the survey/study/research/science 

2 
You will help others better understand 
Australia and Australians  

1 - Sharing views/opinions to make a difference or influence change 

5 - My opinions are valued, appreciated, taken into account 

14 - Contributing to the survey/study/research/science 

3 Your views will be heard 
4 - Self-actualization, allows my voice to be heard 

5 - My opinions are valued, appreciated, taken into account 

4 It’s an opportunity to share your views 

4 - Self-actualization, allows my voice to be heard 

1 - Sharing views/opinions to make a difference or influence change 

2 - Sharing views/opinions to represent others like me/population 
subgroups/minorities 

3 - Sharing views/opinions in a non-judgemental platform 

5 Your views will be represented 

2 - Sharing views/opinions to represent others like me/population 
subgroups/minorities 

5 - My opinions are valued, appreciated, taken into account 

6 
You will gain incentives/ rewards/make 
donations 

9 - Receiving incentives 

10 - Donating to charity 

7 Your input will be appreciated 
5 - My opinions are valued, appreciated, taken into account 

14 - Contributing to the survey/study/research/science 

8 Your input is valuable 

5 - My opinions are valued, appreciated, taken into account 

14 - Contributing to the survey/study/research/science 

1 - Sharing views/opinions to make a difference or influence change 

9 
You will be participating in important 
national research 

14 - Contributing to the survey/study/research/science 

1 - Sharing views/opinions to make a difference or influence change 

10 
You are special - relatively few Australians 
get this invitation-only chance to join 

5 - My opinions are valued, appreciated, taken into account 

2 - Sharing views/opinions to represent others like me/population 
subgroups/minorities 

11 
This is a chance to participate in 
something innovative/novel/unique 

14 - Contributing to the survey/study/research/science 

12 
Your data are protected by Aussie privacy 
laws and kept confidential 

13 - Social Research Centre/Life in Australia™ are reliable enterprises 

13 
Your participation is voluntary and you 
can drop out at any time 

/ 

14 You will be helping ANU 
14 - Contributing to the survey/study/research/science 

13 - Social Research Centre/Life in Australia™ are reliable enterprises 

15 
You will be affiliated with something ANU 
is doing 

13 - Social Research Centre/Life in Australia™ are reliable enterprises 

Table 4.4 presents a comparison between the motivations that were identified in the 1,557 verbatims 

by the authors and the themes in the recruitment materials that the SRC used, as identified by the 

authors. As shown in Table 4.4, there is a relatively close correspondence between (a) what a panellist 

was exposed to in recruitment (and in subsequent SRC follow-up communications to a panellist that 
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may have occurred), and (b) the motivations for joining and staying in Life in Australia™ that the 

panellists expressed in their verbatims. However, the correspondence was not perfect, as the 

panellists expressed six motivations that were not part of what the SRC had told them during 

recruitment.37 All in all, we believe that much of what the SRC used in their recruitment protocols 

struck chords that resonated with many of the panellists who joined Life in Australia™. And, we believe 

that that was the primary reason for the similarity between what the SRC communicated to panellists 

during recruitment to persuade them to join Life in Australia™ and what the panellists later reported 

in their verbatims.38 

4.5.3 Motivation and barriers to participation 

To further answer the first research question on the main motivational factors as well as barries which 

influence panellists’ panel participation behavior, we analyzed IDI data. Further to the evidence from 

survey data (see Section 4.5.1), we will now present the qualitative evidence on motivation and 

barriers (i.e., barriers are reasons for nonparticipation). As discussed earlier, LST posits that essentially 

all persons invited to participate in a research panel will have reasons to join/stay active and reasons 

not to join/stay active. 

Furthermore, while motivation to join already has been addressed with our survey data (i.e., the 

verbatims to the open-ended question), we now will further discuss motivational factors for staying 

active in the panel across different phases of panel lifecycle, i.e., the recruitment, survey participation, 

and survey nonparticipation phases using our qualitative IDI data. 

4.5.3.1 Motivation across different stages of the panel lifecycle 

The results on the motivation from the IDIs did not differ substantially from the survey results based 

on verbatim responses to an open-ended question in the survey. The most notable difference was 

that, throughout the IDIs (most of which lasted between 30 and 45 minutes), participants mentioned 

several different motivational factors, while in a survey and responding to the open-ended question, 

they rarely wrote about more than two motivations. This confirms the value of the qualitative data in 

better understanding panel participation motivation and barriers. 

 
37 These six motivations were: (1) Like being part of something, part of a team; (2) Thought-provoking to participate in the 
panel; (3) To be informed about topical issues; (4) Enjoy surveys, participating in research; (5) Interesting topics; and (6) 
Positive sentiments towards Australia. 
38 It is possible that the SRC should consider adding those motives that panellists expressed for joining Life in Australia™, 
but were not mentioned previously in recruitment for Life in Australia™, to some of their future recruitment efforts; or at 
least train their interviewers to consider mentioning these reasons for why someone might join Life in Australia™.  
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Most commonly successful recruitment was a result of 

motivational factors associated with (1) the topic of 

research, for about two-thirds of all qualitative interview 

participants. Some of them liked or found important either 

social or political topics; for example, one participant was 

interested in what the survey was about, and one found it 

interesting to participate. The second most common factor 

convincing participants to join the panel was (2) the 

sponsor of the research, and most of them mentioned the 

(Australian National) University. Most participants 

reported that they would much rather participate in social 

or academic surveys than commercial surveys, with just a 

couple of exceptions. The other common reasons for 

joining the panel, each of them mentioned by about 

one fifth of participants, were (3) to have a say, (4) to 

contribute to research, and (5) to receive incentives. Two 

participants also mentioned that they wanted to 

(6) represent their opinions or particular population 

subgroups. Only one IDI participant did not remember 

anything about how s/he joined the panel. 

Evidence on intrinsic motivation for panel participation and 

survey completion is fairly consistent with the previously 

reported results based on survey data. About two-thirds of 

all participants reported (1) contribution-focused 

motivation, with sharing views/opinions to make a 

difference, contributing to research, and sharing views to 

represent opinions as the most notable motivational 

factors. Three of the IDI participants were 

academics/researchers, and they reported scientific or 

research-supporting motivation to participate. On the other 

hand, for two participants, we identified (2) survey-focused 

motivation, with interesting/relevant topics/questions, 

being informed about topical issues, and surveys being 

Examples of motivations for joining the 

panel 

1) “[Topics] aligned with issues or questions 

that I would have myself about particular 

things.” 

2) “…the idea of providing academic data to 

an institute I trust [Australian National 

University] and have high regard for, make 

sense to me.” 

3) “Social things… that I thought those 

results might influence… there is often a 

disconnect between what politicians think…” 

4) “…wanted to contribute some valuable 

information around the topics that are 

discussed…” 

5) “…probably the reward at the end, it’s not 

just the surveys, you know, lots of people 

like to get something out of it.” 

6) “I want people to know that there are 

other opinions out there and it’s a way to try 

to balance, perhaps, what you’re hearing.” 

 

 Examples of Intrinsic motivations for panel 

participation 

1) “the fact that it felt like I was providing 

some beautiful information for an academic 

service and my bread and butter at work is 

academic.” 

“The main thing is that I am able to have a 

say and, sort of, have an input into what is 

actually happening…” 

2) “I was very interested to see what was, 

sort of, topically being researched.” 

“…helps me to, sort of, define what I think 

about these issues perhaps… I always like 

doing that, try to think of that” 
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though-provoking as the most commonly mentioned 

motivators. One participant reported (3) self-

expression-focused motivation; and having his/her 

voice heard was generally the most common answer 

among those motivational factors. For the remaining 

couple of participants, we observed incentives-focused motivation.39 

The evidence for the importance of offering rewards 

in return for panel participation is quite mixed. We 

identified receiving incentives at the main 

motivational factor for only one-fifth of participants. 

The other four-fifths provided different 

interpretations of the value of being offered 

something in return for participation. In terms of their 

perception of the importance of material rewards, we 

could classify our IDI participants into four distinctive 

groups of fairly equal sizes: (1) monetary rewards are 

quite important for their participation, (2) monetary 

rewards are not very important for their participation 

and they would likely participate without receiving 

them, (3) monetary rewards are not very important 

for their participation but they believe they are more important to other respondents, and (4) they 

exclusively donate their rewards to charities. Generally speaking, intrinsic motivation seems to be 

much more prevailing in explaining panel participation than extrinsic motivation. 

These results, also combined with the results from section 4.5.1, indicate that social exchange theory 

has a better potential to explain the role of incentives in a probability online panel context than 

economic exchange theory. Most panellists perceive monetary rewards as one of motivational factors, 

and not as a payment for filling out Life in Australia™ questionnaires (see further discussion in section 

4.5.5).  

4.5.3.2 Barriers across different stages of panel lifecycle  

 
39 The classification of motivational factors into four main groups of motivations, contribution-focused, survey-focused, self-
expression-focused, and incentives-focused, is fairly consistent with the results of PCA analysis (see Tables 9 and 10 in the 
Appendix 4). For example, survey-focused motivation is captured in Components 1 and 6. 

Extrinsic motivation for panel participation (the 

importance of rewards) 

1) “…to get paid every survey, so that was like an 

incentive to me. You know, stay at home mom.” 

2) “…now I am committed to it, I would be 

disappointed [if rewards were not offered 

anymore], but I would probably continue to do it 

anyway.” 

“I collected all the vouchers and I never used any 

and I guess that was a bit of a waste, really… I 

would just forget them and not use them.” 

3) “The money incentive is, I guess, really helpful 

for a lot of people.” 

4) “I suppose it was just lovely to think that the 

donation was going to some charity.” 

 

 

3) “…being able to give my feedback, on different 

issues. We’re having a voice to express our 

feedback on issues.” 

“Well, I think it’s nice to have someone listening to 

your input.” 
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The qualitative in-depth interview participants were also asked a number of questions about their 

barriers for participation (see Table 4.7 in the Appendix 4). The most commonly reported barriers or 

negative aspects of participation in Life in Australia™ surveys (or even surveys in general) were: (a) lack 

of time/being busy, (b) lack of information provided about the survey, (c) issues related to survey 

questions (format, repetition, content), (d) major life changes, (e) unappealing survey topics, and 

(f) participation in research that is either commercial or market research or not perceived as 

“legitimate”. We will now present the identified barriers towards participation at different panel 

lifecycle stages: (i) in the recruitment stage, (ii) affecting survey questionnaire participation, and (iii) 

reasons for complete attrition (dropping out) from the panel. 

An acknowledged limitation of our study is that we 

could not directly investigate barriers or reasons for 

not joining the panel directly, as we did not have the 

resources to sample and interview original 

nonrespondents from the time of the panel’s 

formation. That said, we were able to identify 

potential barriers in the recruitment stage (see Table 

4.7), which provided insight into how sampled 

respondents made their decision whether to join an 

online panel or not. The most common barriers or 

concerns in the recruitment stage identified by the 

participants were the (1) the type of research – about 

one-half of respondents explained that they would not 

(or less likely) participate in commercial and market 

research, or research not considered legitimate. On 

the other hand, one participant would rather 

participate in cross-sectional commercial surveys (“to 

stay out of politics”). The other commonly reported 

barriers were (2) the lack of information provided 

about the questionnaire/panel, and (3) not knowing where the data were going, including privacy 

issues.40 The other less commonly reported barriers were (4) not appealing/not interesting 

questionnaire topics, and (5) low motivation, also due to not having a very positive attitude towards 

surveys in general. 

 
40 Recall that privacy and confidentiality concerns were essentially unmentioned in the survey verbatims. That is, essentially 
no one wrote anything to the effect that they “joined the panel because they were confident that their privacy would not be 
violated” and/or “that their confidentiality would be maintained.” 

Examples of potential barriers in  

the recruitment stage  

1) “… but if it changed, probably not [continue 

participating] if it was more commercial…” 

“… and a lot of those commercial surveys are very 

manipulative in the way they’re phrased.” 

2) “… maybe saying, like, this will go for another 

six months, then we’ll change, giving people a bit 

more information upfront.” 

“I don’t recall that [there was a voucher]… I would 

have printed that off and used it because I love to 

shop.” 

3) “Sometimes I get a little bit wary of anything 

online… you don’t really know who you’re talking 

to and where the information is going.” 

4) “I’d probably go, kind of, go more to 

commercial side than policy or politics… I tend to 

stay out of politics.” 

5) “It has to really interest me… to even want to 

do a survey, to be honest.” 
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Regarding barriers affecting questionnaire completion in the 

ongoing data collection waves, participants mentioned 

different negative aspects of Life in Australia™ survey 

participation, including the barriers that lead to not 

completing all questionnaires. The most common barrier was 

(1) being busy or lack of time, which was identified by about 

two-thirds of participants. It often resulted in panellists not 

participating in questionnaires until receiving a reminder(s), 

and it did not always lead to unit nonresponse. The other 

common barriers to questionnaire completion were directly 

related to the questionnaires themselves: (2) the format, 

content or repetition of questions, and (3) not appealing 

questionnaire topics, which were reported by about one-half 

and one-third of participants, respectively. The other barrier 

directly related to the questionnaires, albeit less common, 

was (4) the length of surveys. Again, barriers such as not 

knowing where the data are going and lack of information 

provided about the questionnaire, were mentioned as 

concerns in the questionnaire completion stage. 

The decision to voluntary attrit (i.e., leave the panel), to not 

respond to any Life in Australia™ surveys after joining the 

panel (i.e., so-called “backouts”), or to stop responding, were 

mostly made based on a combination of barriers. The most 

commonly identified barrier was (1) insufficient information 

provided about the panel; two participants did not know it 

was a continuing study, one participant did not know they 

could skip a wave of data collection without opting out of the 

panel, and one participant did not know that there was an 

option to opt-out. For those who stopped responding to 

questionnaires after a period of participation, but did not opt-

out, the most common factor was (2) major life changes, such 

as health issues, moving house, or other family/household 

changes. However, those major life events seemed to be the 

last straw while there were additional aspects of panel 

Examples of barriers leading to  

voluntary attrition 

1) “…probably would like to know how 

often if would be, the commitment, if it 

was once a month, or…” 

“I can’t remember if you have to keep 

doing it or if you could’ve just gone: ’I am 

not doing that one’, I can’t remember.” 

2) “I actually had a heart attack last 

year.” 

“We had our house on the market, and 

we’ve since moved from New South 

Wales to Queensland.” 

“The kids now live with a partner [and 

incentives are no longer that important].” 

Examples of barriers affecting 

questionnaire/wave participation  

1) “It’s all time, time, depending on how 

busy I am, or if I get to go to my email…” 

“It was just a busy time and it was always 

a little challenging to get on and do it.” 

2) “… some of the questions were just too 

black and white. And it did require more 

context to answer.” 

“…[questions] the last few times were a 

bit difficult… but I thought they were very 

similar surveys... almost identical.” 

3) “Technology is not my field anyways, so 

I was, sort of, just putting in any answer I 

could think of. 

“I think when it comes to voting or 

political, that sort of thing, I don’t find 

that at all interesting.” 

4) “… last few surveys I did, took me a bit 

longer than usual.” 
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membership that participants were not satisfied with 

even before. Some other notable barriers leading to 

voluntary attrition or ”backing-out” were: (3) 

incentives related barriers, (4) content of questions, 

and (5) low motivation and/or unwillingness to 

commit to Life in Australia™ surveys. One participant 

stopped responding due to technical issues after 

switching her/his device for providing data. 

4.5.3.3 Differences between panel participation groups in motivation and barriers  

To answer the second research question on the differences between panellists with different 

participation pattern, we compared their main motivational factors (IDI), as well as their personalities 

(DiSC). As discussed previously, most IDI participants identified a number of different motivational 

factors (up to 10 of those listed in Table 4.6 in the Appendix 4), and the differences among panel 

participant groups in their motivation to join the panel and to respond to questionnaires were 

relatively minor. On average and to no surprise, frequent-respondents identified more motivational 

factors than those panellists who stopped responding and nonrespondents. At the same time, five of 

the six frequent-respondents reported predominantly contribution-focused motivation while the 

stopped-responding panellists and backout nonrespondents reported more evenly distributed types 

of motivation: contribution-focused, survey-focused and incentives-focused motivation. In terms of 

reporting individual motivational factors, only two of nine stopped-responding panellists and 

nonrespondents mentioned how they share opinions to make a difference or influence change (in 

contrast to five of the six frequent-respondents), while no nonrespondents specifically mentioned that 

they participate to contribute to survey or research. 

In contrast to reporting motivational factors, the distinction between the analyzed groups of panellists 

in their barriers for participation was clearer. First, frequent-respondents did not identify as many 

barriers and negative aspects of participation compared to stopped-responding panellists and 

nonrespondents. On the other hand, five of the six explained that they would not or were less likely 

to participate in commercial/market/not legitimate research. Second, stopped-responding panellists 

were different to the other two groups in the initial barriers, and also in the final barrier that 

influenced them to stop responding. They were less satisfied with survey topics, and format, content 

or repetition of questions, but the main reason why they stopped responding was a major life 

event/change (4 of 5) and issues with technology (associated with moving house). On the other hand, 

nonrespondents had very different reasons for their attrition. Besides not having sufficient 

3) “The awards, I don’t believe anybody gets them.” 

4) “I feel like I am being steered in the response 

that I’m going to give… I didn’t feel it [the third 

survey] was an honest and open a survey as the 

previous two…” 

5) “I didn’t want to commit to something long 

term… I’ve done the thing that I was going to do 

and I’m out.” 
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information about the panel and the questionnaires, they were either less motivated to participate in 

continuing research, did not want to commit, did not remember recruitment to the panel, or did not 

understand the difference between Life in Australia™ and market research surveys. 

4.5.4 Differences between panel participation groups in their personality traits 

After carrying out DiSC personality traits testing, we also identified minor differences in personalities 

between frequent-respondents, stopped-responding panellists, and nonrespondents (backouts and 

attritors).41 Nonrespondents on average scored lower on Dominance and higher on Steadiness than 

frequent-respondents and stopped-responding panellists (see Figure 4.1). The two traits are 

diametrically opposite, and the theory explains that Dominance is associated with enjoying challenges, 

and Steadiness with getting restless and bored when involved in routine and repetitive activities. 

However, while the nonrespondent group was quite homogeneous in their personality traits, the 

other groups were less so. For example, there were three participants from the frequent-respondent 

group with high Steadiness and Conscientiousness and low Dominance trait scores, but two with high 

Influence and low Conscientiousness scores. However, the investigation into DiSC personality traits as 

predictors of panel participation seems to be an interesting topic for future research. 

Figure 4.1: DiSC assessment, average scores for groups (adjusted, range -100% to 100%42) 

 

 
41 We have to acknowledge the fact that those groups were very small in size, i.e., 5 frequent-respondents, 5 stopped-
responding and 4 nonrespondents (with missing data for 1 frequent-respondent). Consequently, the observed differences 
are only indicative and should be interpreted in the context of a qualitative study. As personality testing was an exploratory 
component of this study, future research with larger (sub)samples (and proper statistical testing) is required to determine 
whether DiSC personalities are associated with panel response patterns. 
42 Value -100% is the lowest possible value (if all 28 statements associated with a particular personality trait would be 
selected as “describes me least”) and value 100% is the highest possible value (if all 28 statements associated with a particular 
personality trait would be selected as “describes me most”). See Table 4.11 in the Appendix 4 for more information. 
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4.5.5 Social-psychological theories explaining panel participation 

As addressed later, there are a number of social-psychological theories explaining survey participation. 

The results from our 15 qualitative interviews offer valuable evidence providing answers to the third 

research question on the ability of social-psychological theories explaining panellists’ panel 

participation behavior. Instead of trying to define the theory which explains the recruitment outcome 

and a particular response trend of each interviewee the best, we will present collated evidence on 

each theory separately with quotes from our interviews. Coding frame presented in Table 4.8 in the 

Appendix 4 was used in qualitative data analysis. 

1) Social exchange theory 

In the interviews, the majority of participants listed 

a number of motivational factors as (non-monetary) 

rewards/benefits of their participation, while not 

many explicitly stated costs of participation, such as 

investing time and effort, or privacy concerns. 

However, Frequent-respondent 5 nicely outlined 

the cost-benefit balance explained by SET.  

In a longitudinal format, the results from qualitative 

interviews provided evidence that SET can explain a 

change of behavior as a result of costs exceeding 

rewards after a period of time, since there were 

newly introduced barriers as “costs” of participation 

or the existing perceived costs increased. 

Nonrespondent 4 outlined the increase of the total 

perceived costs from the first two Life in Australia™ 

surveys to the third wave, after which the panellist 

opted-out. 

The role of incentives as a token of appreciation (similar to the perception of Frequent-respondent 5: 

“Probably not the number one component…”), which is how the effectiveness of rewards is explained 

by the social exchange theory, is later studied in Chapter 10. The respondents from the RDD SMS Web-

push study were offered small conditional incentives (i.e., $5 supermarket coupons), which were 

hardly sufficient to be perceived as a payment for survey participation, which is how the use of 

incentives can be explained by the economic exchange theory. 

Frequent-respondent 5 

On rewards as an important component: “Probably 

not the number one component, but it’s good to 

know that if I’m giving the time [as costs], that I could 

probably do two things: assisting the survey and have 

a voice and potentially assist people maybe in greater 

need than I am [as rewards].” 

Nonrespondent 4 (a voluntary attritor): 

On motivation: “… a lot of social things that I thought 

those results might influence [politicians]”  

“…also, the thing that you can donate money.” 

On experience: “I quite enjoyed doing them ... and I 

was quite looking forward to seeing the answers.” 

On new barriers: “The third [wave] had a lot of 

political stuff… I felt like the questions were targeted 

at providing a negative answer.” 

On costs exceeding rewards: “… and I was really torn 

because I wanted to do it for that reason [donating to 

charities], but I just also started feeling: ‘Oh, I feel like 

I am being steered in the response I was going to 

give…’.” 
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2) Economic exchange theory 

In contrast to SET, participants who viewed survey 

participation as economic exchange emphasized 

the importance of monetary incentives/coupons 

and saw receiving them as a form of payment (see 

the examples in the box). However, based on other 

motivational factors identified by respondents, it is 

hard to argue that survey participation has been 

strictly just a mechanism to earn money for any of 

the interviewed panellists in exchange for their 

participation. The majority of them reported either 

contribution-based or survey-based motivation, or 

perceived incentives as a token of appreciation 

and/or only as one of several motivational factors 

of which the majority was intrinsic. 

In practice, economic exchange theory has a better potential to be applied to participation in 

nonprobability online panels, especially those with a large proportion of so-called professional 

respondents (similarly to Nonrespondent 1 who reported “getting paid to do a survey” as the main 

motivational factor). In Chapter 9, we compare the accuracy of probability samples and nonprobability 

online panel samples. The theory (e.g., Baker et al. 2010) explains that nonprobability online panels 

do not produce as accurate survey estimates as those based on probabilistic sample selection. This in 

practice indicates that many panellists, whose survey participation could be primarily explained with 

the economic exchange theory, are fundamentally different to those whose survey participation could 

be primarily explained with the social exchange theory (or some other social-psychological theories 

explaining intrinsic motivation). 

  

Frequent-respondent 3 

On previous participation in questionnaires: “…in 

some cases you get bonus points for something that 

goes towards like a frequent flyer program, a store 

program.” 

On importance of incentives: “Some of them take a 

little longer [questionnaires], when I should be 

prioritizing other things. Well, at least I am getting 

something out of it at the end.” 

Stopped-responding 1 

On motivation at recruitment: “… probably the reward 

at the end… lots of people like to get something out of 

it… getting a little pay… getting that little bit of extra 

money makes you want to do the [questionnaire].” 

Nonrespondent 1 (a ‘backout’) 

On motivation to participate: “Getting paid to do a 

survey.” 
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3) Self-perception theory  

As the theory explains, people come to understand 

their own attitudes and interests by making 

inferences based on their (previous) behavior, which 

in the case of a survey questionnaire can explain how 

previous questionnaire completion affects future 

questionnaire completion. The results from 

qualitative interviews show how almost all 

participants reported previous questionnaire 

completion, from irregular to more regular, but only 

one participant reported previous panel 

participation. After regularly participating in different 

kinds of questionnaires, some Life in Australia™ 

panellists saw themselves as survey participants or as 

respondents supporting survey research for various 

reasons (after developing better understanding of 

the challenges of survey data collection). Also, after 

participating in a panel for some time, they can start 

seeing themselves as panel survey participants, 

which can prevent them from response inactivity or 

opting-out, no matter how infrequent their previous 

participation was.  

Moreover, self-perception theory has substantial value in explaining the effectiveness of particular 

methodological solutions. In Chapter 5, we study the added value of so-called online panel paradata 

(i.e., a history of panellists’ survey completion) in predicting future panel participation. This important 

topic can be, besides on some other theories investigated in this chapter, built on self-perception 

theory. The relationship between past participation and future participation could be a result of 

panellists seeing themselves as panel participants; for example, Frequent-respondent 1 explained that 

s/he was motivated by “… just being a part of the survey [Life in Australia]”, which resulted in 

continuing participation of that panellist with 100% completion rate at the time of recruitment. 

Frequent-respondent 2 

On previous participation in surveys: “Yes, I did a 

few… the last I did was six months, six months or 

so.” 

Stopped-responding 3 

On experience completing questionnaires: “My PhD 

was around interviews so, and I’ve put together 

[questionnaires]s myself for various things. 

Probably a moderate amount [participating in 

surveys].” 

Nonrespondent 3 (a voluntary attritor) 

On frequency of previous participation: “Not that 

often, no, just randomly… wouldn’t be able to tell 

you how many times.” 

Frequent-respondent 1 

Motivation to respond: “Oh, just being a part of the 

survey…” 

Frequent-respondent 4 

On payment incentive: “Now I am sort of, like, 

entrenched… I would probably continue to do it 

anyway [without rewards].” 

Stopped-responding 4 

On questionnaire completion participation: “I just 

built in into my routine…” 
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4) Cognitive dissonance theory 

In the interviews, not many participants explicitly 

expressed dissonance for not completing a questionnaire. 

However, while noncontingent/unconditional incentives 

have not been used in Life in Australia™, reminders were 

identified as a measure creating some form of dissonance 

in a longitudinal/panel design. They were reported to be 

effective to encourage frequent-respondents (i.e., 

completing all questionnaires) to not be skipping waves, 

as nonresponse would be a deviation from their panel 

behavior and their contributions to the panel. One 

stopped-responding panellist even indicated how 

reminders, which they were still receiving months after 

they stopped responding, created dissonance (stress/tension). 

In contrast to this study, the value of unconditional incentives as a response maximization approach 

could be studied with data from worldwide probability online panels (Chapter 3). Comparing the value 

of unconditional and conditional incentives is, indirectly at least, comparing the application of 

cognitive dissonance theory opposite cost-benefit theories (social and economic exchange theories). 

5) Reasoned action approach 

To explain panel participation with the reasoned action 

approach, we tried to match participants’ answers with as 

many concepts which the theory is based on as possible, 

including attitudes, norms, behavior control and 

behavioral intention/readiness. While no participant’s 

verbatim response covered the whole model by 

identifying each of the concepts as applying to them, 

about one-half of participants reported intention to 

(continue) participate in Life in Australia™ waves, and 

about the same proportion of participants reported 

positive attitudes towards Life in Australia™ or surveys in 

general. That was clearly associated with continuing 

participation behavior, as frequent-respondents were 

more likely to report those intentions and positive 

attitudes towards survey research.  

Frequent-respondent 1 

Attitude, intention: “Over the years I’ve done 

[questionnaires] off and on since I was in high 

school.”  

“Oh sure, yeah [will continue to respond in the 

future].” 

Frequent-respondent 6 

Attitude, intention: “My experience for the 

[panel] has been entirely positive.”  

“I’m fascinated by data and fascinated by 

social research data.” 

“It’s not on my radar to stop doing it.” 

Frequent-respondent 3 

Control: “So might not be able to do it that 

day or the following day… have to wait for 

that reminder to come through, just 

depending of what’s happening with life.” 

 

 

 

Frequent-respondent 4 

On reminders: “… and when you say that’s 

nearing to the end [the questionnaire], I’m 

like, OK, I’m going to do it now. I’ll just force 

myself. But that’s probably how I work. I like 

to move things to the last minute.” 

Frequent-respondent 6 

On reminders: “Phone calls are always 

pleasant, but they always feel a little bit 

unnecessary.” 

Stopped-responding 3 

On still receiving reminders: “Yes, I am. I 

don’t like getting those [reminders], but when 

all this COVID [is over] …” 
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Some participants also reported control over 

participation – actual control and perceived 

behavioral control. The reasoned action 

approach also can explain a behavioral 

change as a result of changed beliefs, 

attitudes, norms, or intentions. This is 

especially relevant for panel and other 

longitudinal studies which can change data 

collection or panel characteristics over time. 

For example, Nonrespondent 4 (see sidebar 

quotes) who opted out after their third wave 

initially had a very positive attitude towards 

Life in Australia™. However, the third questionnaire completely changed her/his attitude and beliefs 

about the direction of the panel survey, and the intention to continue participating in the panel, which 

resulted in voluntary attrition. 

Similar to self-perception theory, reasoned action approach is another theory which can be applied to 

explain future participation based on past panel participation trends. As defined by the theory and 

confirmed with our IDI data (e.g., for Nonrespondent 4), a change in panel response behavior could 

indicate a change of intentions or even attitudes towards the panel/survey, which are predictive of 

future panel participation. We use a number of behavioral change indicators, which were derived from 

online panel paradata, as predictors of future nonresponse and voluntary attrition in regression 

models in Chapter 5. 

 

Nonrespondent 3 (a voluntary attritor) 

Control: “…knowledge that you could stop [participating in 

panel] whenever you wanted to, was reassurance enough.” 

Nonrespondent 4 (a voluntary attritor) 

Change of attitudes, beliefs and intention: “I didn’t feel it 

[the third survey] was an honest and open a survey as the 

previous two…” 

“…I just also started feeling: ‘Oh, I feel like I am being 

steered in the response I was going to give…’”  

“I revisited… I closed and restarted it [the third 

questionnaire]... and that second time gave me a sense I was 

right the first time.”  

“…and I just went: ‘No, I am not doing it.’” 
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6) Leverage-salience theory 

In the IDIs, we could identify the principles 

of the LST in both recruitment and wave-by-

wave data collection stages of the panel 

lifecycle. When being asked to join the 

panel, respondents often reported different 

panel survey attributes that tipped the scale 

in ‘successful-recruitment’ direction. For 

example, in the case of Frequent-

respondent 6, the survey sponsor/authority, 

topics and content, and proper use of data, 

were the attributes that convinced them to 

join the panel.  

In a longitudinal format, introducing new 

recruitment/ maintenance attributes with 

high leverage but with negative disposition 

could lead to nonresponse and attrition 

later in the panel lifecycle. The evidence 

from the IDI with Stopped-responding 

panellist 1 reveals other attributes affecting 

the decision to participate in future waves, such as question format, question difficulty, or 

repetitiveness of questionnaires. The type of questions, their content and answer options were also 

the reason why Nonrespondent 4 opted-out of the survey, while initially enjoying the topics and 

participation in the first two waves, as well as appreciating a chance to donate to charities. However, 

they felt strongly about the inadequacy of survey questions (high leverage) which could not be 

balanced out by other attributes with positive disposition. 

Having evidence that the leverage-salience theory could be applied in a longitudinal context, as well 

as in self-administered surveys, it is prudent to test the effectiveness of communicating different 

survey attributes with a positive disposition in the survey recruitment stage. While it is not related to 

longitudinal panel participation, the study on response in the RDD SMS Web-push survey is somewhat 

associated with the LST. In Chapter 10, I tested the effect of different survey attributes (i.e., types of 

incentives, topic, benefits, research sponsor), as well as their magnitude, on recruitment outcomes.  

Frequent-respondent 6 

Recruitment: “The idea of providing academic data to an 

institute that I trust… contents of the surveys… good balance 

between a relevant, and weighty [questionnaires] … the 

opinion is used in a valuable way.”  

“I am very sensitive to misuse of sensitive data.” 

Stopped-responding 1 

Questionnaire participation (on why stop responding): “Last 

few [questionnaires] I did, took me a bit longer than usual… it’s 

just some of the questions… would be good if some of the 

questions gave ‘unsure’ [answer option]… that last few I did 

were a bit difficult [questions]… I thought they were quite 

similar [questionnaires]…” 

Nonrespondent 4 (a voluntary attritor) 

Recruitment: “…because it was across a range of topics… I 

thought those results might influence… also the thing we could 

donate money…” 

Panel participation (on why opting-out): “The questions [in the 

third wave] were targeted at providing a negative answer. And 

I felt very strongly about it… I remember thinking there was no 

response that was representative. And I went quite a way 

through [the questionnaire]... ‘I don’t like that question, the 

way it’s worded, I don’t like potential answers’…” 
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7) Compliance heuristics 

With the qualitative interviews, we did not find 

evidence that participants invested a lot of time and 

cognitive effort into making a decision to join the 

panel or participate in surveys. In contrast, we 

observed a number of compliance heuristic 

principles responsible for successful recruitment 

and minimizing survey nonresponse. We can argue 

that all principles except for Reciprocation played an 

important role in recruitment, but some also in 

wave completion. The most commonly identified 

heuristic principle in the recruitment stage was 

Authority – more than one-half of participants 

reported that their decision to join the panel was 

positively affected by the authority/research 

organization (i.e., “ANU/Australian National 

University”, “university”, “academic institution”). 

Moreover, Commitment seemed to be the most 

important principle applied in the questionnaire 

completion stage – two-thirds of all participants and 

all frequent-respondents expressed some form of 

commitment (previous, current, future) and 

consistency in participation. On the other hand, Liking, Social Proof and Scarcity were less common 

principles that lead to positive recruitment (or survey participation) outcome. 

Commitment as one of compliance heuristics principles could be another social-psychological theory 

used to explain the association between past and future panel participation. As reported by one of 

the panellists: “…I don’t understand why people would leave the survey…”, commitment could result 

in continuing participation in panels; or better to say, longer interruptions in participation in panel 

surveys could indicate a lack of commitment and may result in continuing non-completion or voluntary 

attrition. Several indicators which identify panel behavior patterns that signal lower levels of 

commitment are used as predictors of nonresponse and attrition in regression models in Chapter 5. 

The evidence from IDIs on social-psychological theories explaining recruitment outcomes, wave 

participation, and panel behavior trends reveals how different theories can be applied to justify 

decision-making of the same panellist. This is similar to how the same methodological solution (e.g., 

Frequent-respondent 1  

Authority: “Because it came through from the ANU 

[Australian National University], it was a part of that 

survey, I thought, it’s a university-based survey not a 

marketing survey…” 

Frequent-respondent 6 

Liking: “…persuaded by a very pleasant, very 

articulate, very nice individual…”  

Nonrespondent 4 (a voluntary attritor) 

Social proof: “I am trying to remember if someone 

told me about it as well… I’ve got this funny feeling 

that one of my friends is doing it… that might have 

been how I got on, actually… I am pretty sure it 

might have been a word of mouth.” 

Stopped-responding 3 

Scarcity: “We're living in a time where we don't really 

get that, that opportunity to put out thoughts 

forward or voice forward and I thought this was an 

opportunity to actually have some say in, in changing 

things, the way the things are shaped at the 

moment.” 

Stopped-responding 2 

Commitment and consistency: “Yeah, yeah [will 

continue participating]… I don’t understand why 

people would leave the survey.” 
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predicting future participation with past panel behavior/online panel paradata) could be based on 

multiple theories. We identified notable overlap between the theories in practice, as the same 

motivational factors are in fact elements of different theories; for example, authority/sponsor acts as 

a motivational attribute in leverage-salience theory and as a principle in compliance heuristics. Thus, 

the recruitment outcome of Frequent-respondent 6 can be explained with both leverage-salience 

theory (balancing survey/panel attributes such as sponsor, topics, proper data use), and compliance 

heuristics (authority and liking), whereas their wave participation can be explained with the reasoned 

action approach (positive attitude, intention to participate, actual 100% completion rate), among 

others. On the other hand, attrition or nonresponse of particular participants could also be explained 

with different theories. A good example of that is Nonrespondent 4 whose decision to opt-out could 

be explained with social-exchange theory (having a say and donations as rewards, newly introduced 

costs exceeding rewards in the form of the topic and particular question format), reasoned action 

approach (changed beliefs, attitudes, intentions to participate for the same reason), and leverage-

salience theory (survey attribute with high leverage and negative disposition, i.e., topic and question 

format, tipping over the scale despite of having other interesting topics and donations at the other 

end of the scale). This should be considered good news since each theory offers different recruitment 

and panel management solutions, and for some respondents, at least in theory, there are several 

effective strategies available to increase response or mitigate attrition. 

4.6 Discussion 

We believe that the mixed-method study presented in this chapter addresses important knowledge 

gaps in empirical research on the social-psychological theoretical aspects of survey participation. 

Building on similar studies such as those from Groves et al. (2000), Albaum and Smith (2012), and 

Keusch (2015), this study is the first to our knowledge to attempt to apply relevant theoretical and 

conceptual response behavioral frameworks to probability-based online panels. Using survey data 

(i.e., coded verbatims to an open-ended question), quantitative results from a personality test, and 

qualitative data (i.e., from IDIs), this research helps to identify both motivations and barriers to survey 

participation in a longitudinal context, and shows how they are linked to various social-psychological 

theories. 

The evidence from this research confirms how several social-psychological theories, including LST, 

should not be limited only to explaining cross-sectional recruitment outcomes. As we have 

demonstrated, these theories can (and should) also be applied to explaining panel/longitudinal survey 

participation. What is necessary for social-psychological theories in a longitudinal context, is that they 

should be flexible enough to explain trends and changes in survey response behavior over time. Based 
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on our results, both traditional behavioral change theories (e.g., the theory of planned 

behavior/reasoned action approach; Fishbein & Ajzen 2011) and other investigated theories (e.g., SET, 

LST) have been shown to be sufficiently robust to help understand the time dimension of survey 

participation. And that finding has important practical implications for survey practitioners. For 

example, online panel organizations have to consider continuously offering rewards which are at least 

equal to costs of participation (SET; Blau 1964). They also have to consider that newly-introduced 

survey characteristics (e.g., sensitive topics) could unsettle the cost-benefit balance, discourage 

panellists from completing a wave, or even result in opting-out (Groves et al. 2000).  

One of the most important implications from the analysis of IDI data is that it is difficult to rule out 

any theory when trying to explain behavioral decisions about the participation of an individual 

respondent/panellist. When analyzing qualitative interview data, it is much more applicable to identify 

elements, principles, or concepts of different theories in participants’ answers. If an IDI participant 

does not provide answers which could be linked to a particular theory, it does not necessarily mean 

that that particular theory could not explain some participation outcome, trend or change. Inability to 

identify all theories explaining a participant’s panel response behaviors can also be perceived as a 

limitation of qualitative interviews, in which a limited amount of information can be provided. We also 

found that it was challenging to identify the theory that would best explain participation of an 

individual panellist, which is consistent with what Keusch (2015) reported. The reason for that was 

that multiple theoretical elements, principles, or concepts were identified in most of our qualitative 

IDIs. This suggests to us that effective online panel management solutions might well be based on 

essentially any of the social-psychological theories studied in this paper, or even more accurately, that 

applying a combination of theories should be considered. For that reason, several of the studies in this 

thesis investigate survey/panel recruitment and panel management solutions that are more or less 

based on the theory of survey participation, which has origins in social-psychological theory. 

Moreover, our findings related to panel participation motivation are less consistent with economic 

exchange theory (or potentially SET) than we expected (cf. Dillman et al. 2014), especially when in 

comparison to the role of incentives in cross-sectional probability-based surveys (see Chapter 3). 

Given that only one in four respondents reported incentives-based motivation to respond to 

questionnaires, online panel managers should consider adjusting incentive protocols so as to redirect 

the money saved into other panel management solutions. For example, using lottery/prize draw 

incentives may be a much less expensive response maximization option for a panel, given that about 

seven out of eight panellists that were studied in a survey did not report being primarily motivated by 

receiving supermarket coupons or donating the same amount to charity. Thus, online panels could 

offer their frequent-respondents a chance to participate in prize-drawings instead (i.e., providing the 
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value of the prize and the likelihood of winning it were appealing to the frequent-respondents). On 

the other hand, we identified what appear to be more influential contribution-based motivations and 

survey-based motivations, such as “having a say” (i.e., letting their voice be heard) or interesting 

survey topics. Thus, information about these potential motivations, should be properly communicated 

by panel managers to panellists at various stages of the panel lifecycle, including at the time 

of recruitment. 

Our detailed and methodical analysis of online panel recruitment materials revealed interesting 

phenomena. As we noted, our findings are possibly confounding in relation to the correspondence 

between (a) what the online panel organization told sampled respondents during recruitment in trying 

to convince them to join the panel, and (b) what the panellist reported in their verbatims about why 

they joined the panel, even though for the vast majority of panellists this occurred a few years apart. 

However, we believe it is highly unlikely that this played a major or direct role in influencing what the 

panellist reported in their verbatims. That is, we do not think it is likely that the panellists merely 

“parroted back” what they recalled from the communications with a recruiter or from other 

communications from the survey organization as to why they might want to join the panel. Instead, 

we believe it is much more likely that certain persuasive statements used by the recruiting 

organization to gain cooperation resonated with pre-existing attitudes and beliefs within those who 

joined the Life in Australia™ panel. Thus, those sampled people for whom these motivations were 

inherently important were more likely to join the panel than were those for whom these motivations 

were unimportant. This reasoning closely follows from LST (Groves et al. 2000).  

Furthermore, we identified a number of new motivations which could be communicated to sampled 

respondents at future recruitment waves/occasions. The majority of them were those which we 

grouped into survey-focused motivation. While we found elements of contribution-focused, 

incentives-focused and self-expression-focused based motivations in Life in Australia™ recruitment, 

their recruitment communication did not contain messages that panellists will enjoy surveys or 

participating in research on interesting topics, that participation with be thought-provoking, and how 

they will get informed about topical issues. As survey-focused motivation was the second most 

important broader group of motivational factors (after contribution-focused motivations), our 

findings offer opportunities for probability-based online panels to include those motivations in their 

recruitment communication with an aim to increase their recruitment rates. 

Besides motivations, one of the most important contributions of our study is identification of barriers 

to continuing panel survey completion in a longitudinal design. We realized that online panel 

organizations often have little control over barriers that can lead to continuous nonresponse or 

voluntary attrition, such as major life changes including moving house/city/state, divorce, or illness. 
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On the other hand, panels have more control over the amount and quality of information provided to 

panellists, including survey and data collection characteristics such as survey topics, question format, 

and questionnaire length. We would recommend probability-based online panels providing more 

information about their panel, continuing survey completion, and results from studies their panellists 

participated in (more effective communication), as well as collecting data on survey characteristic 

preferences to achieve better long-term engagement of their panellists (efficient use of 

provided feedback).  

We have to note that the findings would be more robust if we, similarly to the study from Brüggen et 

al. (2011), studied motivations and barriers by collecting additional closed-ended survey data on those 

two topics. In this study, we introduced structured lists of potential motivational factors and barriers 

to participation in probability-based online panel research. These could be used to design structured 

survey questions which would be asked the whole online panel. Besides conducting statistical testing, 

we could associate motivations and barriers with panellists’ socio-demographic characteristics. In 

addition, as we noted previously, an important limitation of our research is that we were unable to 

gather equivalent data about barriers (or motivations) to panel membership/participation from a 

sample of those who were sampled originally to join the Life in Australia™ panel but failed to do so. 

Although our IDIs with frequent-respondents, the stopped-responding cohort, and the nonresponding 

backouts and attritors provided insights into what they viewed as barriers to initial membership and 

continued participation in the panel, it remains uncertain whether those who were sampled but never 

agreed to join the panel may have held similar or different views about the pluses and minuses 

associated with panel membership and participation. Past research about nonresponse in panels 

(Lavrakas et al. 2012) identified inadequate incentives and privacy concerns as prominent reasons that 

people do not join or maintain their participation in panels. In light of these barriers essentially not 

being mentioned by our panellists, we can assume that their own motivations and barriers differ in 

nonignorable ways from the cohort of persons who never joined the panel in the first place. This is a 

very important area for future research. However, follow-up studies of nonrespondents are both quite 

expensive and may fail to gain cooperation from a representative sample of the original 

nonrespondents (cf. Lavrakas et al. 2021) possible negating the value of the follow-up study. 

Lastly, throughout the review of survey participation literature, analysis of the data, and the review of 

recruitment materials, we did not observe a clear and consistent link between social-psychological 

theories, and recruitment and response maximization strategies. Thus, we agree with Dillman (2020), 

at least to some extent, who speculated that theories of response behavior are dated and survey 

invitations in the 21st Century are not properly guided by the theory. Therefore, future research on 

the effectiveness of recruitment strategies which are more based on survey participation theories are 
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needed, and this general recommendation should not be limited to probability-based online panel 

research. Moreover, knowing more about the association between motivations to participate in panel 

surveys, barriers, and socio-demographics characteristic of panellists (as discussed previously) would 

uncover both new opportunities for targeted recruitment, as well as potential treatments for 

representation bias. While this study already provides valuable evidence for online panel 

organizations to understand their panellists’ response behavior better, it also identifies a number of 

potential practical solutions worth exploring further. 
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Appendix 4 

Classification of panellists 

Table 4.5: General classification of probability-based online panel respondents (partially based on literature review)  

Level 1 Level 2 Level 3 Level 4 
Participation behavior 

(trend) 

Main panel management 

objective 

Recruited and profiled 

online panellists 

(registered panellists) 

Participants 

Stayers 

100% respondents (‘gold 

star’ respondents) 

Completion rate (COMR) 

100% Maintaining high 

participation 
Frequent respondents COMR 67 - 99% 

Lurkers 

Less frequent respondents COMR 33 - 66%  

Increasing participation 

Infrequent respondents COMR <33% 

Nonparticipants 

Stopped responding without 

opting out 

Sleepers 
3 consecutive 

nonresponding waves 

Reactivation Dozers 
4 consecutive 

nonresponding waves 

Comatose 
5+ consecutive 

nonresponding waves 

Attritors 

Never responded after 

recruitment (‘backouts’) 
Never opted out Initial activation 

Fast voluntary attritors 
Opting out in 6 months after 

recruitment  Delaying or preventing 

opting-out 
Gradual voluntary attritors 

Opted out in >6 months 

after recruitment 

Recruited but not profiled 

respondents 
     

Not recruited respondents      
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 Semi-structured qualitative interview - list of questions 

1. Introduction 

1.1 Can you tell me a bit about yourself? Probe for any background info i.e., age, employment 

status, studying, etc. 

2. General background on survey participation 

2.1 How often do you participate in surveys? prior to joining Life in Australia™?  

2.2 What kinds of surveys have you participated in? Prompt: telephone, in person, mail, 

longitudinal, opt-in panels 

2.3 What attracted you to the surveys you have participated in? How do you choose which 

surveys to participate in?  

2.4 Have/why have you declined to participate in certain surveys?  

2.5 Are you a member of any other online panels? (Similar to Life in Australia™) (If YES, how do 

you generally find this experience?) If needed clarify that an ‘online panel’ means that 

participants are asked to respond to multiple surveys over time and can sometimes measure 

change over time.  

2.6 Generally speaking, what would you say are the mains aims of surveys?  

3. Initial experiences engaging with Life in Australia™ 

3.1 When were you first contacted by the Social Research Centre about the Life in Australia™ 

study? How were you first contacted?  

3.2 How did you feel about being contacted about the study? Is there anything about that first 

contact you would have like to be different?  

3.3 What initially appealed to you about being part of the Life in Australia™ surveys? Did you have 

any initial hesitations?  

3.4 What appealed to you in particular about being part of Life in Australia™? 

3.5 What were your initial expectations after joining the panel? Did you feel like you had received 

enough information about the survey? 

4. Participation in Life in Australia™ surveys (for Frequent respondents, Stopped-responding, 

Attritors) 

4.1 How many Life in Australia™ surveys do you recall taking part in? Which topics? 

4.2 How did you usually undertake the survey? Which device? Mobile phone or computer? 

4.3 Would you usually complete the survey in one go or come back to it? 

4.4 How would you describe the Life in Australia™ surveys overall? The topics? The length of 

surveys? Relevance? Impact? 

4.5 While you were a panellist, what did you enjoy about the Life in Australia™ survey?  

4.6 Which aspects of the surveys did you not enjoy? Probe: Could you tell me a bit more about 

what you didn’t like about it? THEN If you could, how would you change <unenjoyable 

aspect>? 

4.7 Once notified about an upcoming monthly survey, how would you decide whether to 

participate or not? Why? Amount of time?  

4.8 How did you feel about receiving reminders to complete the surveys? If needed probe for: 

Were there too many/not enough? Wrong mode/wrong tone? 

4.9 What kinds of things motivate you to respond to each survey? (for Frequent respondents) 

Probe: timing, availability, topics, interest, user experience, social desirability/compliance. 
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4.10 What barriers were there to responding to each survey?  

4.11 How important is the voucher provided to thank you for completing each survey? What is it 

that makes this <important/not important> to you? How would you normally use this 

voucher? Why?  

5. Voluntary Attrition (only for those who opted-out) 

5.1 When did you decide to opt-out of/stop responding to Life in Australia™? 

5.2 How long had you been considering opting-out? 

5.3 Why did you decide to stop doing the surveys or being part of Life in Australia™? Had 

something changed over the course of your participation?  

5.4 Did the survey differ in any way from your initial expectations? When you joined the study, 

were you expecting to be responding to surveys on a monthly basis?  

5.5 Would you consider responding to a Life in Australia™ survey in the future? 

6. No participation after recruitment (only for those who never responded after recruitment) 

6.1 When did you decide to not participate in Life in Australia™ surveys? 

6.2 Why did you decide to not participate in the surveys? Had something changed after you 

agreed to join Life in Australia™?  

6.3 When you joined the study, were you expecting to be invited to surveys on a monthly basis?  

6.4 Would you consider responding to a Life in Australia™ survey in the future? 

7. Wrap up (those who never responded after recruitment are only asked 7.1- 7.2, 7.6-7.7) 

7.1 Overall, do you think the Life in Australia™ survey is or is not a worthwhile initiative? Probe: 

What makes you think it is <worthwhile/not worthwhile>? 

7.2 How do you think the Life in Australia™ survey data are used? 

7.3 Has the experience of participating in the panel met your expectations?  

7.4 Did you feel like you were a part of something, being involved in a national survey like this? 

7.5 How to you feel about the feedback you receive about Life in Australia™ survey results? 

Would you like to see more or less of this?  

7.6 Is there anything you and think of that might encourage people to participate or to stop 

people from leaving the survey? 

7.7 Any other thoughts that we haven’t covered?
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Qualitative data analysis – coding 

Table 4.6: Coding frame for motivation with quotes from verbatims (an open-ended question)  

No Code Examples, quotes 

1 Sharing views/opinions to make a difference or influence change 

“I have currently become an Australian citizen, so would like to have a say.” 
“A chance to contribute towards social change. I have a unique view…” 
“…if we all share our views it can only help form a better Australia for us…” 
“Being able to voice interests and influence change positively” 

2 
Sharing views/opinions to represent others like me/population 
subgroups/minorities 

“Adding my views increases the diversity and range of answers…” 
“…to voice an opinion that may be different to those in the main capital cities.” 
“to have my views included in a survey… good balance of other demographics.” 
“to inform others on what may otherwise be an unheard opinion” 

3 Sharing views/opinions in a non-judgemental platform 

“…i never feel judged or made to feel my answers are wrong” 
“I am having my say honestly, without being judged, questioned or someone wanting to argue…” 
“being somewhat anonymous helps me open up and share my true perspectives” 
“I get to express exactly how I feel … without fear of being labelled racist” 

4 Self-actualization, allows my voice to be heard 

“A chance to air my views” 
“Allowing my opinions to be heard” 
“…always good to be asked your opinion” 
“An opportunity to say your point of view” 

5 My opinions are valued, appreciated, taken into account 

“My opinion is valued.” 
“…and also a sense of being valued.” 
“Hope that my input is valued” 
“your take on things is taken into account” 
 

6 Like being part of something, part of a team 

“gives me a sense of participation in expressing my views and opinion” 
“Being able to be a part of a long-term survey which can measure views…” 
“Being a part of Life in Australia™ makes me feel like a valued member of society” 
”…and gives a sense of involvement in my country.” 

7 Thought-provoking to participate in the panel 

“makes me think about things that I probably would not consider” 
“It helps me focus on what i think” 
“…challenged to take a position on an issue I may not necessarily have considered” 
“I appreciate the way i am made to think about how i feel” 

8 To be informed about topical issues 

“I managed to get a glimpse of issues which matter to Australians” 
“Curious about type of questions and the research being done” 
“am interested to see which topics are deemed to be of interest” 
“…provide me an insight into the narratives permeating through our communities” 
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9 Receiving incentives 

“Besides the financial motivation” 
“Cash rewards” 
“Coles voucher” 
“Small payments help!” 

10 Donating to charity 

“a bit of money for a charity without too much effort” 
“something that just costs me time but contributes to a charity each month” 
“Mainly the charity donations.” 
“…and nice to donate money to good cause” 

11 Enjoying surveys/participating in research 
“I find it interesting…” 
“I think it is absolutely very interesting to participate in the surveys” 
“I enjoy partaking in these surveys,” 

12 Interesting topics 

“I enjoy the questions a good test for my memory” 
“I enjoy reading and answering the questions about different topics” 
“I find the questionnaires and topics questioned on interesting.” 
 

13 Social Research Centre/Life in Australia™ are reliable enterprises 

“the researching institutions are reliable and do good work” 
“I generally find Life in Australia™ to be well conducted.” 
“The Life in Australia™ surveys cover a wide variety of subjects and are associated with reputable 
organisations and institutions…” 

14 Contributing to the survey/study/research/science 

“A chance to provide input for surveys that are done by experts for research” 
“As a scientist I appreciate the value of data, and I am happy to provide it.” 
“Contribute to research and the evidence base” 
“Data is king. Topics seem relevant.” 

15 Positive sentiment towards Australia 

“Because i am proud and happy to be in Australia” 
“It’s a good country to live and work and retire.” 
“Being able to represent my country” 
“Because I love this country, I want to keep it as Australia,” 

16 Have the time/something to do 
“Being retired I have the time to participate” 
“Something to do…” 
“I am retired and have time available to take these surveys.” 

17 Other motivation 
“Because it takes the pulse of life in Australia” 
“Interest in public issues.” 

18 No answer on the motivation 

“area and style of questions methodology some loaded” 
“At this point not much improvement in the Australian e-commerce” 
“I am glad to be part of this study” 
“It feels right” 
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Table 4.7: Coding frame for barriers 

No Code 

1 Negative attitude towards commercial/market surveys 

2 Negative attitude towards most surveys in general 

3 Cannot distinguish between Life in Australia™ and market surveys 

4 Lack of information provided about the survey 

5 Not knowing where the data is going, privacy concerns 

6 Major life events/changes 

7 Topics they don’t like/enjoy/have no opinion on 

8 Difficult, repetitive, biased, hard to answer questions 

9 Length of surveys 

10 Being busy, lack of time, other activities more important 

11 Low motivation to participate 

12 Lost track of the survey 

13 Not willing to commit 

  



95 
 

Table 4.8: Coding frame for indicators of social-psychological theories 

No Final code Theory 

1 Listing rewards and costs of panel participation (as exchange) SET 

2 Mentioning a new negative aspect of panel participation (resulting in change) SET 

3 Mentioning a new positive aspect of panel participation (resulting in change) SET 

4 Perceiving incentives as payment for participation or the central benefit/motivator EET 

5 Incentives do not seem to be high enough to participate in panel surveys EET 

6 Reporting past survey participation behavior SPT 

7 Seeing themselves as survey respondents/panel members SPT 

8 Positive attitude towards panel/surveys/research RAA 

9 Expressed perceived control over survey/panel participation RAA 

10 Expressed behavioral intention to participate in (panel) surveys RAA 

11 Expressed actual control/ability to participate in (panel) surveys RAA 

12 Changed behavior due to a change of beliefs, attitudes, and/or intentions RAA 

13 Reported dissonance for not completing a survey/participating in panel surveys CDT 

14 Had to be reminded until participating CDT 

15 Changes in response due to (a) particular survey attribute(s) LST 

16 Evaluation of survey/panel attributes with positive and negative dispositions LST 

17 Identifying an authority as a motivational factor for joining the panel/participating CH (A) 

18 Reported commitment to the panel, consistency in participation, involvement CH (C) 

19 Reported liking those who survey/panel request came from as a motivational factor CH (L) 

20 Participation as a repayment for something they were provided CH (R) 

21 Interpreting joining the panel/participation as a (rare) opportunity  CH (S) 

22 Survey/panel participation as a result of acting like others are/social evidence CH (SP) 

SET - Social-exchange theory, EET - Economic-exchange theory, SPT - Self-perception theory, CDT - Cognitive dissonance 

theory, RAA - Reasoned action approach, LST - Leverage Salience Theory, CH - Compliance Heuristics, A - Authority, C - 

Commitment, consistency, involvement, L - Liking, S – Scarcity, SP – Social proof, R – Reciprocation 
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Principal Component Analysis 

Table 4.9: Principal Component analysis, components and eigenvalues 

Component Eigenvalue* % of Variance Cumulative % 

1 1.333 8.328 8.328 

2 1.248 7.799 16.127 

3 1.167 7.297 23.424 

4 1.153 7.205 30.628 

5 1.115 6.968 37.597 

6 1.081 6.757 44.353 

7 1.046 6.535 50.888 

8 1.009 6.306 57.194 

9 0.996 6.223 63.417 

10 0.982 6.139 69.556 

11 0.968 6.049 75.606 

12 0.937 5.857 81.463 

13 0.905 5.653 87.117 

14 0.854 5.338 92.455 

15 0.841 5.259 97.713 

16 0.366 2.287 100 

*we selected components with eigenvalues > 1 
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Table 4.10: Principal Component analysis, rotated solution 

Motivational Variables 
Component 

1 2 3 4 5 6 7 8 

Motivation 1: Sharing views/opinions to make a difference or influence change   0.574   0.448         

Motivation 2: To represent others like me/population subgroups/minorities       -0.900         

Motivation 3: Sharing views/opinions in a non-judgmental platform             -0.691   

Motivation 4: Self-actualization, allows my voice to be heard   -0.859             

Motivation 5: My opinions are valued, appreciated, taken into account     0.650           

Motivation 6: Like being part of something, part of a team             0.442   

Motivation 7: Thought-provoking to participate in the panel 0.685               

Motivation 8: To be informed about topical issues 0.464               

Motivation 9: Receiving incentives     0.549           

Motivation 10: Donating to charity         0.607       

Motivation 11: Enjoying surveys/participating in research 0.598               

Motivation 12: Interesting topics           0.701     

Motivation 13: Social Research Centre/Life in Australia™ are reliable enterprises             0.456 -0.404 

Motivation 14: Contributing to the survey/study/research/science         0.764       

Motivation 15: Positive sentiments towards Australia               0.858 

Motivation 16: Have the time/something to do           0.449     

Extraction Method: Principal Component Analysis 
Rotation Method: Varimax with Kaiser Normalization 
Loadings >=0.4 (absolute value) are displayed 

• Five components were identified including 2+ loadings with positive values greater than 0.400. Component 1 captures being motivated by an intellectual attraction to what the panel 

experience provides to the panellist. Component 3 refers to a motivation of being “gifted/valued” for one’s participation. Component 5 is about being motivated to “give/contribute” 

something as a panel member, in an altruistic sense. Component 6 seems related to doing something interesting with one’s time. Component 7 is about enjoying being part of this particular 

panel managed by a respected organization. 

• Three other components were identified, including one loading with a positive value greater than 0.400 and one loading with a negative value below -0.400 – Components 2, 4, and 8. For 

motivations as part of these components, we can argue that they are mutually exclusive. In practice, it means, for example, that reporting sharing views/opinions to make a difference or 

influence change resulted in a decreased propensity for panellists to also report represent others like me/population subgroups/minorities or self-actualization (Components 2 and 4 ).
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DiSC assessment 

We would like to thank you for participating in our study. 
  

We will present you with 28 groups of four statements for non-judgmental personality and behavioral 
assessment. Please answer honestly and spontaneously. 

  
Sometimes it may be difficult to decide which description to select. Remember there are no right or 

wrong answers, so just make the best decision you can. 
 

Please read each of the four statements below. Then select the one that describes you the most and 
the one that describes you the least. 

 Describes me most  Describes me least  

Q1 

○ People look up to me ○ 

○ I tend to be a kind person ○ 

○ I accept life as it comes ○ 

○ People say I have a strong personality ○ 

 Describes me most  Describes me least  

Q2 

○ I find it difficult to relax ○ 

○ I have a very wide circle of friends ○ 

○ I am always ready to help others ○ 

○ I like to behave correctly ○ 

 Describes me most  Describes me least  

Q3 

○ I tend to do what I am told ○ 

○ I like things to be very neat and tidy ○ 

○ People can't put me down  ○ 

○ I enjoy having fun ○ 

 Describes me most  Describes me least  

Q4 

○ I respect my elders and those in authority ○ 

○ I am always willing to do new things – to take a risk ○ 

○ I believe things will go well ○ 

○ I am always willing to help ○ 

 Describes me most  Describes me least  

Q5 

○ I am a neat and orderly person ○ 

○ I am very active, both at work and play ○ 

○ I am a very calm and placid person ○ 

○ I generally get my own way ○ 

 Describes me most  Describes me least  

Q6 

○ I am very contented with life ○ 

○ I tend to trust people ○ 

○ I like peace and quiet ○ 

○ I have a very positive attitude ○ 

 Describes me most  Describes me least  

Q7 

○ I have a great deal of will power ○ 

○ I always take notice of what other people say ○ 

○ I try to be obliging ○ 
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○ I am always cheerful ○ 

 Describes me most  Describes me least  

Q8 

○ I am self-confident ○ 

○ People say I am a sympathetic type ○ 

○ I have a tolerant attitude towards life ○ 

○ I am an assertive person ○ 

 Describes me most  Describes me least  

Q9 

○ I never lose my temper ○ 

○ I like things to be precise and correct ○ 

○ I am very sure of myself ○ 

○ I enjoy having a laugh and a joke ○ 

 Describes me most  Describes me least  

Q10 

○ My behavior is well disciplined ○ 

○ People see me as being helpful ○ 

○ I am always on the move ○ 

○ I persevere until I get what I want ○ 

 Describes me most  Describes me least  

Q11 

○ I enjoy competition ○ 

○ I do not treat life too seriously ○ 

○ I always consider others ○ 

○ I am an agreeable type ○ 

 Describes me most  Describes me least  

Q12 

○ I am very persuasive ○ 

○ I see myself as a gentle person ○ 

○ I am a very modest type  ○ 

○ I often come up with original ideas ○ 

 Describes me most  Describes me least  

Q13 

○ I am very helpful towards others ○ 

○ I don't like tempting fate ○ 

○ I don't give up easily ○ 

○ People like my company ○ 

 Describes me most  Describes me least  

Q14 

○ I tend to be a cautious person ○ 

○ I am a very determined person ○ 

○ I am good at convincing people ○ 

○ I tend to be a friendly person ○ 

 Describes me most  Describes me least  

Q15 

○ I don't scare easily ○ 

○ People find my company stimulating ○ 

○ I am always willing to follow orders ○ 

○ I am a rather shy person ○ 

 Describes me most  Describes me least  

Q16 

○ I am very willing to change my opinion ○ 

○ I like a good argument ○ 

○ I tend to be an easy going type ○ 

○ I always look on the bright side of life ○ 
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 Describes me most  Describes me least  

Q17 

○ I am a very social sort of person ○ 

○ I am very patient ○ 

○ I am a very self-sufficient sort of person ○ 

○ I rarely raise my voice ○ 

 Describes me most  Describes me least  

Q18 

○ I am always ready and willing ○ 

○ I am always keen to try new things ○ 

○ I don't like arguments ○ 

○ People describe me as high spirited ○ 

 Describes me most  Describes me least  

Q19 

○ I enjoy taking a chance ○ 

○ I tend to be very receptive to other people's ideas ○ 

○ I am always polite and courteous ○ 

○ I am a moderate rather than an extreme person ○ 

 Describes me most  Describes me least  

Q20 

○ I tend to be a forgiving type ○ 

○ I am a sensitive person ○ 

○ I have a lot of energy and vigour ○ 

○ I can mix with anybody ○ 

 Describes me most  Describes me least  

Q21 

○ I enjoy chatting with people ○ 

○ I control my emotions ○ 

○ I am very conventional in my outlook ○ 

○ I make decisions quickly ○ 

 Describes me most  Describes me least  

Q22 

○ I tend to keep my feelings to myself ○ 

○ Accuracy is very important to me ○ 

○ I like to speak my mind ○ 

○ I am very friendly ○ 

 Describes me most  Describes me least  

Q23 

○ I like to handle things with diplomacy ○ 

○ I am very daring ○ 

○ Most people find me acceptable ○ 

○ I feel satisfied with life ○ 

 Describes me most  Describes me least  

Q24 

○ I am obedient ○ 

○ I am always willing to have a go ○ 

○ Loyalty is one of my strengths ○ 

○ I have a good deal of charm ○ 

 Describes me most  Describes me least  

Q25 

○ I tend to be an aggressive type ○ 

○ I am good fun and have a lot of personality ○ 

○ People tend to see me as an ‘easy touch’ ○ 

○ I tend to be rather timid ○ 

 Describes me most  Describes me least  
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Q26 

○ I am good at motivating people ○ 

○ Patience is one of my major strengths ○ 

○ I am careful to say the right thing ○ 

○ I have a strong desire to win ○ 

 Describes me most  Describes me least  

Q27 

○ People find me easy to get on with ○ 

○ I get a lot of satisfaction from helping others ○ 

○ I always think things through ○ 

○ I prefer to get things down now rather than later ○ 

 Describes me most  Describes me least  

Q28 

○ I am good at analysing situations ○ 

○ I get restless quickly ○ 

○ I think about how my decisions might affect others ○ 

○ People see me as relaxed and easy going ○ 

Table 4.11: Descriptive statistics for DiSC assessment traits scores (qualitative sample)  

  Dominance Influence Steadiness Compliance 

Number of participants 14 14 14 14 

Mean -6.4 0.1 5.1 1.2 

Median -6.0 -0.5 5.0 0.5 

Std. Deviation 8.3 5.5 5.7 6.8 

Minimum -20 -8 -4 -10 

Maximum 6 11 15 11 
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Chapter 5  The power of online panel paradata to predict unit nonresponse 

and voluntary attrition in a longitudinal design 

5.1 Introduction 

Panels as online survey methods are now routinely used for collecting data and have been increasing 

in number. The online panel survey mode has introduced new sources of survey errors, even 

compared to traditional longitudinal surveys/non-online panels, such as birth cohort studies or life-

cycle studies. There are at least two important elements related to these survey errors, which are 

specific to longitudinal surveys and panels collecting cross-sectional survey data: panel conditioning 

and attrition. In online panel studies, attrition is predominantly considered as permanent nonresponse 

from a particular data collection wave onwards (Kocar 2020). Besides attrition, unit 

nonresponse/survey non-completion is another potential source of representation bias (Groves et al. 

2009), although clearly not specific to online panel surveys. While response rates alone are not a 

reliable indication of error, and it has been reported that the association between response rate and 

bias is weak at best (Groves & Peytcheva 2008), a high unit nonresponse typically signals a higher 

likelihood of nonresponse bias (Baker et al. 2010). Further, the respondents who opt-out should at 

some point be replaced on the panel with new respondents to preserve adequate sample size – 

particularly for certain population sub-groups – which increases the costs of panel management and 

data collection (Kruse et al. 2009). Online panels should be considered a form of hybrid between 

traditional longitudinal studies and web surveys since they predominantly use the online survey mode 

for collecting data from panel members, but track individuals over time (even if longitudinal outcomes 

aren’t always the focus of the data collection). That often includes collection of paradata specific to 

online panels and storing the entire history of each member’s panel behavior. Since this class of 

paradata have been a less explored topic (Callegaro 2013), and psychological theory explains that past 

behavior predicts future behavior fairly well (e.g., see Ouellette & Wood 1998), in this study we firstly 

review differential nonresponse and attrition, and then investigate the predictive power of online 

panel paradata to mitigate the problem of nonparticipation in probability-based online panel 

research. This could ultimately lead to a reduction of nonresponse error as defined in Total Survey 

Error framework (Groves et al. 2009). 
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5.2 Literature review 

5.2.1 Attrition and unit nonresponse in online panels 

We can distinguish between two types of attrition in panel studies: forced and normal. While forced 

attrition is managed by the data collector and occurs systematically at the end of eligibility, normal 

attrition is not managed and is a form of nonresponse; it occurs when panel members do not reach 

the end of their eligibility and leave the panel earlier for a variety of reasons, such as opting out, not 

participating fully, or falsifying interviews (Baker et al. 2010). In this study, we will use a classification 

by Callegaro and DiSogra (2008), who introduced slightly different online panel attrition outcomes: 

voluntary attrition, involuntary attrition, and mortality, with the focus on voluntary/opting-out 

attrition. It has been previously reported that voluntary attrition not only decreases the online panel 

sample size; selective attrition may introduce additional biases on top of that due to recruitment 

(Lugtig 2014).  

Another source of representation bias in online panel surveys is unit nonresponse or survey non-

completion, such as non-contact, refusal, or break-off (for definitions of survey outcomes see The 

American Association for Public Opinion Research 2016), especially with respect to the demographic 

or attitudinal characteristics of panel members. Both unit nonresponse and attrition may be 

considered sources of non-random survey errors (Cheng et al. 2016) in case of differential 

nonparticipation (nonresponse and voluntary attrition). Once both sources of nonparticipation are 

combined, the representation bias tend to increase, and nonignorable nonresponse can be the reason 

why even refreshment samples cannot fully correct for attrition bias (Schifeling et al. 2015). 

In web surveys, response rates are significantly influenced by numerous factors, such as the 

questionnaire topic, length, sequencing, formatting, sampling method, whether participation is by 

invitation or not, pre-notification, and reminders (Fan & Yan 2010), as well as by demographic 

characteristics such as age, race/ethnicity, and education (Couper et al. 2007). In longitudinal studies, 

there are several predictors of attrition and response and some of these are specific to the panel 

format. Watson and Wooden (2009) concluded that it could not be assumed that experience with 

nonresponse in cross-sectional surveys is always relevant for predicting response and attrition in 

longitudinal surveys. They reported that there was a large random component to survey nonresponse 

in longitudinal studies in Australia, yet there are observable characteristics in the interview process 

and the respondents that are predictive of nonresponse. For example, respondents’ perception of the 

survey in the preceding longitudinal study wave might influence cooperation in future waves (Watson 

& Wooden 2009). Moreover, Kruse et al. (2009) reported different levels of attrition in an opt-in panel 

in subsamples with different demographic and attitudinal characteristics. Using incentives, especially 
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from the second wave onwards, should increase response rates in certain panels (Castiglioni et al. 

2008); however, Frankel and Hillygus (2014) argued that an individual’s initial motivation to participate 

in a study might also be related to attrition probability, with those motivated strictly by monetary 

incentives having a higher probability of attrition. In probability-based online panels, attrition might 

also be predicted by including self-reported measures of personality, such as conscientiousness and 

openness to experience (Cheng et al. 2016), and panellists can be classified according to response type 

and attrition group, such as “stayers”, “late-comers”, “fast attritors”, and “lurkers” to help understand 

their future participation. While stayers participate in almost all waves, lurkers are infrequent 

respondents, attritors opt-out of the panel at some point, and fast attritors leave even earlier (Lugtig 

2014). 

5.2.2 Paradata and their use in online panels 

Paradata in surveys can be defined as additional data captured during the process of generating survey 

statistics and can be collected at different stages with different levels of detail (Kreuter 2013). Hence, 

different classifications, types and possible applications of paradata exist. In web surveys, paradata 

may be categorized into (1) device-type paradata (e.g., device, browser, and operating system (OS) 

used), and (2) questionnaire navigation paradata (e.g., mouse clicks, order of answering, last question 

answered before breaking off, and time spent per question). In addition to those for cross-sectional 

web surveys, there is a separate class of paradata – online panel paradata, which includes survey 

invitations received, surveys completed, attrition, and survey topics (Callegaro 2013). Web survey 

paradata can be collected in different phases: prior survey phase, recruitment phase, access phase, 

and response phase (McClain et al. 2019), and can be used for examining total survey errors (McClain 

et al. 2019; Olson & Parkhurst 2013), nonresponse (Lynn 2017), panel attrition (Lugtig & Blom 2018; 

Roßmann & Gummer 2016) or calculating propensity score weights adjusting for attrition (Roßmann 

& Gummer 2016). Lugtig and Blom (2018) concluded that paradata-identified behavior largely predicts 

nonresponse and Roßmann and Gummer (2016) reported an improvement in the fit of the 

nonresponse model after adding respondents’ participation history, while both studies used a limited 

number of variables from paradata specific to online panels (e.g., participation in the previous wave). 

However, as Callegaro (2013) concluded, paradata for online panels are still a little explored topic, 

especially in a longitudinal design which takes advantage of the ability to derive longitudinal types of 

predictors. Also, longitudinal/panel data analysis methods controlling for unobserved heterogeneity 

can be used. 
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5.2.3 Statistical methods to study panel participation with panel paradata 

To study panel participation, “static” statistical methods, such as survival analysis (Kruse et al. 2009), 

logistic regression (Castiglioni et al. 2008; Roßmann & Gummer 2016), multiple linear regression 

(Cheng et al. 2016), classification and regression trees (Lugtig & Blom 2018), and other tree-based 

machine learning methods such as boosting methods (Kern et al. 2019) have generally been used in 

previous studies. On the other hand, there are several advantages of analyzing paradata in a panel 

form using dynamic panel data modeling techniques. Analyzing panel data offers more accurate 

inference of panel parameters, greater capacity to capture complex behavior (including controlling 

the impact of omitted variables and generating more accurate predictions), and simplifying 

computation and statistical inference while involving at least two dimensions: a cross-sectional one 

and a time-series one (Hsiao 2007, pp. 3-6). In case of binary outcome variables (such as survey 

response in a wave, 1=yes, 0=no), binary logistic panel data analysis should be used instead of more 

traditional linear panel data models. Dynamic logit (or probit) models were previously adopted to 

allow for the use of binary panel data to disentangle true state dependence from the propensity to 

experience outcomes in all periods. For subject i at occasion t, the basic assumption (i=1, …, n, t=1, …, 

T) is presented in Equation 5.1: 

log
𝑝(𝑦𝑖𝑡 = 1|𝛼𝑖, 𝑥𝑖𝑡)

𝑝(𝑦𝑖𝑡 = 0|𝛼𝑖, 𝑥𝑖𝑡)
= 𝛼𝑖 + 𝑥𝑖𝑡

′ β + 𝑦𝑖,𝑡−1𝛾  (5.1) 

where n is the sample size, T is the total number of occasions, 𝑦𝑖,𝑡 is the binary response variable, x is 

a vector of exogenous covariates, 𝛼𝑖 are individual-specific parameters for the unobserved 

heterogeneity and β and γ are structural parameters (Bartolucci & Nigro 2010). The challenge of any 

panel data analysis, in order to obtain valid inference on structural parameters, is to control the impact 

of unobserved heterogeneity, which effects can either be assumed as random variables (random 

effects model), as fixed parameters (fixed effects model), or both (mixed effects model) (Hsiao 2007, 

p. 8). An alternative to that is using pooled data analysis which is fundamentally applying classical 

regression (e.g., linear or logit) to pooled data. While this type of regression obtains minimum variance 

estimates of covariates under certain conditions, fixed-effect and random-effect models would often 

minimize variance better while accommodating a greater variety of covariates and sample sizes (Ward 

& Leigh 1993). 

5.2.4 Outline of the study 

This study investigates the differential nonparticipation in probability-based online panels and the 

power of online panel paradata predictors of nonparticipation rates, i.e., nonresponse and voluntary 

attrition rates. In contrast to similar research in the field, longitudinal panel participation data, i.e., 
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survey outcome statuses, are explored in detail. The longitudinal nature of paradata enable the 

derivation of a number variables measuring panel response behavior over time. Panel data analysis 

will be carried out, which include the dimension of time in the models so as to improve the accuracy 

of the predictions. This study aims to answer the following research questions (RQs): 

RQ1: What is the extent of differential nonresponse and differential voluntary attrition in probability-

based online panel surveys?  

The theory on nonresponse in longitudinal and online panel studies suggests that there are a number 

of socio-demographic characteristics associated with nonparticipation in surveys (e.g., Kruse et al. 

2009; Watson & Wooden 2009). By answering this question, we will also determine if the available 

socio-demographic predictors should be included in dynamic logistic regression models to improve 

the accuracy of prediction with online panel paradata (this will also contribute to answering the RQ2). 

RQ2: What is the predictive power of online panel paradata with or without socio-demographics? 

Assuming we will be able to identify some level of differential nonresponse in online panels, we will 

compare the predictive power of online panel paradata with and without socio-demographics. This 

approach is similar to behavioral research in psychology where personality traits and past behavior as 

predictors of future behavior are being compared (e.g., Harris et al. 2016). 

RQ3: To what extent do dynamic logistic regression models, i.e., random- and fixed-effects models, 

improve the accuracy of prediction in comparison to pooled “static” regression models, if at all? 

Moreover, we will show if using the advantages of the panel structure of the data, which is to create 

dynamic regression models, can increase the accuracy of prediction of nonresponse in probability-

based panels in contrast to pooled estimation with panel data reported in the literature (e.g., 

Castiglioni et al. 2008; Cheng et al. 2016; Kruse et al. 2009; Roßmann & Gummer 2016). We will start 

off by comparing regression coefficients between pooled, random- and fixed-effects models with the 

same predictors. 

RQ4: How many waves of online panel participation data are needed to predict nonresponse and 

voluntary attrition with desirable accuracy? 

Since our time-series is much longer in comparison to studies carried out by Lugtig and Blom (2018) 

and Roßmann and Gummer (2016), we will provide insight into how much data are required for fairly 

accurate prediction. 

RQ5: How do we determine the right balance between “costs” and “benefits” when identifying 

nonrespondents for further treatment? 
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Identifying potential nonrespondents itself would have little value for an online panel organization 

without following with some kind of a treatment to increase response and decrease attrition (e.g., 

Lugtig 2014). We will show how identification as the first step in improving participation becomes 

inefficient and cost-ineffective at some level, and discuss practical solutions to that. 

5.3 Methods 

5.3.1 Data 

The dataset used in this research was all members of the Life in Australia™, the only mixed-mode 

probability-based online panel in Australia. The Life in Australia™ dataset used in this study did not 

consist of substantive survey data, but of panel response, attrition, incentives, and other 

characteristics of the panel members for waves 1-30 (data collection period: December 2016 and 

August 2019). There was a substantial panel refresh after this time period, plus the combination of 

the 2019/20 Black Summer bushfire season and the COVID-19 pandemic which, combined, introduced 

the strong potential for a structural break in the dataset and is therefore a period best suited to a 

focused research program.  

It was possible to use the dataset to study survey participation, including nonresponse and panel 

attrition, and included information for 3,322 panel members whose demographic information had 

been collected at the end of 2016 (Kaczmirek et al. 2019). The relatively small top-up sample from 

May 2018 is not included in this study. For each of the 30 waves of subsequent data collection, the 

dataset included all relevant information about the activity of panel members. If a panel member 

became inactive (excluding vacations or public holidays) due to voluntary (panel opt-out) or 

involuntary (retired) attrition, or due to mortality (death), participation data were no longer collected 

for that respondent from the successive wave as attrited units are no longer relevant for analysis 

(cannot rejoin and re-attrite, hence no variability in response). These missing data make the panel an 

unbalanced panel in panel data analysis.  

5.3.2 Population and sampling 

The population in this research was defined as “Australian residents aged 18 years or older”. The 

recruitment rate for the establishment of the Life in Australia™ panel was 21.1% and the profile rate 

was 77.7%. For the recruitment process, a dual-frame random digit dialing (RDD) sample design was 

employed, with a 40:60 (pilot) and 30:70 (the main recruitment effort) split between landline and cell 

phone sample frames. The offline population, so-called offliners, completed surveys by telephone 

(Kaczmirek et al. 2019). All members of the sample were invited to participate in the majority of 

surveys between December 2016 and August 2019, except for waves 5(a), 8, 13, and 20. All variable 
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values for all units were, nevertheless, included in the analysis, since the increased time gap between 

survey invitations could well prove to be one of the predictors of survey participation. 

5.3.3 Data analysis, statistical modeling and derived covariates 

To analyze the data and to answer the research questions, multivariate statistical analysis was used, 

including multiple linear regression, and panel data analysis, including logit random- and fixed-effect 

models. All of these models were created to study attrition and nonresponse using paradata and not 

for substantive analysis using substantive survey items. Since most of the dependent variables in the 

models were binary and consisted of a set of independent variables including controls, binary logistic 

regression was used in the majority of the models. In addition to multiple linear regression analysis 

and logistic regression (aggregated participation variables), this study used logistic regression analysis 

for the binary panel data (dynamic logit model) in the main models, since the added value would be 

consideration of the longitudinal dimensions of panel participation, as measured by the online panel 

paradata. The selected longitudinal or panel data consisted of repeated observations of the same units 

at different points in time, enabling control for unobserved heterogeneity. We also considered using 

probit models, but we did not observe non-constant error variances, and the results would have been 

fairly similar.  

To answer the research questions, this article will present four separate but to some extent related 

multivariate models: (1) multiple linear regression to investigate the socio-demographic aspects of 

panel response rates (the dependent variable: participation percentage); (2) binary logistic regression 

to investigate socio-demographic features of panel attrition (the dependent binary variable: attritor); 

(3) dynamic logit regression to investigate panel response using past response patterns and data 

collection characteristics (the dependent variable: nonresponse in a particular wave); and (4) dynamic 

logit regression to investigate panel attrition using past response patterns and data collection 

characteristics (the dependent variable: voluntary attrition in a particular wave)43.  

The derived variables as exogenous covariates/predictors of panel participation in fixed- and random-

effect models were based on the AAPOR categorisation of the survey outcome rates (see The 

American Association for Public Opinion Research 2016): participation rate prior to wave, non-contact 

rate prior to wave, refusal rate prior to wave, non-refusal rate prior to wave, donation-to-charity rate44 

prior to wave, consecutive waves without participation, consecutive waves with nonresponse, 

consecutive waves with non-contact, consecutive waves with refusal, consecutive waves with non-

 
43 To not exclude any cases, we later imputed missing demographic information using multiple imputations for models 3 

and 4. 
44 Charity rate is a special type of rate and is not one of standard survey outcome rates. Yet, it is associated with motivation 
to participate in online panel surveys and could be treated as a type of panel behavior measured with online panel paradata. 
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refusal, consecutive participating waves of donating to charity, and changes in the survey outcomes 

in the preceding two waves. For each type of survey outcome, the rates prior to a wave of data 

collection were calculated for each respondent in the panel. For example, the response rate at 5b was 

the total survey completion rates in waves 1, 2, 3, 4, and 5a for that respondent. The difference 

between the response and participation rates was the denominator – the response rate was calculated 

as the number of interviews divided by the number of invitations while the participation rate was 

calculated as the number of interviews divided by the number of all waves (invited or not)45. The 

charity rate was calculated as the number of donations to charity divided by the number of survey 

completions. Moreover, as with the panel survey outcome rates, consecutive occurrences of a 

particular survey outcome prior to a wave of data collection were calculated for each respondent in 

the panel.46 Changes between survey outcomes were possible to calculate from wave 3 on, since two 

consecutive waves of data were required to identify changes in respondents’ participation behavior 

prior to a wave. Changes from interview to other outcomes (including non-contact, non-refusal, 

physical or mental inability/incompetence, but excluding refusal) in consecutive waves, were the less 

severe changes of survey response outcomes, while any other survey outcome (including interview) 

to refusal should be considered as more severe change. 

5.4 Results 

5.4.1 Descriptive statistics 

The results of the descriptive analysis for all independent variables in the first two models (as well as 

the covariates for random effects) and the dependent variables of survey response percentage and 

attritor will be presented. This is the introductory analysis into more in depth analysis in the following 

results subsection to answer research questions 1–5 (Subsections 5.2–5.6).  

The differences in the panel participation rates in the first 30 waves of the Life in Australia™ data 

collection between the socio-demographic groups of analytic importance can be seen in Table 5.1. Of 

all Life in Australia™ panellists recruited in 2016 (n=3,322), only those who were once active, i.e., 

responded in at least one wave out of 30, were included (n=2,990). The groups with the lowest average 

response rates (RR)/survey completion rates were the youngest (18–24 years of age at recruitment – 

RR 58.44%, and 25–34 years of age – RR 67.75%), respondents who spoke a language other than 

 
45 Participation rate (prior to waven) = ‘number of completed questionnaire by waven’ / ‘total number of waves by waven’; 
for example, if a panellist completed questionnaires in waves 1-3, was not invited in wave 4 and refused to participate in 
wave 5, the participation rate before wave 6 was 0.6 or 60% (3 waves out of 5). 
46 For example: Consecutive refusal (prior to waven) = consecutive waves prior to waven with refusal survey outcome (waves 
invited to only); if a panellist completed questionnaire in wave 1, refused to participate in wave 2, was not invited in wave 3, 
and again refused to participate in waves 4 and 5, the consecutive refusal before wave 6 was 3 (three consecutive waves 
invited to, i.e., 2, 4 and 5). 
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English at home (65.69%) and those who were Indigenous (69.00%). The groups with the highest 

overall response rates were 65 years of age or above (65–74 years – 84.83%, 75+ years – 82.20%), 

better educated (with a Bachelor or higher – 78.86%), and carers (81.11%). Response rates tended to 

increase with age and were higher in the Australian-born respondent group and amongst females.  

On the other hand, the attrition statistics were quite different. The groups most likely to opt-out of 

the panel were the least educated (up to Year 11 or the lower 20.31%), the offline population 

(22.40%), and the elderly (75+ years of age – 24.05%), and voluntary attrition generally tended to 

increase with age. Those least likely to attrite were the youngest (18–24 years of age – 6.69%, 25–34 

years of age – 8.93%), those who were Indigenous (7.81%), and those who speak language other than 

English at home (10.86%).  
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Table 5.1: Survey response percentage and attritor sample statistics (n=2,990)  

   Survey response % 
Voluntary attritor (in any 

wave, in %) 

  n Mean SD No Yes 

Gender      

Female 1,576 76.60 29.52 86.42 13.58 
Male 1,403 74.55 31.12 86.60 13.40 
Education      
Bachelor or higher 1,127 78.86 28.91 88.11 11.89 
Certificate/diploma/trade 1,062 73.59 30.83 87.01 12.99 
Year 12 or equivalent 343 72.65 31.41 88.63 11.37 
Year 11 or less 458 74.33 30.86 79.69 20.31 
Capital city in state      
No 999 76.93 29.34 86.79 13.21 
Yes 1,966 75.59 30.21 86.52 13.48 
Born in Australia      
No 820 72.75 31.81 86.10 13.90 
Yes 2,160 76.72 29.62 86.71 13.29 
Only English spoken at home      
No 442 65.69 35.11 89.14 10.86 
Yes 2,547 77.32 29.03 86.06 13.94 
Indigenous status      
No 2,921 75.74 30.18 86.41 13.59 
Yes 64 69.00 34.61 92.19 7.81 
Other healthcare card      
No 1,965 74.72 30.61 87.33 12.67 
Yes 992 78.11 29.05 85.08 14.92 
Carer status      
No 2,400 74.37 30.97 85.58 14.42 
Yes 582 81.11 26.32 90.38 9.62 
Population47      
Offline 433 72.53 28.45 77.60 22.40 
Online 2,557 76.10 30.56 87.99 12.01 
Age group      
18-24 years 239 58.44 35.33 93.31 6.69 
25-34 years 403 67.75 33.61 91.07 8.93 
35-44 years 418 71.10 32.76 89.71 10.29 
45-54 years 518 75.56 29.42 87.07 12.93 
55-64 years 636 79.62 28.53 85.53 14.47 
65-74 years 532 84.83 23.35 82.71 17.29 
75 or more years 237 82.20 22.28 75.95 24.05 
Socio-Economic Indexes for Areas      
Quartile 1 417 76.69 30.08 88.73 11.27 
Quartile 2 520 76.76 29.88 85.00 15.00 
Quartile 3 570 76.55 29.58 88.95 11.05 
Quartile 4 635 75.28 30.67 84.88 15.12 
Quartile 5 822 75.50 29.59 86.25 13.75 
Age, mean with SD 2,949   50.31 (17.18) 56.89 (16.62) 
Survey response %, mean with SD 2,990   78.65 (29.61) 55.93 (27.07) 

 

The negative association between the survey response rate and attrition (attritors: 55.96% average 

completion rate, non-attritors: 78.65% average completion rates, statistically significant at p<0.01) 

can be explained by the fact that attritors responded with a lower propensity than non-attritors even 

 
47 At profile survey (before first wave for panellist). 
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before opting out of the sample. If we have a closer look at the age variable, we can observe an 

interesting phenomenon – survey response (i.e., completion rates not taking retention rate into 

account) increased with age while voluntary attrition rates also increase with older panellists. It seems 

that higher attrition age groups (e.g., 65–74 years) were left with people who were more likely to 

respond whilst lower attrition age groups (e.g., 18–24 years) still contained respondents who were 

less motivated but who would not attrite, also known as infrequent respondents (lurkers).  

Secondly, this article will present the averages for the differently derived panel participation rates as 

independent variables in the models predicting survey nonresponse and panel attrition. The 

differences in panel response behavior over time, calculated at the individual level and presented as 

aggregated statistics, can be seen in Figure 5.1. Besides survey completion rates, we are adding 

attrition rate which represents the cumulative percentage of respondents who actually opted out. It 

can be seen that individual response rates slowly decreased over time – the average response rate 

prior to a wave decreased from almost 90% to just above 80% and the curve flattens at wave 15. 

Participation rates decreased at a higher rate since not all respondents were invited in waves 5a, 8, 13 

and 20; it flattened in wave 9 at about 72% for all remaining active respondents. Non-refusal and 

refusal rates remained fairly constant while non-contact and cumulative attrition rates increased over 

time, and charity rates gradually decreased after wave 5a. It was concluded that the principal reasons 

for survey nonresponse were non-contact and panel attrition but not refusals. 

Figure 5.1: Different average panel survey outcome rates prior to waves 2–30 (n=2,990)  

 

The differences in consecutive survey outcomes over time, calculated at the individual level and 

presented as aggregated statistics, can be seen in Figure 5.2. It is evident that consecutive response 
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rates increased over time, which can also be attributed to the fact that almost one-third of the Life in 

Australia™ sample recruited in 2016 responded to every invitation. Consecutive participation followed 

the same distributions as consecutive response only until wave 5a. After that, not all respondents 

were invited in each wave and only a very small subsample was asked to participate in wave 8; 

therefore, the consecutive participation rate had decreased to close to zero prior to wave 9. 

Consecutive charity and non-contact rates increased slowly in a linear fashion over time. Consecutive 

non-refusal and refusal rates were much lower compared to those in other consecutive survey 

outcomes and did not alter significantly (at the aggregated level) over time. 

Figure 5.2: Different average consecutive survey outcomes prior to waves 2–30 (n=2,990)  

 

The differences in survey outcomes over time, identified at the individual level and presented as 

aggregated statistics, can be seen in Figure 5.3. Changes from interview to other outcomes were much 

more common than changes from any outcome to refusal, as the more severe changes of panel 

participation behavior. Prior to waves 9 and 10, the rates decreased to almost zero since only a small 

subsample was invited to participate in wave 8. The highest interview-to-other change rates were 

observed prior to wave 12 (i.e., in wave 10 survey outcome=interview, and wave 11 survey 

outcome=other) with one out of ten active respondents changing their survey outcome. Conversely, 

the highest other-to-refusal change rates were observed prior to waves 5b and 16 with approximately 

1.5% of respondents changing their survey outcome to refusal. 
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Figure 5.3: Changes in survey outcomes prior to waves 2–30 (n=2,990)  

 

5.4.2 Socio-demographic predictors of panel nonresponse and attrition (RQ1) 

The first multiple linear regression model demonstrated the effects of the characteristics of the online 

panel respondents (as the independent variables) on the nonresponse rate (as the dependent 

variable). The results from Table 5.2 helped answer the first research question regarding differential 

nonresponse and the socio-demographic predictors of panel participation (RQ1). 

The effects of different independent variables on the continuous variable in the model survey response 

rate can be seen in Table 5.2. The results of the regression analysis showed that the overall individual 

response rate for all waves was positively associated with higher education (the coefficients for 

certificate/diploma/trade and Year 12 or equivalent, Year 11 and lower were all below -3, with 

p<0.05), only English spoken at home (with a 95% Confidence Interval (CI) 2.92 to 9.73, and p<0.001), 

and being older (age, a continuous variable, with a 95% CI 0.38 to 0.52, and p<0.001). The online 

population tended to produce a higher response rate than the offline respondents (with a 95% CI 5.69 

to 12.23, and p<0.001) and the Socio-Economic Indexes for Areas (SEIFA) Quartile 5 group tended to 

respond less frequently (with a 95% CI -7.12 to -0.54), ceteris paribus. 

The strongest socio-demographic predictors of survey response rates in the online panel surveys were 

age, online-offline status, level of education, and whether languages other than English were spoken 

at home. The adjusted R-Squared value equaled 0.085, meaning that the model explained 8.5% of the 

variability in the response data. While that indicates that differential nonresponse is present, it does 

not seem to be severe (RQ1). 
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Table 5.2: Multiple linear regression results, the effect of socio-demographic characteristics on overall 

survey completion rate in waves 1-30, 2872 persons 

 Coef L 95% CI U 95% CI p value 

Gender     

Female 0    

Male -1.70 -3.81 0.40 0.113 

Education     

Bachelor or higher 0    

Certificate/diploma/trade -6.96 -9.51 -4.42 <0.001** 

Year 12 or equivalent -3.86 -7.46 -0.26 0.036* 

Year 11 or less -9.29 -12.72 -5.85 <0.001** 

Capital city in state     

No 0    

Yes 1.43 -1.08 3.95 0.263 

Born in Australia     

No 0    

Yes 1.95 -0.64 4.54 0.141 

Only English spoken at home     

No 0    

Yes 6.32 2.92 9.73 <0.001** 

Indigenous status     

No 0    

Yes -3.38 -10.65 3.89 0.362 

Other healthcare card     

No 0    

Yes -0.36 -2.86 2.14 0.779 

Carer status     

No 0    

Yes 4.27 1.58 6.97 0.002** 

Population     

Offline 0    

Online 8.96 5.69 12.23 <0.001** 

SEIFA     

Quartile 1 0.12 -3.56 3.81 0.947 

Quartile 2 -1.15 -4.61 2.30 0.513 

Quartile 3 0.00    

Quartile 4 -1.62 -4.94 1.69 0.337 

Quartile 5 -3.83 -7.12 -0.54 0.023* 

Age 0.45 0.38 0.52 <0.001** 

Constant 43.99 37.54 50.44 <0.001** 

Adjusted R-Squared 0.085 

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence 
interval, U 95% CI = upper limit of 95% confidence interval, *significant at the 0.05 level, 
**significant at the 0.01 level 

 The second regression model demonstrated the effects of the characteristics of the online panel 

respondents (as the independent variables) on attrition (as the dependent variable). The results 
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helped answer the first research question regarding the differential attrition and its socio-

demographic predictors. 

The effects of different independent variables on the binary dependent variable in the logit regression 

model voluntary attritor can be seen in Table 5.3. The same independent variables as in the first 

multiple regression model were used. The results showed that panel opt-out attrition (0=no, 1=yes) 

was positively associated with participants speaking language other than English at home (95% CI 0.10 

to 0.92, and p=0.016), those not holding other healthcare cards (those holding other healthcare care 

with a 95% CI -0.56 to -0.01, and p=0.040), not being a carer (carers with a 95% CI -0.75 to -0.09, and 

p=0.012), being younger (age, continuous, with a 95% CI 0.03 to 0.05, and p<0.001), being an “offliner” 

(with a 95% CI -0.70 to -0.07, and p=0.015) and with a lower response rate (with a 95% CI -0.03 to -

0.02, and p<0.001).  
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Table 5.3: Logistic (logit) regression results, the effect of socio-demographic characteristics on 

voluntary attrition in waves 1-30, 2872 persons 

 Coef L 95% CI U 95% CI p value 
Gender     

Female 0    

Male -0.09 -0.33 0.14 0.431 

Education     

Bachelor or higher 0    

Certificate/diploma/trade -0.07 -0.36 0.22 0.648 

Year 12 or equivalent -0.20 -0.63 0.23 0.355 

Year 11 or less 0.07 -0.29 0.43 0.697 

Capital city in state     

No 0    

Yes 0.10 -0.18 0.38 0.488 

Born in Australia     

No 0    

Yes -0.05 -0.34 0.23 0.710 

Only English spoken at home     

No 0    

Yes 0.51 0.10 0.92 0.016* 

Indigenous status     

No 0    

Yes -0.50 -1.47 0.48 0.317 

Other healthcare card     

No 0    

Yes -0.29 -0.56 -0.01 0.040* 

Carer status     

No 0    

Yes -0.42 -0.75 -0.09 0.012* 

Population     

Offline 0    

Online -0.39 -0.70 -0.07 0.015* 

SEIFA     

Quartile 1 0.05 -0.39 0.48 0.836 

Quartile 2 0.24 -0.15 0.64 0.224 

Quartile 3 0    

Quartile 4 0.39 0.00 0.77 0.047* 

Quartile 5 0.17 -0.21 0.56 0.382 

Age 0.04 0.03 0.05 <0.001** 

Survey response % -0.03 -0.03 -0.02 <0.001** 

Constant -2.08 -2.82 -1.34 <0.001** 

Pseudo R-Squared 0.145 

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, 
U 95% CI = upper limit of 95% confidence interval, *significant at the 0.05 level, **significant at 
the 0.01 level 
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5.4.3 Online panel paradata predictors of panel nonresponse: statistical modeling to 

address RQ2, RQ3 and RQ4 

Panel nonresponse, which was predicted using the paradata and socio-demographic characteristics of 

the online panellists, was defined as any survey non-completion outcome. To investigate those 

aspects of respondent behavior affecting nonresponse and to later answer research question RQ2 

(predictor choice) and RQ4 (required length of time-series), a number of longitudinal variables as 

independent variables/covariates in the dynamic panel regression models were derived (see 

Subsection 5.3.3 and Figures 5.1, 5.2, and 5.3). Response rate was excluded since it is highly correlated 

with the participation rate and was a linear combination of the other survey outcome rates. 

Panel nonresponse without subsequent attrition was investigated with three different models: (1) the 

pooled logit regression model (non-longitudinal); (2) the random-effect dynamic logistic model; and 

(3) the fixed-effect dynamic logistic model, to later answer RQ3 (statistical modeling choice). In the 

first static logistic regression model, every observation (respondent in a wave) was independent, and 

allowed for individual effects. The results of this regression were compared to those of the dynamic 

logistic regression. The difference between the two dynamic models was that the results of the 

random-effect model could be generalized to the population from which the Life in Australia™ sample 

was drawn, while the fixed-effect within-person model controlled for time-invariant person-related 

characteristics and could be considered as slightly more accurate for this specific sample. The fixed-

effect model did not include any controls, since the demographics were collected at recruitment only 

and the within-group variance equaled zero. 

The results of the logit regression analysis can be seen in Table 5.4. The coefficients for the pooled 

and random-effect models were fairly similar: participation rates were negatively associated with 

nonresponse (the coefficients in the pooled model -2.73, and -3.34 in the random-effect model; both 

significant at the 0.01 level) while the charity rate was positively associated with the dependent 

variable (coefficient, pooled: 0.40, random-effect: 0.68; significant at the 0.01 level). Moreover, 

consecutive participation, non-contact, refusal and non-refusal all increased the probability of 

nonresponse in both models (pooled model coefficients between 0.03 [participation] and 1.10 

[refusal] and for random-effect between 0.04 [participation] and 0.98 [refusal]; all significant at the 

0.01 level), while consecutive response decreased the probability of nonresponse (pooled mode 

coefficient -0.12, random-effect model coefficient -0.09, both significant at the 0.01 level). In both 

models, the effect of a change from interview to other (coefficients, pooled regression: 0.09, p=0.028, 

random effect: 0.15, p<0.001) and a change from other to refusal (coefficients, pooled regression: 

0.51, p<0.001, random-effect: 0.45, p=0.008) were significant. 
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The fixed-effect model produced slightly different results. While all the consecutive survey outcomes 

prior to a wave and changes in survey outcomes were similarly positively associated with 

nonresponse, non-contact rate (coefficient -3.84, p<0.001), refusal rate (coefficient -3.10, p<0.001), 

and non-refusal rate (coefficient -4.45, p<0.001), were negatively associated with nonresponse in 

contrast to pooled and random-effect regression. One of the reasons for these differences was that 

fixed-effect models require some variability in the response variable, thus respondents with 100% 

total survey completion rates, about one-third of the whole sample, were automatically excluded from 

the analysis. 

The strongest online panel paradata predictors of nonresponse after controlling for socio-

demographic characteristics were: (1) all consecutive waves with a particular survey outcome, (2) 

changes in survey outcome, and (3) survey outcome rates prior to a certain wave, such as 

participation, non-refusal rates, or charity rates. In general, variables derived from online panel 

paradata (predominantly survey completion rates) showed to be good predictors of nonresponse and 

should perform well in predicting nonrespondents, presented in the next paragraphs. 
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Table 5.4: Logit regression, random-effect and fixed-effect within-person logistic regression results, the effect of previous response trends on nonresponse in 

certain wave, 2,990 persons, waves 1-30 

 Logit regression model 
(a pooled model) 

Random-effect within-person logistic 
regression model 

Fixed-effect within-person logistic regression 
model 

 Coef L 95% CI U 95% CI p value Coef L 95% CI U 95% CI p value Coef L 95% CI U 95% CI p value 

Participation rate -2.73 -3.40 -2.06 <0.001** -3.34 -4.13 -2.55 <0.001** -4.98 -5.85 -4.10 <0.001** 

Non-contact rate 0.49 -0.17 1.15 0.145 -0.18 -0.99 0.62 0.657 -3.84 -4.75 -2.92 <0.001** 

Refusal rate 0.49 -0.37 1.34 0.264 -0.15 -1.23 0.92 0.781 -3.10 -4.36 -1.85 <0.001** 

Non-refusal rate 1.05 0.37 1.73 0.003** -0.11 -0.95 0.74 0.807 -4.45 -5.41 -3.50 <0.001** 

Charity rate 0.40 0.30 0.49 <0.001** 0.68 0.53 0.83 <0.001** 0.50 0.19 0.80 0.002** 

Consecutive participation 0.03 0.01 0.05 <0.001** 0.04 0.02 0.05 <0.001** 0.00 -0.02 0.02 0.962 

Consecutive response -0.12 -0.13 -0.11 <0.001** -0.09 -0.10 -0.07 <0.001** 0.02 0.01 0.04 0.001** 

Consecutive non-contact 0.55 0.52 0.58 <0.001** 0.45 0.41 0.48 <0.001** 0.49 0.45 0.52 <0.001** 

Consecutive refusal 1.10 0.87 1.32 <0.001** 0.98 0.74 1.23 <0.001** 1.02 0.77 1.27 <0.001** 

Consecutive non-refusal 0.33 0.27 0.39 <0.001** 0.21 0.15 0.28 <0.001** 0.32 0.26 0.39 <0.001** 

Consecutive charity donations  0.01 0.00 0.03 0.024* 0.02 0.00 0.03 0.015* 0.03 0.01 0.05 <0.001** 

Change from interview to other  0.09 0.01 0.17 0.028* 0.15 0.06 0.23 0.001** 0.24 0.15 0.32 <0.001** 

Change from other to refusal 0.51 0.20 0.82 0.001** 0.45 0.12 0.78 0.008** 0.43 0.09 0.76 0.012* 

Constant 1.27 0.65 1.90 <0.001**   

Pseudo R-Squared 0.415   

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, U 95% CI = upper limit of 95% confidence interval, *significant at the 0.05 level, 
**significant at the 0.01 level; pooled logit regression and random-effect models include the following controls: gender, age, education, capital, born in Australia, English only 
spoken at home, Indigenous status, another health card, carer status, online/offline population and SEIFA 
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5.4.4 Online panel paradata predictors of panel attrition: statistical modeling to address 

RQ2, RQ3 and RQ4 

Panel attrition, explored using panel paradata and socio-demographic characteristics, was a binary 

variable in these models with “0” representing non-attrition and “1” representing panel “opt-out” 

attrition. As with nonresponse, attrition was investigated with pooled logit, random-effect logistic and 

fixed-effect within-person logistic regression models and the same derived predictors. The fixed-effect 

model did not include any controls, since the demographic information was collected at recruitment 

only and there was no within-group variance for those variables. For the same reason, not all 

respondents but only attritors were included in the fixed-effect regression analysis (n=404). 

As with the nonresponse models in Table 5.4, the pooled and random-effect models predicting 

attrition (which occurred only once) were reasonably similar (see the coefficients in Table 5.5). As 

such, only the dynamic models will be discussed and compared. First of all, it became apparent that 

fewer dimensions of survey participation behavior in previous waves had had an effect on attrition in 

the random-effect model. However, all of the average survey outcome rates prior to a wave and 

consecutive participation (a coefficient of 0.35, p<0.001) had a statistically significant effect in the 

fixed-effect model only (coefficients of -19.87 [participation], -14.27 [non-contact], -15.65 [non-

refusal], and -9.62 [refusal] with p=<0.001), while charity rates had an effect in the random-effect 

model only (coefficient 0.94, p<0.001). However, consecutive response (negative), consecutive 

refusal, consecutive charity, and change from other to refusal (all positive) had a significant effect on 

attrition in both models.  
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Table 5.5: Logit regression, random effect and fixed effect within-person logistic regression results, online and offline samples, the effect of previous response 

trends on voluntary panel attrition in certain wave, 2,990 persons, waves 1-30 

 Logit regression model 
(a pooled model) 

Random-effect within-person logistic 
regression model 

Fixed-effect within-person logistic 
regression model 

 Coef L 95% CI 
U 95% 

CI 
p value Coef 

L 95% 
CI 

U 95% 
CI 

p value Coef 
L 95% 

CI 
U 95% 

CI 
p value 

Participation rate -2.37 -4.94 0.21 0.072 -2.60 -5.26 0.06 0.056 -19.87 -24.57 -15.17 <0.001** 

Non-contact rate -1.32 -3.84 1.21 0.307 -1.45 -4.03 1.12 0.269 -14.27 -18.95 -9.60 <0.001** 

Refusal rate 1.14 -1.39 3.67 0.377 1.17 -1.40 3.75 0.371 -9.62 -15.30 -3.93 0.001** 

Non-refusal rate -0.32 -2.88 2.23 0.805 -0.46 -3.07 2.14 0.728 -15.65 -20.49 -10.80 <0.001** 

Charity rate 0.91 0.50 1.31 <0.001** 0.94 0.51 1.36 <0.001** -0.97 -2.84 0.90 0.311 

Consecutive participation -0.01 -0.09 0.06 0.714 -0.01 -0.09 0.07 0.843 0.35 0.22 0.47 <0.001** 

Consecutive response -0.14 -0.20 -0.08 <0.001** -0.14 -0.20 -0.08 <0.001** -0.12 -0.21 -0.02 0.021* 

Consecutive non-contact 0.05 0.00 0.09 0.059 0.05 0.00 0.10 0.052 0.66 0.50 0.81 <0.001** 

Consecutive refusal 0.81 0.60 1.03 <0.001** 0.84 0.61 1.08 <0.001** 1.03 0.65 1.41 <0.001** 

Consecutive non-refusal -0.01 -0.22 0.19 0.905 -0.01 -0.22 0.21 0.956 0.49 0.19 0.79 0.001** 

Consecutive charity donations  0.06 0.00 0.12 0.044* 0.06 0.00 0.12 0.046* 0.20 0.10 0.30 <0.001** 

Change from interview to other  0.14 -0.24 0.53 0.462 0.16 -0.23 0.55 0.416 0.88 0.40 1.35 <0.001** 

Change from other to refusal 1.07 0.67 1.46 <0.001** 1.03 0.61 1.44 <0.001** 0.88 0.36 1.40 0.001** 

Constant -4.64 -7.06 -2.22 <0.001** -4.65 -7.09 -2.21 <0.001**  

Pseudo R-Squared 0.147   

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, U 95% CI = upper limit of 95% confidence interval, *significant 
at the 0.05 level, **significant at the 0.01 level; pooled logit regression model includes the following controls: gender, age, education, capital, born in Australia, 
English only spoken at home, Indigenous status, another health card, carer status, online/offline population and SEIFA 
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In addition to these predictors, consecutive participation, consecutive non-refusal, and change from 

“interview” to “other” all had a positive effect on attrition in the fixed-effect model only. In 

comparison to the nonresponse models, fewer paradata-derived predictors had statistically significant 

coefficients in the pooled and random-effects models, which should translate into lower prediction 

power than for nonresponse. 

All in all, the strongest online panel paradata predictors of attrition were a change from other to 

refusal, consecutive refusal, consecutive response, and charity rate. Participation, non-contact rates 

and consecutive non-contact were less reliable predictors. While the random-effect model should, 

theoretically, have proved a better model by which to identify potential attritors, the fixed-effect 

model should have proved more accurate in establishing when the attrition would actually happen 

and what the strongest indicators would be for that specific (non)respondent group.  

5.4.5 Accuracy of predictions for nonresponse: addressing RQ2, RQ3 and RQ4 

To extend the analysis in Section 5.4.3 and to answer research questions RQ2 (predictor choice), RQ3 

(modeling choice) and RQ4 (required length of time series), a set of pooled logit and random-effect 

logistic regression models for nonresponse were used (see Table 5.4 for regression including data for 

all 30 waves).  

Firstly, we have to emphasize that the accuracy of identifying voluntary attritors was fairly low, i.e., 

recall was equal to less than 20% in any models we constructed, with or without socio-demographics, 

pooled or random-effects, and no matter how many future waves were investigated. Instead, 

predicting nonrespondents (and treating them) should offer better results in dealing with potential 

voluntary attrition.  

Consequently, we thoroughly investigated how accurately nonrespondents could be identified using 

their previous panel participation behavior as predictors in the static logit and the dynamic logit 

regression models. Generally speaking, fixed-effect within-person regression could be more accurate 

in identifying behavioral indicators of nonresponse and their magnitude (if explanatory variables are 

correlated with the error term), but it would not be possible to use its model coefficients to calculate 

the predicted probabilities for each respondent.  

The aim of this analysis was not only to compare the accuracy of using logit models against dynamic 

random-effect models, but also to compare the prediction efficiency of combining two groups of 

predictors, namely: (1) online panel paradata derived variables only, and (2) online panel paradata 

derived variables and socio-demographics combined. To compare the prediction power, we presented 

two key statistics: accuracy and recall. The results are presented for waves 4–30 since we needed at 

least three waves of data to derive certain behavioral predictors and to avoid multicollinearity. We 
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used online panel paradata for waves 1–3 to predict nonresponse in wave 4, paradata for waves 1–4 

to predict nonresponse in wave 5, and paradata for waves 1–29 to predict nonresponse in wave 30. 

Accuracy was used as a metric for correct identification of both respondents and nonrespondents in 

the subsequent wave, while recall, calculated as true positives divided by all actual positives, was used 

as a metric for correct identification of nonrespondents only. Since the propensity for survey 

completion was about four times as high as nonresponse in Life in Australia™, accuracy of any model 

(or even random selection) should naturally be higher than recall. As we worked with full online panel 

paradata including response numbers for all 30 waves of data collection, we did not need to estimate 

nonresponse in the subsequent waves to determine the target number of nonrespondents identified 

with our prediction models, something that would need to be done in real life situations. This way, 

precision as the third metric typically reported in data science to evaluate algorithms, equals to recall 

and thus does not need to be reported. We identified nonrespondents by selecting the units with the 

highest probability of nonresponse calculated with our models. Remembering that wave 8 was a 

partial survey, the results for all 30 waves are presented in Figures 5.4 and 5.5.  

Figure 5.4: Predictive power for response and nonresponse combined, waves 4–30 (Accuracy) 

 

The accuracy curves in Figure 5.4 show the total accuracy of identification of both respondents and 

nonrespondents in a certain wave. To answer RQ4, we can conclude that we already achieve more 

than 87% accuracy with six waves of data. It is also evident that the prediction accuracy improved 

further over time with more data, it peaked in wave 24 (91%), and slightly declined in the remaining 

six waves. Wave 8 is an exception, since only about 100 panellists were invited to participate. To 
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answer RQ3 and RQ4: we observed very little to no differences in accuracy between logit and random-

effect models, and models with or without socio-demographic predictors. Initially, models with online 

panel paradata predictors were more accurate, since there were about 4% of panellists with 

incomplete socio-demographic data, and this missingness was also associated with a lower propensity 

to respond in a particular wave. We corrected this problem with multiple imputations, resulting in 

about 4% improved accuracy of models including socio-demographic variables. Now, there is almost 

no difference (see Figure 5.4). 

Figure 5.5: Predictive power for nonresponse, waves 4–30 (Recall) 

 

The recall curves in Figure 5.5 show how accurate is identification of nonrespondents in a certain 

wave. It is evident that the predictive power improved over time with more data, but it peaked earlier 

than accuracy (see Figure 5.4) – in wave 16 (77%). These results compare favorably to simpler 

identification approaches, such as identification nonrespondents in wave k by looking at 

nonrespondents in wave k-1. That approach is about 6% less accurate on average (for waves with the 

majority of panellists invited), suffers from a loss of predictive power in a wave subsequent to a wave 

with a small proportion of all panellists invited (waves 8 and 9), and is generally less reliable (an 

increased variability of recall, e.g., up to 11% lower accuracy in wave 11 compared to random effect 

models).  
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To answer RQ4, we can conclude that we can achieve fairly good accuracy with 15 waves of online 

panel paradata, identifying more than 3 of 4 nonrespondents in wave 16. After wave 17, about 10% 

of panellists were retired due to inactivity, which means that a significant portion of the sample, for 

which nonresponse was easy to predict, was lost. This drop of recall can be seen in wave 18, but it 

again increased gradually over time and almost reached wave 16 numbers in wave 29 (76%). To 

answer RQ3: we observed minor differences between different logit models – random-effect models 

were about 1% more accurate than logit models on average, but in only two waves by more than 2%. 

To answer RQ2: this time, we again cannot observe any differences between models with different 

ranges of predictors, and multiple imputations for missing socio-demographic information improved 

efficiency by about 3% in the models including socio-demographic predictors. 

5.4.6 Cost-benefit analysis of prediction and post-prediction treatment (RQ5) 

To extend the findings, to turn them into practical solutions, and to answer RQ5 (cost-benefit 

problem), we will show the relationship between recall and precision. It will be presented conditional 

on the target proportion of panellists with the highest probability of nonresponse, selected to identify 

nonrespondents. Having in mind that organizations managing online panels could in practice identify 

potential nonrespondents for different purposes (e.g., see Lugtig 2014), we will show the results of 

our “cost-benefit” analysis. The “cost” in our case is identifying potential nonrespondents and treating 

them to prevent them from not participating in future panel surveys; that increases costs of panel 

management. The “benefit” is identifying those who would not respond in the upcoming survey and 

successfully convincing them to participate in future panel surveys. However, as identification cannot 

be 100% accurate, we would also treat respondents who would normally respond without 

interventions48. Our cost benefit analysis is in the form of the number of attempts needed to identify 

the next nonrespondent by selecting the panellist with the next highest calculated probability of 

nonresponse (probability calculated with random effect model, range 0-100%). For this particular 

exercise, we used the data for the wave with the highest recall score (wave 16). The results are shown 

in Figure 5.6.  

  

 
48 Treatment could be any panel management solution proven to increase survey completion of less frequent respondents. 
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Figure 5.6: The relationship between recall and precision, “cost-benefit” analysis (wave 16, n=2727) 

 

In Figures 5.4 and 5.5 the selected number of panellists with the highest calculated probability of 

nonresponse equaled to the real number of nonrespondents in the subsequent wave. But in Figure 

5.6, we are showing the relationship between precision and recall at different proportions of panellists 

selected for nonresponse identification. The recall and precision curves cross at about 23%, which was 

the nonresponse rate in wave 16. Around that proportion of the whole sample identified as 

nonrespondents, recall curve starts flattening. In practice, the result of this flattening means a higher 

proportion of false positives. This is confirmed with the line showing the number of attempts needed 

to identify the next nonrespondent – while almost every panellist with the top 10% (top decile) 

calculated probability of nonresponse is an actual nonrespondent (value 1 or just above 1), we would 

need about three attempts, including two false positives, to identify one nonrespondent with a 

calculated probability around the 75th percentile of probability of nonresponse. We could argue that 

in that region costs already exceed benefits – for example, to decrease nonresponse, we would offer 

extra monetary incentives to three potential nonrespondents, but only one of them would actually 

skip participation in that particular wave without the treatment. With our models, we could correctly 

identify 90% (or more) of all nonrespondents, but for a high price of about five false positives for one 

true positive for the last few nonrespondents to reach recall=0.9. This chart shows how different 

approaches, either more or less conservative or progressive, can be taken based on expected cost-

benefit balance.  

To answer RQ5, we showed a practical example of identification cost-benefit analysis in a particular 

wave. We determined that the right balance between “costs” and “benefits”, when identifying 
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nonrespondents, was around the expected response rate in the upcoming wave49. There are a few 

practical reasons for identification of nonrespondents that could later as well become voluntary 

attriters. They could be either treated with tailor-made incentives or special panel maintenance 

approaches (e.g., thank-you or birthday cards) to increase response, which could lead to better 

representation, higher data quality, more complete time-series, or a delayed recruitment of a 

refreshed sample. The other aim of identification could as well be inviting panellists conditional on 

their response propensity to achieve higher response rates while controlling for other representation 

errors. There might be other uses of accurate identification of less active panellists and all the above 

should be tested carefully and experimentally. Nonetheless, we would argue – based on the results 

presented in the paper – that paradata and the types of analyses we have conducted can help with 

the targeting of interventions. 

5.5 Discussion 

Online panel paradata are able to capture the entire history of panel activity for each member, are 

considered a new class of paradata (Callegaro 2013), and can be classified as the “prior survey phase” 

type of paradata (McClain et al. 2019). As such, they offer significant research opportunities from a 

methodological perspective and can contribute to the development and implementation of various 

panel management solutions. Baker et al. (2010) argued that at the very least the differences between 

respondents and nonrespondents should be characterized, although this is in practice seldom carried 

out. Moreover, the richness of this type of data might also aid understanding of panel members’ 

behavior, predict their future participation, and adjust panel management activities. On the one hand, 

the longitudinal nature of the data can have negative effects on total survey error (Groves et al. 2009) 

as nonresponse bias can gradually increase over time due to differential nonresponse and voluntary 

attrition. On the other hand, in contrast to cross-sectional questionnaire navigation and device 

paradata, online panel paradata can be restructured into longitudinal panel data for inclusion in 

different panel data analysis models. The results in this study also partially supported the assumption 

that controlling for unobserved heterogeneity could improve our understanding of what predicts 

nonparticipation, and, even more importantly, the accuracy of regression models investigating panel 

participation (RQ3). 

One key outcome of this study was the identification of a number of socio-demographic predictors of 

nonresponse and attrition. Some of these, such as age and online-offline populations, were predictors 

of both of these online panel participation outcomes. However, some of these predictors were specific 

to either nonresponse or attrition, although response/nonresponse rates were in fact good predictors 

 
49 It could be estimated by reviewing panel survey completion trends over time. 
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of attrition in a particular wave. After controlling for other socio-demographic characteristics, gender, 

education and languages other than English spoken at home were identified as significant predictors 

of nonresponse only. We identified some level of differential nonparticipation (RQ1). The findings on 

the predictors of nonresponse mostly accord with the findings published by other authors such as 

Watson and Wooden (2009) who reported lower response rates among the youngest (but also the 

oldest) participants, the least educated and those not born in Australia, but no differences in response 

rates between the genders. The findings related to attrition in this study were somewhat similar to 

those presented in the literature, which still offers contradictory evidence, and it is believed that 

demographic variables have less explanatory power than socio-psychological variables (Lugtig 2014). 

The variables derived from the online panel paradata, such as the survey outcome rates or the 

consecutive waves with a particular survey income, were shown to be reasonably good predictors of 

panel participation. In the case of attrition in a particular wave, about one-third (random-effect) and 

all except for one (fixed-effect) independent variables had an association with the outcome variable. 

That indicates that identification would be much easier for nonresponse than attrition. In terms of the 

type of panel data analysis (RQ3), it was concluded that random-effect models were a better approach 

for identifying nonrespondents and attritors, since the coefficients could be used to calculate the 

probabilities of the survey outcomes in contrast to fixed-effect models. On the other hand, the fixed-

effect within-person regression model provided a better understanding of respondents’ behavior prior 

to nonresponse or attrition. This means that while the probabilities could not be calculated for each 

panel member, the organization managing the panel could identify those behavior patterns which 

would generally lead to voluntary attrition (or nonresponse) using fixed-effect models and then 

implement measures to prevent this from recurring. There are several ways of dealing with potential 

attritors, such as by tailoring incentives to specific respondents, providing extra information about the 

panel, or sending thank-you cards (Lugtig 2014). One area of future research for the authors is to use 

the findings in this article and random assignment of some of these approaches to test for differential 

treatment effects. 

In this study, a promising level of accuracy (and consistency of prediction) was achieved in identifying 

nonrespondents by using predictors derived from online-panel paradata variables in pooled logit 

models, and random-effect models controlling for unobserved heterogeneity (in comparison to 

simpler identification approaches, such as using unit nonresponse in a previous wave). We also 

presented practical solutions in finding the most suitable cost-benefit balance in prediction and 

treatment of nonresponse (RQ3). While including socio-demographic predictors in addition to online 

panel paradata derived predictors did not increase the predictive power (RQ2), controlling for 

unobserved heterogeneity increased nonrespondent identification by almost 1% on average (RQ3). 
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The most effective way of improving identification results in practice, in terms of predictor choice, was 

actually imputing missing values for socio-demographics using multiple imputations. By answering 

RQ4, we concluded that we can achieve sufficient accuracy with 6 waves (identification of both 

respondents and nonrespondents) or 15 waves (identification of nonrespondents only), with accuracy 

slowly increasing over time. Yet, we believe the predictive power could be further enhanced or the 

models improved in such a way as to achieve the same accuracy with shorter paradata time series. 

Combining the online panel paradata with other types of paradata, such as questionnaire navigation 

and/or device paradata, including other good socio-demographic or socio-psychological predictors of 

nonresponse and voluntary attrition reported in the literature, might increase the accuracy. 

Combining panel data analysis and machine learning methods, i.e., performing ensemble 

modeling/stacking for producing better predictions, would be an interesting space for future research 

in survey methodology as well. An alternative solution for voluntary attrition worth investigating 

would be the use of the same data in different statistical models, which might be a better fit for survey 

participation outcomes with a low average rate. Ultimately though, our paper highlights the significant 

benefit of collecting and making available online paradata for research and panel management 

purposes. 
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Chapter 6  Do we have to mix modes in probability-based online panel 

research to obtain more accurate results? 

6.1 Introduction 

6.1.1 Mixing modes in probability-based online panel research 

Mixed-mode survey research is becoming increasingly common. The use of email, and in particular, 

web surveys offers a range of opportunities for mixing modes of data collection (Bryman 2016, p. 232). 

There are many reasons for employing mixed modes, but the following three are especially common: 

to reduce costs, to maximize responses, and to save money in longitudinal surveys (Groves et al. 2009, 

p. 175). In addition to these benefits, probability-based online panels often apply two or more data 

collection modes to cover both the online and offline populations (Baker et al. 2010). While some 

probability-based panels collect data online only (e.g., Norwegian Citizen Panel), others combine the 

online mode with telephone (e.g., Life in Australia™), mail (e.g., GESIS Panel), and face-to-face (e.g., 

KAMOS) data collection as the offline modes, or even carry out mixed-device data collection (e.g., 

American Trends Panel, ELIPSS or LISS providing tablets with internet access) (Kaczmirek et al. 2019, 

pp. 4-5). In addition to recruitment methodology and probabilistic sampling, purposely covering the 

offline population is one of the characteristics that make probability-based panels different from 

volunteer/opt-in/access panels. One of the criticisms of these nonprobability-based panels is that they 

possibly introduce noncoverage bias by systematically excluding the offline population (Pennay et al. 

2018). 

Generally speaking, mixing modes in probability-based online panel research might be necessary since 

internet-only samples may not be representative of the general adult population due to significant 

differences in demographic and other characteristics between the online and offline populations. For 

example, in the United States in 2015, it was reported that 11% of adults did not self-identify as 

internet users, and there were differences between the online and the offline populations in terms of 

age, race, marital status, education, and income (Keeter et al. 2015). In Australia, there are notable 

differences between online and offline populations in terms of age, location (urban-rural), 

employment status, qualifications, gender, household income, and country of birth (De Vaus 2013, 

pp. 76-77). In 2016/2017, it was estimated that about 14% of Australian households did not have home 

internet access (Australian Bureau of Statistics 2018). In addition, not every person with an internet 

connection has the skills or inclination to participate online, meaning that an offline survey mode 

should be included or at least considered in probability-based panel research (Pennay et al. 2016a).  
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6.1.2 Undercoverage bias in online panel research 

Including both online and offline populations in online panel research should result in better socio-

demographic coverage. For example, the complete LISS panel, which includes both online and offline 

populations, was found to be closer to the general Dutch population than the internet households 

only population. Furthermore, non-internet households had lower response rates and higher attrition 

rates (Leenheer & Scherpenzeel 2013). Socio-demographic bias in data (if observable) can be reduced 

with different weighting approaches, such as post-stratification weighting which adjusts the sample 

totals to the population totals using national benchmarks (primary demographics). There might, 

however, be additional fundamental attitudinal, behavioral, knowledge or other factual differences 

between the online population (so-called onliners) and the offline population (so-called offliners) 

which are unobserved in the data, or for which we do not have adequate benchmarks. Kaczmirek et 

al. (2019) suggest that exclusion of the offline population from online panel research will not only 

result in socio-demographic representation bias, but in potentially biased estimates for many survey 

topics. 

There has been limited research on the effect of coverage bias in online panels on the accuracy of 

derived estimates, especially in the case of complete exclusion of the offline population. Furthermore, 

because internet access and willingness to complete surveys online is changing so rapidly and varies 

across different country contexts, studies that have been undertaken may need to be updated with 

more recent data and/or in different geographic/cultural contexts.  

Rookey et al. (2008) used a combination of approaches to determine whether the mail mode should 

be used to obtain responses from the offline population. They observed sizable differences in the 

estimates for a number of items from different topics. Further, basic post-stratification weighting was 

inadequate to eliminate these non-socio-demographic differences. Eckman (2016) replicated five 

published articles which used LISS data but excluded all non-internet households from the samples 

and then compared the findings. Mean estimates were found to be more sensitive than estimates 

from multivariate models. When comparing means from five models, between 6.9% and 68.9% of 

model variables had significant undercoverage. The author also concluded that undercoverage of 

offliners would not introduce bias into most of the studied multivariate models. Most of the findings 

and conclusions in the original published articles using the LISS data also would not change. One 

reason for this might have been the particularly high internet penetration rate in the Netherlands 

(Eckman 2016, p. 55). In addition to studying socio-demographic coverage bias, Keeter et al. (2015) 

compared more than 400 survey items to evaluate the size of the bias and found evidence that more 

than two-thirds of estimates based on full and web-only samples differed by only 1% or less. However, 
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they identified certain groups with much greater differences between the online and offline 

populations, such as those 65 years of age and older. 

6.1.3 Attitudinal, behavioral, and factual differences between the online and offline 

populations  

The literature indicates that there are significant differences between online and offline populations 

in probability-based online panel research, with or without statistically significant undercoverage bias 

and its effect on the final estimates. In some cases, adjusting for socio-demographic differences (with 

weighting or regression models (Rookey et al. 2008)) decreases or eliminates those differences and in 

other cases, it has little effect (Zhang et al. 2009). The differences between the populations are best 

captured in topics strongly related to internet access (Eckman 2016) and internet and technology 

(Keeter et al. 2015). Zhang et al. (2009) reported a series of behaviors and other measures, such as 

voting actions, political attitudes, civic and political actions, sexual orientation, and self-perception, in 

which differences between the populations were observed. In addition to the basic socio-demographic 

differences, such as age, education, or income, Bosnjak et al. (2013) identified personality differences, 

Blom et al. (2015) identified purchasing power differences, and Keeter et al. (2015) identified political 

knowledge and financial circumstance differences. Rookey et al. (2008) concluded that online and 

offline respondents differ in about one-third of attitudinal and behavioral questions, but there were 

no trends in the direction, questionnaire section, or particular type of question (political opinion, 

opinion on other countries, ever visited country, healthcare, financial) in which differences were 

observed.  

6.1.4 Estimation of survey accuracy with benchmarking 

There are at least two ways of estimating the effect of undercoverage bias on the accuracy of 

estimates. One way is by comparing survey results including the offline population with those 

excluding this population (see Eckman 2016; Keeter et al. 2015; Rookey et al. 2008). The other 

approach is to compare the results obtained with and without the offline population with the 

estimates derived from a representative external data source – usually an expensive and sufficiently 

large government survey with great attention to data quality and accuracy of survey estimates (Bialik 

2018). In certain cases (including in Australia, where this study was undertaken), official statistical 

agencies are able to compel potential respondents to complete their surveys with the use of financial 

sanctions for those that do not comply. Generally, the practice of benchmarking is often used to study 

the accuracy of nonprobability-based online panels in comparison to probability-based ones (e.g., 

Pennay et al. 2018; Yeager et al. 2011), to perform mode effect analyses (Vannieuwenhuyze & 

Loosveldt 2013), and to check the accuracy of findings in surveys and determine how to improve 
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survey quality (Bialik 2018). Benchmarking analysis can also represent added value because the 

differences in distributions, which could be attributed to measurement mode effects in mixed-mode 

online panels, can add a net effect on undercoverage bias. Another advantage of high-quality 

government survey benchmarks is that they are often carried out with single-mode data collection 

(Vannieuwenhuyze & Loosveldt 2013). On the other hand, the disadvantage of benchmarking analysis 

is that the required national representative data for non-factual and knowledge items are often not 

available, and in some cases, there is less trust in the validity of benchmarks (Singh 2011). 

6.1.5 Outline of the study 

Against this background, the primary objective of this study was to establish, from the coverage error 

perspective, how necessary it is to cover the offline population by mixing modes in online panel survey 

research (see Total Survey Framework, Groves et al. 2009). To this end, this research addressed the 

problem of undercoverage bias and its effect on the accuracy/consistency of estimates using a 

different population context. Additionally, three issues related to undercoverage of the offline 

population were investigated: (1) undercoverage bias estimation, also conditional on the size of the 

offline population, (2) identification of attitudinal, behavioral, factual, etc. differences between 

onliners and offliners, and (3) accuracy estimation relative to the nationally representative estimates 

with benchmarking analysis. Using the Life in Australia™ survey data and the Online Panels 

Benchmarking Study (OPBS) 2015 data, the current study aimed to address the following research 

questions and test the following hypotheses: 

RQ1: How much undercoverage bias would there be if the offline population was partially or 

completely excluded from probability-based online panel research?  

The aim was to determine the differences in univariate results that could be expected in Australia if 

the offline population was excluded. To answer this research question, this study explored whether 

the findings of Eckman (2016) on undercoverage bias could be replicated in Australia. The focus was 

not on socio-demographic items but rather on other factual, as well as attitudinal, behavioral, and 

knowledge items for which there are very limited or no benchmarks and which cannot be adjusted 

with weighting. Simple examples of how much univariate estimates for these items differed when the 

offline population was excluded are presented, and the results demonstrate how these estimates are 

affected if the portion of the offline population is manipulated in the combined probability-based 

online panel sample.  

The findings of Eckman (2016, p. 47) on the extent of undercoverage bias in LISS from the Netherlands 

indicated that 39.8% of survey items exhibited significant bias (five models, 37 out of 93 items). Since 

it is argued that countries with lower internet penetration rates should experience more 
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undercoverage bias in probability-based panel surveys (The Netherlands, 2013; 95% [Eurostat 2020], 

Australia, 2016/2017, 86% [Australian Bureau of Statistics 2018]), the following hypothesis was posed: 

H1: Undercoverage bias at the univariate level in the Life in Australia™ surveys will be present for more 

than 40% of all items. 

RQ2: What question and variable characteristics, such as question topic, represent the biggest 

differences between onliners and offliners? 

In answering RQ1, an estimate of undercoverage bias is derived and the generalized findings are 

presented. To explore the bias in more detail, this study also focused on different characteristics of 

survey questions. The theory suggests that there are significant differences between the online and 

offline populations in various aspects (Blom et al. 2015; Bosnjak et al. 2013; Eckman 2016; Keeter et 

al. 2015; Rookey et al. 2008; Zhang et al. 2009), but, to date, there has been no comprehensive 

comparison of the magnitude of those differences in terms of question topics and other variable 

characteristics. This study used an innovative approach to determine the consistency of 

undercoverage bias across topics, controlling for question content, variable type, and number of 

categories. The aim was to present practical implications for organizations managing probability-

based online panels. The following hypothesis, derived from the literature (see Subsection 6.1.3), was 

posed: 

H2: In addition to topics strongly related to internet access and use, there will be observed differences 

across the majority of topics with no particular trend. 

RQ3: Does post-stratification weighting reduce the differences between onliners and offliners? 

Weighting of data was investigated and the current findings were compared with results in the 

literature on this topic (e.g., Rookey et al. 2008). In doing so, the aim was to determine if the 

differences between onliners and offliners are present due to the socio-demographic structure of the 

sample (e.g., offliners tend to be older) or if there are other fundamental differences between the 

populations that cannot be (fully) adjusted for with post-stratification weighting. 

RQ4: How much does including the offline population improve the accuracy of estimates relative to the 

nationally representative benchmarks? 

While we can estimate the extent of bias and determine what survey topics are responsible for more 

bias than others, this does not provide evidence on the effect of mixing modes and the inclusion of 

offliners on the accuracy of estimates. Thus, this study used a number of nationally representative 

benchmarks to answer this final research question and determine if mixing modes improves, 

deteriorates, or does not significantly alter estimates in probability-based online panel research. 
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The literature suggests that offline populations are different to those who participate in online 

surveys, and to produce high-quality estimates in probability-based online panel research in countries 

with a notable percentage of people with no internet access, offliners should be included. Thus, the 

following hypothesis was posed: 

H3: Online-offline probability-based online panel samples produce more accurate estimates 

compared to online-only samples. 

6.2 Methods 

The methods for the two disjointed but related perspectives in this study on mixing modes in 

probability-based online panels are presented separately below: (2.1) Undercoverage bias perspective 

(providing evidence to answer RQ1-RQ3), (2.2) Accuracy of estimation perspective (providing evidence 

to answer RQ4). 

6.2.1 Undercoverage bias perspective 

Probability-based online panel survey data were used to answer the first three research questions. 

The nature of probability-based online panels, especially those with relatively smaller samples like the 

Life in Australia™ panel, is that the same respondents (so-called panellists) are invited to participate 

in the majority of surveys. The data used in the undercoverage bias perspective aspect of this study 

were consequently collected from more or less the same respondents. As there are different types of 

online panellists with different kinds of response behavior, from frequent respondents to those who 

voluntarily attrit after participating in a few surveys, the survey subsamples overlapped but did not 

match (from 78% of the whole panel in Wave 1 to 59% in Wave 14). 

6.2.1.1 Data 

For this part of the study, data from the Life in Australia™ survey were analyzed. Specifically, six out 

of the first 16 waves before the first panel refreshment in June 2018 were used in this study. Life in 

Australia™ is the only probability-based online panel in Australia and was established and is managed 

by the Social Research Centre. The panel has been used to collect data on important topics for 

different clients, from academic to government and non-governmental organizations (see the list of 

studies in Kaczmirek et al. 2019, p. 20). However, as those research projects were funded by different 

clients, the current study only had access to the data collected for the Australian National University 

(ANU) as the largest Life in Australia™ client (waves 1, 2, 3, 7, 10, and 14). More information about the 

surveys is provided in Table 6.4 in the Appendix 6. 
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6.2.1.2 Population, samples, and data collection modes 

In Life in Australia™, the panellists are defined as “Australian residents aged 18 years or older” and 

were recruited in the second half of the year 2016 (n=3,322). The response rate at the establishment 

of the panel, calculated as the product of the recruitment rate and the profile rate, was 15.5% (AAPOR 

RR3 (The American Association for Public Opinion Research 2016)). To undertake recruitment, a dual-

frame Random Digit Dialing (RDD) sample design was employed, with a 60:40 (pilot) and 70:30 (the 

main recruitment effort) split between mobile phone and landline sample frames. The last birthday 

method was used to select potential panel members in landline frames and the phone answerers were 

selected for the mobile sample; only one person per household was invited to join the panel. Out of 

all panellists who were recruited, joined the panel, and were later invited to monthly surveys on 

different topics, about 87% can be defined as online (onliners) and about 13% as offline panellists 

(offliners). The online self-completion mode (CAWI) was used to collect data from the online panellists 

and the telephone mode (CATI) was used to cover the offline population. Data were collected at 

approximately monthly intervals. An incentives scheme was used for recruitment and monthly data 

collection - $10 per wave, with panellists either receiving the incentives or donating to charity 

(Kaczmirek et al. 2019). As can be seen in Table 6.4 (in the Appendix 6), the Life in Australia™ survey 

sample size decreased with each survey, which is a result of an increasing number of nonrespondents 

over time, as well as accumulating voluntary panel attrition. 

6.2.1.3 Data processing and analysis 

To estimate undercoverage bias at the univariate level and present evidence to answer RQ1, the 

following Equation 6.1 from Eckman (2016) for absolute relative bias was used: 

𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑏𝑖𝑎𝑠 (𝑌�̅�) =  |
�̅�𝑐−�̅�𝑝𝑜𝑝

�̅�𝑝𝑜𝑝
|  (6.1) 

where �̅�𝑐  is the mean from the online population (excluding offliners) and �̅�𝑝𝑜𝑝 is the mean from the 

full sample (onliners and offliners). Because the variables were measured in different units, absolute 

relative bias was estimated and averaged across all items. Since the majority of all items were 

categorical (nominal and ordinal), dummy variables were created for those variables (e.g., an ordinal 

variable with five levels generated five dichotomous variables) and their absolute relative bias was 

compared. In addition to Chi-Square testing (nominal variables), linear (continuous variables), binary 

logistic (dichotomous variables), and ordinal regression models (ordinal variables) were analyzed. 

With the response variable being a substantive survey item and the independent variable the 

population (0=online, 1=telephone), the statistical significance of undercoverage bias was tested, with 

a significant regression coefficient indicating bias (Eckman 2016). 
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To extend the bias estimation findings and present evidence to answer RQ2, multiple linear regression 

models were created (see Equation 6.2): 

𝑌 =  𝛽0 + 𝛽1 𝑋1 + … +  𝛽𝑛𝑋𝑛 + 𝜖  (6.2) 

where Y is the effect size, X1 - Xn are the survey item characteristics such as item topic and question 

content, and 𝜖 is the error. Comparison of the distributions of onliners and offliners was carried out 

by calculating effect sizes as measures of association between pairs of variables, i.e., substantive 

survey items from Life in Australia™ research (see Table 6.4 in the Appendix 6, six surveys, 368 items) 

and mode of completion (0=online, 1=telephone). The variable information was coded for a total of 

368 variables from six Life in Australia™ waves. Using the European Language Social Science Thesaurus 

(ELSST) (UK Data Service, n.d.), broad survey item topics were identified and combined into 20 broad 

distinctive topics – the most common was values and social capital (12.8%), followed by housing and 

finance (both at 7.3%). To code the question content by type, the classification by Dillman (1978) was 

used; out of the four types, the combined attitudes and beliefs category was the most common type 

(65.5%), followed by behaviors (19.0%). The following variable types were used in the models: binary, 

nominal with 3+ categories, ordinal, and continuous (combining interval and ratio variable types). The 

most common variable type was ordinal (50.5%), followed by binary (33.7%). The most 

common/modal categories were used as reference categories in the regression models presented in 

the Results section. Effect size measures were calculated with both unweighted and weighted data. 

By weighting survey data, the sample totals were adjusted to the selected population totals for both 

onliners and offliners separately. It was assumed that weighting would decrease some of the 

undercoverage bias. 

The calculated differences between both populations were based on Cramer’s V and Rank-Biserial 

Correlation measures; a higher coefficient value represented a greater difference between the 

populations in the concept measured by each one of the 368 substantive survey items. While, in 

practice, various bivariate measures of association are used for pairs of variables of different types 

and distributions, such as epsilon squared, eta squared, Spearman’s rho, or Pearson’s r (see the 

bivariate effect size review from Kocar 2018), not all of them were suitable for this analysis. For 

example, Bosnjak et al. (2013), who compared sample composition discrepancies in online panels, 

used Cohen’s d (comparing means) and Hasselblad and Hedges’s d (percentages). However, this study 

had to use an effect size measure for nominal variables which would indicate the same magnitude of 

association regardless of the number of cells in the contingency table or the degrees of freedom. Since 

the minimum number of either rows or columns was always two (modes: online and telephone), 

Cramer’s V coefficient could be used, whereby min(r-1, c-1)=2 always equals Phi and Cohen’s w values 
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(see Cohen 1988 for more information). This enabled comparability of coefficients, which would have 

been more challenging with larger contingency tables. Secondly, due to the fairly low number of 

interval and ratio variables in the selected Life in Australia™ data (n=17), and as not all of them were 

normally distributed, non-parametric tests were used for binary variables (survey mode: 0=online, 

1=telephone) and for ordinal and continuous substantive survey items. This was considered an 

acceptable adjustment since the Rank-Biserial Correlation measure is based on the Mann-Whitney U 

test, and the literature indicates that this test is only 5% less effective than a t-test even when the 

assumption of normality holds (Lehmann 2004, p. 176).  

The data processing and effect size analysis was performed according to the following steps: 

• Selection of all substantive survey items in the Life in Australia™ data (six surveys), excluding: (1) 

those with less than 20% valid responses (to avoid statistical power issues with small samples of 

offliners), (2) primary socio-demographics which were not asked in each wave but added to the 

data from the Life in Australia™ profile dataset, (3) open-ended question items, (4) paradata 

variables. A total of 368 items were selected; 

• Coding of variables, adding information on: broad item topic, type of question content, variable 

type, and no. of variable categories as predictor variables; 

• Calculation of post-stratification raking weights for each of the six Life in Australia™ surveys, for 

onliners and offliners separately (to balance the samples on key socio-demographics) using the 

selected demography. Post-stratification weighting was carried out to adjust the samples to 

match the Australian Census distribution by age, gender, education, state, country of birth 

(Australia, English-speaking background, non-English-speaking background), and telephone 

status (mobile, landline, dual user); 

• Calculation of Cramer’s V and Rank-Biserial Correlation (R-BS) proposed by Glass (1965), for each 

Life in Australia™ substantive survey item in a pair with survey mode (weighted data and 

unweighted data); 

• Creation of a new data matrix with Life in Australia™ survey items as cases (rows), and effect size 

measures (dependent) and coded survey item information (predictors) as variables (columns); 

• Construction of multiple linear regression models with Cramer’s V value and Rank-Biserial 

Correlation coefficient (weighted and unweighted, a total of four models), with effect sizes 

calculated for each substantive survey item as the response variable, and broad item topic, 

question content, and variable type as predictor variables; 

• Testing for all assumptions of ordinary least squares (OLS) regression and adjustment of the 

models according to the assumption test results. 
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For better statistical power, the Life in Australia™ ordinal variables were included in all models, both 

the ones for categorical variables (with Cramer’s V value as the dependent variable) and for models 

with non-parametric effect sizes as dependent variables (with Rank-Biserial Correlation coefficient). 

Since correlation coefficients range from −1 to 1, and we were only interested in the magnitude of 

effect sizes and not the direction, an absolute version of Rank-Biserial Correlation coefficient with 

positive values only was used. All data processing and analyses, except for multiple linear regression 

analyses (Stata), were carried out using R software (additional packages used: survey and sjstats). 

6.2.2 Accuracy of estimation perspective 

Due to the unavailability of high-quality nationally representative benchmarks for the majority of the 

Life in Australia™ substantive survey items, only one out of the six data sources analyzed in the first 

part of this study could be used for this second part of the study50. Thus, the Health, Wellbeing, and 

Technology Survey 2017 (also known as Life in Australia™ Wave 2 or OPBS Replication 2017) (Pennay 

& Neiger 2020) was analyzed to study the accuracy of estimates relative to nationally representative 

estimates (answering RQ4). To extend the accuracy findings to different online-offline samples, and 

to control for several other characteristics of mixed-mode surveys, OPBS 2015 data was also used. The 

questionnaire for OPBS 2015 was designed based on the availability of high-quality benchmarks for 

Australia and was later replicated in an online panel sample from Life in Australia™. 

6.2.2.1 Data 

Data from both studies, OPBS 2015 (Pennay et al. 2016b) and OPBS Replication 2017 (Pennay & Neiger 

2020) were collected by or for the Social Research Centre (SRC) using a matching Health, Wellbeing, 

and Technology questionnaire (for more information, see Table 6.5 in the Appendix 6). The OPBS 2015 

data were collected quasi-experimentally by the SRC. The primary aim was to determine the accuracy 

of survey estimates generated from probability-based surveys and nonprobability based online 

panels, relative to nationally representative benchmarks (Pennay et al. 2018). The study was later 

replicated on a probability-based online panel sample to provide another point of comparison 

(Kaczmirek et al. 2019). Both data files can be used to establish the accuracy of online-only samples in 

comparison to mixed-mode samples. 

6.2.2.2 Samples and data collection modes 

The following samples from the two selected surveys listed in Table 6.5 in the Appendix 6 were used 

in this part of the study: the online and offline telephone subsamples from the OPBS Replication 2017 

 
50 While there was a very small number of national level estimates included in the other five Life in Australia™ waves, 
including from the Household, Income, and Labour Dynamics in Australia (HILDA) Survey, we considered benchmark 
uncertainty from this source too large due to sample attrition and the panel not being refreshed since 2011. 
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and the online, telephone, and mail subsamples from the OPBS 2015. The OPBS Replication 2017 

comprises one mixed-mode probability-based online sample and the OPBS 2015 study data comprises 

three probability-based samples from the Australian population aged 18 years and over (Address-

based sampling survey (A-BS), Standalone RDD survey, RDD end of survey recruitment/’piggybacking’ 

survey) and five nonprobability-based samples of participants in online panels (also aged 18+)51. The 

Standalone RDD survey is the only survey with offline-only data collection, and thus, was not included 

in this study. Data collection was carried out between October and December 2015 (OPBS 2015) and 

in January 2017 (OPBS Replication 2017). For more information on the subsamples by data collection 

modes used in the current analysis, see Table 6.6 in the Appendix 6.  

The AAPOR Response Rates 3, which could be calculated for the probability-based surveys, were 12.4% 

for the RDD “piggybacking” study and 26.5% for A-BS study (Pennay et al. 2016a). The completion rate 

for OPBS Replication 2017 (Life in Australia™ Wave 2) was 78.6% (Kaczmirek et al. 2019). 

6.2.2.3 Benchmarks 

Benchmarks from some of the largest government-funded national surveys in Australia were used in 

this study: the Australian Census 2016 (Australian Bureau of Statistics 2015), National Health Survey 

2014-15 (Australian Bureau of Statistics 2015), the National Drug Strategy Household Survey 2013 

(Jefferson 2015) and General Social Survey 2014, as well as the Australian Electoral Commission (2015) 

administrative data (benchmarks from Pennay et al. 2018). These surveys should be considered as the 

highest quality social research data sources in Australia, and the validity of the benchmarks should be 

the highest. For more methodological details, see Table 6.7 in the Appendix 6. 

6.2.2.4 Data processing, weighting, and analysis 

In this part of the research, the results from the various surveys listed in Table 6.6 were compared 

with the nationally representative benchmarks listed in Table 6.7 (both tables are in the Appendix 6). 

All substantive measures from the OPBS 2015 study (Pennay et. al 2018) which were later used for 

assessing the performance of Life in Australia™ (Kaczmirek et al. 2019) were selected for use in this 

study. Our study partially replicated the approach of these previous studies. To measure bias, the 

average absolute error (AAE) measure proposed by Yeager et al. (2011) was used (see Equation 6.3), 

which was computed across three categories (secondary demographics, substantive items [see 

classification in Pennay et al. 2018], and combined secondary demographics and substantive items): 

𝐴𝐴𝐸 = ∑
|𝑦�̂�−𝑦𝑗|

𝑘

𝑘
𝑗=1   (6.3) 

 
51 Nonprobability samples were not a subject of this study. 
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where 𝑦�̂� is the j-th estimate from either the OPBS 2015 or OPBS Replication 2017 survey and 𝑦𝑗  is the 

value for a corresponding benchmark. To estimate the accuracy of the online-only samples, the AAE 

values (bootstraps with bootstrap weights were used for significance testing) and the values of the 

two bias measures were compared between the online-only and online-offline samples. The absolute 

relative bias measure (Eckman 2016, see Section 6.2.1.3) from the undercoverage bias estimation was 

also used in this part of the article, as well as its absolute version – the absolute mean bias measure 

presented in Equation 6.4: 

𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑚𝑒𝑎𝑛 𝑏𝑖𝑎𝑠 (�̂�) = |𝑦𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 − �̂�𝑜𝑛𝑙𝑖𝑛𝑒|   (6.4) 

where 𝑦𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 is the estimate from the online-offline sample and �̂�𝑜𝑛𝑙𝑖𝑛𝑒 is the estimate from the 

online-only sample. Just like for AAE, the average (mean) values across all selected items were 

calculated for the absolute relative bias and absolute mean bias. 

Weighted estimates for the selected items and for all analyzed samples, in addition to the unweighted 

estimates, were calculated to assess the effect of post-stratification on bias. It was decided to employ 

a consistent approach across all surveys and samples with no base weights derived. Post-stratification 

raking weights were calculated for each sample separately, i.e., the online-offline and online-only 

samples, to balance the samples on key socio-demographics. The same primary demographic 

benchmarks as Pennay et al. (2018, p. 12) and Kaczmirek et al. (2019) were used, while in contrast, 

the weighting benchmarks were taken from the Australian Census 2016, which was conducted around 

the time of the OPBS 2015 and OPBS Replication 2017 studies. Post-stratification weighting was 

carried out to adjust the samples to the national distributions by gender, age by education, state by 

capital city in state, country of birth (Australia, English-speaking background, non-English-speaking 

background), and telephone status (mobile, landline, dual user). All larger weights were trimmed 

down to a value of 5. The random forest technique was used to impute missing values for the listed 

weighting variables so as not to exclude any cases with valid values for substantive items. 

All data processing and analyses were carried using R software. The following packages were used for 

functions not directly provided by R's base or stats packages: Hmisc, missforest, anesrake, sjstats, and 

questionr. 
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6.3 Results 

This section will present the results of all analyses and data simulations. This section is divided into 

the following subsections: undercoverage bias – extent of univariate bias52, undercoverage bias – 

survey item characteristics, and accuracy of estimation – benchmarking. 

6.3.1 Undercoverage bias – extent of univariate bias 

This section addresses the first research question, RQ1, and describes the test of hypothesis H1. To do 

so, the analysis from Eckman (2016) was partially replicated. To showcase the magnitude of 

differences between the populations, data were not weighted in the following analyses studying 

bias.53 

Table 6.1: Undercoverage bias in six Life in Australia™ waves 

Wave 
% offline 

panellists 

Variables with significant* 

undercoverage biasa (n) 

Dummy and continuous 

variables with significant* 

undercoverage biasb (n) 

Average absolute 

relative biasc (ARB) 

Median (n) 

1 12.9% 77.4% (106) 55.3% (512) 6.4% (512) 

2 13.8% 69.1% (55) 63.8% (232) 5.9% (232) 

3 13.5% 52.2% (46) 32.9% (228) 5.0% (228) 

7 14.2% 80.0% (45) 57.2% (201) 6.3% (201) 

10 14.1% 62.5% (48) 34.5% (229) 4.7% (229) 

14 14.1% 72.1% (68) 58.6% (251) 5.3% (251) 
a Each variable is tested for undercoverage bias, no matter the scale (total n=368), b Each categorical variable is recoded into 

a set of dummy variables and tested for undercoverage bias together with all continuous variables (total n=1,653), c absolute 

relative bias can be reported for all newly created dummies and continuous variables (total n=1,653), *p<0.05. 

The results in Table 6.1 reveal a fairly significant bias at the univariate level. With between 12.9% and 

14.1% of offliners participating in the Life in Australia™ surveys, the results indicated that between 

52.2% (Wave 3) and 80.0% (Wave 7) of items exhibited significant undercoverage bias, as determined 

by significance testing with regression modeling and Chi-Square testing. This indicates that offliners 

are significantly different than onliners and H1 cannot be rejected; more than 40% of items across all 

six surveys exhibited significant undercoverage bias. Further, dummy variables were generated from 

all categorical variables to estimate the average absolute bias; as different statistical tests must be 

used to test for significant differences in categorical variables, relative distance had to be calculated 

alternatively, like with sets of dummies. In practice, such results are often reported for one variable 

 
52 ‘Undercoverage bias’ investigated in this paper is a hypothetical undercoverage bias which would be the result of 
completely excluding the offline population. Undercoverage bias is, in practice, measured as attitudinal, behavioral, and 
factual differences between the populations, as well as the effect of those differences on the estimates in case of exclusion 
of the offline population. As of 2021, Life in Australia™ is a mixed-mode online panel collecting data from offliners as well. 
53 Since Eckman (2016, p. 46) did not use weights and hypothesis H1 was predominantly based on the findings of that study, 
post-stratification (raking) weights were not used here in the univariate undercoverage bias part of the analysis for 
comparability purposes. The effect of weighting on undercoverage bias reduction is addressed in the ‘survey item 
characteristics’ and ‘benchmarking’ subsections of the Results. 
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category only, e.g., the percentage of people strongly agreeing with a particular statement, which 

justifies the undercoverage bias calculation with dummies. In this study, the average absolute relative 

bias was between 4.7% (Wave 10) and 6.4% (Wave 1), which is much more than in the study by Eckman 

(2016). Absolute relative bias seemed to be associated with significant undercoverage bias as 

examined with dummy variables (and a limited number of interval/ratio variables), and was less severe 

than the bias observed with the original variables. As categorical variables were split into dichotomous 

variables with lower proportions, and onliners and offliners might not differ in every single dimension 

measured by the variable, undercoverage was significant for a smaller portion (between 34.5% (Wave 

3) and 63.8% (Wave 2)) of variables/variable categories. 

To further illustrate the undercoverage bias and give examples of differences in reported estimates, 

all 1653 continuous and dummy variables created from categorical variables were ordered by their 

absolute relative bias (ARB). The items were split into deciles to present all levels of differences in 

estimates between onliners and offliners. Due to space constraints, only one dummy variable with 

proportion between 0.4 and 0.6 (online only estimate) from each decile was selected at random for 

comparability reasons. The differences in estimates for 10 selected items are presented for: (1) 

onliners and offliners combined (as in the Life in Australia™ surveys), and (2) onliners only. 

The results presented in Figure 6.1 show differences in reported estimates in practice, i.e., between 

real Life in Australia™ estimates and hypothetical estimates if Life in Australia™ was an online-only 

probability-based panel. For small absolute relative values (Deciles 1-5; half of all items), there were 

no differences for some items and almost negligible differences for other items. For absolute relative 

values from Deciles 6-8 (absolute relative bias about 7-10%), there were small differences in estimates. 

In Decile 9, there were only two variables with proportion between 0.4 and 0.6, but they were derived 

from the same variable getting news from the internet. There were no variables matching our 

distributional criteria (proportion) in Decile 10. Generally speaking, the differences in reported 

percentages shown in Figure 6.1 are mostly non-significant. As a rule of thumb, the 95% confidence 

interval (CI) for a sample sized 3000 is ±1.1% for proportion=10% and ±1.8% for proportion=50%. We 

previously reported undercoverage bias for more than half of the variables and between one-third 

and two-thirds of variable categories in the Life in Australia™ surveys (see Table 6.1). Moreover, 

excluding offliners would mostly result in different proportions being reported (see Figure 6.1). 

However, we have to note that most confidence intervals of the estimates for onliners and offliners 

combined and onliners-only overlap, i.e., are “within the margin of error” for estimates presented in 

Figure 6.1. 

The reason for the overlapping CIs is that the effect of undercoverage bias on an estimate is a function 

of two statistics; the below example demonstrates this. If exactly 50% (p=0.5) of all onliners and 20% 
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(p=0.2) of all offliners supported a particular political party, and 1 in 10 respondents were offliners, 

then the reported proportions with and without offliners would have overlapping 95% CIs (0.50±0.018 

onliners only, 0.47±0.018 onliners and offliners). Ceteris paribus, if 10% (p=0.1) of offliners supported 

the party instead of 20% (p=0.2), the CIs would not overlap anymore (0.50±0.018 onliners only, 

0.46±0.018 onliners and offliners). A statistically significant difference would also be observed if 20% 

(p=0.2) of all offliners still supported the party, but there would be twice the proportion of them in 

the sample, 2 in 10 (0.50±0.018 onliners only, 0.44±0.018 onliners and offliners). Hence, 

undercoverage bias is more severe if there are larger differences between onliners and offliners and, 

in the case of notable differences between the populations, if the proportion of offliners in the sample 

is larger.  
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Figure 6.1: Differences in reported unweighted proportions if onliners were included or excluded 
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One of my main goals in life has been to 
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Internet: Yes 
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To extend the findings above and to address the issue of the size of the offline population and its 

effects on the changed estimates (RQ1), a simulation was performed with real Life in Australia™ survey 

data (with the dummies generated previously). Online-offline samples were created with between 1% 

and 50% offliners, and the results were compared to onliners-only estimates. To add data for offliners 

to the original samples of onliners, sampling with replacement (bootstrapping) was performed and 

1000 samples were created for each proportion of offliners (1-50%). All continuous and dummy 

variables (out of n=1653) with non-overlapping 95% CIs were counted, conditional on the proportion 

of offliners in the samples.  

Figure 6.2: Median percentage of items with changed estimates (based on % of offliners), 95% CI 

 

The results presented in Figure 6.2 show that almost all continuous and dummy variables would have 

overlapping CIs if the proportion of offliners in the probability-based online panel research was lower 

than 10%. At 15%, i.e., at about the proportion of households without internet connection in Australia, 

only between 2-5% of items would have non-overlapping CIs. At 20% of offliners, the portion increases 

to between 7-12%. After that, the percentage of variables with significant differences increases almost 

linearly, at about a 1-percentage point increase in items with differences for a 1-percentage point 

increase in offliners in the sample. In samples consisting of about 40% offliners and 60% onliners, 

about 30% (±3%) of items would have non-overlapping CIs in comparison to the samples with 100% 

onliners. The GESIS Panel includes about that proportion of offliners who respond by mail, which 

means that excluding offliners might not be the best idea in their context, assuming that the 

magnitude of differences between the populations is comparable to the Australian characteristics.  
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6.3.2 Undercoverage bias – survey item characteristics 

To identify the differences between onliners and offliners, which may be more generalizable than only 

comparing the distributions of individual items (univariate bias) or their dummies, four multiple linear 

regression models were constructed, as explained in Section 6.2.1.3. Modeling was then performed 

to address the second and third research questions RQ2 and RQ3 and to test hypothesis H2.  

After running the ordinary least squares regressions, the assumption of linear regression was tested 

in all models. Since there were a number of outliers affecting the normality of the residuals, a few 

units (i.e., items) were removed based on the following criteria for outlier detection: standardized 

residuals (as discrepancy measures), leverage (as a distance measure), Cook’s distance and DFBETA 

(as influence measures). In the end, nine outliers out of 351 nominal or ordinal variables were 

removed from the Cramer’s V models and nine outliers out of 202 ordinal or continuous were removed 

from R-BS coefficient models. It was observed that a number of outliers in the Cramer’s V models were 

internet broad topic survey items, and removing them decreased the clearly inflated Adjusted R-

Squared coefficients from 0.445 to 0.349 (weighted) and 0.375 to 0.286 (unweighted), respectively. 

At the same time, the Root Mean Square Errors, as an absolute measure of fit, decreased significantly 

after removing outliers, which indicates a better absolute fit for both models. While a number of 

internet topic survey items were identified as outliers and removed from the model, the remaining 

ones were intentionally left in the model to compare the magnitude of differences between internet 

and other topics. In the models with R-BS coefficient values as dependent variables, Adjusted R-

Squared increased and Root Mean Square Errors decreased after removing outliers, which meant a 

better absolute and relative fit in those regression models. Lastly, as the effect sizes were derived from 

the data collected from the same respondents in the same wave and partially matching respondents 

in different waves (due to unit nonresponse and voluntary attrition), we had to identify a way of 

dealing with dependencies in the data so as not to violate any assumptions of ordinary least squares 

regression. The literature suggests approaches such as panel data analysis, bootstrapping regression 

models, and regression with clustering. Here, it was decided to carry out a combination of 

bootstrapping and clustering. Bootstrapping was carried out to mitigate the problem of dependencies 

and calculate standard errors more accurately (Fox 2015). Clustering was carried out to deal with 

regression model errors potentially being independent across clusters but correlated within clusters, 

i.e., waves with a unique sample composition (Cameron & Miller 2015). This was performed using 

Stata 13. 

The results in Table 6.2 reveal some non-negligible differences between onliners and offliners which 

can be observed for the vast majority of topics. Given that the reference category for values and social 
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capital was fairly average in terms of the mean effect size, the non-significant coefficient should be 

interpreted as no difference between that topic and values and social capital. The most significant 

topical differences measured with Cramer’s V were observed for international relations, followed by 

internet, although several internet items with the highest effect size values were removed after outlier 

detection, as explained above. Out of the other topics, public figures and health, media and finance 

(the last one only after weighting) had average effect sizes and household and family, science and 

technology, and government and policy had below-average effect sizes. Household and family stood 

out as a topic with very few average differences between the online and offline population. 
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Table 6.2: Ordinary least squares regression models with predictors of differences between onliners 

and offliners (carried out with bootstrapping and clustering – clusters as Life in Australia™ waves) 

 Cramer's V,  

weighted data 

Cramer's V, 

unweighted data 

R-BS coefficient, 

weighted data 

R-BS coefficient, 

unweighted data 

 Predictors 
Beta 

coef. 
p value 

Beta 

coef. 
p value 

Beta 

coef. 
p value 

Beta 

coef. 
p value 

Broad topics         

Values and social capital 0  0  0  0  

Environment 0.032 0.244 0.032 0.258 0.100 0.062 0.084 0.000** 

Finance 0.024 0.000** -0.010 0.680 -0.049 0.000** -0.024 0.000** 

Gender equality 0.003 0.714 0.002 0.627 0.042 0.219 0.049 0.000** 

Government and policy -0.015 0.000** -0.026 0.000** -0.030 0.000** -0.037 0.000** 

Health 0.032 0.000** 0.016 0.000** 0.007 0.010* 0.002 0.508 

Household and family -0.063 0.000** -0.069 0.000** 0.063 0.148 -0.155 0.007** 

Housing 0.004 0.886 -0.003 0.844 0.023 0.632 0.031 0.348 

Internet 0.114 0.000** 0.166 0.000** 0.328 0.000** 0.466 0.000** 

Labor, employment, work -0.004 0.610 -0.045 0.000** 0.019 0.026* 0.252 0.003** 

Lifestyle 0.006 0.522 -0.008 0.340 0.025 0.428 0.023 0.000** 

Multiculturalism 0.009 0.611 -0.018 0.555 0.034 0.291 0.083 0.003** 

Politics and elections -0.017 0.038* -0.015 0.023* -0.038 0.000** -0.024 0.231 

Science and technology -0.021 0.001** -0.062 0.000** 0.020 0.435 -0.020 0.001** 

Wellbeing 0.005 0.450 -0.032 0.005** -0.024 0.164 -0.063 0.000** 

Discrimination -0.023 0.013* -0.012 0.067     

International relations 0.160 0.000** 0.180 0.000**     

Media 0.029 0.001** 0.039 0.000**     

Public figures 0.069 0.000** 0.093 0.000**     

Other -0.001 0.898 0.012 0.139 0.029 0.013* 0.063 0.000** 

Type of question content         

Attitudes and beliefs 0  0  0  0  

Behaviors -0.006 0.415 -0.006 0.608 -0.031 0.261 0.003 0.430 

Attributes 0.008 0.608 0.048 0.001** 0.078 0.000** 0.277 0.000** 

Knowledge  -0.024 0.064 -0.070 0.000**     

Variable type         

Ordinal 0  0  0  0  

Nominal -0.002 0.515 -0.002 0.718     

Binary -0.039 0.003** -0.059 0.000**     

Interval/ratio     0.083 0.046* 0.088 0.025* 

No. of variable values 0.003 0.000** 0.002 0.000** -0.003 0.000** -0.005 0.000** 

Constant 0.108 0.000** 0.135 0.000** 0.106 0.000** 0.129 0.000** 

N 342 342 194 194 

Adjusted R-Squared 0.349 0.286 0.416 0.563 

Root Mean Square Error 0.053 0.066 0.066 0.083 

*p<0.05, **p<0.01 

The R-BS models showed that the differences between onliners and offliners were captured the most 

prominently in internet, but also in household and family, environment, and multiculturalism (the last 

one only in the unweighted data). The topics with below-average differences were finance (in contrast 

to the Cramer’s V model), politics and elections, and government and policy. Except for the internet 

topic (and to some extent international relations), there were no observable trends – in some cases, 
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weighting decreased bias in others it had no effect; effect sizes differed substantially between 

Cramer’s V and R-BS models for the same topics; topics with above and below-average effect sizes 

could not be grouped further into broader homogenous topics with more or less undercoverage bias. 

Thus, based on the evidence presented in Table 6.2, hypothesis H1 cannot be rejected. 

To address RQ3, weighted and unweighted estimates of the differences between onliners and offliners 

are presented. The results show that post-stratification weighting reduced some of the differences 

between onliners and offliners, which is consistent with some literature on this topic (see Rookey et 

al. 2008). After post-stratification weighting, both the Cramer’s V coefficients for topics and mean 

Rank Biserial coefficients for topics were decreased (see constants and coefficients), but most of the 

magnitude of the effect size remained. Nevertheless, on average, the differences between onliners 

and offliners were small (see the interpretation of effect sizes in Cohen 1988, pp. 79-81). Moreover, 

the effect of weighting on the decreased magnitude of differences can be observed for attributes as a 

type of question content. This should come as no surprise since attributes are, generally speaking, 

other “non-weighting” socio-demographic or factual information about respondents and are 

associated with primary socio-demographics used in post-stratification weighting. As no other type of 

question content category stood out as a predictor of differences in the weighted models, it can be 

concluded that the differences between onliners and offliners, when controlling for primary 

demographics, are fairly stable across question content.  

On the other hand, the differences measured with binary variables were smaller than those measured 

with ordinal variables (the reference category) in the Cramer’s V models, and the differences 

measured with continuous variables were greater than those measured with ordinal variables in the 

R-BS Coefficient models. Moreover, the number of variable values had a statistically significant effect 

in all four models. There might be methodological explanations for this finding, such as measurement 

mode effects or potentially inconsistent effect size measures affected by particular variable 

characteristics like the number of values/categories. Mode effects as differences in responding are a 

result of different factors, such as interviewer administration. In the case of binary variables, the 

difference might be smaller due to acquiescence, i.e., tendency to agree with the interviewer. At the 

same time, the measures of the magnitude of effect size (Cramer’s V, R-BS Coefficient) might be more 

dependent on the number of categories/ranges of continuous variables (see the coefficient for No. of 

variable categories) than theory suggests (see Cohen 1988; Glass 1965). We make this argument 

assuming that the magnitude of differences between onliners and offliners is consistent across 

different types of questions and variables. These results indicate that regression modeling and 

controlling for variable characteristics, in contrast to techniques such as carrying out ANOVA, provide 

more robust results. 
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6.3.3 Accuracy of estimation – benchmarking 

Finally, benchmarking was performed to establish how the observed differences between onliners and 

offliners affected the accuracy of estimates relative to the nationally representative benchmarks (see 

Table 6.3). Our focus was on the comparison of the Life in Australia™ online-offline and online-only 

samples. Additionally, different probability-based samples from the OPBS 2015 study were compared 

in an attempt to generalize the current finding to the population that cannot, refuses to, or prefers 

not to respond online (so-called offliners). With this benchmarking analysis, the aim was to address 

RQ4 and test hypothesis H3.  

While the majority of benchmarks, including weighting benchmarks, were updated to the Australian 

Census 2016 figures, our findings on the accuracy of different probability-based samples did not differ 

substantially from the findings of Pennay et al. (2018) and Kaczmirek et al. (2019) who used the 2011 

Australian Census benchmarks. However, the primary focus here was on the comparison of the 

accuracy of estimates if the offline population was completely excluded. Firstly, the results indicated 

that the Life in Australia™ estimates for 18 items from OPBS would differ very little if no offliners were 

included. The average absolute relative bias was 0.028 (2.8%), which is about half that of the average 

for the items from Life in Australia™ that were analyzed in the first part of this paper (see Table 6.1, 

far right column); this should be attributed to the introduction of post-stratification weighting in this 

benchmarking analysis. Secondly, the average absolute mean bias differed by less than 1 percentage 

point (0.89), and since the difference in the average absolute error from the mean between the 

combined and online-only samples was equal to less than the average absolute mean bias (0.33=5.74-

5.41), it can be concluded that excluding offliners can, in some cases, even improve derived estimates 

relative to benchmarks. This can be confirmed by reviewing the estimates for the following items, 

Australian citizen, couple with dependent children, enrolled to vote, not Indigenous, living at last 

address 5 years ago, general health status (very good), life satisfaction (8 out of 10), and psychological 

distress, Kessler 6 (low), whereby the online-only estimates are closer to the benchmarks, albeit with 

only a very small improvement if excluding offliners. Similar results were obtained when comparing 

A-BS and RDD Piggybacking combined and online-only estimates, whereby the absolute mean bias and 

absolute relative mean bias were much larger, possibly because of larger proportions of offline 

respondents in those surveys (RDD piggybacking 268/560=47.9%, A-BS 330/538=61.3%). 
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Table 6.3: Benchmarking results, comparing accuracy relative to the benchmark with and without the offline population, weighted estimates 

  Life in Australia™ A-BS RDD piggybacking 

Survey item Benchmark 
Online+offline  

(n=2,580) 
Online only 
(n=2,166) 

Online+offline 
(n=538) 

Online only 
(n=208) 

Online+offline 
(n=560) 

Online only 
(n=292) 

Australian citizen 87.12 0.53 0.41 2.97 4.19 -0.67 2.60 

Couple with dependent children 38.35 -11.16 -10.70 -11.11 -11.50 -12.53 -15.81 

Currently employed 61.61 5.38 6.69 5.38 3.06 6.78 6.26 

Enrolled to vote 78.47 7.21 7.10 7.80 7.54 4.53 10.03 

Home ownership with a mortgage 28.82 2.22 2.68 9.28 11.62 7.69 10.00 

Not Indigenous 97.73 -0.23 0.09 0.62 1.09 0.51 2.21 

Language other than English (speak only English) 76.50 8.62 8.69 4.56 0.53 7.73 5.13 

Living at last address 5 years ago 56.85 1.50 0.50 -0.96 -9.25 -1.40 -1.97 

Most disadvantaged quintile for area-based SES 20.00 -6.71 -7.77 -5.51 -9.01 -9.59 -6.05 

Resident of a major city 66.80 4.15 5.08 8.17 12.34 3.95 4.92 

Voluntary work (none) 79.39 -17.07 -17.08 -18.35 -17.04 -17.74 -12.40 

Wage and salary income $1000–1249 per week 13.80 -1.64 -2.22 0.06 0.54 -0.07 5.64 

Consumed alcohol in last 12 months 81.87 3.62 5.03 4.24 4.59 1.96 3.47 

Daily smoker 13.52 -1.97 -3.47 -4.03 -7.11 2.88 2.63 

General health status (very good) 36.20 -2.96 -1.49 2.07 10.71 -2.08 11.09 

Life satisfaction (8 out of 10) 32.60 -1.24 -0.73 -3.43 -2.92 -1.68 -1.60 

Has private health insurance 57.10 3.43 7.03 4.08 5.95 2.17 -0.30 

Psychological distress, Kessler 6 (low) 82.20 -17.76 -16.65 -13.92 -19.14 -11.75 -9.61 

Average absolute mean bias (online+offline and online only) 0.89 2.69 3.05 

Average absolute relative mean bias (online+offline and online only) 0.028 0.076 0.095 

Average absolute error from the mean (combined) 5.41 5.74 5.92 7.67 5.32 6.21 

Average absolute error from the mean (secondary demographics) 5.53 5.75 6.23 7.31 6.10 6.92 

Average absolute error from the mean (substantive items) 5.16 5.73 5.30 8.40 3.75 4.78 

 *p<0.05, **p<0.01



 

156 
 

Despite observing differences in the average absolute errors from the mean between samples with or 

without offliners, none of those differences tested with bootstrapping were statistically significant at 

p<0.05. Hence, H3 is rejected and it can be concluded that including the offline population does not 

improve the quality of estimates in the analyzed surveys, even if the portion of offliners is much higher 

than in the Life in Australia™ data. It should be noted that OPBS 2015 respondents were not 

encouraged/’web-pushed’ to participate online in the same way as Life in Australia™ respondents, 

and the offline sample in those surveys consisted of “traditional” offliners as well as respondents who 

could respond online but only preferred to respond via telephone or mail at that particular time. When 

comparing all average absolute errors (combined, secondary demography, substantive items) and CIs 

estimated using bootstrap for all samples, there were only statistically significant differences between 

the Life in Australia™ online-offline respondents and A-BS online-only respondents (at p<0.05, A-BS 

less accurate).  

6.4 Discussion and recommendations 

Mixed-mode surveys seem to be almost the standard in probability-based online panel research, but 

they do not come without a price tag. Increasing costs of interviewer-administered data collection, no 

threat of mode effects in single-mode surveys, a unified paradata system, and more convenient data 

collection and panel management are some of the reasons for not carrying out mixed-mode research. 

Based on the current findings, we share the opinion of Kaczmirek et al. (2019) who mentioned the 

serious dilemma of whether researchers should include offliners to balance different types of error, 

while not overlooking practical considerations such as time and questionnaire design. 

Making a decision on (temporarily) excluding the offline population is a multi-dimensional problem. 

One could argue that the offline population should be included no matter the costs due to the offline 

population being fundamentally different to the online population; this has been supported by 

evidence from multiple studies (Eckman 2016; Keeter et al. 2015; Rookey et al. 2008). Similarly, the 

undercoverage bias analysis described here revealed statistically significant bias for more than half of 

all studied variables from all surveys (not rejecting hypothesis H1). Yet, the magnitude of differences 

between the populations, as well as the size of the offline population, should be a factor in the decision 

making, as the effect of undercoverage is a function of these two dimensions. With statistically 

significant but relatively small differences, and with a small proportion of offline respondents in the 

general population (in countries with high internet penetration rates and high-level internet literacy), 

there might be a much less significant effect of undercoverage than one would expect. Last but not 

least, the differences between onliners and offliners do not always work against the accuracy of 

probability-based online panels (or mixed-mode research in general). Based on the evidence 
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presented in this study, exclusion of the offline population generally does not affect the derived 

estimates much and can even push them closer to the nationally representative benchmark as the 

best approximation of the truth. 

The findings of this research are based on data from one country only (Australia) and country-specific 

effects cannot be ruled out. The results indicate that inclusion of the offline population in probability-

based online panel research seems to be, to some extent, unnecessary from the coverage error and 

accuracy perspectives. This could potentially be generalized to other developed countries with high 

internet penetration rates, narrower socio-economic and demographic distributions, and 

consequently, relatively minor non-factual differences between those with and without internet 

connection. At the very least, offliners could be temporarily excluded for certain topics which the 

current study identified as lesser predictors of differences between the populations, such as 

household and family, government and policy, or partially, finance. On the other hand, it might be 

more prudent to think reversely - what items should never be included in probability-based online 

panel surveys if data are collected from an online sample only, e.g., internet or international relations 

items in Life in Australia™. However, overall, the current study observed differences across the 

majority of topics with no particular trends, and thus, could not reject hypothesis H2. This is in line 

with the findings of Rookey et al. (2008) and other authors who have reported differences for different 

topics (Blom et al. 2015; Bosnjak et al. 2013; Eckman 2016; Keeter et al. 2015; Zhang et al. 2009). The 

observed bias might well be a result of a combination of fundamental differences between the 

populations (potential undercoverage bias), differential nonresponse in panel studies over time, and 

measurement mode effects. 

Moreover, the evidence from this study suggests that while differences between onliners and offliners 

are present in probability-based mixed-mode research in Australia, any negative impacts on data 

accuracy should be minimal for the majority of topics, question contents, and variable types, even 

relative to the nationally representative benchmarks. The findings of this study led to rejection of 

hypothesis H3, which predicted that online-offline probability-based online panel samples would 

produce more accurate estimates compared to online-only samples. In the future, it would be worth 

exploring if undercoverage bias and its effect on survey estimates (benchmarking) decrease at the 

bivariate or multivariate level, as previously reported by Eckman (2016) for probability-based online 

panels and by Biddle et al. (2018) for opt-in panels. 

The current analyses were limited, to some extent, by the number of studied items and their 

characteristics. With a larger sample of items and variables with available benchmarks, possibly from 

questions related to different broad topics and with more continuous variables, future studies would 

have greater statistical power and better evidence for data-informed decision making. The current 
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findings would have to be adjusted in that case. This study presents a combined approach to studying 

undercoverage bias and its effects on data accuracy, and as this was examined in the Australian 

context only, future research should focus on online-offline population differences in other countries. 

This is particularly pertinent in regions with both lower internet penetration rates and wider socio-

economic and demographic distributions. Such studies could help establish how necessary mixed 

modes and inclusion of the offline population is in a particular country’s context.  
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Appendix 6 

Table 6.4: Life in Australia™ survey data collected for the ANU (used in the undercoverage bias part 

of the study)  

Title of Life in Australia™ survey 
Month 

and year 
Wave 

Final sample 

size 

Completion 

rate (COMR) 
Data DOI 

Australian Personas Survey, 2016 
December 

2016 
1 n=2,603 78.8% 10.26193/JFWRPI 

Health, Wellbeing and Technology 

Survey (OPBS Replication) 2017 

January 

2017 
2 n=2,580 78.6% 10.26193/YF8AF1 

ANU Poll 2017: Housing 
March 

2017 
3 n=2,513 77.7% 10.26193/EL5WHN 

ANU Omnibus Survey 2017 July 2017 7 n=2,290 74.3% / 

ANU Poll 2017: Job Security 
October 

2017 
10 n=2,270 74.6% 10.26193/7OP0TI 

World Values Survey, 2018 April 2018 14 n=2,106 71.4% 10.26193/ZXF0SQ 

Table 6.5: Data files used in the accuracy estimation part of the study 

Title of the survey 
Month and 

year 
Subsample sizes 

Data 

collection 

modes 

Data DOI 

Online Panels Benchmarking Study 

2015  
June 2015 

n=4,757 (1,699 

prob, 3,058 non-

prob) 

Online, 

telephone, 

mail 

10.4225/87/FSOYQI 

Health, Wellbeing and Technology 

Survey (OPBS Replication) 2017  

(Life in Australia™ Wave 2) Wave 2) 

January-

February 

2017 

n=2,580 
Online, 

telephone 
10.26193/YF8AF1 

Table 6.6: Subsamples in the benchmarking component of this study 

Study Sampling Survey 
Sample by data collection 

mode 
n 

OPBS 

Replication 

2017 

Probability-

based 

Life in Australia™ Wave 2 online 2,166 

Life in Australia™ Wave 2 offline (telephone) 414 

OPBS 2015 
Probability-

based 

Address-based sampling  online 208 

Address-based sampling  offline (telephone and mail) 330 

OPBS 2015 
Probability-

based 

RDD “piggybacking”  online 292 

RDD “piggybacking” offline (telephone and mail) 268 
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Table 6.7: Benchmarking data sources and nationally representative benchmarks 

Study 
Data collection 

mode 
Sample size Benchmark 

National Health 

Survey  

2014-15 

F2F 
n=19,259 

(18+ years old n=14,561) 

Psychological distress (Kessler 6)  

General Health  

Private health insurance  

Wage and salary income 

General Social Survey 

2014 
F2F 

n= 12,932 

(18+ years old n=12,348) 
Life satisfaction 

National Drug 

Strategy Household 

Survey 2013 

self-administered 

paper based 

n= 23,855 

(18+ years old n=22,696) 

Daily smoker 

Alcoholic drink of any kind in the 

past 12 months 

Household status (couple with 

dependent children) 

Australian Census 

2016 

self-administered 

online, F2F 

N=23,401,892 people  

(18+ yrs old n=18,193,864; 

private dwellings 

N=9,901,496) 

Australian citizenship 

Employment status 

Home ownership with a mortgage 

Indigenous status 

Language other than English  

Living at last address 5 years ago 

Most disadvantaged quintile for 

area-based SES 

Resident of a major city 

Voluntary work 

Australian Electoral 

Commission (2015) 

administrative 

data 

N=16,405,465 Australians 

eligible to enrol 
Enrolled to vote 
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Chapter 7  The Effects of Mode on Answers in Probability-Based Mixed-

Mode Online Panel Research: Evidence and Matching Methods for 

Controlling Self-Selection Effect in a Quasi-Experimental Design 

7.1 Introduction 

7.1.1 Mixing modes in online panel research and mode effects 

Mixed-mode survey research is becoming increasingly common, and the use of email and in particular 

web-based surveys offers a range of opportunities for mixing modes of data collection (Bryman 

2016, p. 232). There are many reasons for employing mixed modes, such as to maximise response and 

reduce costs in both cross-sectional and longitudinal studies (Groves et al. 2009, p. 175). In probability-

based online panel research, panel organizations often apply two or more data collection modes to 

cover both online and offline populations. However, any differences in modes may result in 

measurement errors or item nonresponse as types of mode effects (Jans 2008). That is one of the 

reasons why certain panel organizations use a uni-mode approach (e.g., providing tablets) or do not 

cover the offline population to achieve maximum measurement equivalence (for an overview of 

different practices see Kaczmirek et al. 2019, pp. 4–5).  

Differences in modes and mode effects are associated with different aspects of surveys, from 

sampling, coverage, unit nonresponse, item nonresponse and measurement error (Jans 2008). 

Completely excluding the offline population (those who are unable to or unwilling to complete surveys 

online) may result in coverage error – and minimising survey error across various sources is key. For 

example, in Australia, approximately 14% of households were without access to the internet at home 

in 2016/2017 (Australian Bureau of Statistics 2018a54), but in 2019 there were reports of 91% of adult 

Australians having access to the internet on their mobile phones (Australian Communications and 

Media Authority, n.d.). Internet-only samples are not representative of the general population, since 

there are significant differences in demographic characteristics of the online compared to the offline 

population in Australia in terms of age, location and remoteness, gender, household income, 

employment status, highest qualification and country of birth (De Vaus 2013, pp. 76–77). In addition, 

not every person with an internet connection at home will have the skills or inclination to participate 

online (Perrin & Bertoni 2017). Some authors therefore argue that an offline survey mode should be 

included or at least considered in probability-based panel research (Kaczmirek et al. 2019). To mitigate 

 
54 The Australian Bureau of Statistics has ceased undertaking the collection on internet activity in 2018 (Australian Bureau 

of Statistics 2018b). 
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coverage error, i.e., to avoid undercoverage or completely excluding particular socio-demographic 

subgroups with a higher propensity to be offline, a mixed-mode approach should be carried out. 

Modes of data collection as sources of survey errors at the level of the survey question differ in several 

ways: the medium in which questions are presented; who administers the questions and records 

answers; whether the questions (and supporting information) are presented aurally or visually; and 

the mode of responding (Dillman et al. 2014; Tourangeau et al. 2000). Also, differences in question 

format as a result of adjustments in different modes can add to the net effect of data collection mode 

(De Leeuw et al. 2011), as well as question or answer order effects. In the Total Survey Error 

framework, measurement mode effects are measurement errors in the survey process (Groves et al. 

2009), i.e., a departure of the measurement from the true value. When data are collected from 

different groups of respondents using different survey modes, mode effects and differential 

measurement error in particular may threaten the validity of results (De Leeuw et al. 2011).  

Mode-related measurement errors are present in different ways, such as acquiescence response bias, 

social desirability and satisficing (Groves et al. 2009; Jans 2008). Social desirability refers to 

respondents providing answers to put themselves in good light with the interviewer whereas 

acquiescence response bias refers to a tendency to agree rather than disagree. Both are often 

associated with interviewer’s presence (Dillman et al. 2014). Moreover, intrusive questions or the 

perceived risk of identification of the respondents can lead to unit or item nonresponse, especially in 

interviewer-administered modes (Tourangeau et al. 2000). Generally speaking, self-administration has 

a higher potential for satisficing than interviewer-administration, including in mixed-mode probability-

based online panels (Baker et al. 2010). Satisficing as a source of measurement error is related to the 

cognitive effort required for generating respondents’ answers to survey questions. The meaning of 

each question has to be carefully interpreted, respondents’ memories extensively searched for 

information, that information integrated into judgements, and those judgements communicated 

clearly and precisely (Krosnick et al. 1996). However, some respondents are likely to make the task of 

responding to survey questions as easy as they can and this leads to taking shortcuts such as using 

ranges or rounding values (numeric answers), to making ratings following a few simple principles 

(scales) or bypassing serious consideration of questions (Tourangeau et al. 2000, p. 254). It can result 

in item nonresponse, non-differentiation (tendency to provide the same answer to all questions in a 

block), acquiescence response bias (tendency to agree with the interviewer), non-substantive 

responses (e.g., don’t know and refusal to answer), rapid completion (speeding), primacy and recency 

effects (Baker et al. 2010; Krosnick et al. 1996). The direction of biases from these mode effects are 

more difficult to predict a priori.  
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7.1.2 Existing literature on mode effects in online panels 

While there has been substantial research exploring mode effects of more traditional survey modes, 

there has been little research exploring those effects in online panels. The following studies give some 

insight into effects of mode in online panels, both probability-based ones (Knowledge Networks, 

Longitudinal Internet studies for the Social Sciences (LISS)) and a nonprobability online panel (Harris 

Interactive online panel), while not all of them randomly assigned respondents to modes. 

Dennis et al. (2005) conducted a study on mode effects in probability-based online panel surveys, 

controlling for sample origins. Regarding the differences between samples, they noted that the 

differences in answers might be attributed to data collection modes when they are, in fact, a result of 

differences in the representativeness of the samples. Sample composition differences, as well as panel 

conditioning and panel attrition in online panel research, might contribute to the differences in survey 

responses observed for the different modes of collection. After controlling for demographic 

characteristics and panellists’ survey experience, the observed mode effects were significant for 

several survey items. The reason for that might have been a tendency to select positive responses (on 

a scale) in telephone interviews, as well as the visual-aural differences (e.g., a feeling thermometer 

displayed online). 

Duffy et al. (2005) carried out a similar study, but they aimed to identify the relative impact of sample 

and mode effects in online panel (volunteer/opt-in) and face-to-face surveys. They concluded that 

there were two competing effects when comparing online and face-to-face data collection. Online 

panels attracted more knowledgeable and viewpoint-oriented respondents on the one hand, whereas 

face-to-face techniques produced greater social desirability effects. While sometimes those two 

effects appear to balance, sometimes they did not.  

De Leeuw et al. (2019) investigated measurement error in probability-based online panels, i.e., the 

relationship between mode effects and question format effects. In contrast to the other two studies 

on mode effects in online panels, respondents in the LISS panel were randomly assigned to online and 

telephone modes. While there was little evidence of interaction effects between mode and question 

format, they found small but consistent question format effects and mode effects, namely reliability, 

acquiescence response bias and choosing extreme response categories. Telephone mode respondents 

provided less consistent responses, showed a greater tendency to acquiesce, and more often chose 

extreme response categories than online mode respondents. 

7.1.3 Methodology for assessment of mode effects 

Mode effects can be divided into three components: coverage mode effects, nonresponse mode 

effects (both selection effects), and measurement mode effects (Beulens et al. 2012; Schouten et al. 
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2013). The most prevalent approaches to studying mode effects have been testing for differences in 

data quality indicators, such as those for data completeness (e.g., item nonresponse rate), response 

accuracy (e.g., in comparison to benchmarks), and reliability (e.g., scaling properties), as well as testing 

for differences in response distributions of survey items (De Leeuw & van der Zouwen 1988). Jäckle et 

al. (2010) reported that, in practice, mode effects are commonly tested using a variety of statistical 

tests: t-tests or chi-square test with weighted data, binomial, ordinal and multinomial logistic 

regressions, partial proportional and proportional odds models, ordinary least squares models (OLS), 

or structural equation modeling (SEM). 

On the other hand, the study of mode effects does not come without challenges: sample compositions 

might differ between modes due to differential nonresponse, differences in responses might impact 

only certain estimates, and identifying the net mode effects requires careful experimental designs 

(Jäckle et al. 2008). To successfully identify the net mode effects, various aspects would have to be 

controlled for, including the difference in coverage of the mode and the differences in mode 

preferences (Beulens et al. 2012; Schouten et al. 2013). In quasi-experimental survey designs, in which 

respondents are not randomly assigned to modes, there are two parallel and possibly competing 

sources of differences in responses in different modes: mode effects and mode self-selection effects 

(Suzer‐Gurtekin et al. 2018).  

Vannieuwenhuyze and Loosveldt (2013) discussed three methods to disentangle measurement mode 

effects from selection effects. Mixed-mode (MM) Calibration generally tries to render both mode 

groups comparable on a set of variables (by weighting) assuming that the remaining differences are 

caused by measurement effects, while Extended MM comparison is based on comparing mixed-mode 

data with comparable single-mode data. On the other hand, Extended MM Calibration predicts the 

respondent mode group in the comparable single-mode data. Each one of those methods have 

notable disadvantages – MM Calibration is based on an unrealistic assumption (i.e., high difficulty of 

finding a set of mode-insensitive variables properly explaining self-selection effect), Extended MM 

Comparison can only compare two modes, and both Extended MM Comparison and Calibration 

require an availability of comparable single-mode data (Vannieuwenhuyze & Loosveldt 2013, pp. 99-

101). 
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7.1.4 Matching methods 

In observational studies where random assignment is absent, individuals ending up in different groups 

(called treated and control) may differ in terms of observed, unobserved, and unobservable 

characteristics. The two groups may not therefore have the same outcome in the absence of 

treatment, and causal effects cannot be estimated without careful statistical controls (Rosenbaum 

2020). To deal with the absence of random assignment, one quasi-experimental technique is 

matching, where the control group is made to look more like the treatment group across observed 

characteristics. Different matching methods such as propensity score matching, propensity score 

weighting, Mahalanobis distance matching or coarsened exact matching have been suggested in the 

literature (King & Nielsen 2019; Rosenbaum 2020). 

In observational studies which by definition lack random assignment, individuals ending up in different 

groups may differ in terms of covariates, are not directly comparable, and it is challenging to estimate 

causal effects without multivariate matching (Rosenbaum 2020). To deal with the absence of random 

assignment, different methods for casual inference such as propensity score matching, propensity 

score weighting, doubly robust estimation (combining outcome regression and propensity scores), 

Mahalanobis distance matching or coarsened exact matching have been suggested in the literature 

(Funk et al. 2011; King & Nielsen 2019; Rosenbaum 2020). More recently, more classic matching 

methods for casual inference listed above have been expanded to so-called machine learning methods 

and techniques such as random forest, Dynamic Almost-Exact Matching with Replacement (D-AEMR), 

genetic matching, or a combination of different classic or supervised learning methods (Sizemore & 

Alkurdi 2019). 

Out of more classic distance models, propensity score matching might be the most popular method 

used in quasi-experimental studies and has been available for almost 40 years (Rosenbaum & Rubin 

1983), but not without any sceptics who are more in favor of alternative methods, such as 

Mahalanobis distance matching or coarsened exact matching (King & Nielsen 2019). Besides matching 

methods based on modeling, data can be matched with so-called stratification, namely with exact 

matching and coarsened exact matching (Sizemore & Alkurdi 2019). Exact matching (EM) is a statistical 

technique for matching on discrete metric with a meaningful set of predictors, and is rarely feasible in 

real data sets as it can result in an empty set in a multivariate setting with a number of continuous 

covariates (King & Nielsen 2019). Coarsened exact matching is a Monotonic Imbalance Bounding 

matching method which coarsens each variable, i.e., recoding each continuous variable by grouping 

substantively indistinguishable values into the same value, and later applies exact matching to the 

coarsened data (Iacus et al. 2012). 
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7.1.5 Aim of the study 

With this background in mind, the general objective of this paper is to study the severity of mode 

effects in probability-based online panel research, while comparing methods for improving causal 

inference in the study of mode effects with quasi experimental design. There has been limited 

research on measurement mode effects in probability-based online panels, while they are different 

from many other mixed-mode surveys for the following reasons (but not limited to): (1) the ability to 

measure change in time over short time intervals, (2) a possibility of switching modes for reasons such 

as to minimise nonresponse or to accommodate respondents’ preferences regarding privacy, (3) a 

possibility of using a uni-mode approach (e.g., for rapid data collection, self-administration only to 

collect data on very sensitive topics). These differences warrant investigating measurement mode 

effects in probability-based online panels in more detail. 

Using data from two studies using the same questionnaire and collected by the same social research 

organization using a mix of modes, we would particularly like to answer the following 

research questions: 

1. How significant are differences in distributions of response variables commonly explained by 

satisficing and associated with the mode of data collection? 

By answering this question, we would like to establish how severe measurement mode effects related 

to satisficing can be in online panel research combining the online mode with an offline mode. We will 

test for differences in data quality indicators and for differences in response distributions of survey 

items, as suggested by Jäckle et al. (2010). We will compare satisficing-driven mode effects between 

the online mode and two offline modes and discuss different mixed-mode designs from the 

measurement mode effects perspective. 

2. How significant are differences in distributions of response variables commonly explained by social 

desirability and associated with the mode of data collection? 

In addition to studying mode effects related to satisficing, we would like to determine the severity of 

measurement mode effects related to social desirability in probability-based online panel mixed-mode 

research design. Again, we will discuss mixing modes from the measurement mode effects 

perspective. 

3. To what extent can self-selection effect in a quasi-experimental design be controlled with different 

matching methods to help identify mode effects-related differences in distributions of response 

variables? 
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We will also test a new combination of approaches, including matching methods, to investigate 

different solutions in studying measurement mode effects in a quasi-experimental design. The aim of 

this study and the contribution of this paper is not only establishing the extent and severity of 

measurement mode effects in online panel research, but also identifying methods and techniques 

offering practical solutions to studying mode effects in mixed-mode approaches not allowing for 

random assignment of participants to survey modes. In particular, we would like to present evidence 

on controlling for mode self-selection effect with matching methods, and the success in disentangling 

measurement mode effects from coverage and nonresponse mode effects. In that case, our findings 

on mode effects could be more in line with the literature on measurement survey errors in mixed-

mode survey research. 

7.2 Methods 

7.2.1 Data 

We will analyze the Life in Australia™ Wave 2 (2017) (Pennay & Neiger 2020) and Online Panels 

Benchmarking Study 2015 (OPBS) (Pennay et al. 2016b) unit record files. The data collection was 

conducted by the Social Research Centre (SRC) with the support of the ANU Centre for Social Research 

and Methods. The OPBS data were primarily collected for a benchmarking study by the SRC 

(probability-based sampling) and via five opt-in online panels (nonprobability-based sampling). We 

will only use the probability component of the study. The findings of OPBS also provided the grounds 

for the introduction of a national probability-based online panel in Australia (Life in Australia™ 

Kaczmirek et al. 2019). We will also analyze the Wave 2 survey data, which used the same 

questionnaire as for OPBS. Although studying mode effects in an online panel setting is the primary 

focus of this paper, the OPBS data are included to: (1) increase subsample sizes, (2) investigate mode 

effects in paper self-administered mode (PAPI), (3) include mail mode as another (control) self-

administered mode in relation to the telephone mode, (4) extend the findings from probability-based 

online panel research to the other types of mixed-mode research, including web-push surveys. 

7.2.2 Samples, subsamples and data collection modes 

The OPBS study comprised three probability-based samples of the Australian population aged 18 years 

and above. The Wave 2 study comprised a mixed mode probability-based sample. Data collection was 

carried out between October and December 2015 (OPBS) and in January 2017 (Wave 2). The OPBS 

surveys used the following designs (Pennay et al. 2016a): 

1. Address-Based Sampling (A-BS) using the Geocoded National Address File (G-NAF) sampling 

frame. The G-NAF is the authoritative list of Australian addresses, with more than 13 million 
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physical address records including geocodes (Australian Government 2016) (online, 

telephone, mail modes). 

2. Standalone dual-frame random digit dialing (DFRDD) CATI Survey.  

3. Recruitment at the end of an established DFRDD survey/piggyback recruitment (online, 

telephone, mail modes). 

The A-BS survey and the survey using piggyback recruitment allowed mixed modes of completion. For 

the A-BS survey, sample members were initially approached by mail, but some responded online (39%) 

or to outbound telephone reminders (24%). The piggyback-recruited respondents mostly responded 

online (52%) or via phone (41%) (Pennay et al. 2018). 

Response rates (AAPOR RR3 (The American Association for Public Opinion Research 2016)) were 12.4% 

for the DFRDD piggyback sample, 17.9% for the standalone DFRDD sample and 26.5% for the A-BS 

sample. Cumulative response rate (CUMRR2, see Callegaro & DiSogra 2008) as a product of 

recruitment, profile, retention and completion rates was 12.0% for Wave 2. About 14% of Wave 2 

panellists responded by telephone. 

To isolate the mode of data collection while controlling for sample origins and socio-demographic 

characteristics, variables for mode and origins were derived. The samples are then uniquely defined 

as presented in Table 7.1. 

Table 7.1: Original subsamples 

Data source Sampling frame (mode) Sample origin Mode 

Probability-based online 

panel Life in Australia™ 

(Wave 2) 

DFRDD/panel (CAWI) (n=2,166) 1 1 

DFRDD/panel (CATI) (n=414) 1 2 

Online Panels 

Benchmarking Study 

2015 (OPBS) 

ABS/standalone (CAWI) (n=208) 2 1 

ABS/standalone (CATI) (n=128) 2 2 

ABS/standalone (PAPI) (n=202) 2 3 

DFRDD/standalone (CATI) (n=601) 3 2 

DFRDD/piggybacked (CAWI) (n=292) 4 1 

DFRDD/piggybacked (CATI) (n=228) 4 2 

DFRDD/piggybacked (PAPI) (n=40) 4 3 

CATI = Computer-assisted telephone interviewing; CAWI = Computer-assisted Web; DFRDD = dual-frame random digit dialing 

While those samples differ based on the sampling approach applied (Sample origin in Table 7.1), we 

combined samples based on the mode used (Mode in Table 7.1), since all of the surveys were 

probability-based. For example, to identify mode effects, CATI mode respondents from A-BS, 
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standalone DFRDD CATI, DFRDD piggybacking, and DFRDD-recruited panel (Wave 2) samples will be 

compared to the PAPI respondents from A-BS and DFRDD piggybacking. For more detail, see Table 7.2. 

Table 7.2: Subsamples by mode combined for this matching and mode effects analysis 

Sample by mode Source Sample origin 

CAWI (n=2,666) 

Wave 2 (n=2,166) 1 

OPBS A-BS (n=208) 2 

OPBS DFRDD/piggybacked (n=292) 4 

CATI (n=1,371) 

Wave 2 (n=414) 1 

OPBS A-BS (n=128) 2 

OPBS DFRDD/standalone (n=601) 3 

OPBS DFRDD/piggybacked (n=228) 4 

PAPI (n=242) 
OPBS A-BS (n=202) 2 

OPBS DFRDD/piggybacked (n=40) 4 

ABS = Address-Based Sampling; CATI = Computer-assisted telephone interviewing; CAWI = Computer-assisted Web; DFRDD 

= dual-frame random digit dialing; OPBS = Online Panels Benchmarking Study 2015; PAPI = paper self-administered mode 

By combining two studies and four samples into three targeted subsamples55, we increased the 

statistical power as well as enable mode effects analysis for three distinctive modes. 

7.2.3 Matching methods 

We will also test five different methods to control for the absence of non-random assignment of 

respondents to modes, four of them being matching methods. In practice, this is not uncommon as 

the literature recommends reporting results based on multiple matching methods since the 

conclusions might be very sensitive to matching algorithm choices (Leite 2016). The matching methods 

were chosen based on reviews of King and Nielsen (2019) and Sizemore and Alkurdi (2019). In this 

study, we used arguably the most traditional matching methods for casual inference due to a high 

availability of information in the literature on how to apply those methods in practice. Further 

technical details about post-survey adjustments, including propensity score calculation, Mahalanobis 

distance matching and coarsened exact matching, are provided in Chapter 9, section 9.2.2. 

1. Socio-demographic controls in regression models without matching 

This approach is similar to poststratification weighting and MM Calibration (see Vannieuwenhuyze & 

Loosveldt 2013), and it was conducted to identify differences in distributions of response variables as 

 
55 Potential temporal effects due to the time gap in data collection, as well as sample composition effect (in OPBS studies), 
were controlled by including sample source variable (see samples in Table 7.2) as a predictor/control in all regression models 
(for more information, see Subsection 7.2.4 Data Analysis and Table 7.6 in the Appendix 7). 
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a result of both measurement mode effects and mode selection effects due to non-random 

assignment of respondents to modes (see Suzer‐Gurtekin et al. 2018). With this approach, we also 

aimed to identify items which should and should not be used as covariates in matching in the next 

steps, since the differences in distributions, consistent with the literature, might be pure 

measurement mode effects and not self-selection bias. Excluding so-called outcome variables is a 

standard approach in matching (King & Nielsen 2019). 

2. Propensity score matching (PSM) 

We decided for a greedy approach based on propensity score, which were calculated manually 

using R. In addition to the variables selected for matching, there are two parameters that should be 

selected to control for the size of the final samples and their imbalance (MatchIt package): (1) the 

maximum allowed distance between matched units (caliper), and (2) the maximum number of units 

that could be matched to one unit from the other sample (ratio). We carefully investigated different 

combinations of parameters (caliper 0.05-0.25, ratio 1-5:1 [CAWI-CATI], 10-20:1 [CAWI-PAPI]) and 

reviewed: standardised mean difference (SMD) as a measure of imbalance after matching, the 

variability of weights (not to overly inflate variance of estimates), and the final sample sizes (to keep 

enough statistical power). The following parameters seemed to represent the most optimal solution 

for our cases: caliper 0.05, ratio 3:1 (CAWI-CATI), and caliper 0.05, ratio 15:1 (CAWI-PAPI). The selected 

ratio for PAPI mode was much greater since the initial sample of PAPI respondents was much smaller 

than both CAWI and CATI samples (see Table 7.2). The matching results in Figure 7.1 show that there 

was a notable overlap of propensity scores between the modes, but quite some imbalance in 

distributions. This was even more apparent for the CAWI-CATI samples than the CAWI-PAPI samples. 

In the end, the vast majority of cases, which could not be matched, were pruned to improve balance 

and not because they were off the region of common support (i.e., the area where the densities of 

the estimated propensity scores for treatment and control groups overlap).  
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Figure 7.1: Initial distribution of propensity scores (histogram), propensity scores before and after 

matching for two pairs of samples (visual presentation of PSM solutions) 

 

3. Mahalanobis distance matching (MDM) 

To perform Mahalanobis distance matching, we used the MatchingFrontier R package developed by 

King et al. (2016). The problem of most matching methods is that they are designed to maximize one 

metric, such as Mahalanobis distance, but are judged against a different metric, such as standardised 

mean difference. While using Mahalanobis distance as a distance metric and Average Mahalanobis 

Imbalance as the imbalance metric, the software calculated optimal matching solutions for each 

possible sample size, constituting a frontier (King et al. 2016). In the end, we selected the subsample 

by pruning the same numbers of units as with PSM for comparability purposes. Technically speaking, 

this approach can be considered a hybrid between a classic distance model and machine learning, as 

there is some degree of algorithmic optimisation of individual matches (Sizemore & Alkurdi 2019). 



 

174 
 

4. Exact matching (EM)  

The most notable issue with exact matching is the algorithm returning an empty set in a multivariate 

setting with a number of continuous covariates. Therefore, we carefully reviewed the differences 

between the samples and selected the best predictors of group membership. Out of all covariates 

selected for matching (colored blue in Table 7.6), only c2, the number of household members, is 

continuous. To control for the size of the final samples and their imbalance, one can make a decision 

on the number of covariates and the number of their categories by collapsing their values. The more 

covariates or their categories, the smaller the matched samples and lower imbalance, but also a 

decreased statistical power. With the eight selected covariates, we pruned a fairly comparable 

number of cases to PSM and Mahalanobis distance matched samples. 

5. Coarsened exact matching (CEM)  

We performed automated CEM with the same eight selected covariates as for exact matching for 

comparability. In contrast to EM, CEM coarsens each continuous variable by recoding it into 

homogeneous groups with very similar values grouped together, which prevents too many units with 

no perfect match to be pruned, something that could happen with EM (Iacus et al. 2012). We assumed 

that in order to observe notable differences between the methods, a decent proportion of covariates 

would have to be continuous, which was not the case in our study. 

Table 7.3 summarises the matching approaches and results. We purposely tried to optimise the 

matching solutions while keeping the matched samples of fairly similar sizes for comparative 

purposes. The propensity score matching was carried out first, and the sample size of the most optimal 

PSM matching solution (also based on SMD and the variability of weights) was the reference sample 

size (about 72% online-telephone and 56% online-mail) for MDM, EM and CEM methods. By 

introducing this case pruning consistency across different matching methods, the loss of statistical 

power did not affect our conclusions on the adequacy of different matching methods in measurement 

mode effect analysis. 
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Table 7.3: Matching parameters and sample sizes by matching method 

Matching method 
(R package used) 

Online-telephone  
samples matching 

Online-mail  
samples matching 

Original 
sample 

size 

Matching 
parameters 

Matched 
sample size 

Average 

SMD56 

Original 
sample 

size 

Matching 
parameters 

Matched 
sample size 

Average 
SMD 

Propensity score 
matching  
(MatchIt) 

4,037 
(2,666 
CAWI + 
1,371 
CATI) 

 
Average 
SMD = 
0.223  

ratio=3 
caliper=0.05 

2,904  
(1,913+991) 

0.055 

2,908 
(2,666 
CAWI 
+242 
CATI) 

 
Average 
SMD = 
0.355  

ratio=15:1 
caliper=0.05 

1,617  
(1,453+164) 

0.141 

Mahalanobis 
distance matching 
(MatchingFrontier) 

minimizing 
Average 

Mahalanobis 
Imbalance 

2,904  
(2,074+831) 

0.135 

minimizing 
Average 

Mahalanobis 
Imbalance 

1,617 
(1,499+118) 

0.227 

Exact matching  
(MatchIt) 

8 matching 
variables 

2,942 
(2,045+897) 

0.125 
8 matching 
variables 

1,666 
(1,522+144) 

0.226 

Coarsened exact 
matching  
(cem) 

8 matching 
variables, 1 

of them 
coarsened 

2,957 
(2,056+901) 

0.125 

8 matching 
variables, 1 

of them 
coarsened 

1,680 
(1,531+149) 

0.228 

CATI = Computer-assisted telephone interviewing; CAWI = Computer-assisted Web; SMD = standardised mean difference 

There are three findings worth mentioning. First, MDM method with a calculation of frontiers and 

minimisation of Average Mahalanobis Imbalance for a sample of particular size ended up including a 

higher proportion of online respondents for both mixed-mode approaches in comparison to the other 

three methods. Second, while the sample balance estimated with average standardised mean 

difference (SMD) was better for CAWI-CATI than CAWI-PAPI both before and after matching, PSM 

stood out as the method improving balance substantially better than MDM, EM and CEM. This could 

be explained by the fact that we were able to include all covariates (n=30) in PSM logit models, but 

not with the other three methods. For that reason, SMD might be a biased indicator of the quality of 

matching when comparing these methods, and the results on measurement mode effects after 

matching should be the most suitable quality evaluation approach in our particular case. Third, all 

methods using the same parameters and/or ranges of matching variables pruned significantly more 

cases when matching CAWI-PAPI samples (more than 4 out of 10 cases) than when matching CAWI-

CATI samples (less than 3 out of 10 cases). This indicates that the respondents who preferred to 

respond via PAPI were more different to online respondents than those in favor of CATI, which is 

apparent from Figure 7.1 as well.  

 

  

 
56 All covariates not affected by measurement mode effects described in the literature on measurement error, were included 
in the calculation of average SMD in Stata 15. The selection criteria for these covariates were the same as for choosing 
covariates for PSM logit model (see Subsection 7.2.6). 
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Figure 7.2: Matching results for the online-telephone sample 

 

In Figure 7.2 we present the results of matching for online-telephone samples, i.e., the number of 

cases that were included in matched samples by various methods. There were 1,945 cases matched 

by all four different methods, which is about 48% of the whole sample of online and telephone 

respondents. Moreover, there is more than 99% overlap between the samples matched by EM and 

CEM. Out of all four methods, PSM stands out as the method with the highest number of cases not 

matched by any other method (n=355) while 561 cases were matched by the other three methods 

excluding PSM. With only 341 cases out of 4,037 not being matched by any of the methods, and a 

significant proportion of the sample being matched by one or two out of four methods, we could 

expect quite different results when studying mode effects in online panels.  

7.2.4 Data analysis 

Since the calculation of propensity scores requires complete data and we do not want to exclude cases 

with a small number of missing values, we will use random forest imputations, suitable for categorical 

data and provided by R package missforest. Data with imputed values will be used for matching 

purposes only, but not when testing for differences in distributions to identify item-level mode effects. 
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While the matching part of the analysis was done in R using the packages listed in Table 7.3, Stata 15 

statistical software was used to carry out the statistical analysis to investigate mode effects. After 

matching samples, regression analysis was conducted separately for CAWI-CATI and CAWI-PAPI 

matched samples. 

To identify any distributional differences between data collection modes, we carried out multivariate 

analysis, i.e., binomial logistic regression for binary response variables, ordinal logistic regression for 

mostly scalar variables, multinomial logistic regression for nominal response variables with more than 

two levels, and OLS for continuous variables, as suggested by Jäckle et al. (2010). To study different 

types of mode effects, in a limited number of cases we carried different regression modeling for the 

same variables, e.g., multinomial regression (primacy, recency) and ordinal regression (social 

desirability) for frequency and typical amount of alcohol consumption. To study item nonresponse 

and non-differentiation, we used full (non-matched) samples, while conducting bivariate tests – chi-

square test and t-test for independent samples. 

As the differences in distributions will be tested for a number of items, that increases the probability 

of an observed difference between groups being attributed by chance, which is indicated by a p-value 

measure (see Johnson (2013) for p-value selection review). To avoid reporting false positives and 

rejecting true null hypotheses, we examined the distribution of p-values, so called p-curves. With the 

assumption that every p-value is equally likely to be observed if the studied phenomenon is zero, we 

concluded that about one-third of all p values between 0.01 and 0.05 and about 7% for p <= 0.01 

would be attributed by chance and not to real self-selection or measurement mode effects (see 

Head et al. 2015 for more information). To reduce false discovery rate and avoid Type I errors, we 

decided to run the Benjamini-Hochberg procedure (Benjamini & Hochberg 1995) instead of reporting 

statistically significant results at commonly used p=0.01 and p=0.05 levels. We reported statistically 

significant regression coefficient at false discovery rates (FDR) of 0.05, 0.1, and 0.2. For example, FDR 

value of 0.1 means that 1 out of 10 discoveries would be false and, in our particular case with about 

150 regression coefficients compared, FDR=0.1 transformed into p values between 0.005 (online-mail, 

CEM) and 0.047 (online-telephone, socio-demographic controls). These differences indicate that the 

conventional p level selection could result in biased hypothesis testing. We will be careful in 

interpreting results significant at FDR=0.2 level, marked with a dagger. We will review both changes 

in statistical significance as well as coefficients, since matching and thus sample size reduction can 

lead to a loss of statistical power. 
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7.2.5 Selection of items as outcome variables and controls in regression models 

As Jäckle et al. (2010) stated, identifying mode effects in practice often requires all or most items in 

the survey being tested for differences. Therefore, we will test the majority of items in the merged 

OPBS/Life in Australia™ Wave 2 data file. The Health, Wellbeing and Technology Survey questionnaire 

used in both surveys for comparability purposes consisted of 36 questions. The questionnaire included 

12 topical questions (substantive measures) and a number of demographic questions with six primary 

and 13 secondary demographics measures (Pennay et al. 2018, pp. 6-7). Out of all available items in 

the unit record files, we purposely selected all topical items and eight of the most relevant and/or 

possibly sensitive demographic items (a total of 35 items).  

There are a number of different dimensions of measurement mode effects in survey research. In this 

paper, we will focus on measurement dimensions related to satisficing and social desirability, such as 

primacy and recency (e.g., for life satisfaction measured with a 10-point scale), response non-

differentiation (also called partial straightlining) and actual straightlining, as well as item nonresponse 

(for all items with a particular focus on potentially sensitive items, such as income). Although some 

authors such as Dillman et al. (2014, pp. 404–415) suggest using the same question format and 

wording in all modes, this is often not possible with non-substantive answer options such as ‘don’t 

know’ and ‘cannot say’, or when answers should be displayed in visual modes and not read in aural 

modes. Therefore, we also selected all items with any kind of format differences to study question 

format effect, although those differences might not be significant enough to identify any relevant 

effects due to the carefully prepared questionnaire design taking multi-mode data collection into 

account. 

Moreover, the selection of omitted reference mode and the selection of base outcome dependent 

variable value should be explained. In regression analyses, either binary logistic, multinomial logistic 

and ordinal logistic analysis, the online mode was primarily chosen as the reference group for mode 

effects comparisons since the difference between online and offline modes is key in probability-based 

online panel research (see Table 7.6 in the Appendix 7). In terms of the base outcome selection, while 

the model would report the same differences between groups no matter the dependent variable value 

selected, the interpretation of coefficients differs based on the selection. In our case, when there was 

no reason to believe that a specific category would be selected with a higher probability due to a 

measurement mode effect (e.g., the first listed category due to primacy effect or the last listed 

category due to recency effect), the category with the highest frequency/modal category was 

primarily selected as the base outcome. Otherwise, the most ‘neutral’, middle category, or the second 
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most common answer was chosen as the reference group. Modal categories are often selected in 

practice since confidence intervals decrease with larger subsamples. 

Lastly, in binomial, ordinal, multinomial logistic and OLS regression analyses, the same socio-

demographic controls will be used as for weighting in the OPBS and Life in Australia™ Wave 2 studies, 

namely: age, gender, education, state, country of birth (Australia, English speaking background, non-

English speaking background), and telephone status (mobile, landline, dual user) (Pennay et al. 2018).  

7.2.6 Selection of items as controls in matching 

To identify the net effect of mode, careful experimental designs controlling for other characteristics 

of the samples are required (Jäckle et al. 2010). The A-BS and DFRDD piggybacked surveys in OPBS 

applied a survey design in which the sampled respondents were not assigned to modes randomly but 

selected the prefered way of participating themselves. That closely resembled a real-world offline 

recruitment to a probability-based online panel with an alternate non-CAWI mode in which 

respondents choose whether to be surveyed in CAWI or a non-CAWI mode, as was the case in Life in 

Australia™. To eliminate the mode self-selection effect, we had to distinguish between variables with 

a higher propensity to be affected by measurement mode effects consistent with the literature 

(e.g., grid/matrix questions, sensitive questions, questions with longer lists of answers), and those 

affected by mode-self-selection effects (e.g., ‘webographic’ variables57), which only seem to be 

associated with the effects associated with presentation of questions or the type of survey 

administration. This is consistent with recommendations of King and Nielsen (2019). 

To match the samples, a number of controls had to be selected in attempts to correct for any mode 

self-selection bias. The literature has provided some evidence on how online and offline respondents 

may differ in various behavioral, factual and attitudinal dimensions, such as financial and health-

related indicators (Couper et al. 2007) or the use of technology (Duffy et al. 2005). A number of items 

related to those topics were included in the Health, Wellbeing and Technology Survey questionnaire.  

For PSM, the literature generally suggests to select the majority of available items to match the 

respondents participating in different modes, apart from items that are clearly affected by 

measurement mode effects described in the literature (Dutwin & Buskirk 2017). We identified those 

items with the first approach to control for self-selection bias, i.e., using socio-demographic controls 

in regression models. To decrease the bias in comparing samples, we did not include variables subject 

to satisficing, social desirability, and other measurement bias. Matching on items affected by mode 

 
57 Webographic variables are items measuring behaviors and attitudes towards new products, new brands, deals and 
discounts (Dutwin & Buskirk 2017). DiSogra et al. (2011, p. 4505) call them ‘early adopter’ items, and early adopters are 
defined as “consumers who embrace new technology and products sooner than most others”. 
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effects could decrease or even eliminate the potential to identify real mode-effects after controlling 

for self-selection effect. Instead, as Dutwin and Buskirk (2017) proposed, we also matched samples on 

so-called ‘webographic’ variables, besides socio-demographics used in the non-matching 

poststratification weighting approach. If the variables were both subject to mode effects, or if key 

variables distinguished the samples by mode as previously reported in the literature (e.g., early 

adopter items), we derived, where possible, total scores which should be less sensitive to mode 

effects. We selected the same range of variables for MDM and recoded categorical variables into sets 

of dummy variables as MDM is not suitable for categorical matching. See Table 7.6 for more 

information – PSM and MDM variables are colored green. 

Instead, EM and CEM find matches based on covariates. If the numbers of selected covariates are high, 

this results in few successful matches, especially for exact matching method. Therefore, we 

preliminarily modelled differences between online and offline respondents (binary logistic 

regression), identified the regressors which distinguished the groups best, and used them in matching 

(see Table 7.6 in the Appendix 7 for the final list). Running the same model with the selected regressors 

only, we noticed a very little decrease in pseudo-R2 values compared to the full model. 

In this paper, we purposely tried to maximise the potential of each matching method to reduce self-

selection bias, which is why we decided not to use the same range of covariates for matching methods 

based on fundamentally different principles. 

7.3 Results 

In this section, we will present the result of all analyses, separated into subsections by the mode 

effects study approaches: (1) using socio-demographic controls only (covariate approach), (2) PSM, 

(3) MDM, (4) EM, and (5) CEM. 

7.3.1 Item nonresponse, non-substantive answering, and non-differentiation  

We studied item nonresponse, non-substantive answering, non-differentiation and straightlining 

without using any of the five proposed approaches dealing with the quasi-experimental design. Most 

importantly, the analysis was carried out before imputing missing values for matching purposes. 

We observed some notable differences between modes, starting with non-differentiation (see 

Table 7.5 in the Appendix 7). PAPI mode has the highest percentage of respondents who selected the 

same category for all ordinal items of questions. About half of mail mode respondents varied their 

answers for both early adopter and Kessler 6 Psychological Distress Scale items, and 11.2% should be, 

based on our criteria, classified as straightliners. That is more than twice as much as for CATI and 

almost four times as much as for CAWI. The differences between telephone and online mode 
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respondents originated in a higher propensity to non-differentiate to K6 questions (more questions, 

longer scale compared to early adopter) in the telephone mode. 

The PAPI mode has the highest average across-all-items skipped questions (2.85%) and analytically 

missing values (2.89%, those also include non-substantive answers in our analysis). While the PAPI 

respondents have a higher propensity not to respond to a question, CATI and CAWI respondents have 

a tendency to not provide a substantive answer instead (e.g., responding with ‘don’t know’). That 

could be explained with question format effect, i.e., not offering non-substantive answers in particular 

modes. Furthermore, there are few differences between CAWI and CATI modes in the total propensity 

for missingness (see Table 7.4). 

The differences between modes are even more significant for sensitive items. PAPI respondents have 

a consistently higher proportion of analytically missing values, and there are no statistically significant 

differences between CATI and CAWI respondents (see Table 7.4). About 4% of the PAPI mode 

respondents did not provide information about the frequency of drinking alcohol or the amount 

consumed, and about 7% of them did not provide an answer to at least one K6 item. The income 

variable stands out as the variable with the highest missingness rate with 13.3% overall. Interestingly, 

PAPI respondents had a lower propensity not to provide information to the income question. The 

reason for that might be that online panel participants, knowing that they will be studied over a period 

of time, had higher privacy concerns in the panel profiling stage. 

7.3.2 Mode effects observed with the non-matching approach 

Regarding primacy and recency, as well as probabilities of selecting a specific answer on a scale, we 

noticed a number of statistically significant differences in distributions of response variables between 

CAWI, CATI and PAPI modes (see Table 7.6). However, in most cases those differences cannot be 

explained with measurement mode effect phenomena described in the literature and some of them 

should be attributed to unknown mechanisms, whether self-selection or other measurement effects. 

There was a total of 27 items (out of 35) with distributional differences identified by regression 

modeling which we attributed to those unobserved mechanisms. We would expect that CATI 

respondents would typically have a greater tendency to select the last offered category (i.e., response 

recency) and both the first and the last categories (extreme category responding), but this was mostly 

not the case in this study (see Table 7.6). As a good example of that inconsistency, the CATI 

respondents had a higher or lower probability of selecting various response options for early adopter 

items: the first category, strongly agree (a1c), the last category, strongly disagree (a1c), the third 

category (disagree, a1b, a1d) compared to the second category, agree, and the online mode as 

reference groups. On the other hand, the propensity was higher for CATI respondents to select the 
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last category 10–completely satisfied (life satisfaction), and the extreme categories excellent and poor 

(general health), compared to both online and mail respondents. This indicates some response 

recency in telephone surveys. The same can be concluded for a number of Kessler 6 items, while the 

results indicate some extreme category responding could alternatively be self-selection effects. 

Generally speaking, it seems that CATI interviewers encouraged more dispersed distributions than we 

observed in self-administered modes. Moreover, there seems to be some evidence for primacy in PAPI 

surveys (smoking, household structure). At the same time, CATI respondents had a similar propensity 

for choosing the first offered answer, which indicates a self-selection effect (e.g., daily smokers are 

generally more inclined to respond offline). Because there is much more measurement equivalence 

between CAWI and PAPI modes, not many differences in distributions can be attributed to 

measurement mode effects. 

Besides analytically missing values, differences in responding in different modes due to the question 

sensitivity were studied with the same regression modeling, controlling for socio-demographics (see 

Table 7.6). The results show that the offline PAPI and CATI respondents (some of which were not 

offered to respond online) were both more likely to report higher frequency and quantity of tobacco 

and alcohol use. These results imply some fundamental differences between online and offline 

respondents which could be a result of mode self-selection effect. Assuming that offline respondents 

are somewhat similar no matter the offline mode (PAPI or CATI), we found some interesting evidence. 

We noticed that PAPI respondents tend to report higher levels of those harmful behaviors than 

telephone respondents. Responding to an interviewer might be related to underreporting of particular 

harmful behaviors compared to responding in the self-administered mode. Further, CATI respondents 

had a higher propensity to say that they no longer drink than the respondents responding in the other 

two modes. These differences are small, but they indicate the presence of measurement errors, 

associated with question sensitivity to socially desirable responding or privacy. We worked with 

questions with supposedly low sensitivity, and the differences in distributions driven by social 

desirability (or satisficing) might be much greater if survey questions were more sensitive. Other than 

that, we did not observe many interpretable effects of modes on measurement. Overreporting 

satisfaction in CATI mode can be a result of social desirability (also see Chapter 8), but there were no 

statistically significant differences in the averages for life satisfaction and some other variables 

potentially sensitive to social desirability (e.g., the combined Kessler 6 psychological distress 

measure). 

The results show some additional differences between the modes in income (lower for CATI 

respondents), Indigenous status (higher for the CATI respondents), and private health insurance 

(lower for offline respondents), for which there are no theoretical measurement mode effect 
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foundations. Further, we can observe significant mode self-selection effect for CATI and PAPI modes 

compared to the online mode – there are more respondents with no internet connection, those who 

access the internet less frequently or who do not use it for particular purposes.  

Generally speaking, it seems that online respondents are significantly different to offline respondents 

(also see Chapter 6), and offline respondents seem to be much more homogenous, no matter the 

mode of survey administration (CATI, PAPI). Those differences could lead to incorrect identification of 

measurement errors, or lack thereof. The items listed above, for which there could be no distribution 

differences explained by the differences in survey administration modes, will clearly have to be 

included as controls in matching. Ideally, matching methods would remove self-selection bias, keep 

the measurement differences between modes consistent with the literature on measurement mode 

effects, and possibly reveal additional measurement errors due to differences in survey 

administration. The next four subsections are focused on those changes as a result of using matching 

methods for casual inference. 

7.3.3 Mode effects observed after propensity score matching 

The results show that PSM helped reduce the self-selection effect/bias to some extent. While this is 

not an optimal measure, we can report that, out of 27 variables with distributional differences 

attributed to unobserved mechanisms, the effects were still present for 19 items after matching 

(online-telephone). For matching covariates, the self-selection effect reduction was, as expected, 

better than for non-matching covariates, albeit not perfect. It seems that PSM reduced imbalance 

better for CAWI-PAPI samples, but since many coefficients did not change much, this can as well be 

attributed to the reduction of sample size. With almost 50% less cases in the matched CAWI-PAPI 

sample we lost quite some statistical power to observe differences with small effect sizes. 

Some of the remaining statistical differences between modes were self-selection effects for CATI 

mode: frequency of accessing the internet, also for particular purposes (less use), incidence of smoking 

and amount of alcohol consumption (higher) and income (still lower for CATI). While there were about 

the same proportions of daily drinkers in online and telephone samples after matching, the propensity 

to drink daily increased significantly in the PAPI sample relative to the CAWI sample after matching. 

The same conclusion can be made for those respondents who reported ‘fair health’ in comparison to 

‘good health’ as a reference category. We observed extreme category responding for two out of five 

K6 items in telephone surveys even after matching, which could be interpreted as measurement mode 

effects. Moreover, after pruning we could not confirm most of previously identified satisficing or social 

desirability. We only noticed that the propensity to report ‘no longer drink’ (variable b6) was still 

higher for the CATI sample, which could be both an indicator of social desirability or recency.  
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However, while the methods reduced imbalance between the samples for the matching variables, it 

seemed to introduce randomness for some of the variables we purposely excluded from the matching 

model, and left the other coefficients relatively unchanged. We also noticed that, by pruning about 

28% (CAWI-CATI) and about 45% (CAWI-PAPI) of units from the original samples, the evidence 

indicates that a large portion of retirees were removed from the offline samples, since they were less 

frequent internet users. Consequently, the propensity to have income in the $300–$399 a week range 

decreased significantly after matching in both offline mode groups. This indicates that PSM, as a form 

of indirect matching, can remove particular hidden subgroups from the final sample used for analysis 

and bias the socio-demographic or socio-economic representativeness of the analytical sample. 

7.3.4 Mode effects observed after Mahalanobis distance matching 

As MDM is indirect matching like PSM but with a different distance measure, and since we used the 

same matching covariates, we also observed quite similar mode and self-selection effects as for PSM. 

Out of 27 variables with putative self-selection effects, some effects were still present for 20 items 

after matching (CAWI-CATI). There was a significant overlap between the remaining self-selection 

effects after both MDM and PSM, although we showed that a fairly large proportion of all cases were 

not matched by both of the distance models (see Figure 7.2). 

The results also present evidence that MDM kept the distributional differences, which could be 

attributed to measurement mode effects, better than PSM. For example, after MDM we can still 

identify recency MDM (life satisfaction scale) and extreme category responding (general health scale) 

in the telephone mode, but not social desirability – no statistical significance for ‘had alcoholic drink’ 

variable and ‘no longer drink’ answer after matching. 

7.3.5 Mode effects observed after exact matching 

After EM the results show that, in addition to providing an almost perfect balance on matching 

covariates, matching EM online-telephone samples helped reduce the self-selection effect better than 

PSM or MDM – for 14 out of 27 variables with distributional differences attributed to unobserved 

mechanisms, there were no statistically significant differences anymore. It was also more in line with 

our expectations and more consistent with the literature on measurement errors due to mixing 

modes. For example, the differences which could be attributed to measurement mode effects were 

kept in the CAWI-CATI sample after EM, but eliminated with PSM: self-reported health (extreme 

category responding), life satisfaction scale (recency), and had alcoholic drink (possible social 

desirability).  

There is also some evidence on mode effects being observed after matching that could not be 

previously identified. After EM, the results show that the mail respondents answered to the income 
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question with the first category with a much higher propensity than for the second, third, fourth and 

some other categories. This indicates primacy, even compared to the other self-administered mode, 

and is in line with item-nonresponse or non-differentiation in PAPI mode (see Tables 7.4 and 7.5, 

related types of satisficing in self-administered surveys). 

Last but not least, in contrast to PSM and similarly to MDM, EM did not seem to exclude as many 

people receiving pension, therefore the propensity for participants receiving $300–$399 a week did 

not change significantly, ceteris paribus. 

7.3.6 Mode effects observed after coarsened exact matching 

In our data, a very small proportion of variables were continuous, and with our logit regression models, 

all but one variable out of the eight we selected for matching was categorical (colored green in 

Table 7.6). In our methods assessment case, as previously explained, it means that there is almost no 

difference between the units matched and weighted by EM and CEM. Since only one out of the 

carefully selected covariates was continuous, the matching results were very similar to exact 

matching, with only 14 additional matches due to coarsening. The similarity can also be seen by the 

correlation coefficient for EM and CEM weights, which equalled 0.987 for the CAWI-PAPI matched 

sample and 0.995 for the CAWI-CATI matched sample. Consequently, the findings related to 

controlling for mode self-selection with CEM to study mode effects, are the same as for EM (see 

Table 7.6 for all coefficients). 

7.4 Discussion and recommendations 

Mixed-mode surveys are increasingly common and seem to be the standard in probability-based 

online panel research. Panel organizations providing measurement equivalence like ELIPSS panel 

(e.g., tablets for all panellists) are more of an exception than not (see Kaczmirek et al. 2019, pp. 4–5). 

The evidence from this research, as well as from the study on longitudinal panel mode effects (see 

Chapter 8), suggests that while effects of modes on measurement can definitely be observed in 

probability-based mixed-mode research, the impact on the results is mostly relatively minor. 

However, that surely does not mean that methods for identification and adjustment should not be 

investigated and developed further as measurement mode effects can be very item specific. 

In this study, we tried to identify mode effects using five distinctive approaches dealing with non-

random assignment of respondents to modes. After carrying out the first, non-matching method, the 

evidence suggested that mode self-selection appeared to be the main reason for the differences in 

response variable distributions between the modes, which was previously reported by Dennis et al. 

(2005). This could lead to incorrect assumptions on measurement mode effects which could actually 
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be self-selection bias, or vice versa. We conducted the rest of the study having in mind at least three 

possible and overlapping applications of matching methods in mixed mode online panel research to 

deal with measurement errors: (1) in the questionnaire development stage to achieve measurement 

equivalence in both data collection modes (e.g., pilot testing on a smaller sample of onliners and 

offliners), (2) in longitudinal studies using a mixed mode online panel allowing for mode switching (see 

Chapter 8), and (3) in mode effect testing with an aim to adjust for mode effects (see Kennedy et al. 

2012; Kolenikov & Kennedy 2014). However, the evidence from this study can be used for similar 

applications in longitudinal or mixed-mode cross-sectional research, particularly with web-push 

approaches. 

We studied mode effect with a number of different approaches and methods. Firstly, we used non-

matched data to investigate satisficing related sources of measurement error – non-

differentiation/straightlining, item nonresponse and providing non-substantive answers. Mail mode 

was the mode with much higher propensity for those types of satisficing, especially for more sensitive 

items. There were few differences between CAWI and CATI modes, but we noticed that fewer online 

mode respondents non-differentiate. This is consistent with the findings of Dennis et al. (2005), but 

not in line with the findings of De Leeuw et al. (2019), who found evidence that telephone respondents 

provided less consistent responses. We also found that mail respondents (paper administration) have 

a higher propensity to skip a question while telephone and online respondents (computer-assisted) 

have a tendency to not provide a substantive answer instead, which is a form of question format 

effect. All in all, it seems to be much easier to find evidence on ‘technical’ effects of mode 

(e.g., missingness) than ‘distributional’ effects of modes (e.g., primacy, social desirability). 

However, we could also find some evidence of distributional types of measurement mode effects, and 

they varied by different matching approaches. With the first approach, we identified some recency 

and extreme category responding in telephone surveys, consistent with the findings by De Leeuw et al. 

(2019). We observed potential primacy in PAPI surveys (again, consistent with the findings by Dennis 

et al. 2005), as well as potential social desirability. Most of the distributional differences were 

attributed to mode self-selection effect and we later decided to control it by matching methods, which 

includes pruning units and weighting with particular matching methods.  

PSM successfully removed a portion of self-selection bias, but also affected the ability to identify mode 

effects. The reason for that might be that the method does not match directly on target variables. 

Since the matches are made based on propensity scores, they perform much better on covariates with 

greater contribution to the propensity score, but could bias the other variables which happen to be 

somewhat associated with the probability of a unit being pruned. This cannot be fully controlled with 

PSM, especially in the context of studying mode effects and excluding variables sensitive to the effects 
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from the matching model. For those and other reasons, some literature suggests not using PSM (e.g., 

King & Nielsen 2019), and we have to agree with their recommendations to some extent. On the other 

hand, the same authors (King & Nielsen 2019) advised using MDM as an alternative classic distance 

model, but we found fewer advantages to that matching method than their study might have 

suggested. While more of measurement mode effects consistent with the literature were kept in the 

matched data than with PSM, MDM failed to remove as much self-selection bias than the other 

distance-based method. EM and CEM performed equally well, since only one of eight matching 

variables was continuous and needed to be slightly coarsened. Both stratification methods helped 

reduce the self-selection effect better than the distance-based methods and the findings on 

measurement mode effects were more in line with our expectations based on the literature review, 

especially compared to PSM. After EM and CEM matching, we could still report some extreme category 

responding and recency in the telephone mode and, additionally, primacy in the mail mode. Lastly, 

we have to be aware that with these approaches, we try to find the ‘truth’ on the presence of mode 

effects, which still cannot be fully confirmed until we conduct a sophisticated fully randomised mixed-

mode survey experiment, or get access to a very similar single-mode dataset with estimates 

representative for the studied population. Using matching methods for casual inference seems to help 

investigate measurement mode effects, but our evidence suggests that it is far from being perfect. 

The most convincing evidence of that imperfection is the removal of particular hidden subgroups by 

PSM (i.e., retirees in a particular income group). On the other hand, we have to note that working with 

small treatment group subsamples makes studying mode effects even more challenging, although this 

should not be limited to our matching exercise. The PAPI subsample often did not offer enough 

statistical power for mode effects estimation, especially after pruning almost 50% of all units. 

Combined with more measurement equivalence between online and mail modes, it was difficult to 

disentangle a lack of statistical power from measurement mode effects and mode self-selection 

effects. This is a relevant limitation for probability-based online panel research as offline samples are 

often small compared to online samples in countries with high internet penetration rates. 

If we wanted to mix modes to cover the offline population, and we had to choose from the 

measurement mode effect perspective (that is, leaving aside budget and other concerns), then the 

telephone mode should probably have a slight advantage over the mail one. In this study, we found 

evidence of less non-differentiation and item nonresponse in the telephone data collection. The 

exception to this general recommendation would be surveys with socially sensitive questions, 

although we found little evidence on social desirability. Based on the theory on measurement mode 

effects, as well as the evidence from this study, the mail mode as a self-administered mode seems to 

offer more measurement equivalence to the online mode, but at the expense of different forms of 
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satisficing compared to the telephone mode. And, as De Leeuw (2005) explained, mixing modes can 

compensate for weaknesses of each single modal method. Taking into account the geographical size 

of the country and other disadvantages of mailing survey questionnaires, the telephone mode should 

remain the preferred mode to collect data from the offline population in probability-based online 

panel research in countries with large land mass like Australia or the United States. 

Although measurement mode effects, as defined and described in the literature, can be observed in 

this study using different approaches, they are not as apparent or prevalent as other authors in this 

space suggested. Again, there are no benchmarks for the ‘truth’ available. One of the reasons for the 

lack of identified mode effects might be that the questionnaire used to collect the data used in this 

study was carefully designed. We could argue that questionnaire design followed general suggestions 

to minimise measurement differences across all survey modes: very similar question and visual 

format, wording and conversational clues, the questionnaire was purposely designed with mixing in 

mind, etc. (for details see Dillman et al. 2014, pp. 404–415). The other reason could be that mode 

effects are question-specific and the likelihood of a mode effect depends on the nature of the question 

(Kennedy et al. 2012). It is possible that the items available for this study were not very sucseptible to 

measurement mode effects; in the questionnaire, there were no extremely sensitive questions, items 

with long ranges of nominal or ordinal responses (except for the life satisfaction item), or questions 

to be answered in a very socially desirable fashion. In addition, the length of the survey should not 

have encouraged the same extent of satisficing as longer surveys. We suggest researchers look for 

opportunities to repeat this analysis on questions more prone to mode effects, on long survey 

questionnaires, and with more continuous variables (if good predictors) to fully utilize the potential 

of CEM. 

Identifying mode effects in multi-mode surveys is a difficult problem analytically, which is why there 

are still no straightforward, guaranteed-to-work solutions and any existing approach involves some 

degree of compromise to internal or external validity. However, one of the important finding of this 

paper is that it is even more challenging to investigate mode effects in probability-based online panel 

studies without carrying out matching methods. In an optimal randomised design, all online and 

offlline respondents would have to have an equal probability of being assigned to either the online or 

the offline mode. However, this kind of randomisation is almost impossible, since most offline 

respondents cannot or refuse to respond online. There may also be quite large nonresponse for those 

who would normally respond online and are approached to complete offline. Even if it was possible, 

such survey designs have been rare in panel studies due to high costs and extensive effort to 

implement (Cernat et al. 2016). In theory, onliners and a little portion of offline respondents could be 

randomized to modes, but the results on mode effects could not be generalisable due to the non-
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randomized offline subsample. We would sacrifice external validity for internal validity. A possible 

solution to that is using matching methods, with exact matching and especially coarsened exact 

matching being better solutions than distance model matching. In that case, it seems to be possible 

to partially disentangle mode effects from subsample composition effects, i.e., the unobserved 

mechanisms for selection of the mode after controlling for demographics. If we manage to do that, 

then the adjustment for mode effects, suggested in some literature (e.g., Kennedy et al. 2012; 

Kolenikov & Kennedy 2014), could represent added value in online panel research as the accuracy of 

the estimates could be improved. Further, other matching methods, such as machine learning 

matching methods, and propensity scores weighting could be evaluated for that purpose. To further 

improve matching quality and balance, combining the results of different matching methods, similarly 

to using an ensemble of methods in machine learning to improve the accuracy of estimation and 

prediction, should be considered. It also has to be determined what matching parameters work best, 

and how much pruning is needed to achieve enough sample balance to reduce more self-selection 

bias, while not affecting the potential to identify measurement mode effects. That would be a nice 

data simulation exercise. All in all, the study of measurement mode effect seems to be an interesting 

space for further development in mixed-mode and online panel research from the methodological 

perspective. 
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Appendix 7 

Table 7.4: Analytically missing values (all [54] and for selected sensitive items) (%) 

Mode 

Skipped 

Non-

substantive 

answers 

Total 

analytically 

missing  

Sensitive items  

(average % of missing values [skipped or non-substantive]) 

mean % 

per unit 

mean % 

per unit 

mean % 

per unit 
K6score 

b4 -

smoking 

b6 - frequency 

drinking alcohol 

b7 - alcohol 

consumption 

d16 - 

income 

MailA 2.85%BC 0.04%BC 2.89%BC 7.02%BC 2.06%BC 4.41%BC 3.86%BC 7.43%BC 

TelephoneB 0.01%AC 0.91%A 0.92%A 2.55%A 0.29%A 0.27%A 1.08%A 13.78%A 

OnlineC 0.12%AB 0.84%A 0.96%A 3.26%A 0.30%A 0.04%A 0.60%A 13.5%A 

Total 0.20% 0.84% 1.04% 3.25% 0.39% 0.33% 0.91% 13.25% 
A B C = indicate statistically significant differences between the groups at p=0.01 level, pairwise t-testing (A=mail, B=telephone, C=online) 

Table 7.5: Non-differentiation statistics (%) 

Mode 

Non-differentiation status 

No 
Potential straightliner* 

(early adopter items only) 

Potential straightliner* 

(K6 items only) 

Straightliner** (both early 

adopter and K6 items) 

MailA 49.57%BC 19.83% 19.4%BC 11.21%BC 

TelephoneB 66.18%A 17.79% 11.2%AC 4.83%AC 

OnlineC 69.46%A 20.15% 7.43%AB 2.96%AB 

Total 67.32% 19.38% 9.29% 4.01% 

*respondent selected the same value/answer for all early adopter items or all K6 items 

**respondent selected the same value/answer for all early adopter items and then the same value/answers for all K6 items 
A B C = indicate statistically significant differences between the groups at p=0.01 level, pairwise Chi-Square testing (A=mail, B=telephone, 
C=online) 
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Table 7.6: Differences in distributions, four approaches and methods, mode and mode self-selection effects 

Variable Category 

RM/ 

RC 

Socio-demographic 

controls (no matching) 

Propensity score 

matching 

Mahalanobis distance 

matching 
Exact matching 

Coarsened exact 

matching 

Online 
Telephone Mail Telephone Mail Telephone Mail Telephone Mail Telephone Mail 

Coef Coef Coef Coef   Coef Coef Coef Coef 

a1a - early adopter - try 

new products early 

(multinomial 

regression) 

Strongly agree   -0.16 -0.65 -0.35 0.00 -0.35 0.17 -0.29 -0.86 -0.29 -0.49 

Agree RC           

Disagree   -0.03 0.21 0.00 0.82† -0.04 0.47 -0.01 0.42 -0.01 0.34 

Strongly disagree   0.11 0.49 0.04 0.59 0.03 0.52 0.07 0.62 0.07 0.55 

a1b - early adopter - try 

new brands early 

(multinomial 

regression) 

Strongly agree   0.22 0.25 0.43 0.70 0.53 0.92 0.50 0.48 0.50 0.93 

Agree RC           

Disagree   -0.23* 0.13 -0.15 0.83* -0.17 0.38 -0.15 0.85* -0.15 0.84† 

Strongly disagree   -0.02 0.38 -0.09 0.34 -0.04 0.35 -0.09 0.67 -0.10 0.67 

a1c - early adopter - 

shopping for new 

things (multinomial 

regression) 

Strongly agree   0.59** -0.56 0.78** -0.74 0.78** -0.10 1.02** -0.78 1.03** -0.56 

Agree RC           

Disagree   0.28** 0.24 0.33* 0.26 0.38** 0.10 0.5** 0.16 0.5** 0.11 

Strongly disagree   0.73** 0.95** 0.53* 0.10 0.66** 0.60 0.94** 1.08† 0.92** 1.05† 

a1d - early adopter - 

like to be first 

(multinomial 

regression) 

Strongly agree   -0.08 0.76 -0.13 0.34 -0.11 -0.06 0.10 0.09 0.11 -0.05 

Agree RC           

Disagree   -0.36** 0.37 -0.16 0.48 -0.37* 0.45 -0.20 0.59 -0.2 0.43 

Strongly disagree   -0.21 0.64† -0.11 0.28 -0.19 0.54 -0.04 0.80 -0.05 0.7 

a1e - early adopter - 

like to talk about new 

things (multinomial 

regression) 

Strongly agree   0.06 0.03 0.05 0.2 0.11 -0.40 0.06 0.11 0.06 0.35 

Agree RC           

Disagree   0.02 0.11 0.05 0.13 -0.04 0.32 0.03 0.91* 0.03 0.87* 

Strongly disagree   -0.04 0.29 -0.3 -0.62 -0.15 0.22 0.08 0.50 0.07 0.52 

a1 - early adopter score (OLS regression)   -0.01 0.67** -0.09 0.27 -0.08 0.55 0.03 1.03† 0.02 0.91 

a2_1 - internet 

connection 

(broadband) 

No RC           

Yes   -1.41** -1.99** -0.26 0.08 -0.97** -1.08 -0.26 -0.79 -0.26 -0.83 

No RC           
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a2_2 - internet 

connection (dial-up, 

ISDN) 

Yes   0.04 0.44 -0.12 -0.74 -0.05 0.95 0.47 1.67 0.48 1.64 

a2_3 - internet 

connection (mobile 

device) 

No RC           

Yes   0.61** -0.19 -0.33** -0.43 0.76** -0.56 -0.19 -0.62 -0.19 -0.59 

a2_4 - internet 

connection (no 

internet) 

No RC           

Yes   3.00** 3.69** 0.46 -0.5 3.25** 

outcome 

does not 

vary 

1.51 

outcome 

does not 

vary 

1.52 

outcome 

does not 

vary 

a3 - using internet 

(multinomial 

regression) 

Several times a day RC           

About once a day   0.66** 1.06** 0.36* 0.05 0.64** 1.16† 0.35† 0.64 0.35† 0.6 

Three to five days a 

week 
  1.16** 1.54** 0.33 0.37 0.97** 2.12 0.37 1.62† 0.38 1.63 

One to two days a 

week 
  1.88** 2.05** 0.53† -0.56 1.43** 2.66 0.43 2.95† 0.43 2.74† 

Every few weeks    1.64** 2.76** 0.84† 0.31 2.37* 
few units 

only 
0.49 

very few 

units 
0.49 

few units 

only 

Once a month   3.18** 2.96* 0.54 3.25 3.10† no units 2.27 no units 2.27 no units 

Less often   2.88** 3.78** 1.3* 
few units 

only 
no units no units no units no units 0.99 no units 

Never   4.95** 5.93** 0.8 
few units 

only 
4.34** no units 0.99 

very few 

units 
0.01 

few units 

only 

a3 - using internet (ordinal regression)   1.8** 2.31** 0.43** 0.27 0.99** 1.64** 0.4* 1.10† 0.4* 1.07† 

a4a - internet use 

(searching information) 

Several times a day RC           

About once a day   -0.02 -0.08 -0.04 -0.24 -0.05 0.06 0.01 0.39 0.01 0.31 

Three to five days a 

week 
  0.55** 0.6 0.39† 0.85 0.32 0.71 0.37† 0.39 0.37† 0.32 

One to two days a 

week 
  0.93** 1.51** 0.52** 2.16** 0.55* 1.55† 0.54* 1.73* 0.52* 1.66* 

Every few weeks    0.5* 1.52** -0.04 1.77† 0.23 1.66 -0.03 1.98 -0.04 1.98 

Once a month   1.43** 1.85** 0.67† -0.55 1.23** 3.06 0.62 3.40 0.62 3.41 

Less often   2.43** 3.56** 1.37** 2.43† 2.18** 1.65 2.15** 2.81† 2.15** 2.56† 
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Never   2.67** 1.21 4.01** 
few units 

only 

only few 

units 
no units 2.88† no units 2.87 no units 

a4b - internet use 

(social media) 

Several times a day   -0.83** 1.15 -0.88** 1.69 -1.11** 0.98 -0.99** 0.45 -0.97** 0.43 

About once a day   -0.6* 0.89 -0.81** 1.5 -0.9** 0.05 -0.75* -0.43 -0.73* -0.39 

Three to five days a 

week 
  -0.26 0.91 -0.35 0.88 -0.47 0.20 -0.66† 0.07 -0.65† 0.09 

One to two days a 

week 
  -0.27 0.81 -0.43 0.7 -0.36 0.38 -0.56† 0.14 -0.55 0.06 

Every few weeks    -0.6* 1.55† -0.69† 1.7 -0.74* 0.83 -0.84* -0.12 -0.83* -0.06 

Once a month RC           

Less often   0.28 1.41 -0.02 1.32 -0.13 0.76 -0.11 1.00 -0.09 0.94 

Never   0.14 1.76* -0.04 1.74 -0.3 0.82 -0.25 0.23 -0.24 0.2 

a4c - internet use 

(financial transactions) 

Several times a day   -1.06** -1.78* -0.74† -1.16 -0.77† -1.50 -0.9* -2.69† -0.91* -2.61† 

About once a day   -0.98** -1.64** -0.83** -0.86 -0.91** -2.05 -1.13** -3.1* -1.14** -2.83* 

Three to five days a 

week 
  -0.79** -0.45 -0.59† -0.32 -0.83** -0.88 -0.73* -1.58 -0.74* -1.42 

One to two days a 

week 
  -0.67** -0.78 -0.54† 0.32 -0.59† -1.06 -0.66* -1.49 -0.67* -1.36 

Every few weeks    -1.1** -0.6 -1.08** 0.05 -1.11** -0.85 -1.3** -1.84 -1.3** -1.67 

Once a month RC           

Less often   0.78** 0.37 0.51† -0.57 0.53 -0.93 0.2 -1.25 0.2 -1.19 

Never   0.26 0.67 0.12 0.59 0.34 0.34 0.11 0.02 0.12 0.08 

a4d - internet use 

(blog/forum) 

Several times a day   -0.94† -0.21 -1.1† 0.31 -1.02 1.12 -0.84 -0.8 -0.79 -0.8 

About once a day   -0.71† 0.13 -0.61 1.79 -0.68 1.43 -0.83 0.2 -0.8 0.38 

Three to five days a 

week 
  -0.23 1.79** -0.48 1.91† -0.5 1.94† -0.95† 1.4 -0.94† 1.47 

One to two days a 

week 
  0.25 1.34** 0.15 2.53** 0.15 2.44** 0.04 2.01* 0.08 1.99* 

Every few weeks    -0.66† 0.35 -0.87* 0.86 -0.8† 1.06 -1.13** -0.25 -1.11** -0.18 

Once a month RC           

Less often   0.19 -1.47** 0.04 -0.86 0.03 -1.63 -0.22 -1.34 -0.22 -1.4 

Never   0.85** -0.63 0.73* -0.46 0.7* -0.96 0.4 -0.98 0.38 -1.02 

a5 - no. of online surveys (OLS regression)    -0.17* -0.15 -0.4* -1.27 -0.06 -0.07 -0.49 0.04 -0.49 0.02 
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b1 - life satisfaction 

(multinomial 

regression) 

Not at all satisfied 0    0.34 -1.12 0.54 
few units 

only 

few units 

only 

few units 

only 
-1.15 

very few 

units 
-1.16 

few units 

only 

1   -0.05 0.04 -0.64 
few units 

only 

few units 

only 

few units 

only 
-2.44 0.62 -2.42 0.43 

2   1.11** 1.4 0.39 1.86 -0.14 
few units 

only 
1.82* 

very few 

units 
1.82* 

few units 

only 

3   -0.12 0.27 -0.27 0.41 0.52 0.72 0 -0.33 0 0.07 

4   -0.22 -0.06 0.47 -0.69 -0.33 0.64 -0.18 -0.65 -0.18 -0.64 

5   0.3† 0.18 0.28 0.24 0.11 0.30 0.33 -0.23 0.33 -0.37 

6   -0.25 -0.25 0.28 -0.81 -0.24 -0.13 0.03 0.15 0.03 0.14 

7   -0.05 -0.12 0.11 -0.22 -0.19 0.07 -0.07 -0.3 -0.06 -0.32 

8 RC           

9   -0.06 -0.04 -0.19 -0.05 -0.25 -0.18 -0.28 -0.4 -0.29 -0.39 

Completely 

satisfied 10 
  0.47** 0.02 0.03 -0.52 0.54** -0.02 0.5* -0.71 0.49* -0.66 

b1 - life satisfaction (ordinal regression)    0.07 0.01 -0.22† 0.14 0.16 -0.14 -0.07 0.01 -0.07 0.04 

b2 - general health 

(multinomial 

regression) 

Excellent   0.66** -0.1 -0.12 -0.35 0.54** -0.24 0.66** 0.17 0.65** 0.14 

Very good   -0.14 -0.69** -0.03 0.01 0.02 -0.85† 0.02 -0.69† 0.01 -0.68† 

Good RC           

Fair   0.38** 0.38 0.23 1.51** 0.32 0.95 0.41* 0.74 0.4* 0.68 

Poor   0.88** -0.53 0.22 0.96 0.96** 
few units 

only 
1.04** 0.2 1.04** 0.07 

b2 - general health (ordinal regression)    0.19* 0.43** 0.2† 0.59† 0.01 0.82* 0.1 0.39 0.1 0.37 

b3a - Kessler 6 nervous 

(multinomial 

regression) 

All of the time   1.15** 
few units 

only 
1.43* 

few units 

only 
0.48 2.53 0.61 

very few 

units 
0.6 

few units 

only 

Most of the time   0.12 -0.53 0.46 1.43 -0.06 -0.72 0.52 -0.06 0.52 -0.05 

Some of the time   -0.03 -0.06 0.11 1.15* -0.15 0.21 -0.01 0.7 -0.01 0.69 

A little of the time   -0.48** -0.62** -0.34** -0.2 -0.36** -0.56 -0.4** -0.32 -0.39** -0.3 

None of the time RC           

b3b - Kessler 6 hopeless 

(multinomial 

regression) 

All of the time   1.6** 0.93 0.72 1.06 2.58† 
few units 

only 
0.69 0.52 0.7 0.46 

Most of the time   -0.06 -0.13 0.03 0.5 0.05 1.74 0.21 0.1 0.22 0.11 
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Some of the time   0.29* 0.17 0.55** -0.28 0.05 0.2 0.3 -0.12 0.3 -0.16 

A little of the time   0.05 -0.16 0.08 0.22 -0.11 -0.22 -0.03 -0.01 -0.03 -0.07 

None of the time RC           

b3c - Kessler 6 restless 

or fidgety (multinomial 

regression) 

All of the time   1.42** 0.22 1.67** 0.48 1.52* 
few units 

only 
2.36** -1.38 2.32** -1.33 

Most of the time   0 -0.03 0.12 1.04 -0.08 0.63 -0.01 -0.12 0 -0.06 

Some of the time   0.03 -0.56† 0.26† -0.4 -0.16 -0.68 0.13 -0.33 0.13 -0.32 

A little of the time   -0.57** -0.29 -0.35* -0.28 -0.63** -0.35 -0.48** -0.29 -0.48** -0.2 

None of the time RC           

b3d - Kessler 6 

depressed (multinomial 

regression) 

All of the time   0.61 
few units 

only 
-0.09 

few units 

only 

few units 

only 

few units 

only 
-0.18 

very few 

units 
-0.18 

few units 

only 

Most of the time   0.14 0.9 0.3 0.45 -0.82 
few units 

only 
-0.05 0.35 -0.06 0.33 

Some of the time   0.47** 0.03 0.52** -0.05 0.19 -0.06 0.37 0.19 0.37 0.2 

A little of the time   0.1 0.03 0.33† 0.13 0.07 0.2 -0.03 0.57 -0.03 0.63 

None of the time RC           

b3e - Kessler 6 

everything effort 

(multinomial 

regression) 

All of the time   0.89** -0.25 0.59 -0.29 1.23** 0.96 0.88* -0.75 0.89* -0.78 

Most of the time   0.2 -0.03 0.18 0.47 0.09 0.37 0.31 0.12 0.31 0.03 

Some of the time   0.04 -0.31 0.21 -0.03 0.01 -0.36 0.1 0.19 0.1 0.11 

A little of the time   -0.34** -0.15 -0.19 -0.52 -0.38** -0.2 -0.33* 0.03 -0.33* 0.07 

None of the time RC           

b3f - Kessler 6 

worthless (multinomial 

regression) 

All of the time   0.8† 0.46 0.57 -0.41 -0.03 
few units 

only 
0.51 

very few 

units 
0.51  

Most of the time   -0.06 -0.05 -0.67 -0.76 0.01 
few units 

only 
0.01 0.61 0.02 0.63 

Some of the time   0.34* 0.1 0.41† 1.68† 0.08 0.29 0.24 0.21 0.24 0.38 

A little of the time   -0.1 0.22 0.14 -0.56 -0.05 0.28 0.02 -0.12 0.02 -0.12 

None of the time RC           

K6 score (OLS regression)   -0.4* 0.2 -0.54* -0.27 0.03 -0.31 -0.32 0.29 -0.32 0.29 

b4 - smoking 

(multinomial 

regression) 

Daily   0.79** 1.18** 0.63** 0.77 0.63** 1.21 0.54* 0.5 0.54** 0.57 

At least weekly (but 

not daily) 
  0.65† 1.42† 1* 2.61 0.94† 3.22 1.06* 2.01 1.06* 1.97 



 

200 
 

Less often than 

weekly 
  0.39 -0.55 0.56 -0.58 0.4 0.64 0.42 0.04 0.43 0.02 

Not at all (but in 

last 12 months) 
  -0.14 0.38 -0.24 0.22 0.07 0.76 0.06 1.02 0.06 0.99 

Not at all (not in 

last 12 months) 
RC           

b4 - smoking (ordinal regression)   -0.62** -0.96 -0.51** -0.71 -0.54** -1.27† -0.47* -0.70 -0.48* -0.74 

b5 - had alcoholic drink 
No RC           

Yes   -0.43** -0.63** -0.07 -0.06 -0.27 -0.63 -0.46* -0.57 -0.47* -0.52 

b6 - frequency drinking 

alcohol (multinomial 

regression) 

Every day   0.45** 0.43 0.16 1.29† 0.22 1.46 0.08 2.02* 0.11 1.97* 

5 to 6 days a week   -0.35† -0.26 -0.45† 0.57 -0.43† -0.41 -0.61* -0.38 -0.57* -0.38 

3 to 4 days a week   -0.08 0.26 -0.23 0.74 -0.24 0.05 -0.41† 0.22 -0.39† 0.16 

1 to 2 days a week RC           

2 to 3 days a month   -0.36* -0.66 -0.52* 0.29 -0.44† -0.28 -0.52* -0.12 -0.5* -0.26 

About 1 day a 

month 
  -0.16 -0.92† -0.41 -0.69 -0.31 -0.41 -0.33 -0.98 -0.32 -1.03 

Less often   0.01 -0.51 -0.39† 0.26 -0.4 -0.4 -0.48† -0.44 -0.48† -0.47 

No longer drink   1.42** -0.68 1.37* 1.07 1.07 0.54 1.49* 
very few 

units 
1.57* -1.21 

b6 - frequency drinking alcohol (ordinal 

regression) 
  -0.1 -0.57** -0.14 -0.54 -0.16 -0.56 -0.1 -0.94* -0.1 -0.89* 

b7 – alcohol 

consumptions when 

drinking (multinomial 

regression) 

9 or more drinks   1.55** 2.23** 1.35** 3.65† 1.1** 0.9 1.36** 1.34 1.36** 1.36 

7-8 drinks   0.3 2.05** 0.39 2.86† -0.04 2.71 0.56 3.04† 0.53 3.08† 

5-6 drinks   0.91** 1.67** 0.72** 0.08 0.93** 1.22 0.77** 1.46 0.77** 1.4 

3-4 drinks   0.3* 0.42 0.18 0.09 0.21 0.5 -0.02 0.4 -0.01 0.34 

2 drinks RC           

1 drink   0.26† 0.06 0.16 -0.31 0.06 0 -0.03 0.34 -0.04 0.33 

Half a drink   -0.2 -0.45 -0.24 0.01 -0.7 -1.36 -0.31 0.12 -0.31 0.03 

b7 – alcohol consumptions when drinking 

(ordinal regression) 
  -0.32** -0.74** -0.26* -0.49 -0.32** -0.69† -0.28† -0.46 -0.28† -0.44 

c1 - household 

structure 

Person living alone   0.51** 0.66** -0.03 -0.2 0.3† 0.27 0.06 0.44 0.06 0.49 

Couple living alone RC           
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Couple with non-

dependent 

child(ren) 

  -0.02 -0.54 -0.05 -0.77 0.03 0.89 -0.16 0.37 -0.17 0.41 

Couple with 

dependent 

child(ren) 

  -0.03 -0.27 -0.15 0.31 -0.27 -0.58 -0.22 0.1 -0.21 0.02 

Couple with both 

(dep, non-dep) 
  -0.28 -0.99 -0.09 -0.24 -0.57 -1.88 -0.26 -0.29 -0.26 -0.28 

Single parent with 

only non-

dependent 

child(ren) 

  0.45† 0.11 0.17 0.57 0.90* -0.44 0.32 0.33 0.32 0.36 

Single parent with 

dependent 

child(ren) or both 

  -0.10 -1.02 -0.31 -1 -0.37 0.02 -0.22 0.7 -0.23 0.65 

Non-related adults 

sharing 
  -0.07 0 -0.18 0.17 0.07 1.69 -0.51 -1.25 -0.52 -1.2 

Other household 

type 
  0.31 -0.43 -0.02 0.1 -0.09 

few units 

only 
-0.2 -1.39 -0.2 -1.35 

c2 - number of household members (OLS 

regression) 
  -0.04 -0.19** 0.06 0.02 0.02 -0.01 0 -0.07 0 -0.08 

c3 - living at current 

address 5 years ago 

No RC           

Yes   0.3** 0.6** 0.22 0.36 0.51** 0.46 0.07 0.41 0.07 0.39 

d3 – highest level of 

schooling (multinomial 

regression) 

Year 12 or 

equivalent 
RC           

Year 11 or 

equivalent 
 0.35* 0.76* 0.11 0.88 0.45† 1.29 0.15 0.93 0.15 0.94 

Year 10 or 

equivalent 
 0.45** 0.45† -0.06 -0.23 0.37* 0.34 -0.06 -0.26 -0.06 -0.26 

Year 9 or equivalent  0.81** 0.68 -0.09 0.57 -0.11 1.20 -0.44 -0.74 -0.47 -0.66 

Year 8 or below  1.34** 0.68 0.21 -0.53 1.31* 2.47 -0.31 -1.58 -0.32 -1.51 

Did not go to school  2.42* 
few units 

only 

few units 

only 
no units no units no units no units no units no units no units 

d3 – highest level of schooling (OLS regression)  0.64** 0.46* 0.02 -0.27 0.35** 0.6 -0.27 0.27 -0.1 -0.25 

d10 - Australian Citizen No RC           



 

202 
 

Yes   0 -1.09** 0.31 0.6 0.22 -0.43 0.56 -1.73† 0.56 -1.73† 

d12 - LOTE 
No RC           

Yes   0.13 -0.52 0.03 -0.59 0.07 -1.25 -0.02 -0.05 -0.02 -0.02 

d13 - Indigenous status 
No RC           

Yes   0.98** -0.05 0.56 1.32 1.61** no units 0.9† -1.25 0.91† -1.25 

d15 – private health 

insurance 

No RC           

Yes   -0.63** -0.62** -0.27† -0.17 -0.3* -0.72 -0.33† -0.29 -0.32† -0.26 

d16 - income 

(multinomial 

regression) 

$2,000+ per week RC           

$1,500 - $1,999 per 

week 
  -0.59* -0.51 -0.68* -1.2 -0.91** -0.42 -0.43 -1.68* -0.42 -1.47† 

$1,250 - $1,499 per 

week 
  -0.03 -0.4 -0.04 -1.57 -0.01 -0.31 0.33 -2.71* 0.33 -2.13† 

$1,000 - $1,249 per 

week 
  -0.16 -0.41 -0.21 -0.63 -0.25 -0.29 -0.02 -1.59† -0.03 -1.47† 

$800 - $999 per 

week  
  -0.43 0.24 -0.54 -0.24 -0.43 0.42 -0.38 -0.12 -0.38 0.06 

$600 - $799 per 

week 
  0.03 -0.11 -0.21 -0.2 -0.16 0.31 0.08 -0.33 0.07 -0.22 

$400 - $599 per 

week 
  -0.03 -0.34 -0.23 -0.89 -0.48 0.04 -0.22 -1.67† -0.23 -1.52† 

$300 - $399 per 

week 
  -0.72* -0.38 -1.24** -1.61† -0.47 -0.04 -0.82† -1.37 -0.81† -1.19 

$200 - $299 per 

week 
  -0.15 -0.55 -0.32 -0.84 -0.51 -0.56 -0.64 -2.1† -0.63 -1.89 

$1 - $199 per week   0.16 0.1 -0.34 0.39 -0.24 -0.82 0.08 -0.73 0.07 -0.57 

Nil income or 

negative income 
  0.82** 0.27 0.41 -0.1 0.28 -0.25 0.53† -1.2 0.52† -1.01 

d16 - income (ordinal regression)   0.57** 0.1 0.31** 0.17 0.22† -0.02 0.29* -0.05 0.29* -0.06 

RM/RC=Reference mode/reference category, Coef=logit/multinomial/ordinal/multiple linear regression beta coefficients, **significant at false discovery rate (FDR)=0.05, *significant at false discovery rate 

(FDR)=0.1, †significant at false discovery rate (FDR)=0.2 
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Chapter 8  Panel mixed-mode effects: does switching modes in probability-

based online panels influence measurement error?  

8.1 Introduction 

8.1.1 Mixing modes in online panel research  

Organizations managing nonprobability-based panels tend to use only the online mode to collect data 

from their panellists, whereas most probability-based online panels try to allow for the fact that 

internet penetration is still not close to 100% (Baker et al. 2010). The aim of probability-based panels 

is to represent the general population, and people without computer or internet access should be 

included in the panel. 

This comes with a cost, and the balance between measurement equivalence and coverage is important 

(Blom et al. 2016). One way to reduce noncoverage bias is to provide respondents with computer 

hardware and internet access. An alternative is to collect data using a mix of modes, including 

interviewer-administered modes (Baker et al. 2010). Blom et al. (2016) listed four European 

probability-based panels which included the offline population. Different organizations managing 

probability-based online panels use different approaches to find the right balance between 

measurement errors, representation errors and costs. The French ELIPSS Panel focuses more on 

measurement equivalence by subjecting panellists to the same stimulus; consequently, all of them 

receive a tablet computer with internet access to fill out online questionnaires. On the other hand, 

the German GESIS panel is a mixed-mode panel, with the offline population participating via mailed 

paper questionnaires. The trade-off is that this does not guarantee measurement equivalence. More 

equivalence is offered by the Dutch LISS Panel and the German Internet Panel (GIP), but still less than 

in the case of the ELIPSS panel, because of different devices and browsers being used – only the offline 

population receives tablets (Blom et al. 2016).  

Life in Australia™ is, similar to the GESIS panel, a mixed-mode panel. However, it uses a different 

offline mode – interviewer-administered telephone mode. To reduce representation and response 

bias, some respondents in Life in Australia™ end up being part of both online and offline populations 

during the panel lifecycle. Some offliners do not provide an email address at recruitment, but provide 

one in later waves, which means that they start by participating offline and later switch to responding 

online. Also, onliners are first contacted and reminded via email, then text message, but might be 

contacted over the phone later if they do not respond online after a certain time; a small percentage 

of them even respond over the phone (SRC 2018). Similar changes between online and offline 

populations happened in the LISS, GIP and ELIPSS panels. Those panels include between 7% and 10% 
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of online panellists who were previously offline (Blom et al. 2016), which should not come as a surprise 

because the stability of mode preferences of longitudinal respondents is fairly low (Baghal & Kelley 

2016). 

8.1.2 Measurement mode effects in mixed-mode panel research 

In mixed-mode probability-based online panels, improvements in representativeness may come at the 

cost of measurement error. Generally speaking, there are two specific hypotheses about the possible 

impact of shifting from one mode to another: social desirability response bias and satisficing. Social 

desirability is the tendency of certain respondents to report more socially desirable, acceptable 

answers or those in sync with the popular opinion, rather than choosing answers reflecting their true 

feelings or thoughts (Grimm 2010). It is a consequence of two separate factors: self-deception and 

other-deception (Nederhof 1985). Satisficing occurs when a respondent generates valid but not 

necessarily accurate or thoughtful answers to survey questions by decreasing their cognitive effort. 

Although social desirability should be a more significant issue in the case of interviewer surveys, self-

administration might have the potential for a higher incidence of satisficing because of the ease of 

responding (Baker et al. 2010).  

Mixing interviewer-administered and self-administered modes should, therefore, result in an 

increased measurement mode effect bias. In a longitudinal design, this may cause measurement 

inequivalence both between waves and between different modes (Cernat 2015), because change 

cannot be measured accurately if the respondent is presented with the same question stimulus in 

each wave (Dillman 2009). It has been argued (De Leeuw 2005) that mode effects should be an 

important survey design consideration and should be reduced as much as possible, and, in a 

longitudinal design, mode experiments should be carried out to help adjust for measurement mode 

effects. 

The concept of social desirability is made up of four nested characteristics, from large scale to small 

scale: cultural characteristics, personality characteristics, data collection mode and item 

characteristics. It is, therefore, important to control for question wording and mode of data collection, 

particularly in mixed-mode or cross-cultural research (Callegaro 2008). Social desirability is more 

prevalent in survey modes allowing respondent identification, and in data collection in the presence 

of other people, and is related to questions on widely accepted attitudes, and behavioral and social 

norms (Grimm 2010).  

Social desirability response bias can also be observed in interviewed-administered surveys measuring 

satisfaction, with respondents reporting higher satisfaction with their jobs (Kim & Kim 2016), products 

in market research (Albert & Tullis 2013), family, social life, health and financial troubles (Keeter et al. 
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2015), and democracy. Those interviewed on the phone also reported more trust in the ruling party 

(Zimbalist 2017) and more positive ratings of political figures (Keeter et al. 2015). 

The main reason for satisficing is that some respondents tend to make the task of responding as easy 

as they can. That leads to using ranges or rounding values, making ratings following a few simple 

principles or not considering questions seriously (Tourangeau et al. 2000, p. 254). Satisficing, which 

tends to have a higher incidence in self-administered surveys, can be observed in different ways: non-

differentiation, non-substantive responses, rapid completion (speeding), and response-order effects, 

such as primacy and recency (Baker et al. 2010). Primacy is a tendency to choose the first-offered 

answers, and recency is a tendency to choose among last categories regardless of the content (Dillman 

et al. 2014, pp. 104–105). It is expected that computer administration will yield the opposite response-

order effect (primacy) to oral administration (recency), and so will give different distributions of 

responses (Baker et al. 2010). 

8.1.3 Panel conditioning, panel fatigue and (in)stability of responses over time 

Compared with cross-sectional research, panel research has more sources of measurement bias, such 

as panel conditioning and panel fatigue, which are not only interesting in themselves but should be 

considered when analysing measurement mode effects specific to panels. Panel conditioning occurs 

when a sample unit’s response is influenced by prior survey participation or contacts, and introduces 

so-called ‘time-in-sample’ bias. Because it affects responses in future waves, the estimates for certain 

supposedly stable concepts vary significantly over time (Cantwell 2008). For example, in the study 

conducted by Halpern-Manners and Warren (2012), conditioned respondents reported lower 

unemployment rates and higher incidence of leaving the labor force than respondents who 

participated in the survey for the first time, even after controlling for attrition and mode effects. Panel 

fatigue, on the other hand, occurs when the quality of data from a particular respondent diminishes 

because they stay in the panel, providing data, for too long. It results in unit nonresponse, item 

nonresponse, satisficing, and other forms of lower-quality data (Lavrakas 2008).  

These sources of measurement bias could be the reason for lower or higher stability of answers, or 

lower or higher quality of data in panel research over time. Although some authors report panel 

conditioning for a limited number of knowledge items only in online panel research (see Kruse et al. 

2009), other authors report significant effects of panel conditioning in longitudinal research. For 

example, Cernat (2015) reported an effect of panel conditioning on stability, with the results showing 

that stability increases in time even if no mode differences are apparent. In Australia, Wooden and Li 

(2014) presented similar findings – repeated participation resulted in a clear and gradual reduction in 
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the dispersion of the target variables. Moreover, Sturgis et al. (2009) reported a reduction in the 

fraction of non-substantive answers over time as a form of panel conditioning. 

8.1.4 Research questions  

In this study, we answer the following research questions about the presence of respondent-level 

panel measurement mode effects after controlling for socio-demographic characteristics of panellists 

and panel conditioning: 

1. Is switching from interviewer-administered mode (telephone, offline) to self-administered mode 

(online) (or vice versa) in probability-based online panels associated with changes in answers 

over time? 

2. Does switching from interviewer-administered mode (telephone, offline) to self-administered 

mode (online) (or vice versa) in probability-based online panels influence satisficing? 

3. Does switching from self-administered mode (online) to interviewer-administered mode 

(telephone, offline) influence social desirability? 

4. Does switching from self-administered mode (online) to interviewer-administered mode 

(telephone, offline) (or vice versa) influence item nonresponse? 

To answer these questions, the remainder of the paper is structured as follows: Section 8.2 of this 

paper presents the data, methods and survey items selected to study panel mode effects; Section 8.3 

presents results of the measurement mode effect analysis; and Section 8.4 discusses the results and 

practical implications of respondents switching modes in online panel research. 

8.2 Methods 

8.2.1 Data 

The data used in this study were collected for the Australian National University by the Social Research 

Centre using its probability-based panel known as Life in Australia™. Five of six datasets used in this 

study are from ANUPolls, quarterly surveys of Australian public opinion (Centre for Social Research 

and Methods, n.d.). 

Socio-demographic variables were from Life in Australia™ paradata. Certain predictors, such as mode 

switching, were derived from panel participation variables from Life in Australia™ online panel 

paradata files.  
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8.2.2 Population, sample and data collection modes 

The population in this research can be defined as ‘Australian residents aged 18 years or more’, and 

the results from the surveys are generalisable to the Australian population. The response rate for the 

establishment of Life in Australia™, calculated as the product of the recruitment rate and the profile 

rate, was 15.5% in 2016 (n = 3,322) and 12.2% in August 2018 (refreshment, n = 267). To undertake 

recruitment, a dual-frame random-digit dialing (RDD) sample design was employed, with a 30:70 

(40:60 in pilot) split between landline and mobile phone sample frames in 2016; a single-fame RDD 

mobile sample design was employed in 2018. ‘Last birthday’ method was used to select potential 

panel members in landline frames and the phone answerers in the mobile sample, although only one 

person per household was invited to join the panel. To cover online panellists, the online web self-

completion mode was used. To collect data from offline panellists, the telephone mode was used 

(Social Research Centre 2018). 

Because we studied changes in responses over time, only those respondents participating in at least 

two waves (see Table 8.1) were included (n = 2,542). About 1% (wave 21 → wave 22) and about 3% 

(wave 1 → wave 3) of panellists changed the survey administration mode between the analyzed 

waves (see Table 8.2). Although we worked with a relatively large sample of Life in Australia™ 

respondents whose answers were potentially sensitive to panel conditioning, we ended up with a 

relatively small sample size of panellists who changed the mode of data collection (127 respondents, 

who switched modes a total of 172 times). That might negatively affect the reliability of results related 

to panel mode effects, because small samples often leave the null hypothesis unchallenged. 

Table 8.1: Survey data used in this study 

Title of survey Month and year Wave 

Australian Personas Survey, 2016 December 2016 1 

ANU Poll 2017 Housing March 2017 3 

ANU Poll 2017 Job Security October 2017 10 

ANU Poll 2018 Populism August 2018 19 

ANU Poll 2018 Data Governance October 2018 21 

ANU Poll 2018 Population November 2018 22 

8.2.3 Data analysis 

Measurement mode effects in cross-sectional mixed-mode studies are usually tested using binomial, 

ordinal and multinomial logistic regressions, partial proportional and proportional odds models, 

ordinary least squares models (OLS), or structural equation modeling (SEM) (Jäckle et al. 2010). In this 

study, because we worked with panel data, we used: 

• binary logit regression (pooled) 
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• multinomial logistic regression (pooled) 

• multiple linear regression (OLS, pooled) 

• fixed- and random-effect panel logit regression 

• fixed- and random-effect panel OLS regression. 

To establish what panel data model should be used in controlling for unobserved heterogeneity, either 

fixed- or random-effect, we performed the Hausman test for endogeneity58 (Hausman 1978) each 

time. 

8.2.4 Selection of data items to investigate panel mode effects 

Because Life in Australia™ is not primarily used to measure longitudinal changes over time, few items 

are repeated. In ANUPolls, four variables are included in each wave to measure change over time. The 

items that appeared in all six waves of Life in Australia™ online panel data used in this study were: 

• satisfaction with the way Australia is heading (‘satisfaction’) 

• the most important problem facing Australia (‘1st problem’) 

• the second most important problem facing Australia (‘2nd problem’) 

• party support in federal election for the House of Representatives (‘party support’). 

8.2.5 Statistical models 

Panel mode effects were investigated by studying changes in responses to the same questions over 

time, conditional to changes in survey administration modes for panellists over time, and controlling 

for the extent of panel conditioning and socio-demographic characteristics of panellists.  

In our models, the derived dependent variables measuring changes in responses from the same 

respondents over time attempted to capture certain concepts described in the literature on 

measurement mode effects in cross-sectional studies – that is, those that can be observed with panel 

data: 

• Changes in answers in some or all of the four substantive items (stability): logit regression with 

a binary dependent variable coded as 0 – no change, 1 – any change; multiple regression 

 
58 The Hausman test is a test for model misspecifications and deals with endogeneity, i.e., regressors correlating with the 
error term. It compares two different estimators of the model parameters. Under the null hypothesis, the preferred panel 
model is random effect (assuming there is no correlation between regressors and the error term), and the alternative 
hypothesis is the preferred model is fixed effect (assuming a correlation between regressors and the error term) (Hausman 
1978). 
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analysis with a continuous dependent variable number of answer changes in a wave (range 0–

4). 

• Change from substantive to non-substantive answers and vice versa, all four substantive items 

(sensitivity): multiple regression analysis with a continuous dependent variable number of 

changes between substantive and non-substantive answers in a particular wave (range −4 to 4, 

where negative values represent increase in the total number of non-substantive answers). 

• Change from any substantive answer to the first listed answer and vice versa, satisfaction and 

party support items (primacy effect): multinomial regression with a nominal dependent variable 

coded as 0 – no change, 1 – other answer to the first one, 2 – the first answer to other. 

• Change from any substantive answer to the last listed answer and vice versa, satisfaction 

(recency effect): multinomial regression with a nominal dependent variable coded as 0 – no 

change, 1 – other answer to the last one, 2 – last answer to other. 

• Increase of satisfaction, change from less popular answers to more popular answers 

(1st problem, party support), change from other answers to ‘environment’59 (1st problem), vice 

versa (social desirability): multinomial regression with a nominal dependent variable coded as 

0 – no change, 1 – change to socially desirable answer, 2 – change to socially less desirable 

answer. 

We also derived a number of regressors for our regression models. The following independent 

variables are included, with information about which model they are included in: 

Mode effects 

• Change of mode, binary regressor coded as 0 – no change, 1 – any change (panel mode effects), 

model with any change of answers as the dependent variable only. 

• Change of mode, nominal regressor coded as 0 – no change, 1 – online to telephone, 

2 – telephone to online (panel mode effects), all other models. 

Panel conditioning 

• Number of times a respondent was asked the same question before responding in a particular 

wave (the extent of panel conditioning) – we assume that panel conditioning will have a greater 

effect if certain questions are asked more times. 

 
59 Reporting ‘environment’ as the most (or the 2nd most) important problem facing the country could be a potentially 
socially desirable answer, at least in the Australian context. 
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• Time in months since previously asked the question (the extent of panel conditioning) – we 

assume that panel conditioning is less severe if the gap in time between asking the respondents 

the same question is greater; this item could also have an effect on the propensity of changing 

answers that cannot be consistent over time. 

Panel fatigue 

• The total number of waves a respondent participated in over the first 22 waves of Life in 

Australia™ data collection. It should be kept in mind that we also include non-ANU-based 

surveys in this calculation, which made up 16 of the first 22 waves of data collection. This control 

variable had to be added, because the literature reports that sensitivity of answers is related to 

item nonresponse, but so is panel fatigue, which is further associated with non-substantive 

responses, panel nonresponse and voluntary attrition (for more details, see Lavrakas 2008). 

Demographic controls 

• Age group 

• Gender 

• Education 

• State 

• Country-of-birth group. 

8.3 Results 

8.3.1 Descriptive statistics 

First, we present the results of the descriptive analysis of the composition of the sample in this study 

(Table 8.2). We have calculated and added propensities (predictive margins from logistic regression 

models) for the panel phenomena empirically investigated in the next sections of this paper – 

propensity of particular socio-demographic subgroup to participate in a panel wave, propensity to 

change answers to the same questions over time, and propensity to change mode (online to telephone 

or vice versa) over time (holding other factors constant). 

In the full Life in Australia™ sample, females, people between 55 and 75 years of age, the more 

educated (bachelor degree or higher and certificate/diploma/trade), people living in the Australian 

Capital Territory, Tasmania or South Australia, and Australian-born people are overrepresented 

compared with Australian Census 2016 results. The youngest (18–24 years of age), people living in 

New South Wales, and the least educated are the most underrepresented (Australian Bureau of 

Statistics 2016). In the seven waves of data that we use in this study, females, respondents 55 years 
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of age and older, people living in South Australia, the most educated, and Australian-born people have 

a higher propensity to participate in surveys. The propensity to answer questions consistently over 

time is higher for females and people with certificate/diploma/trade, and year 11 or less education 

levels. The propensities to change modes are very low and are fairly consistent across all socio-

demographic groups.  

Table 8.2: Distribution of socio-demographic variables and calculated propensities for participation, 

changing answers and changing modes between waves 

Control variable % 

Propensity to 
participate in wave 

Propensity to change 
answer* 

Propensity to change 
mode 

Margin (95% CI) Margin (95% CI) Margin (95% CI) 

Gender     

Male 48.0% 0.666 (0.657, 0.675) 0.827 (0.816, 0.837) 0.014 (0.010, 0.017) 

Female 52.0% 0.693 (0.684, 0.701) 0.854 (0.845, 0.863) 0.019 (0.015, 0.022) 

Age group        

18-24 years 9.2% 0.512 (0.488, 0.536) 0.864 (0.837, 0.891) 0.009 (0.002, 0.016) 

25-34 years 14.9% 0.609 (0.591, 0.626) 0.814 (0.793, 0.835) 0.015 (0.008, 0.022) 

35-44 years 14.9% 0.640 (0.622, 0.657) 0.826 (0.806, 0.845) 0.012 (0.006, 0.018) 

45-54 years 17.9% 0.684 (0.669, 0.699) 0.840 (0.823, 0.856) 0.018 (0.012, 0.023) 

55-64 years 19.6% 0.729 (0.715, 0.742) 0.845 (0.830, 0.859) 0.015 (0.010, 0.020) 

65-74 years 16.0% 0.787 (0.773, 0.801) 0.856 (0.840, 0.871) 0.022 (0.015, 0.028) 

75 or more years 7.4% 0.707 (0.684, 0.729) 0.851 (0.827, 0.875) 0.021 (0.011, 0.030) 

Education        

Bachelor or higher 37.2% 0.742 (0.732, 0.751) 0.822 (0.810, 0.833) 0.011 (0.008, 0.014) 

Certificate/diploma/trade 35.8% 0.643 (0.632, 0.654) 0.858 (0.846, 0.869) 0.024 (0.019, 0.029) 

Year 12 or equivalent 12.3% 0.682 (0.663, 0.700) 0.841 (0.819, 0.862) 0.017 (0.009, 0.025) 

Year 11 or less 14.8% 0.605 (0.587, 0.623) 0.858 (0.840, 0.876) 0.012 (0.007, 0.017) 

State        

New South Wales 30.0% 0.663 (0.651, 0.675) 0.838 (0.825, 0.851) 0.015 (0.010, 0.019) 

Victoria 25.2% 0.680 (0.667, 0.692) 0.843 (0.829, 0.857) 0.015 (0.010, 0.020) 

Queensland 19.4% 0.688 (0.674, 0.702) 0.852 (0.837, 0.867) 0.015 (0.010, 0.020) 

South Australia 8.3% 0.748 (0.727, 0.769) 0.839 (0.816, 0.862) 0.018 (0.010, 0.026) 

Western Australia 11.4% 0.676 (0.657, 0.694) 0.829 (0.807, 0.850) 0.019 (0.011, 0.027) 

Tasmania 2.6% 0.65 (0.609, 0.690) 0.846 (0.802, 0.889) 0.029 (0.009, 0.048) 

Northern Territory 1.0% 0.585 (0.517, 0.653) 0.888 (0.822, 0.953) 0.061 (0.009, 0.112) 

Australian Capital 
Territory 

2.3% 0.673 (0.629, 0.716) 0.816 (0.768, 0.863) 0.017 (0.000, 0.034) 

Country of birth       

Australian born 71.8% 0.701 (0.693, 0.708) 0.838 (0.830, 0.846) 0.017 (0.014, 0.020) 

Mainly NESB background 16.1% 0.604 (0.587, 0.621) 0.856 (0.838, 0.873) 0.015 (0.008, 0.022) 

Mainly ESB background 12.2% 0.657 (0.638, 0.675) 0.842 (0.822, 0.861) 0.013 (0.007, 0.019) 

ESB = English-speaking background; NESB = non-English-speaking background; a the propensity to change answer to either 

of: satisfaction with the country heading, problem no. 1 in Australia, or party preference (problem no. 2 excluded) questions 

between consecutive waves completed 
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8.3.2 Stability of answers over time 

Further to the propensity to change any answer in consecutive waves participated in, Figure 8.1 

presents propensities for changing answers to any of the four specific questions repeated in ANU-

commissioned Life in Australia™ surveys, over time. Different types of changes in answers to individual 

questions are presented as well. 

Figure 8.1: Types of changes in answers from the same respondents over time 

 
W = wave 

The results show that party support is the item with the greatest consistency of answers over time, 

and 2nd problem is the item with the least consistency, which is why it was not included in the analysis 

presented in Table 8.2. Overall, there seem to be two factors associated with the propensity to change 

answers: the number of waves participated in and the time between waves participated in. The 

propensity for consistency generally increases over time and when the time between waves 

decreases. The same conclusion can be drawn for changes between substantive and non-substantive 

answers. The relationship between the factors is to be further explained using statistical modeling. 

8.3.3 Panel mode effects controlled for panel conditioning 

Because the focus of this research is on predictors of changes in answers over time, respondents who 

participated in at least two waves were included in the studied sample. In practice, this means that 

there was a certain level of panel conditioning present for all included respondents. The results are 

presented by the different types of measurement mode effects related to mixed-mode research and 

described in the literature: 
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• any change in answers (instability of answers) 

• change between substantive and non-substantive answers (sensitivity) 

• change from a substantive answer to the first answer (primacy) 

• change from a substantive answer to the last answer (recency) 

• change to potentially socially desirable answers (social desirability).  

While satisficing and social desirability were controlled for by demographics and panel conditioning, 

sensitivity-associated item nonresponse was also controlled for by panel fatigue. 

8.3.3.1 Instability of answers 

The analysis of the types of changes in answers from the same respondents over time, results of which 

are shown in Figure 8.1, are here extended with multivariate analysis of instability of answers over 

time as an indicator of general measurement mode effects and panel conditioning effects. The results 

of logit regression analysis (a pooled regression model) and dynamic logit regression analysis are 

presented in Tables 8.3 and 8.4. We carried out the Hausman test to look for a correlation between 

errors and regressors in the models, so we could choose between using fixed effects and random 

effects models. The results showed that fixed-effect models were the appropriate solution for 

controlling for unobserved time-invariant heterogeneity in all models except for the one with party 

support changes in answers as the dependent variable. 

Table 8.3: Logit regression, random-effect and fixed-effect within-person logistic regression results; 

dependent variable: any change of answers 

Substantive 
repeated 
item 

Predictor of any 
change in 
answers over 
time  

Logit regression model (pooled) Fixed-effect logit regression model 

Coef L 95% CI U 95% CI p value Coef L 95% CI U 95% CI p value 

Satisfaction 

Mode change 
(any) 

0.28 -0.03 0.58 0.073† 0.19 -0.28 0.67 0.430 

No. times 
question asked 

-0.15 -0.18 -0.12 <0.001** -0.23 -0.26 -0.19 <0.001** 

Months since 
question asked 

0.03 0.02 0.04 <0.001** 0.03 0.01 0.04 <0.001** 

1st  
problem 

Mode change 
(any) 

0.14 -0.19 0.46 0.416 -0.19 -0.67 0.29 0.430 

Times question 
asked 

-0.09 -0.12 -0.06 <0.001** -0.16 -0.19 -0.12 <0.001** 

Months since 
question asked 

0.05 0.03 0.06 <0.001** 0.05 0.04 0.07 <0.001** 

2nd 
problem 

Mode change 
(any) 

-0.08 -0.48 0.32 0.696 -0.23 -0.81 0.35 0.440 

Times question 
asked 

-0.11 -0.15 -0.08 <0.001** -0.17 -0.21 -0.12 <0.001** 

Months since 
question asked 

0.04 0.03 0.05 <0.001** 0.04 0.02 0.05 <0.001** 
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      Random-effect logit regression model 

Party 
support 

Mode change 
(any) 

0.26 -0.06 0.57 0.108 0.21 -0.21 0.63 0.325 

Times question 
asked 

-0.06 -0.09 -0.03 <0.001** -0.09 -0.12 -0.05 <0.001** 

Months since 
question asked 

0.05 0.04 0.06 <0.001** 0.06 0.05 0.08 <0.001** 

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, U 95% CI = upper limit of 95% confidence 
interval, *significant at the 0.05 level, **significant at the 0.01 level, †significant at the 0.1 level; socio-demographic controls in the models: 
gender, age groups, education, state, country of birth 

Regression analysis shows that mode changes, either online → telephone or telephone → online, are 

not predictors of changes in answers in any of the eight models for four response variables. For items 

with the lowest propensity for changing answers – satisfaction and party support – mode change 

predictors are almost statistically significant in the pooled models (satisfaction at p<0.1, party support 

at p<0.15, see Table 8.3). Further, the results show that both indicators of panel conditioning in all 

models were statistically significant predictors of changes in answers, although there was very little 

difference between the coefficients of pooled and dynamic logit models. Panel conditioning generally 

affects the changes in two different ways: the more times a question is asked, the lower the probability 

of change; and the longer the gap (measured in months) between a question being asked and then 

repeated, the higher the probability of change. The changes in answers to the satisfaction question 

seem to be more affected by how many times the question was asked than the changes in answers to 

the party support question.  

Table 8.4: Multiple linear regression and fixed-effect within-person regression results; dependent 

variable: number of changes of answers in a particular wave 

Derived 
variable 

Predictor of any 
changes in 
answers over 
time 

Multiple linear regression model (pooled) Fixed-effect regression model 

Coef L 95% CI U 95% CI p value Coef L 95% CI U 95% CI p value 

No. of any 
changes in 
answers 

Mode change 
(any) 

0.15 0.01 0.30 0.039* -0.01 -0.19 0.16 0.881 

No. times 
questions asked 

-0.08 -0.09 -0.06 <0.001** -0.10 -0.12 -0.09 <0.001** 

Months since 
questions asked 

0.03 0.03 0.04 <0.001** 0.03 0.03 0.04 <0.001** 

Constant 2.06 1.96 2.16 <0.001** 2.22 2.17 2.27 <0.001** 
Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, U 95% CI = upper limit of 95% confidence 
interval, *significant at the 0.05 level, **significant at the 0.01 level, †significant at the 0.1 level; socio-demographic controls in the models: 
gender, age groups, education, state, country of birth 

The results from Table 8.4 explain the relationship between changes in answers, mode changes and 

panel conditioning from a slightly different perspective. This time, the dependent variable in the 

models is the number of changes in answers between two consecutive waves (range 0–4). The results 

fully support the findings of modeling with individual survey items. However, this time, the mode 
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change is a statistically significant predictor of the number of changes in answers in the pooled OLS 

model – mode changes increase the propensity to change answers.  

8.3.3.2 Sensitivity 

Sensitivity as a result of interviewer administration – the measurement mode effect concept that can 

result in item nonresponse or non-substantive answer selection – was studied with static and dynamic 

regression models. Multiple linear regression analysis results (a pooled regression model) and 

dynamic regression analysis results with a continuous dependent variable are presented in Table 8.5. 

Based on the results of the Hausman test, we decided to carry out fixed-effect modeling. In these two 

regression models, the predictor variable any mode change from the previous models is split into 

online to telephone and telephone to online mode changes. Also, the number of changes between 

substantive and non-substantive answers in a particular wave (range 0–4) is this time controlled for 

panel fatigue as well (see Section 8.2.5 for more details). 

Table 8.5: Multiple linear regression and fixed-effect within-person regression results; dependent 

variable: number of changes between substantive and non-substantive answers in a particular wave 

Derived 
variable 

Predictor of 
changes between 
substantive and 
non-substantive 
answers 

Multiple linear regression model 
(pooled) 

Fixed-effect regression model 

Coef 
L 95% 

CI 
U 95% 

CI 
p value Coef 

L 95% 
CI 

U 95% 
CI 

p value 

No. of 
changes 
between 
substantive 
and non-
substantive 
answers in 
particular 
wave 

Mode change: 
online to telephone 

0.06 -0.06 0.17 0.336 0.10 -0.09 0.29 0.309 

Mode change: 
telephone to online 

0.01 -0.10 0.12 0.872 0.06 -0.09 0.21 0.448 

No. times questions 
asked 

-0.01 -0.02 0.00 0.088† 0.01 -0.02 0.04 0.414 

Months since 
questions asked 

0.02 0.01 0.02 <0.001** 0.02 0.02 0.02 <0.001** 

Panel fatigue 
indicator 

0.010 0.007 0.013 <0.001** 0.01 0.00 0.01 0.026* 

Constant -0.11 -0.16 -0.05 <0.001** -0.17 -0.20 -0.13 <0.001** 

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, U 95% CI = upper limit of 95% confidence 
interval, *significant at the 0.05 level, **significant at the 0.01 level, †significant at the 0.1 level; socio-demographic controls in the 
models: gender, age groups, education, state, country of birth 

The results show that the mode changes and the number of times questions were asked were not 

statistically significant predictors of the number of changes between substantive and non-substantive 

answers in a particular wave. On the other hand, both the number of months since the questions were 

asked and the panel fatigue indicator had an effect on the number of changes between substantive 

and non-substantive answers. The longer the gap in months between a question being asked and then 

repeated, and the more times respondents participated in Life in Australia™ research, the higher the 
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probability of changes in the substantive answer direction. Panel fatigue, which was highly correlated 

with the number of times questions were asked, had a fairly small effect on answer changes. 

8.3.3.3 Primacy 

Primacy as a response-order effect was studied with static and dynamic regression models. The results 

of logit regression and random-effect regression models (after performing the Hausman test) with 

change in satisfaction and change in party support answers as the dependent variables are presented 

in Table 8.6. This time, the type of answer changes – both substantive answer to first-offered answer 

and first-offered answer to other substantive answer – were considered as well. 

Table 8.6: Logit regression and random-effect within-person regression results; dependent variable: 

change of answers from any to first-offered answer (and vice versa)  

Substantive 
repeated 
survey item 

Type of 
change 

Predictor of 
primacy change 
over time 

Logit regression model (pooled) Random-effect logit regression model 

Coef 
L 95% 

CI 
U 95% 

CI 
p value Coef 

L 95% 
CI 

U 95% 
CI 

p value 

Satisfaction 

Substantive 
answer to 
first offered 
answer 

Mode change: 
online to telephone 

-0.43 -1.85 0.98 0.549 -0.31 -1.83 1.21 0.691 

Mode change: 
telephone to online 

0.59 -0.25 1.43 0.170 0.66 -0.30 1.61 0.177 

No. times question 
asked 

0.18 0.11 0.26 0.000** 0.23 0.15 0.31 0.000** 

Months since 
question asked 

0.06 0.04 0.09 0.000** 0.07 0.04 0.09 0.000** 

First 
offered 
answer to 
other 
substantive 
answer 

Mode change: 
online to telephone 

0.33 -0.84 1.50 0.583 0.42 -0.84 1.68 0.512 

Mode change: 
telephone to online 

0.83 -0.02 1.68 0.055† 0.84 -0.09 1.78 0.078† 

No. times question 
asked 

0.09 0.02 0.16 0.016* 0.10 0.02 0.17 0.010* 

Months since 
question asked 

-0.09 -0.12 -0.05 0.000** -0.09 -0.13 -0.05 0.000** 

Party support 

Substantive 
answer to 
first offered 
answer 

Mode change: 
online to telephone 

0.11 -0.92 1.13 0.836 0.16 -0.99 1.32 0.783 

Mode change: 
telephone to online 

0.39 -0.45 1.24 0.362 0.44 -0.51 1.40 0.362 

No. times question 
asked 

-0.05 -0.11 0.02 0.135 -0.05 -0.12 0.02 0.181 

Months since 
question asked 

0.02 -0.01 0.04 0.149 0.02 0.00 0.05 0.107 

First 
offered 
answer to 
other 
substantive 
answer 

Mode change: 
online to telephone 

-0.17 -1.35 1.00 0.772 -0.12 -1.42 1.17 0.851 

Mode change: 
telephone to online 

-0.72 -2.14 0.69 0.315 -0.90 -2.42 0.62 0.245 

No. times question 
asked 

0.03 -0.03 0.09 0.335 0.03 -0.03 0.10 0.330 

Months since 
question asked 

0.00 -0.03 0.02 0.709 0.00 -0.03 0.02 0.793 

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, U 95% CI = upper limit of 95% confidence 
interval, *significant at the 0.05 level, **significant at the 0.01 level, †significant at the 0.1 level; socio-demographic controls in the models: 
gender, age groups, education, state, country of birth 

The results show that the mode changes online to telephone and telephone to online are not 

statistically significant predictors of primacy-related changes in answers. However, the change in the 

other substantive answer to the satisfaction question after switching to the online mode had a 
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significant effect at the p<0.1 level in both static and dynamic models. Moreover, both panel 

conditioning indicators are statistically significant predictors of primacy-related satisfaction answer 

changes. Although the number of times question asked had a positive effect on both types of answer 

changes (answer change effect), months since question asked showed only a primacy effect in this 

particular case for the satisfaction item. On the other hand, we did not observe any effects of predictor 

variables on the party support primacy-related answer changes. 

8.3.3.4 Recency 

Recency as a response-order effect was studied with static and dynamic regression models. The results 

of logit regression and random-effect regression models (after performing the Hausman test) with 

change in satisfaction answers as the dependent variable are presented in Table 8.7. The type of 

answer changes – both substantive answer to last-offered answer and last-offered answer to other 

substantive answer – were considered as well. 

Table 8.7: Logit regression and random-effect within-person regression results; dependent variable: 

change of answers from any to last-offered answer (and vice versa)  

Substantive 
repeated 
survey item 

Type of 
change 

Predictor of recency 
change over time 

Logit regression model (pooled) Random-effect logit regression model 

Coef 
L 95% 

CI 
U 95% 

CI 
p value Coef 

L 95% 
CI 

U 95% 
CI 

p value 

Satisfaction 

Substantive 
answer to 
last offered 
answer 

Mode change: 
online to telephone 

1.06 0.35 1.78 0.004** 1.05 0.17 1.92 0.019* 

Mode change: 
telephone to online 

-0.60 -2.01 0.82 0.408 -0.78 -2.30 0.75 0.319 

No. times question 
asked 

-0.13 -0.20 -0.06 0.000** -0.13 -0.21 -0.06 0.001** 

Months since 
question asked 

0.02 0.00 0.05 0.086† 0.03 0.00 0.06 0.033* 

Last 
offered 
answer to 
other 
substantive 
answer 

Mode change: 
online to telephone 

0.33 -0.70 1.35 0.533 0.26 -0.88 1.40 0.659 

Mode change: 
telephone to online 

0.72 -0.06 1.51 0.072† 0.75 -0.13 1.64 0.096† 

No. times question 
asked 

0.04 -0.03 0.11 0.278 0.04 -0.03 0.12 0.288 

Months since 
question asked 

0.06 0.04 0.09 0.000** 0.07 0.04 0.10 0.000** 

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, U 95% CI = upper limit of 95% confidence 
interval, *significant at the 0.05 level, **significant at the 0.01 level, †significant at the 0.1 level; socio-demographic controls in the models: 
gender, age groups, education, state, country of birth 

The results show that the online to telephone mode change predictor had a statistically significant 

effect on recency-related substantive answer to last-offered answer change of answers in both logit 

and random-effect logit models. The other mode change, telephone to online, had a significant positive 

effect on ‘change away from recency’ at p<0.1 in both models. The predictor number of times question 

asked had a statistically significant negative effect on recency (answer change effect), and months 

since question asked had a positive effect on any recency-related answer changes in dynamic models 

and in one of the two logit regression models. 
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8.3.3.5 Social desirability 

Social desirability as a type of response bias, related to reporting more socially desirable, acceptable 

answers or those in sync with the popular opinion, was studied with static and dynamic regression 

models. The results of logit regression and fixed-effect regression models (after performing the 

Hausman test), with changes to socially desirable answers as dependent variables, are presented in 

Tables 8.8 and 8.9. 

Table 8.8: Logit regression and fixed-effect within-person regression results; dependent variable: 

increased satisfaction and changed support of a ‘popular’ party (and vice versa)  

Substantive 
repeated 
survey item 

Type of 
change 

Predictor of change 
associated with 
social desirability 
over time 

Logit regression model (pooled) Fixed-effect logit regression model 

Coef 
L 95% 

CI 
U 95% 

CI 
p value Coef 

L 95% 
CI 

U 95% 
CI 

p value 

Satisfaction 

Increased 
satisfaction 

Mode change: 
online to telephone 

-0.10 -0.67 0.48 0.742 -0.70 -1.83 0.44 0.232 

Mode change: 
telephone to online 

0.37 -0.14 0.88 0.155 0.24 -0.47 0.94 0.512 

No. times question 
asked 

-0.08 -0.12 -0.05 0.000** -0.10 -0.15 -0.06 0.000** 

Months since 
question asked 

0.06 0.05 0.07 0.000** 0.07 0.05 0.08 0.000** 

Decreased 
satisfaction 

Mode change: 
online to telephone 

0.25 -0.26 0.77 0.336 0.25 -0.77 1.28 0.629 

Mode change: 
telephone to online 

0.51 0.01 1.00 0.044* 0.26 -0.45 0.96 0.479 

No. times question 
asked 

-0.22 -0.25 -0.18 0.000** -0.31 -0.36 -0.27 0.000** 

Months since 
question asked 

-0.01 -0.02 0.01 0.249 -0.02 -0.04 0.00 0.028* 

Party support 

Any other 
answer to 
"popular" 
opinion 
answer 

Mode change: 
online to telephone 

0.66 -0.06 1.38 0.074† 0.00 -1.19 1.20 0.997 

Mode change: 
telephone to online 

0.19 -0.60 0.98 0.634 0.34 -0.75 1.43 0.545 

No. times question 
asked 

-0.05 -0.11 0.00 0.057† -0.15 -0.22 -0.07 0.000** 

Months since 
question asked 

0.03 0.01 0.05 0.004** 0.03 0.01 0.06 0.007** 

"Popular" 
opinion 
answer to 
any other 
answer 

Mode change: 
online to telephone 

0.56 -0.25 1.36 0.174 0.29 -1.17 1.75 0.694 

Mode change: 
telephone to online 

0.13 -0.71 0.98 0.758 -0.30 -1.52 0.91 0.628 

No. times question 
asked 

-0.03 -0.08 0.03 0.317 -0.07 -0.15 0.00 0.064† 

Months since 
question asked 

-0.02 -0.04 0.01 0.186 0.00 -0.03 0.03 0.856 

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, U 95% CI = upper limit of 95% confidence 
interval, *significant at the 0.05 level, **significant at the 0.01 level, †significant at the 0.1 level; socio-demographic controls in the models: 
gender, age groups, education, state, country of birth 

The results presented in Table 8 show that the mode change online to telephone is not a statistically 

significant predictor of the social desirability–related changes of satisfaction or 1st problem answers. 

On the other hand, mode change telephone to online positively affects decreased satisfaction (pooled 

model only). Those respondents reported lower satisfaction in the self-administered mode. On the 

other hand, mode change online to telephone positively affects changing party support answers to the 
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‘popular opinion’ answers, but at p<0.1 and in the pooled model only. Those respondents supported 

the two biggest Australian parties with a slightly higher propensity in the interviewer-administered 

mode.  

On the other hand, the number of times questions asked negatively affected any satisfaction and other 

changes to ‘popular opinion’ answers (party support, 1st problem), and positively affected changes 

between ‘environment’ and other answers and vice versa (answer change effect). Variable months 

since question asked positively affected changes to socially desirable answers: increased satisfaction 

and selecting ‘popular opinion’ answers to party support and 1st problem ‘environment’ answer 

(social desirability effect, Table 8.9). 

Table 8.9: Logit regression and fixed-effect within-person regression results; dependent variable: 

changing answers to popular opinion about most important problems in the country (and vice versa)  

Substantive 
repeated 
survey item 

Type of 
change 

Predictor of change 
associated with 
social desirability 
over time 

Logit regression model (pooled) Fixed-effect logit regression model 

Coef 
L 95% 

CI 
U 95% 

CI 
p value Coef 

L 95% 
CI 

U 95% 
CI 

p value 

1st problem 

Any other 
answer to 
"popular" 
opinion 
answer 

Mode change: 
online to telephone 

0.44 -0.09 0.97 0.106 0.41 -0.41 1.23 0.330 

Mode change: 
telephone to online 

0.09 -0.47 0.65 0.747 -0.13 -0.85 0.59 0.732 

No. times question 
asked 

-0.06 -0.09 -0.02 0.002** -0.10 -0.14 -0.05 0.000** 

Months since 
question asked 

0.00 -0.02 0.01 0.955 0.01 -0.01 0.02 0.550 

"Popular" 
opinion 
answer to any 
other answer 

Mode change: 
online to telephone 

-0.24 -0.93 0.45 0.497 -1.05 -2.23 0.13 0.080† 

Mode change: 
telephone to online 

0.05 -0.52 0.63 0.856 -0.01 -0.82 0.81 0.990 

No. times question 
asked 

-0.03 -0.07 0.00 0.083† -0.03 -0.08 0.02 0.209 

Months since 
question asked 

0.02 0.00 0.03 0.027* 0.04 0.02 0.05 0.000** 

1st problem 

Any other 
answer to 
Environment 
answer 

Mode change: 
online to telephone 

0.36 -0.50 1.22 0.409 0.18 -1.05 1.41 0.778 

Mode change: 
telephone to online 

0.19 -0.66 1.04 0.661 -0.28 -1.50 0.94 0.654 

No. times question 
asked 

0.06 0.00 0.12 0.039* 0.16 0.08 0.24 0.000** 

Months since 
question asked 

0.06 0.04 0.08 0.000** 0.09 0.06 0.12 0.000** 

Environment 
answer to any 
other answer 

Mode change: 
online to telephone 

0.48 -0.45 1.41 0.312 -0.78 -2.47 0.91 0.365 

Mode change: 
telephone to online 

-0.26 -1.42 0.90 0.665 -0.41 -1.98 1.17 0.612 

No. times question 
asked 

0.09 0.03 0.15 0.004** 0.18 0.10 0.27 0.000** 

Months since 
question asked 

0.00 -0.03 0.02 0.716 0.03 0.00 0.06 0.037 

Notes: Coef = model regression coefficient, L 95% CI = lower limit of the 95% confidence interval, U 95% CI = upper limit of 95% confidence 
interval, *significant at the 0.05 level, **significant at the 0.01 level, †significant at the 0.1 level; socio-demographic controls in the models: 
gender, age groups, education, state, country of birth 
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8.4 Discussion and recommendations 

The existing literature on measurement mode effects in probability-based mixed-mode research is 

limited. One of the limitations to understanding measurement mode effects better is the inability to 

fully disentangle measurement mode effects from subsample composition effects. To achieve this, an 

optimal randomised design would have to be applied, which means that all onliners and offlliners in 

treatment and control groups would have to have an equal non-zero probability of being assigned to 

either the online or the offline mode. However, this kind of randomisation is almost impossible, 

because most offline respondents cannot or refuse to respond online, and the cost of administering 

telephone compared with online delivery mode means that survey companies are unlikely to 

significantly (and randomly) increase the number of offline respondents. In this study, we instead used 

the fact that certain respondents, although the percentage is small and non-random, appear in both 

modes over time and respond to a limited number of repeated questions. Consequently, we could not 

only study mode effects related to questionnaire administration, we could also assess how much of a 

measurement error may be introduced by allowing respondents to respond in different modes, 

especially if we would like to measure changes over time in a quasi-longitudinal design.  

An important finding of this study was that answers from the same respondents vary greatly over 

time, even for items for which a slightly higher consistency would be expected, such as party 

preference, and for short time gaps between survey interviews. Stability of answers differed 

significantly between different political attitude items, but very little instability could be explained by 

socio-demographic characteristics. At the same time, respondents switching modes affected stability 

to a smaller extent than we expected based on the relevant literature. This might be a result of there 

being only a small subsample of mode switchers. We observed several coefficients that indicated an 

impact of switching modes on changing answers, consistent with the measurement mode effect 

literature, but the effects were often significant at the p< 0.1 and not the p<0.05 pr p<0.01 levels. 

Bigger samples – for example, with additional panel survey data with mode switchers or people with 

a higher propensity to change modes – would increase the statistical power and may show the effects 

to be more statistically significant.  

Nevertheless, we found a few notable measurement biases after switching modes; the mode change 

was a statistically significant predictor of the number of changes in answers – switching decreases the 

stability of answers, has a positive effect on recency when switching to interviewer-administered 

telephone mode, and has a negative effect on social desirability in the self-administered mode for a 

limited number of items. These findings are in line with the theory on measurement mode effects in 

online panels (Baker et al. 2010). On the other hand, many different changes in answers could be 
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better explained by panel conditioning. Generally, the more times the same questions are asked over 

time, the lower the probability of changes, and the longer the gap (measured in months) between 

asking questions, the lower the stability of answers. This is consistent with findings of Cernat (2015) 

and Wooden and Li (2014) on the effect of panel conditioning on reliability and stability of answers. 

In our study, the analysis of individual types of changes, normally attributed to measurement mode 

effects, offered mixed evidence for both indicators of the extent of panel conditioning. Both regressors 

were associated with something we called ‘answer change effect’, but in some cases in a positive and 

in other cases in a negative way. The number of months since the question was asked was slightly 

more strongly associated with phenomena normally attributed to measurement mode effects than 

the other indicator of panel conditioning. The contribution of this study is to present evidence on the 

severity of panel conditioning effects when respondents are conditioned repeatedly with short time 

intervals, sometimes being asked the same question in consecutive months. The existing literature on 

panel conditioning (e.g., Cernat 2015; Sturgis et al. 2009; Wooden & Li 2014) mostly studied this 

source of measurement error in longitudinal studies, where the time between data collection waves 

is much longer. We can conclude that panel conditioning seems to play an important role in the 

stability of answers; researchers should pay extra attention if the same question is asked several times 

in a short period of time, which might prevent respondents from reporting naturally changed attitudes 

over time. 

In this study, we faced a number of limitations. Because we investigated measurement mode effects 

as changes in responses to the same questions from the same respondents over time, we had to 

control the effect of switching modes with the other sources of measurement errors specific to panel 

research. The reason for this is that, in this study design, all respondents were conditioned in at least 

one wave before providing the same or different answers in the next wave. The subsample used in 

this study therefore consisted of respondents who participated in at least two waves out of six for 

which we could find repeated items measuring political attitudes. Infrequent respondents were not 

included in the sample, which might have introduced some representation bias. Moreover, panel 

conditioning had to be controlled in the models in a slightly different way. We did not compare 

distributions of the selected response variables between those who answered the question for the 

first time and those who had been conditioned by being asked the same question in the past. With 

this study design, we instead controlled measurement mode effects with the effect of the 

extent/severity of panel conditioning. Also, we note that some respondents, who are panellists in Life 

in Australia™, regularly participate in other cross-sectional and/or nonprobability-based panel 

research. Unfortunately, we could not control for potential panel conditioning as a result of survey 

participation outside of Life in Australia™ research. One out of five different concepts related to 



 

222 
 

measurement bias – sensitivity – was investigated through item nonresponse and non-substantive 

answers. Because these concepts are associated with another source of measurement errors specific 

to panel research – panel fatigue – we included an indicator of panel fatigue in the models 

investigating factors affecting sensitivity. Last but not least, our findings might be less generalisable in 

fields outside political attitudes research, because all of the survey items used in this study were from 

ongoing political poll research. 

The contribution of this study is, first and foremost, in identifying certain measurement mode effects, 

such as recency or social desirability, as a result of panellists switching modes of data collection in 

online panel research. We also noted that switching modes might induce more measurement error 

due to satisficing and social desirability if the proportion of mode switchers was higher. Although 

measurement mode effects themselves do not seem to affect the accuracy of estimates in a very 

negative way, combining them with panel conditioning, as well as voluntary attrition and 

nonresponse, may lead to less accurate estimations. The future research on the accuracy of estimation 

of attitudinal changes over time in probability-based panels should, therefore, focus on studying 

concurrent sources of survey errors specific to online panels and their effects on accuracy. 
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Chapter 9 Comparing and improving the accuracy of nonprobability 

sample surveys 

9.1 Introduction 

It has become increasingly evident that traditional surveys are becoming less responsive to measuring 

and understanding emerging and complex social issues. Traditional surveys often fail to accurately 

measure individual behavior, attitudes and perceptions on issues such as migration and fertility 

(Tourangeau et al. 2014). Recent notable failures of polls to predict the outcomes of referenda and 

elections have shown that the way in which data are collected from the population must be responsive 

to people’s dynamic lifestyles, choices and attitudes. The widespread availability of and access to the 

internet and social media leads to a quick diffusion of ideas that may rapidly shift social attitudes 

and behaviors.  

While we are currently witnessing a period of great social unrest, traditional survey methods are 

proving to be inadequate for capturing new-to-emerge, quick-to-change social events. This means 

sociologists and demographers are often struggling to catch up with trends identified in more nimble 

fields (e.g., psychology or journalism). Fortunately, the internet has ushered in new web-based 

methods that have been widely utilized in other fields (e.g., political science or market research). Web-

based surveys are advantageous given their convenience, quick turn-around times, and relatively low 

respondent costs. Additionally, they allow tests for consistency and reliability to be performed in a 

timelier manner than telephone and interviewer administered surveys.  

The main difference between traditional surveys and online surveys is that traditional surveys use 

probability sampling, which means that there is a random selection of survey participants based on 

established statistical and survey methods, whereas online surveys are nonprobability-based and rely 

on individuals self-selecting to participate in surveys. This respondent self-selection has been the main 

cause for concern, rendering the usual survey sampling theoretical approaches inapplicable and 

leading to issues about biases, lack of generalizability and causal inference (Baker et al. 2013; Elliott & 

Valliant 2017; Mercer et al. 2018). Furthermore, the absence of an underlying statistical theory limits 

the use and acceptability of nonprobability surveys for a number of reasons.  

Firstly, respondents are not selected based on probability sampling. Even though they may be 

‘randomly’ selected, it is often not possible to work out their chance of being selected into the survey. 

This means that certain people who regularly fill out such surveys skew the data, thus skewing the 

results. If these respondents tend to be “distinct” in particular ways, then the results from 

nonprobability online surveys are not generalizable to the general population. This leads to the second 
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limitation whereby online survey respondents have been found to have different characteristics and 

behaviors to respondents from more traditional surveys (i.e., internet access tends to be positively 

associated with income and education and negatively associated with age). In many instances 

empirical testing confirms that survey administration by computer leads to higher reports of socially 

undesirable behavior than interviewer administration (Dillman et al. 2009; Kaplowitz et al. 2004). 

While this is associated with measurement mode effect in mixed-mode surveys, it can lead to more 

accurate reporting in online-only surveys. Additionally, computer-administered surveys generally have 

higher levels of (item) nonresponse due to their questionnaire design (Couper 2000), while on average 

yielding 12% lower response rates than other modes (Daikeler et al. 2020), which has potential to 

introduce more nonresponse bias. Thirdly, there is no sampling frame for the internet. While virtually 

all internet users have an email address there is no list comprising all of these email addresses that 

could be used to draw a random sample. Individuals also tend to have several email addresses, or may 

share a single address with family members, and addresses may fall into disuse without being 

deactivated. Fourthly, the internet does not have universal coverage: in Australia, between 12% 

(Datareportal 2020) and 14% of the population (Australian Bureau of Statistics 2018a) has no access 

to the internet and this lack of access is concentrated amongst those of older age, rural location, 

Indigenous ethnicity, and lower education levels: groups which are increasingly important to 

policymakers, hence limiting the utility of internet-based surveys. In the United States (US) context, 

certain socio-demographic groups are less likely to have access to the internet (noncoverage bias), 

which can be of greater concern than nonresponse bias among those groups (Couper et al. 2007; 

Couper et al. 2018). Collectively, these limitations mean that the data collected online are less reliable 

than those gathered by traditional survey methods, and may not accurately represent trends in the 

general population. However, online nonprobability surveys are significantly less expensive, more 

flexible, quickly implemented and easier to complete than traditional surveys. As governments are 

increasingly being asked to solve complex and urgent social problems with limited budgets, robust 

statistical tools for analyzing online data are vital. These perceived advantages have to be weighed 

against the fact that there is self-selection of respondents, who often receive incentives, which 

renders design-based methods of survey inference inapplicable and raises concerns about the 

potential for biased results (Baker et al. 2013; Mercer et al. 2017). 

Our research aims are three-fold. Firstly, we evaluate and quantify the differences in survey estimates 

obtained from the same survey administered through a probabilistic sampling framework in contrast 

with those from a non-probabilistic framework. Secondly, we examine the representativeness of the 

various survey estimates against three categories of benchmark variables: primary demographics 

(such as age and gender); secondary demographics (such as citizenship and employment status); and 



 

227 
 

non-demographics (such as alcohol consumption and life satisfaction). Finally, we compare and 

contrast the performance of different post-survey adjustment methods on reducing bias in 

nonprobability-based surveys (such as raking or matching methods). 

9.2 Background and literature review 

The textbook definition of a probability sample is one in which every unit in the population of interest 

has a known, non-zero, chance of being selected for the sample through a random process. Differently 

stated, these selection probabilities ensure that every unit in the population has a unique chance of 

being selected into the sample. This randomisation is a key design attribute of probability sampling, 

and enables the calculation of standard errors, confidence intervals, and making generalized 

inferences regarding the target population of interest from the sample. However, while most 

(probability) surveys have known selection probabilities, whether people respond cannot be 

controlled for, in spite of all the best efforts of survey practitioners, and ultimately it is sample 

inclusion not selection that matters (Rivers 2013). Trends of high nonresponse rates with a large 

proportion of probability-based surveys reporting response rates of under 10% (Kennedy & Hartig 

2019), and the associated nonresponse biases may lead to flawed results and problems in statistical 

inference (Baker et al. 2010; Baker et al. 2013). However, the fact that the selection probabilities for 

a sample are unknown does not imply that they cannot be estimated or adjusted for in a 

nonprobability sample, just as adjustments are used in probability-based surveys to compensate for 

issues around coverage and response (Rivers 2013).  

9.2.1 Accuracy of nonprobability samples 

Just as there is a whole spectrum of surveys that purport to be probability-based, there is a whole 

gamut of online nonprobability-based surveys, from the opt-in click-through unsolicited surveys which 

are advertised on websites, to more structured recruitment of a panel of respondents who receive 

incentives for participation in surveys. For the former nonprobability surveys, as a result of the 

idiosyncratic designs which make it difficult to work out the rates of contact, response, and 

(non)coverage it is almost impossible to make reasonable statistical inferences from data obtained in 

this manner (Rivers 2013). However, in the latter the characteristics of the sample of those recruited 

may closely resemble the population being studied and identifying the conditions under which valid 

statistical inferences can be made using the realized sample is important (Mercer et al. 2017). This 

selection bias – which is the systematic differences between a statistical estimate and the true 

population parameter – can be controlled for using a number of different approaches, underpinned 

by an existing framework based on causal inference used in numerous fields such as epidemiology, 

political science and economics (Heckman 1979; Hug 2003; Rothman et al. 2008). 
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Using notation from Elliott and Valliant (2017) and Valliant (2020), we define s as the sample selected 

to participate in a survey using a nonprobability recruitment strategy (for instance using an opt-in 

panel). Our problem is to make inferences about s to the full population U. We assume, (i) every unit 

in the population has some probability of being included in the sample, and (ii) there is a structural 

model based on the observed sample which can be used to describe the variables we are interested 

in measuring. Under (i) and (ii) we can correct for any noncoverage (or selection bias) through 

reweighting schemes (such as poststratification or raking or other regression-based methods) for 

accurate statistical inference. More importantly, Valliant (2020) and Elliott and Valliant (2017) showed 

that conditions (i) and (ii) are not necessary and sufficient, meaning that you do not need both 

conditions to hold. This implies these reweighting or matching schemes can be used to (a) estimate 

the probability of response and (b) calibrate to known benchmark population totals, to correct for any 

selection biases in the estimates derived from nonprobability sample surveys (Matei 2018). We 

distinguish between matching approaches which are non-parametric methods of controlling for any 

confounding effects in the observed data, and reweighting approaches which adjust the observed 

sample according to a specified set of control variables through statistical procedures. However, the 

key goal of both approaches is to ensure that there is no (or little) bias in the observed data, meaning 

that the empirical distribution of the observed data is similar to the population (Baker et al. 2013; 

Elliott & Valliant 2017; Mercer et al. 2017; Mercer et al. 2018; Valliant 2020). 

9.2.2 Post-survey adjustments in nonprobability samples 

The problem facing nonprobability samples is related to the distorted representation of observed data 

as a consequence of the way in which the decisions by the survey practitioner or the respondents 

influence how they are selected into the sample. Note that this problem of selection bias arises also 

in probability samples that do not have simple random sampling of the underlying population since 

no matter how big the sample size, a sample not selected using simple random sampling produces a 

realization of the population distribution that does not accurately describe the true population 

distribution (Cornesse et al. 2020; Elliott & Valliant 2017). In fact, post-survey adjustments which 

correct for the unequal probabilities of selection are common in most probability surveys: virtually no 

probability sample uses simple random sampling. As such, in both probability and nonprobability 

samples, the objective for inference is to ensure that the composition of the sampled units with 

respect to the observed characteristics either matches or can be adjusted to match the population of 

interest. For that matter, in nonprobability samples, analytical steps are often carried out, post-survey, 

in order to account for any differences (perceived or otherwise) between the observed sample, and 

the true population distribution. These post-survey adjustments have the dual purpose of reducing 
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the bias and producing more accurate population estimates (Elliott & Valliant 2017; Mercer 

et al. 2017).  

There are a number approaches which have been proposed to improve accuracy and inference for 

data collected under a nonprobability sample. These approaches basically are predicated from the 

issues facing probability samples caused by differences in response and coverage of surveys. To cope 

with these issues, statistical adjustments typically correct for any systematic biases. Many of these 

approaches have been adapted to cope with systematic biases in nonprobability samples (Cornesse 

et al. 2020; Elliott 2009; Rivers 2007). 

This study compares six primary methods of reweighting and matching survey data: raking, 

generalized regression estimation (GREG), propensity score weighting (PSW), multilevel regression 

and poststratification (MRP), Mahalanobis distance matching (MDM) and coarsened exact 

matching (CEM). 

Reweighting methods directly adjust the sample distribution to the target population distribution, to 

achieve the desired sample composition in the presence of nonresponse and/or other factors. On the 

other hand, matching attempts to create a balanced nonprobability sample which closely resembles 

the characteristics of a probability sample from the ‘true’ population (when compared with a selected 

array of auxiliary (often non-demographic) characteristics) (Bethlehem 2016; Cornesse et al. 2020). In 

order to ascertain the performance of the different approaches, we evaluate how closely the final 

adjusted model estimates compare to the population characteristics, and thereby provide an 

assessment of the accuracy of the nonprobability samples. Through contrasting the results before and 

after adjustment, we are also able to quantify the improvement of the various adjustment processes. 

The majority of studies that have empirically evaluated how nonprobability surveys compare with 

probability samples have reiterated the importance of the availability of population benchmark 

information and how this is related with the accuracy the nonprobability samples (MacInnis et al. 

2018; Pennay et al. 2018). Our objective in this study is to determine which post-adjustment approach 

fares best, and we achieve this through trialling out different scenarios that vary in regards to the 

availability of external data for good quality benchmarking (described in Section 9.2.4). 

9.2.2.1 Raking  

For most surveys, the most common method for weighting is raking, also known as iterative 

proportional fitting. Here, the usual way is to start off with a set of variables where the population 

distribution is known, the sample is then divided into mutually exclusive cells and then repeatedly 

adjust the weights for each individual within each cell until the sample distribution is perfectly aligned 

with the population distribution (for the selected set of variables). Raking is simple to implement since 



 

230 
 

it relies only on knowing the marginal distributions of the selected variables, and there is evidence 

that the utility of a large set of variables diminishes, implying that in most cases using key demographic 

and socio-economic variables is often sufficient to reduce the selection bias (Kalton & Flores-

Cervantes 2003).  

9.2.2.2 Generalized regression estimation (GREG) 

Generalized regression estimation (GREG) is a calibration approach where the sampling weights are 

adjusted to make certain the survey estimators match to the set of known population totals 

(benchmarks). In contrast to raking which repeatedly reweights the sample to the marginal 

distributions of the known population totals, the GREG estimator is based on the minimizing the 

distance measure between the sample and the benchmark information and it is supposedly more 

efficient and provides more accurate population estimates (Deville & Särndal 1992). While this is more 

efficient, the GREG estimator becomes less precise the larger the number of benchmarks since there 

is more volatility introduced into the cross-classified information (and in these instances, simple raking 

to the marginal estimates might be better (Deville et al. 1993)). To compensate for this, the GREG 

estimation is performed for fewer benchmarks (for our situation we use the primary and secondary 

demographic information). 

9.2.2.3 Propensity score weighting (PSW) 

In the simplest version of probability-based sampling, survey respondents are assumed to have a non-

zero chance of being included in the sample (referred to as the sample selection probability), and 

weighting each sample individual by the inverse of its sample selection probability removes any 

selection bias (Cochran 1977). This weighting corrects for having different types of people over- or 

under-represented in the sample when compared to the population. When data are collected through 

a nonprobability-based sample, we can use the same ideas. But here the difference is that for a 

nonprobability-based sample, the selection probabilities cannot be easily computed, and in most 

cases are not known. However, the fact that selection probabilities from a nonprobability sample are 

unknown does not mean that they cannot be estimated (Rivers 2013). In PSW, the technique here is 

to first create a synthetic population, which is assumed to “represent” the full target population, or to 

use external high-quality data representative of the population. Second, pseudo-inclusion 

probabilities are estimated which leads to a probability-based (or synthetic) reference sample which 

is combined with the nonprobability sample. The pseudo-inclusion probabilities for the nonprobability 

cases can subsequently be estimated using binary (i.e., probit or logistic) regression modeling 

(Schonlau & Couper 2017; Valliant 2020). Like in calibration (raking), PSW is efficient in bias reduction 
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if the weighting variables and the propensity of response in the nonprobability sample are (strongly) 

associated with outcome variables (Rosenbaum & Rubin 1983; Valliant & Dever 2011). 

9.2.2.4 Multilevel regression and poststratification (MRP) 

The MRP approach (Gelman 2007; Gelman & Little 1997) is based on assuming the existence of a 

super-population model which can be fitted to the analytic survey variables and can be used to project 

the observed sample to the full population. The key assumption here is that sampled and nonsampled 

data are driven by an underlying model and this model can be revealed by analyzing the sample 

responses. In the presence of nonresponse, this model also specifies the relationship between the 

observed units and the unobserved data (Brick 2013). As this (model-based) approach relies on the 

existence of a model that truly represents the population based on the observed sample, different 

realizations of the observed sample can lead to different models, and as such it can appear to be less 

flexible than the pseudo-random approach (in PSW) which produces a unique set of pseudo-inclusion 

probabilities (Valliant 2020). For MRP we begin by creating a set of post-strata through cross-

tabulating the set of survey covariate predictors, based on the model parameters. The estimated 

(nonprobability) proportion in each post-strata, is given by relative size in each post-strata multiplied 

by the estimated mean value. This mean value can be estimated by fitting mixed effects (multilevel) 

model which smooth the noisy estimates in the post-strata with fewer data through borrowing 

strength from the overall or nearby information. This has the effect of correcting the model estimates 

for any differences between the sample population (here the opt-in panel) and the target population. 

In political science, this approach is useful in obtaining state-level predictions based on relatively small 

national samples (for example, Bon et al. 2019; Park et al. 2004; Park et al. 2006; Wang et al. 2015). 

Poststratification requires knowledge of the joint distribution of the poststratification variables in the 

target population, while other reweighting methods (such as GREG and raking) require only the 

knowledge of the marginal distribution of the adjustment variables (Deville & Särndal 1992). 

9.2.2.5 Mahalanobis distance matching (MDM) 

The idea of matching is similar to PSW or poststratification, and the objective is to create groups 

containing one or more observations from both the reference sample and the nonprobability sample 

that are similar on a set of auxiliary variables believed to be associated with the probability of 

selection. Weights can be added to adjust the distribution of the nonprobability sample to the 

reference sample. There is one critical difference between PSW or poststratification with matching, 

and it is that observations that are unmatched are often discarded from the matched dataset. This 

can lead to invalid inferences due to the loss of information from those unmatched data (Mercer et al. 

2017). To mitigate against this, most matching packages now automatically identify those 



 

232 
 

observations in the reference sample for which there are no counterparts in the nonprobability 

sample (Ho et al. 2011; Stuart 2010).  

In MDM, we measure the distance between a pair of observations, 𝑦𝑖  and 𝑦𝑗, with the Mahalonobis 

distance calculated as presented in Equation 9.1: 

𝑀(𝑦𝑖, 𝑦𝑗) = √(𝑦𝑖 − 𝑦𝑗)
𝑇

𝑆−1(𝑦𝑖 − 𝑦𝑗)   (9.1) 

where 𝑆 is the sample covariance matrix of y. Two observations are matched if they have the minimum 

distance out of a set of pairs, and the simplest way of doing this is through nearest neighbour 

matching, where the set of nonprobability sample units are sequentially matched to the nearest 

reference sample unit based on the minimum (Mahalonobis) distance. Since the population of 

possible match-pairs exponentially increases as the nonprobability sample size increases, usually some 

procedure is used to remove pairs that are unreasonably distant through defining calipers which are 

chosen cut-offs for which the maximum distance is allowed (Stuart & Rubin 2008).  

9.2.2.6 Coarsened exact matching (MDM) 

Coarsened exact matching (CEM) is similar to the MDM, but the key difference is that calipers (cut-

offs) are not required to remove unreasonably bad matches (Iacus et al. 2011). First, each variable is 

coarsened (recategorized into fewer groups, for instance 10-year age groups instead of 5-year groups 

are used), and second, units with the same values of the coarsened variables are placed in a single 

stratum, and finally within each stratum, the units in the nonprobability sample are weighted to be 

equal to the number of units in the reference sample. Strata without at least a single nonprobability 

sample or reference sample unit, are given a zero weight which effectively prunes them from the 

dataset. After matching, the coarsening is reversed which results in a final analytic (matched sample) 

comprised of both the uncoarsened values of the stratification variables and the unpruned units and 

as such the inference is generally improved because it achieves a better balance between the 

empirical distributions of reference sample and the nonprobability sample (Iacus et al. 2009; 

Stuart 2010). 

9.2.3 Measures of survey quality – Total Survey Error framework 

Assessing quality in surveys requires an objective standard to which the survey estimates can be 

compared. However, measures of quality have predominantly developed for application to 

probability-based surveys, and as such cannot be used for nonprobability surveys due to the violation 

of three key assumptions. First, the sampling frame does not cover the whole population in its entirety. 

Second, not every sample unit has a unique non-zero probability of selection. Third, and relatedly, it 
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is not straightforward to calculate this probability of selection. The fundamental problem of 

nonprobability surveys is that the internet does not have a comprehensive sampling frame which 

means that there is no way to randomly draw a sample for which everyone has a positive chance of 

being selected. Therefore, to model and make inferences from the data obtained through 

nonprobability when compared with probability surveys, we will use the Total Survey Error framework 

(Groves et al. 2009; also see Biemer 2010; Groves & Lyberg 2010). The Total Survey Error framework 

has been developed to provide a comprehensive overview of all possible sources of sampling and non-

sampling errors and give a systematic measure of survey quality that encompasses not just accuracy 

but also bias. The Total Survey Error paradigm attempts to account for, and assess, many sources of 

error that arise through the survey process. We primarily use information from the Australian 

quinquennial Census as benchmarks since censuses offer universal coverage of the population by 

definition. However, for some instances we will use administrative record data and information drawn 

from large government surveys. Benchmarks are often not available for questions on attitudes and 

behaviors not studied by the government in a complete enumeration of the population, and as a result 

we use these measures as characteristics of interest for inference. Under the Total Survey Error 

perspective, a survey error is defined as the deviation of the survey response from its true underlying 

value (i.e., the population benchmark). This error can occur through bias or variance, where the bias 

term captures the systematic (selection) errors that are shared by nonprobability samples. The 

variance term captures the sampling variation and accounts for the variation due to the differences in 

survey protocols, statistical modeling or weighting adjustments. Through adopting this framework, we 

can ensure that the analysis does not conflate selection bias and non-sampling errors (Shirani-Mehr 

et al. 2018).  

9.2.4 Scope of this study 

Following from Mercer et al. (2017), we use the general framework which emphasizes the 

characteristics of the realized sample (regardless of how it was generated), and therefore correct for 

any self-selection bias in survey inference (Groves 2006; Keiding & Louis 2016; Little & Rubin 2002). 

The authors identify three components that determine whether or not the presence of self-selection 

ultimately leads to biased survey estimates. These are 

(1) Exchangeability – for all sampled units, are all confounding variables known and measured? 

(2) Positivity – does the sample contain the full spectrum of differences in the target population, 

or does it systematically miss particular segments of the population? 

(3) Composition – with regard to the confounding variables, do the sample and population 

distributions match, and if not, can they be adjusted to match?  
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These components of self-selection bias are not fundamentally different for nonprobability samples, 

but what differs between probability and nonprobability samples are the underlying assumptions 

which lead to individuals becoming members of nonprobability samples (Kennedy et al. 2016; 

MacInnis et al. 2018; Pfeffermann et al. 2015). 

Notwithstanding, this framework can be useful in investigating if there is (a) improved inference of 

sample data from a nonprobability survey, and (b) through comparing different post-survey 

adjustment methods we can ascertain their suitability/performance under various conditions. There 

have been a number of authors – for instance, DiSogra et al. (2011), Baker et al. (2013), Mercer et al. 

(2017), Mercer et al. (2018), and Valliant (2020) – who have undertaken similar research into the 

performance of different methods, and also discussed the requirements with respect to the external 

data sources for the various approaches.  

Therefore, we will primarily examine a range of survey estimates against three categories of 

population benchmarks: primary demographics (such as age and gender); secondary demographics 

(such as citizenship and employment status); and non-demographics (such as alcohol consumption 

and life satisfaction). We will investigate the performance of different post-survey estimates under 

four realistic scenarios (which differ in the availability of external/auxiliary data, see Table 9.1 for more 

information): 

• Scenario 1 – availability of census aggregated statistics and nonprobability-based data 

including primary demographics only 

• Scenario 2 – availability of census aggregated statistics and nonprobability-based data 

including both primary and secondary demographics 

• Scenario 3 – availability of census aggregated statistics, one other representative source of 

non-demographic benchmarks (i.e., a large national survey) and nonprobability-based data 

with matching non-demographic survey items 

• Scenario 4 – availability of census aggregated statistics, a smaller scale probability-based 

survey data60, and nonprobability-based data with matching non-demographic survey items. 

  

 
60 The difference between Scenarios 3 and 4 is the type and the source of auxiliary survey data available for post-survey 
adjustment. Under Scenario 3, we have access to a large-scale nationally representative survey (large sample, e.g., 20,000+, 
with higher accuracy), e.g., National Drug Strategy Household Survey. Under Scenario 4, we can use a smaller probability-
based sample (e.g., n=600), but with an ability to collect tailor-made data including key covariates which could help mitigate 
bias after matching or propensity scoring weighting (e.g., ‘webographic’ variables). Under this scenario, data collectors 
attempting to improve the accuracy of their nonprobability samples could conduct a smaller-scale probability-based survey 
(e.g., a probability-based sample from Online Panels Benchmarking Study to improve inference in opt-in panel samples). 



 

235 
 

Table 9.1: Post-survey adjustment scenarios (based on auxiliary data availability)  

Scenario 

Covariates available in  

nonprobability data 

(and are matching in probability data) 

Probability  

data source 

Type of probability data 

used in post-survey 

adjustment 

Scenario 1 Primary demographics Population census 
Aggregated/ 

tabular data 

Scenario 2 Primary and secondary demographics Population census 
Aggregated/ 

tabular data 

Scenario 3 

Primary demographics, secondary 

demographics and non-demographics 

(e.g., health-related covariates) 

Population census,  

large national survey 

(e.g., on health) 

Microdata/ 

unit record files 

Scenario 4 

Primary demographics,  

non-demographics 

(e.g., ‘webographics’) 

Population census,  

smaller-scale non-

government survey 

Microdata/ 

unit record files 

The compulsory nature of official statistics in Australia means that general social surveys achieve 

relatively high response rates – for instance, the Australian Health Survey, which was used as a source 

of most of our non-demographic benchmarks, had a response rate of around 80% (Australian Bureau 

of Statistics 2018b). In contrast, similar health surveys in the US and United Kingdom (UK) achieve less 

than half that response (Harrison et al. 2020; Leeper 2019). This might be partly attributable to the 

fact that, under a parliamentary act, participation in official data collections is compulsory in Australia 

(not just for the census, as is the case in the UK or the US). As such the information available for 

primary and secondary demographic population-level benchmarks are measured to a high degree of 

accuracy. This is one advantage our study has over similar studies conducted in other countries. 

This study will address the following research question: How accurate are nonprobability online 

samples in comparison to probability samples and to what extent can inference be improved by using 

post-survey adjustment methods under different scenarios? 

9.3 Methods 

9.3.1 Data 

9.3.1.1 Original Online Panel Benchmarking Study (2015 OPBS)  

In 2016-17, around the time the 2015 OPBS was carried out, 86% of Australian households could 

access the internet at home – this figure was up from 56% in 2004-05 (Australian Bureau of Statistics 

2018a). The offshoot of this is that the volume of survey research conducted online has exponentially 

increased, leading to a rapid proliferation of nonprobability online surveys. Unfortunately, this has not 

been accompanied by a clearer understanding of the issues pertaining to inference from such surveys. 
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To inform the debate in Australia, the 2015 Online Panels Benchmarking Study (OPBS) was designed. 

The 2015 OPBS administered the same questionnaire to eight samples, made up of three probability 

samples and five nonprobability samples collected from volunteer/access/opt-in online panels. For 

two of the probability-based samples, a dual-frame telephone sampling methodology was employed, 

while the third used an address-based sampling frame. Each sample aimed to achieve approximately 

six hundred completed interviews (Pennay et al. 2018). The design was similar to the US study by 

Yeager et al. (2011) which compared the accuracy of seven online samples and two probability 

samples. 

9.3.1.2 Life in Australia™ – probability-based online panel: OPBS Replication (2017 OPBS) 

Life in Australia™ is a probability-based internet panel for the Australian general adult population. 

Panellists are recruited via their landline or mobile phones to take part in incentivized monthly 

surveys. Participants receive a small reward to join the panel, and receive payments of $10-$15 for 

each survey they complete (with an option to donate to charity). Since the recruitment of panellists 

was through probability-based dual-frame sampling, the results from the surveys are generalizable to 

the Australian population (Kaczmirek et al. 2019), which means that sampling errors and confidences 

intervals can be derived. The recruitment was completed in December 2016, and the final sample 

obtained was 3,322 panellists. The overall recruitment rate as a product of recruitment and profile 

rates was 15.5% (Kaczmirek et al. 2019). 

In January-February 2017, all active Life in Australia™ panellists were asked to participate in the 

replication of the OPBS; the Social Research Centre administered the same questionnaire used for the 

original 2015 OPBS. This was the second wave of Life in Australia™. To take into account the population 

with no access to the internet, the study also contacted panel members who happened to be offline 

(roughly 450 members). The completion rate was 78%, and 2,580 total interviews were achieved from 

panellists. We refer to this as the Online Panel Benchmarking Study Replication (2017 OPBS). Table 

9.2 provides a description of the two datasets used in the study. 
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Table 9.2: Data files used 

Title of the study Sampling 

Data 

collection 

period 

Mode of data 

collection 

Total 

sample 

size 

Data DOI 

Online Panels Benchmarking 

Study (2015 OPBS) (Pennay et 

al. 2016) 

Probability and 

nonprobability 
June 2015 

Online, 

telephone, postal 
n=4,757 10.4225/87/FSOYQI 

Online Panels Benchmarking 

Study Replication (2017 OPBS) 

(Life in Australia™ Wave 2) 

(Pennay & Neiger 2020) 

Probability 

January-

February 

2017 

Online, 

telephone 
n=2,580 10.26193/YF8AF1 

9.3.2 Population, sampling and samples 

Both the 2015 and 2017 OPBS surveys collected information from an in-scope population of all 

Australians aged 18 years and over. The studies were carefully designed to assess accuracy of 

nonprobability online panel samples relative to probability-based surveys using different probabilistic 

sampling methodology through using the same data collection instrument to provide data on the 

demographic, social characteristics and wellbeing of people in Australia (Kaczmirek et al. 2019; Pennay 

et al. 2018).  

The OPBS 2015 study data comprised three probability-based samples: (i) an address-based sampling 

(A-BS) survey with Geocoded National Address File (G-NAF) as a sampling frame, (ii) a standalone dual-

frame Random Digit Dialing (RDD) survey sample, and (iii) a RDD end-of-survey recruitment sample, 

also known as ‘piggybacking’ survey sample (Tourangeau & Smith 1985).  

For the purpose of the 2015 OPBS study, five nonprobability online panels collected data from about 

600 of their panellists each. We will analyze accuracy of the whole nonprobability sample combined61 

(n=3,058) and for two purposely selected nonprobability samples, the most and the least accurate. 

The OPBS Replication 2017 survey comprised of one probability-based mixed-mode (online, 

telephone) sample with a cumulative response rate as a product of overall recruitment and survey 

completion rates of 12.2%. Generally speaking, there were notable differences in response between 

the subsamples listed in Table 9.3, which might result in different levels of nonresponse error. The 

hope is that we can mitigate against this in our analysis through effective post-survey 

adjustment procedures. 

 
61 Combining data from several volunteer panels can increase their overall accuracy (Cornesse et al. 2020) and can be thus 
considered a solution to mitigate representation bias in nonprobability surveys, and is as such a subject of this study. We 
were particularly interested in the effectiveness of post-survey adjustment on combined data from different nonprobability 
sources, in comparison to individual opt-in panel samples. 



 

238 
 

Table 9.3: Studies and subsamples analyzed 

Study Subsample Response rate n 

Online Panels Benchmarking 
Study (2015 OPBS) 

Address-based sampling  26.2% 538 

Standalone RDD (dual-frame) 14.7% 600  

RDD “piggybacking” (dual-frame) 9.8%  560 

5 volunteer panel samples* 2.6%-15.4%** 3,058 

Online Panels Benchmarking 

Study Replication (2017 OPBS)  
Life in Australia™ Wave 2 

recruitment: 15.5%, survey 
completion 78.6% 

2,580 

*Besides the combined nonprobability sample, we will analyze data separately for the most accurate panel (Panel 3, n=601) 
and the least accurate panel (Panel 1, n=601) (based on the results from Kaczmirek et al. 2019, p. 25). We will not analyze 
data for all 5 nonprobability panels separately due to space constraints. However, through comparing the best and worst 
performing nonprobability panel, we can get an indication of the variation in the bias and accuracy of different panel 
providers. **For nonprobability samples, response rates cannot be calculated and sample yield is reported instead (Pennay 
et al. 2018). 

9.3.3 Benchmarks 

To replicate benchmarking analysis from Pennay et al. (2018) and Kaczmirek et al. (2019), we will use 

the same benchmarks but from updated data sources collected closer in time to 2015 OPBS and 2017 

OPBS studies. The sources of benchmarks are listed in Table 9.4. As mentioned previously, census data 

from the Australian Census 2016, electoral registration information from the Australian Electoral 

Commission, and social and health characteristics from the government funded surveys are 

considered as the best quality sources of nationally representative benchmarks in Australia with the 

highest validity. Benchmarks will be divided into primary, secondary demographics and substantive 

items (see Pennay et al. 2018). Table 9.4 provides a description of the benchmarks used in the study. 
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Table 9.4: Benchmarking data sources and nationally representative benchmarks 

Study 
Data collection 
mode 

Sample size 
Benchmarks  
aprimary demographics, bsecondary demographics, 
csubstantive items (non-demographics) 

Australian Census 2016 
self-administered 
online, F2F 

N=23,401,892 
persons 

Age (in categories) a 
Gendera 
Statea  
Residence in state capital citya 
Country of birtha 
Australian citizenshipb 

Employment statusb 

Home ownershipb 

Indigenous statusb 

Language other than Englishb  
Living at last address 5 years agob 

Most disadvantaged quintile for area-based socio-
economic scoreb 

Resident of a major cityb 

Voluntary workb 

National Drug Strategy 
Household Survey 
(NDSHS) 2016 

self-administered 
paper-based or 
online, CATI 

n=23,749 persons 
Household statusb 

Daily smokerc 

Alcoholic drink of any kind in the past 12 monthsc 

National Health Survey  
2014-15 

F2F n=19,259 persons 

Psychological distress (Kessler 6)c 

General healthc 

Private health insurancec 

Wage and salary incomeb 

General Social Survey 
2014 

F2F n= 12,932 persons Life satisfactionc  

Australian Electoral 
Commission (2015) 

administrative data 
N=16,405,465 
persons 

Enrolled to voteb 

F2F– face-to-face; CATI – Computer-assisted telephone interviewing 

9.3.4 Data analysis 

9.3.4.1 Benchmarking analysis 

To carry out our benchmark analysis, we need to balance against variance and bias in the final 

estimates. There are a wide variety of measures estimating the bias, such as the number of statistically 

significant differences from the benchmarks, the average absolute error (AAE) (including measures of 

uncertainty of the AAE, such as the standard deviation of the AAE or the range and ranking) (see 

Dutwin & Buskirk 2017; MacInnis et al. 2018; Yeager et al. 2011). To provide a measure of the variance, 

we compute the mean squared error. The mean square error is a function of both the bias and the 

variance, and as such it is a good measure of the overall accuracy of the different approaches. It is 

usual practice to take the square root of the mean square error (RMSE) to mitigate against the undue 

influence of extreme values. The aim of the study is to find the approach which is robust under the 

different scenarios. As such we present results using the AAE and RMSE to give an absolute measure 

of the error and the variability measure of the error, respectively. 

The AAE was used by Yeager et al. (2011) to compare impact of different weighting approaches for 

probability and nonprobability surveys in the US. The same measure was used by Pennay et al. (2018) 

and Kaczmirek et al. (2019), who replicated the study design in Yeager et al. (2011) for Australia.  
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Our study follows all three of these previous studies, and the AAE is calculated as presented in 

Equation 9.2: 

𝐴𝐴𝐸 = ∑
|𝑦�̂�−𝑦𝑗|

𝑘

𝑘
𝑗=1   (9.2) 

where 𝑦�̂� is the j-th estimate (of a survey item) and 𝑦𝑗  is the value for a corresponding 

(population) benchmark. 

And similarly, the RMSE is computed as presented in Equation 9.3: 

𝑅𝑀𝑆𝐸 = √∑ (𝑦�̂�−𝑦𝑗)
2𝑘

𝑗=1

𝑘
  (9.3) 

where k is the number of benchmarks, 𝑦�̂� is again the j-th estimate from either OPBS surveys, and 𝑦𝑗  

is the value for a corresponding benchmark. 

To explore the generalizability of these findings, we calculate AAE and RMSE for 12 secondary 

demographics, 6 substantive items, and all 18 survey items with corresponding benchmarks 

combined. Most probability and nonprobability surveys apply adjustment for primary benchmarks as 

a standard approach, and for the majority of surveys the differences between the sample and 

population for primary benchmarks is expected to be minimal (Cornesse et al. 2020; Mercer et al. 

2017). Therefore, we focus our analysis for the secondary demographics and substantive items, and 

explore the bias and variability relative to the different nationally representative (secondary and 

substantive) benchmarks.  

The analysis was facilitated by the statistical coding environment and language R (R Core Team 2020) 

to carry out all data processing, post-survey adjustments, imputation of missing values62 and 

benchmarking analyses. Besides R base or stats packages, the following packages were used: Hmisc 

(Harrell et al. 2020), missForest (Stekhoven 2013), fastDummies (Kaplan 2020), anesrake (Pasek 2018), 

sjstats (Lüdecke, D. 2020), questionr (Barnier et al. 2020), MatchingFrontier (King et al. 2015), and cem 

(Iacus et al. 2020). 

9.3.4.2 Post-survey adjustment approaches and parameters 

To improve inference in nonprobability samples, we will test a number of post-survey adjustment 

methods and techniques: 

 
62 For matching and calibration only, and not for estimation. 
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• raking63 

• generalized regression estimation (GREG) 

• multilevel regression and poststratification (MRP) 

• propensity score weighting (PSW) 

• Mahalanobis distance matching (MDM) 

• coarsened exact matching (CEM). 

For more information about each of these methods, see Subsection 9.2.2. Post-survey adjustment 

details are presented in Table 9.5. 

  

 
63 In probability samples, a two-stage process can be used for weighting, first calculating a design weight (for the unequal 
probability of sample members being selected) and second raking (to reduce possible nonresponse). As the same process 
cannot be used for weighting nonprobability samples, and as the findings on the accuracy of nonprobability samples would 
not change (see Kaczmirek et al. 2019), we used a consistent one-stage raking approach across all samples. 
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Table 9.5: Post-survey methods, items, and parameters 

Method Scenario Covariates 
Source of 
covariates 

Other post-survey 
adjustment characteristics 

Raking 

Scenario 1 Primary demographics(1) 

Australian Census 

2016 (Australian 

Bureau of Statistics 

2016) 

We applied weight trimming to 

ensure that the maximum weight 

after post-survey adjustment 

was 5. 

Scenario 2 

Primary demographics(1), secondary 

demographics (additional covariates 

with the largest absolute error) 

Australian Census 

2016 

Scenario 3 

Primary demographics1), all matching 

additional covariates from a large-scale 

survey 

Australian Census 

2016, National Drug 

Strategy Household 

Survey 2016 (Hewitt 

2017) 

GREG 

Scenario 1 Primary demographics(1) 
Australian Census 

2016 
 

Scenario 2 

Primary demographics(1), secondary 

demographics (additional covariates 

with the largest absolute error) 

Australian Census 

2016 
 

MRP Scenario 1 Primary demographics(1) 
Australian Census 

2016 
 

CEM 

Scenario 3 
All matching covariates from a large-

scale survey 

National Drug 

Strategy Household 

Survey 2016  
Pruning(3) of maximum 50% of all 

nonprobability sample units, later 

adjusted to match primary 

demographic(1) benchmarks Scenario 4 

Selected with dominance analysis(2) out 

of all available matching covariates 

(based on logit regression) 

OPBS 2017 

Replication sample 

(Pennay & Neiger 

2020) 

PSW Scenario 4 

All available matching covariates 

(excluding those with corresponding 

benchmarks) 

OPBS 2017 

Replication sample 

Adjusted to match primary 

demographic(1) benchmarks 

MDM Scenario 4 

All available matching covariates 

(excluding those with corresponding 

benchmarks) 

OPBS 2017 

Replication sample 

The same matched sample sizes 

as for CEM (Scenario 4), later 

adjusted to match primary 

demographic(1) benchmarks 

(1) Primary demographics were gender, age, state, capital city in state, education, country of birth and interaction 

effects between age and education, and state and capital city in state. 

(2) Dominance analysis is used to compare the relative importance of predictors in regression models by comparing R2 

or Pseudo R2 coefficient with different ranges of selected predictors (Budescu 1993). In practice, with dominance 

analysis we can select the covariates which distinguish probability and nonprobability samples the most in a 

multivariate setting. 

(3) Removing those units from nonprobability data which cannot be matched with any unit from a probability sample. 

The literature explains that the selection of covariates should be based on the relationship with 

nonresponse and noncoverage while preserving validity of the sample by including core demographics 

like gender; in the case of calibration, we also have to have in mind that selecting too many covariates 
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can lead to significant variance inflation and inability for raking algorithm to converge (Battaglia et al. 

2009). In determining the optimal number of covariates (and their interactions), we used the Akaike 

Information Criteria (AIC) to select the minimum set of primary benchmarks, while maintaining the 

quality of poststratification information. 

In the case of CEM with Australian Census benchmarks and good quality probability and 

nonprobability data for benchmarking (i.e., under Scenario 4), selecting many categorical covariates 

with a number of categories would lead to a low number of positive matches and substantial severe 

pruning. Carrying out dominance analysis (see Budescu 1993) will help us choose a limited number of 

predictors which explain the differences between probability and nonprobability samples best, and 

could be as such suitable covariates for post-survey adjustments. Based on the results of logistic 

regression (dependent variable data source: 0 – probability panel, 1 – nonprobability panels), we 

selected three predictors which distinguished the probability-based panel and nonprobability-based 

panels the most. This was done as the literature (e.g., Dutwin & Buskirk 2017) suggests using 

covariates that are associated with participation in nonprobability samples, in attempt to reduce 

errors associated with coverage (and to lesser extent nonresponse). In the end, we matched the data 

and had to prune almost 50% of all units from the combined nonprobability-based sample. We then 

used the nonprobability sample only, raked it, calculated new weighted estimates and compared them 

to the benchmarks.  

To carry out MDM and PSW, we selected all matching covariates from the 2015 OPBS and 2017 OPBS, 

a total of 1764. Most of them were previously discussed in the literature as so-called ‘webographic’ 

variables65. For comparability purposes, we pruned the same portion of cases for MDM as for CEM. 

9.4 Results 

In this section, we will firstly present the results on the accuracy of nonprobability-based online panels 

before assessing different post-survey approaches to improving inference. We will update the results 

from Kaczmirek et al. (2019) by using the Australian Census 2016 benchmarks instead of Australian 

 
64 We acknowledge the fact that including other matching covariates (secondary demographics or non-demographic items 
with corresponding benchmarks) could help reduce more bias. However, we purposely excluded them to focus on other 
covariates from the data, including early adopter/openness to innovation items. 
65 Webographic variables are attitudinal or lifestyle variables accounting the difference between web survey participants and 
those who do not do surveys online (Baker et al. 2013). Different authors considered different questions as ‘webographic’ 
questions, such as: feeling alone, eagerness to learn new things, willingness to take chances, lifestyle questions (on travelling, 
participation in sports, reading a book), opinions on what is a violation of privacy, knowing a ‘lesbian, gay, bisexual, 
transgender, and queer or questioning’ (LGBTQ) person (Schonlau et al. 2007), early-adopter items (DiSogra et al. 2011; 
Dutwin & Buskirk 2017) or media use (Baker et al. 2013). On the other hand, Mercer et al. (2018) used political attitude 
variables in post-survey adjustments. In our study, besides early-adopter items, we also consider internet connection, access 
and use, and number of surveys completed as ‘webographic’ variables or, simpler, ‘webographics’. 
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Census 2011 primary and secondary demographics. Second, we will assess different post-survey 

methodology under different data/covariate access scenarios. 

9.4.1 Accuracy of nonprobability online panels 

The results in this section will provide updated evidence (for original results see Kaczmirek et al. 2019) 

regarding the accuracy of nonprobability online samples in comparison to probability samples. The 

identified difference in accuracy will represent a reference for assessment of effectiveness of post-

survey adjustments (see Section 9.4.2). 

Table 7.6 presents the results on the accuracy of OPBS 2015 and OPBS 2017 Replication surveys. The 

results confirm the findings from Pennay et al. (2018) and Kaczmirek et al. (2019) on the accuracy of 

nonprobability-based online panels in comparison to probability samples.  

First, nonprobability panel samples are similarly accurate in measuring secondary demographics as 

probability samples (AAE for nonprobability samples, raked: 4.7-5.4, AAE for probability samples: 4.2-

5.3). However, they are less accurate in measuring non-demographics than probability surveys (AAE 

for nonprobability samples, raked: 6.6-9.9, AAE for probability samples: 3.7-5.4). This is the bias we 

would particularly like to reduce with various post-survey adjustments. In addition, we introduced the 

RMSE measure as a variability measure, and the difference between probability and nonprobability 

surveys in estimating non-demographic concepts is even more apparent if looking at that measure of 

accuracy, largely because of nonprobability panels overestimating psychological distress. In fact, after 

removing psychological distress from the benchmarks, the RMSE for substantive items (raked data) 

reduces to 3.4 (Panel 3) and 5.1 (combined opt-in sample), which is more comparable to RMSE of 

probability samples excluding psychological distress item – between 2.9 (Standalone RDD) and 3.2 

(RDD piggybacking). 

Second, raking as a post-survey adjustment method improves the quality of estimates from probability 

surveys more effectively than for nonprobability-based online panels. For the nonprobability surveys, 

raking can even deteriorate estimates (e.g., AAE for substantive items for Panel 1: unweighted 9.2, 

raked 9.9).  

Third, both probability-based surveys and nonprobability online panels were more accurate in 

measuring socio-demographic characteristics than other concepts (substantive items), such as 

smoking and drinking habits, and especially psychological distress. 

In this study, we also looked at the accuracy of five opt-in panels combined, as the theory suggests 

that combining nonprobability samples can improve accuracy. Based on the results, we can argue that 



 

245 
 

the combined sample is more accurate than four out of five individual samples, and as accurate as the 

most accurate nonprobability-based online panel of all five. 

Our results differ from both those of Pennay et al. (2018) and Kaczmirek et al. (2019), although there 

are broad similarities. We conjecture that the reason for this is that our results use the most recent 

census results of the Australian population for benchmarking, and therefore are a closer match to 

observed trends and behaviors.  
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Table 9.6: Accuracy of nonprobability online panels in comparison to probability-based samples 

    
Least accurate 
nonprobability 

panel (1) (n=601) 

Most accurate 
nonprobability 

panel (3) (n=626) 

5 nonprobability 
panels combined 

(n=3,058) 

Life in Australia™ 
(n=2,580) 

A-BS (n=538) 
RDD piggybacking 

(n=560) 
Standalone RDD 

(n=601) 

Survey item 
Benchmark 

(%) 
UW 

Basic 
raking 

UW 
Basic 

raking 
UW 

Basic 
raking 

UW 
Basic 

raking 
UW 

Basic 
raking 

UW 
Basic 

raking 
UW 

Basic 
raking 

Australian citizen 87.1 5.9 3.2 6.0 3.9 5.3 3.0 4.5 0.4 7.3 4.3 5.2 0.9 3.9 -1.2 

Couple with dependent children 30.3 -3.5 -4.5 -3.3 -3.3 -2.5 -3.1 -6.7 -2.8 -9.3 -2.9 -6.9 -2.3 -7.5 -0.7 

Currently employed 61.6 -10.5 -11.5 -7.6 -7.9 -8.5 -9.7 0.2 4.7 -4.2 4.9 -1.1 7.7 -3.4 7.4 

Enrolled to vote 78.5 8.4 5.0 10.0 8.0 9.4 6.7 11.7 6.3 14.1 8.9 11.9 6.1 9.7 3.6 

Home ownership with a mortgage 28.8 3.0 1.5 5.1 4.9 3.5 2.5 1.3 1.9 3.5 9.9 4.8 7.8 2.1 5.2 

Not Indigenous 97.7 -0.2 -0.6 0.7 0.7 0.2 0.1 0.0 -0.4 0.3 0.5 0.3 0.3 0.1 -0.1 

Language other than English (speak only 
English) 

76.5 6.2 4.2 9.1 6.9 6.8 4.7 8.7 3.9 4.7 -0.4 10.5 3.4 7.7 3.1 

Living at last address 5 years ago 56.9 4.7 3.7 7.3 8.2 6.9 5.9 6.2 -1.1 12.2 0.2 10.6 3.1 12.7 5.4 

Most disadvantaged quintile for area-
based SES 

20.0 -3.2 -2.6 -5.6 -6.7 -5.4 -5.2 -7.3 -6.8 -5.5 -4.2 -8.2 -9.2 -5.0 -5.1 

Resident of a major city 66.8 9.2 6.4 1.3 2.1 4.9 3.4 2.9 4.0 5.9 7.5 2.3 4.1 2.3 2.8 

Voluntary work (none) 79.4 -6.9 -5.9 -8.3 -8.7 -7.9 -8.1 -20.7 -17.8 -18.6 -17.9 -19.2 -18.3 -21.2 -18.3 

Wage and salary income $1000–1249 pw 13.8 -6.4 -7.5 -4.0 -3.9 -4.0 -4.4 -1.5 -0.8 -0.4 1.3 -0.6 0.1 -0.6 0.7 

Consumed alcohol in last year 80.6  -1.1 -1.4 -3.3 -3.0 -2.6 -3.4 4.4 4.4 1.9 3.8 3.9 3.6 1.6 2.4 

Daily smoker 13.1  8.7 9.0 4.2 2.6 4.8 4.3 -3.0 -1.7 -4.0 -2.8 -0.6 2.0 -2.8 -0.4 

General health status (very good) 36.2 -2.9 -3.5 -3.6 -4.3 -2.6 -2.7 -2.6 -3.5 -1.8 -1.6 -2.4 -3.5 -5.6 -3.8 

Life satisfaction (8 out of 10) 32.6 -10.8 -11.1 -5.1 -3.7 -9.0 -9.0 0.1 -0.8 -2.5 -3.8 -1.4 -3.4 2.0 0.4 

Has private health insurance 57.1 -4.0 -7.1 -3.7 -3.1 -2.4 -3.7 9.2 4.2 10.2 3.2 8.1 3.0 8.5 4.6 

Psychological distress, Kessler 6 (low) 82.2 -27.7 -27.6 -22.9 -22.6 -24.5 -25.0 -13.6 -17.7 -6.1 -14.8 -6.6 -11.9 -8.2 -10.3 

AAE (combined)   6.9 6.5 6.2 5.8 6.2 5.8 5.8 4.6 6.3 5.2 5.8 5.0 5.8 4.2 

RMSE (combined)   9.0 8.8 7.8 7.5 8.0 7.8 7.9 6.8 7.9 7.0 7.6 6.7 7.7 6.0 

AAE (secondary demographics)   5.7 4.7 5.7 5.4 5.4 4.7 6.0 4.2 7.2 5.2 6.8 5.3 6.3 4.5 

RMSE (secondary demographics)   6.3 5.5 6.4 6.0 6.0 5.4 8.2 6.3 8.9 7.2 8.7 7.2 8.6 6.5 

AAE (substantive items)   9.2 9.9 7.1 6.6 7.6 8.0 5.5 5.4 4.4 5.0 3.8 4.6 4.8 3.7 

RMSE (substantive items)   12.8 13.1 10.0 9.7 11.0 11.2 7.1 7.8 5.3 6.7 4.7 5.6 5.6 5.0 

UW – unweighted results, Basic raking (to primary demographics) – by gender, age group*education, country of birth, state*capital city in state, AAE - average absolute error, RMSE - root mean squared error  
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9.4.2 Assessment of effectiveness of post-survey adjustment methods for improving 

inference in nonprobability samples 

In this section, we will show if the difference in accuracy between probability and nonprobability 

samples, i.e., representation bias, can be reduced using different post-survey adjustment methods. 

The results will be presented by scenarios based on the availability of external data. For example, if 

only aggregated census data are available (e.g., in TableBuilder (Australian Bureau of Statistics, n.d.)), 

we are limited with the post-survey adjustment methodology that can be carried out with tabular 

data, such as calibration. If we have access to other representative data sources with available 

benchmarks and/or unit record data, we have additional adjustment solutions, such as matching 

methods and PSW. We will use Life in Australia™ Wave 2 as a reference sample for post-survey 

adjustment efficiency (AAE secondary demographics 4.2, AAE substantive items 5.4, AAE combined 

4.6, all raked). 

9.4.2.1 Scenario 1: Availability of census aggregated statistics, and only primary demographics66 

were collected from the nonprobability sample 

Under this scenario, the only variables that are matched in any other external data source are primary 

demographics from population censuses. To improve inference, primary demographics in an 

aggregated form can be used with different weighting/calibration methods – in this study, we are 

assessing the efficiency of raking, GREG and MRP. It is assumed that nonprobability opt-in panels 

would normally carry out post-survey adjustments under this scenario. To illustrate the effectiveness 

of post-survey adjustments using primary demographics, we are presenting results for unweighted 

and weighted data for the nonprobability online samples, comparing (1) the least accurate, (2) the 

most accurate, and (3) the combined sample (from all five samples) (see Figure 9.1, and Table 9.7 from 

the Appendix 9 provides more detailed results). For comparison, we also show in the graph the 

estimate from the probability online panel. Since benchmarking to substantive items generally 

increases the bias, we examine the AAE for combined and substantive benchmarks. 

  

 
66 Primary demographics in the Australian context are benchmarks commonly used in poststratification weighting: gender, 
age, education, country of birth (Australia, not Australia), and geography (state and capital city in state). In contrast to core 
demographics, secondary demographics (classification: Pennay et al. 2018; Kaczmirek et al. 2019) are presented in Table 9.4. 
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Figure 9.1: Average absolute error (AAE) for estimates, un- and weighted (raking, GREG, MRP)67 

  

The results from Figure 9.91 show how basic weighting post-survey adjustments improve the quality 

of estimates, but the improvement is only slight on average (AAE combined reduction between 0.4 

[GREG, Panel 3] and 0.7 [MRP, Panel 1]). We can confirm our previous finding on how raking improves 

the accuracy of nonprobability samples to a lesser extent than those from probability samples. We 

can also extend this finding to other calibration methods studied in this article – GREG and MRP.  

The improvement in accuracy is more apparent for all 18 survey items combined than for six 

substantive items combined, which indicated that calibration using primary demographic more 

consistently improves the quality of secondary demographic estimates than non-demographic 

estimates. Moreover, the results from Figure 9.1 show how calibration can deteriorate substantive 

item estimates from nonprobability samples, especially the least accurate one, but also the combined 

volunteer panel sample. This is consistent across all calibration methods, with MRP performing just 

slightly better than GREG and raking. On the other hand, weighting improved accuracy of the most 

accurate nonprobability panel in a similar fashion for both secondary demographics and non-

demographics. 

We have to note that the differences in item-level results (not only at the AAE level, see Table 9.7) are 

almost non-existent for raking and GREG and very little between the first two calibration methods and 

MRP. Using a limited number of primary demographic covariates in weighting schemes, we cannot 

expect major differences in weighted estimates no matter the calibration method chosen. Taking into 

account that MRP requires a joint distribution of all benchmarks and is computationally intensive, 

raking or GREG weighting seemed to be the more optimal calibration solution in our particular case. 

For more detailed results, please see Table 9.7 in the Appendix 9. 

 
67 AAE for secondary demographics and all RMSE calculations (combined, secondary demographics, and substantive items) 
are presented in the tables in the Appendix 9. 
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9.4.2.2 Scenario 2: Availability of census aggregated statistics, both primary and secondary 

demographics68 were collected from the nonprobability sample 

Under this scenario, there are additional socio-demographic items with corresponding benchmarks 

available for calibration that are matching in the nonprobability-based online panel data. Thus, post-

survey adjustment methods like raking and GREG can be carried out. Due to the limitations of MRP 

identified in our previous analysis, we will assess the efficiency of the first two calibration 

methods only.  

To further improve accuracy of nonprobability sample estimates, we reviewed all additional covariates 

from a set of secondary demographics listed in Table 9.4. We purposely selected those with the 

highest representation bias, i.e., items with the largest absolute errors after raking with primary 

demographics only. The added covariates were: employment status, language other than English, and 

voluntary work (see Table 9.6). 

Figure 9.2: Average absolute error (AAE) for estimates, unweighted and weighted (raking, GREG)  

 
*AAE were calculated for all items excluding the secondary demographics included in an expanded calibration scheme 

(employment status, language other than English (LOTE), and voluntary work, see Table 9.8 in the Appendix 9 for more 

information) 

The results from Figure 9.2 firstly show how including new covariates in calibration further improves 

the accuracy of nonprobability samples. We also did not notice a significant increase of design effect. 

The evidence (from Figure 9.2 and from Table 9.8 in the Appendix 9) suggests that expanded raking 

and GREG predominantly improved secondary demographics estimates and, in some cases, estimates 

from substantive items. For the most and the least accurate online panel, as well as all panels 

combined, we can see a slight improvement in the combined AAE and RMSE. Generally speaking, we 

 
68 Secondary demographics in the Australian context analyzed this study are the following benchmarks: Australian 
citizenship, household status, employment status, enrolled to vote, home ownership with a mortgage, Indigenous status, 
language other than English spoken at home, living at last address 5 years ago, most disadvantaged quintile for area-based 
socio-economic status (SES), resident of a major city, voluntary work, wage and salary income. 
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can again report almost negligible differences between estimates adjusted with expanded raking and 

expanded GREG. 

Moreover, this time calibration did not increase AAE for substantive items for the least accurate panel 

and five panels combined. Including three secondary demographic covariates seemed to eliminate the 

negative effect of raking with primary demographics only. Moreover, we can notice a notable 

improvement in accuracy of substantive items after using an expanded raking scheme for the most 

accurate nonprobability panel (AAE=7.1 unweighted and AAE=5.7 raking, AAE=5.9 GREG). The 

selected secondary demographic items seem to be more associated with representation bias in 

nonprobability online panels than our core/primary demographics. 

The evidence from Figures 9.1 and 9.2 suggests that the highest-quality nonprobability online panels 

are not only the most accurate for unweighted estimates, but they also respond better to various 

calibration adjustments. Also, including additional secondary demographic covariates produced better 

estimates in comparison to basic calibration, albeit the overall difference is small. Often, the primary 

demographics are sufficient in calibration (Kalton & Flores-Cervantes 2003), similar to the Occam’s 

razor principle that the simplest solution is usually the best.  

9.4.2.3 Scenario 3: Availability of census aggregated statistics and one other representative source 

of benchmarks 

Under this scenario, a survey statistician would have access to an additional external high-quality data 

source, either aggregated tabular data or unit record data/microdata (with matching covariates in the 

nonprobability data file). An example of that would be a large-scale non-population-census 

government survey producing representative and accurate benchmarks. An advantage of having 

access to a data source of that kind would be an ability to use non-demographic covariates that are 

somewhat associated with representation bias in nonprobability samples. If having access to unit 

record data, additional post-survey adjustment methods like CEM could be used. 

In our case, we additionally included four covariates from the National Drug Strategy Household 

Survey (NDSHS) 2016 (Hewitt 2017), i.e., one secondary demographic and three substantive items, 

and carried out expanded raking (also with primary demographics). For CEM, we chose the same four 

covariates plus gender and age*education (see Table 9.4). These were essentially all matching 

covariates in nonprobability surveys and NDSHS 2016. In the end, primary demographics were 

adjusted to population totals using census benchmarks after matching with CEM. With this post-

survey adjustment including the same covariates, we were able to directly compare the efficiency of 

calibration and matching methods. As GREG produced very similar results to raking under Scenarios 1 
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and 2, we decided to use expanded raking as the only calibration method. While we could use both 

distance-based PSW and MDM with large-scale survey microdata, the advantage of those two 

methods is the ability to include a high number of covariates (see Table 9.4).  

Figure 9.3: Average absolute error (AAE) for estimates, unweighted and adjusted post-survey 

(raking, CEM) 

  
*AAE were calculated for all items excluding the covariates in an expanded post-survey adjustment scheme (household 

status, frequency of smoking, and drinking alcohol, see Table 9.9 in the Appendix 9 for more information) 

The results from Figure 9.3 show how including new non-demographic covariates in calibration 

improves the accuracy of nonprobability samples fairly similarly to including new secondary 

demographic covariates. However, the improvement is more substantial – an increase in accuracy 

measured with AAE combined ranges from 1.0 (Panel 3, raking) to 1.8 (Panel 1, CEM).  

In comparison to the efficiency of calibration under Scenario 2, including non-demographic covariates 

improved the accuracy of substantive items69 to a greater extent. The decrease in that AAE ranged 

between 3.1 (5 panels combined) and 4.6 (Panel 3, the most accurate panel). Post-survey adjustment 

with CEM also improved accuracy of nonprobability samples in measuring substantive items, and the 

decrease in AAE was even more significant – between 4.1 (5 panels combined) and 5.8 (Panel 1, the 

least accurate panel) for the remaining three non-demographic items.  

Post-survey adjustment under Scenario 3 made nonprobability online panels almost as accurate as a 

probability-based online panel overall (AAE combined), especially after CEM. For three non-

demographics items, the most accurate nonprobability online panel was even more accurate than the 

probability panel, no matter the post-survey adjustment method. 

While CEM compares favorably to expanded raking using covariates from a large-scale survey, we 

noticed a larger design effect than for expanded raking. Since the NDSHS sample was large compared 

 
69 The remaining 3 substantive items were from National Health Survey 2014-15 and General Social Survey 2014 (see 
Table 9.4). 
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to nonprobability samples, a smaller portion of nonprobability samples was pruned (about 10%) and 

CEM weights primarily balanced the samples. Those weights were later used as base weights in raking, 

which resulted in larger design effect. 

9.4.2.4 Scenario 4: Availability of census aggregated statistics and a smaller-scale probability-

based survey data with matching variables from nonprobability-based survey data 

Under this scenario, a smaller-scale external survey data source is available in a unit record data form. 

Thus, a variety of methods and their combinations is possible, including calibration such as raking, 

GREG and MRP. However, calibration is normally carried out with benchmarks from the highest-

quality large-scale surveys, and smaller-scale probability-based survey tend to introduce more error 

(see Table 9.6). In this post-survey adjustment exercise, we will use Life in Australia™ Wave 2 data due 

to its sample size (n=2,580) and with AAE and RMSE values comparable to those of the other 

probability-based samples. In this analysis, we will compare three methods: (1) CEM, (2) MSM, and 

(3) PSW. 

The main difference between Scenario 3 and Scenario 4 is the range of available covariates. Under 

Scenario 3, we had to select all matching covariates, including four of which were initially used to 

compare accuracy of different samples. Under Scenario 4, we have access to a less representative 

external data source, but there are additional covariates which could be used to balance the samples 

as noted in the literature by authors such as Schonlau et al. (2007), Baker et al. (2013) or Dutwin and 

Buskirk (2017). In our case, ‘webographics’ represent early adopter score, number of surveys 

completed, internet connection types, internet and social media use. For that reason, no survey items 

with corresponding benchmarks (all listed in Table 9.10) had to be used in post-survey adjustment 

schemes. 

Figure 9.4: Average absolute error (AAE) for estimates, unweighted and adjusted post-survey 
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The results from Figure 9.4 present mixed evidence on the efficiency of post-survey adjustment 

methods using smaller-scale external survey data with no demographics or health-associated items. 

First, there was a fairly moderate and inconsistent effect of post-survey adjustments on the total 

accuracy of nonprobability samples. In most cases, the decrease of AAE combined was less than 0.5, 

and no method seemed to have a clear advantage. The only exception to the rule was MDM with the 

data from five nonprobability-based panels combined (AAE unweighted 6.2, AAE MDM 5.2, probability 

panel 4.6). 

Comparing AAE for substantive items, we can observe as many instances of post-survey adjustment 

deteriorating estimates as instances of improving estimates. The least accurate nonprobability-based 

panel stands out as the sample with no decrease in AAE before or after adjustment, and CEM as the 

method with limited efficiency for only one sample (the most accurate). The best result overall can 

again be attributed to MDM (AAE unweighted 7.6, MDM 6.5, probability panel 5.4), and we can also 

see a positive effect of PSW on the accuracy of Panel 3 (AAE unweighted 7.1, PSW 6.0, probability 

panel 5.4). 

In comparison to the first three scenarios, there is less consistency in the effectiveness of post-survey 

adjustments with smaller-scale survey data and ‘webographics’ and other internet-related variables. 

This is consistent with findings from Dutwin and Buskirk (2017). One of the reasons could be that 

smaller-scale surveys come with some error, and a second reason could be that ’webographic’ 

variables might not be as associated with the outcome variables analyzed in this study as required to 

mitigate representation bias. The same issue was reported by Mercer et al. (2018) who found mixed 

effects of including political attitudes on improving accuracy of non-political estimates. 

9.5 Discussion and conclusion 

This investigation into improving inference in nonprobability sample surveys supports the conclusion 

that the issue of improving inference in nonprobability sample surveys is a three-dimensional 

problem. First, the quality of post-survey adjustments is dependent on the availability of relevant high-

quality covariates which are associated with either representation bias in nonprobability samples 

and/or outcome variables. Second, as the covariates in nonprobability samples should have matching 

covariates in external representative data sources, the availability and ability to access auxiliary data 

is a key aspect in mitigating bias. Third, the efficiency of post-survey adjustments is also dependent 

on the selection and combination of post-survey adjustment methods, albeit to a lesser extent. 

In this study, we presented evidence that post-survey adjustment can reduce representation bias in 

nonprobability online samples to some extent, but cannot consistently eliminate it. These findings are 

in line with evidence from Tourangeau et al. (2014). However, we demonstrated a greater potential 
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to mitigate representation bias in nonprobability panels if having access to more external data sources 

and more covariates matching in nonprobability samples and auxiliary data. Ideally, we would have 

access to large-scale survey microdata, since smaller-scale surveys come with some nonignorable 

error. While those probability surveys mostly remain more accurate than nonprobability surveys even 

after post-survey adjustments, they are more susceptible to coverage, sampling, and nonresponse 

error (or even measurement mode effect) than most high-quality government surveys, and the total 

representation error can be carried over to post-survey adjustment results (e.g., after matching or 

PSW). For that reason, improving inference in nonprobability samples should be planned in the survey 

design stage, and relevant external data sources reviewed before data collection, if possible. 

Moreover, identification of covariates from external data sources which are associated with 

representation bias or target outcome variables can lead to a more efficient mitigation of bias. While 

post-survey adjustments using primary demographics have little positive effect on the quality of 

nonprobability estimates, we have shown how including secondary demographics can improve the 

quality of other demographics and including non-demographics can decrease the error from 

associated non-demographics. This is consistent with findings from Bethlehem (2002). Similarly, 

Mercer et al. (2018) reported that including political attitude covariates in adjustment improved the 

quality of political engagement estimates. However, we found inconsistent evidence on the suitability 

of ‘webographics’ and other internet-associated covariates for mitigating bias in nonprobability 

samples. Unfortunately, we could not distinguish between the effect of those covariates and the effect 

of the data source on the post-survey adjustment efficiency. While auxiliary variables like early 

adopter items (traditionally used to mitigate bias in nonprobability samples, e.g., DiSogra et al. 2011) 

did not distinguish our probability online sample and nonprobability online panel samples well, we 

identified new covariates for post-survey adjustment (CEM) that could be considered as 

‘webographics’, such as the number of surveys participated in. Therefore, we believe it is crucial to 

carry out more investigation into ’webographic’ variables for post-survey adjustment, as previously 

suggested by Dutwin and Buskirk (2017). 

On the other hand, the investigation into the suitability of post-survey adjustment methods did not 

highlight any particular method or a combination of them which consistently performed better 

parameter estimates. This supports the finding from Mercer et al. (2018). While a detailed technical 

investigation into calibration methods was not the focus of this article, we found little differences in 

efficiency between the studied methods: raking and the model-based methods (such as GREG or 

MRP). Therefore, we suggest the selection of calibration methods to be instead based on the 

availability of joint distributions of covariates weighed against the computational intensity of 

methods. While matching methods and PSW under limited scenarios might have a better potential for 
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efficient post-survey adjustment (for instance, under Scenario 3 using national health survey data), 

we observed less consistency in bias reduction between different samples and scenarios, as well as an 

increase of design effect and, consequently, confidence intervals for estimates (Kolenikov 2014). 

This study has several limitations, including the availability of external data and covariates both in 

nonprobability surveys and high-quality government surveys. Having access to additional data sources 

could improve post-survey adjustments and potentially distinguish better between the efficiency of 

covariates and the efficiency of methods. Moreover, since estimates for only 18 items were compared 

to benchmarks and the majority of substantive items were more or less associated with one topic (i.e., 

health status), the findings would be more robust if survey items with corresponding benchmarks 

would be associated with other aspects of respondent’s lives, not only health. We would suggest 

future research on improving inference in nonprobability samples to be more targeted, planned and 

properly designed in advance. Nonetheless, the approaches discussed in this chapter have distinct 

benefits in improving the inferences from surveys conducted using nonprobability samples. 
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Appendix 9 

Table 9.7: Estimates relative to the benchmarks, unweighted and weighted (raking, GREG, MRP)  

    
Least accurate nonprobability panel (1) 

(n=601) 
Most accurate nonprobability panel (3) 

(n=626) 
5 nonprobability panels combined 

(n=3,058) 

Survey item 
Benchmark 

(%) 
Unweighted Basic 

raking 
Basic 
GREG 

MRP  Unweighted Basic 
raking 

Basic 
GREG 

MRP  Unweighted Basic 
raking 

Basic 
GREG 

MRP  

Australian citizen 87.1 5.9 3.2 3.3 1.9 6.0 3.9 3.9 3.5 5.3 3.0 3.0 2.6 

Couple with dependent children 30.3 -3.5 -4.5 -4.4 -4.0 -3.3 -3.3 -3.2 -2.8 -2.5 -3.1 -3.1 -2.9 

Currently employed 61.6 -10.5 -11.5 -11.6 -11.5 -7.6 -7.9 -7.9 -7.9 -8.5 -9.7 -9.6 -9.5 

Enrolled to vote 78.5 8.4 5.0 5.0 4.3 10.0 8.0 8.1 7.3 9.4 6.7 6.7 6.4 

Home ownership with a mortgage 28.8 3.0 1.5 1.5 1.7 5.1 4.9 5.0 4.6 3.5 2.5 2.5 2.4 

Not Indigenous 97.7 -0.2 -0.6 -0.5 -0.5 0.7 0.7 0.7 0.5 0.2 0.1 0.2 0.2 

Language other than English (speak only English)  76.5 6.2 4.2 4.2 3.3 9.1 6.9 6.9 6.3 6.8 4.7 4.7 4.2 

Living at last address 5 years ago 56.9 4.7 3.7 3.7 3.9 7.3 8.2 8.0 7.9 6.9 5.9 6.0 6.1 

Most disadvantaged quintile for area-based SES 20.0 -3.2 -2.6 -2.5 -2.5 -5.6 -6.7 -6.7 -6.9 -5.4 -5.2 -5.2 -5.2 

Resident of a major city 66.8 9.2 6.4 6.4 6.8 1.3 2.1 2.1 2.6 4.9 3.4 3.4 3.9 

Voluntary work (none) 79.4 -6.9 -5.9 -5.8 -5.6 -8.3 -8.7 -8.4 -8.5 -7.9 -8.1 -8.0 -7.8 

Wage and salary income $1000–1249 per week 13.8 -6.4 -7.5 -7.4 -7.4 -4.0 -3.9 -3.8 -3.9 -4.0 -4.4 -4.4 -4.5 

Consumed alcohol in last year 80.6 -1.1 -1.4 -1.4 -1.4 -3.3 -3.0 -2.9 -3.1 -2.6 -3.4 -3.4 -3.2 

Daily smoker 13.1 8.7 9.0 9.0 8.9 4.2 2.6 2.6 3.1 4.8 4.3 4.3 4.3 

General health status (very good) 36.2 -2.9 -3.5 -3.5 -3 -3.6 -4.3 -3.9 -4.2 -2.6 -2.7 -2.7 -2.6 

Life satisfaction (8 out of 10) 32.6 -10.8 -11.1 -11.2 -10.8 -5.1 -3.7 -3.8 -4.1 -9.0 -9.0 -9.0 -8.8 

Has private health insurance 57.1 -4.0 -7.1 -7.1 -6.7 -3.7 -3.1 -3.1 -3.0 -2.4 -3.7 -3.8 -3.5 

Psychological distress, Kessler 6 (low) 82.2 -27.7 -27.6 -27.8 -27.4 -22.9 -22.6 -22.7 -22.9 -24.5 -25.0 -25.1 -24.8 

AAE (combined) 6.9 6.5 6.5 6.2 6.2 5.8 5.8 5.7 6.2 5.8 5.8 5.7 

RMSE (combined) 9.0 8.8 8.8 8.6 7.8 7.5 7.4 7.4 8.0 7.8 7.8 7.7 

AAE (secondary demographics) 5.7 4.7 4.7 4.4 5.7 5.4 5.4 5.2 5.4 4.7 4.7 4.6 

RMSE (secondary demographics) 6.3 5.5 5.5 5.3 6.4 6.0 6.0 5.8 6.0 5.4 5.3 5.2 

AAE (substantive items) 9.2 9.9 10.0 9.7 7.1 6.6 6.5 6.7 7.6 8.0 8.1 7.9 

RMSE (substantive items) 12.8 13.1 13.2 12.9 10.0 9.7 9.7 9.9 11.0 11.2 11.3 11.1 

Basic raking, GREG, MRP – by gender, age group*education, country of birth, state*capital city in state, AAE - average absolute error (percentage points), RMSE - root mean squared error (of percentage points)  
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Table 9.8: Estimates relative to the benchmarks, unweighted and weighted (expanded raking, expanded GREG)  

    
Least accurate nonprobability panel (1) 

(n=601) 
Most accurate nonprobability panel (3) 

(n=626) 
5 nonprobability panels combined 

(n=3,058) 

Survey item 
Benchmark 

(%) 
Unweighted Expanded 

raking# 

Expanded 
GREG#  

Unweighted Expanded 
raking# 

Expanded 
GREG#  

Unweighted Expanded 
raking# 

Expanded 
GREG# 

Australian citizen 87.1 5.9 3.2 3.2 6.0 4.1 4.2 5.3 2.7 2.8 

Couple with dependent children 30.3 -3.5 -4.0 -4.1 -3.3 -3.4 -2.9 -2.5 -3.1 -3.1 

Currently employed 61.6 -10.5 0.0 0.0 -7.6 0.0 0.0 -8.5 0.0 0.0 

Enrolled to vote 78.5 8.4 4.7 4.8 10.0 8.6 8.8 9.4 6.6 6.7 

Home ownership with a mortgage 28.8 3.0 2.7 2.6 5.1 7.2 6.9 3.5 4.0 4.0 

Not Indigenous 97.7 -0.2 -0.4 -0.5 0.7 0.8 0.8 0.2 0.3 0.3 

Language other than English (speak only English) 76.5 6.2 0.0 0.0 9.1 0.0 0.0 6.8 0.0 0.0 

Living at last address 5 years ago 56.9 4.7 3.9 4.0 7.3 7.2 6.7 6.9 5.4 5.4 

Most disadvantaged quintile for area-based SES 20.0 -3.2 -2.2 -2.0 -5.6 -6.8 -6.5 -5.4 -5.2 -5.4 

Resident of a major city 66.8 9.2 6.4 6.4 1.3 2.4 2.6 4.9 3.3 3.3 

Voluntary work (none) 79.4 -6.9 0.0 0.0 -8.3 0.0 0.0 -7.9 0.0 0.0 

Wage and salary income $1000–1249 per week 13.8 -6.4 -7.0 -6.8 -4.0 -3.6 -3.4 -4.0 -3.9 -3.8 

Consumed alcohol in last year 80.6 -1.1 -0.5 -0.5 -3.3 -1.9 -1.6 -2.6 -2.6 -2.7 

Daily smoker 13.1 8.7 8.7 8.6 4.2 2.4 2.6 4.8 4.2 4.3 

General health status (very good) 36.2 -2.9 -2.0 -2.1 -3.6 -2.9 -2.7 -2.6 -2.2 -2.2 

Life satisfaction (8 out of 10) 32.6 -10.8 -10.2 -10.1 -5.1 -3.0 -3.8 -9.0 -8.6 -8.8 

Has private health insurance 57.1 -4.0 -5.7 -5.6 -3.7 -1.4 -1.4 -2.4 -3.1 -3.0 

Psychological distress, Kessler 6 (low) 82.2 -27.7 -26.9 -27.0 -22.9 -22.7 -23.2 -24.5 -24.4 -24.5 

AAE (combined) ## 6.6 5.9 5.9 5.7 5.2 5.2 5.9 5.3 5.4 

RMSE (combined) ## 9.2 8.6 8.6 7.7 7.4 7.4 8.1 7.6 7.7 

AAE (secondary demographics) ## 4.9 3.8 3.8 4.8 4.9 4.8 4.7 3.8 3.9 

RMSE (secondary demographics) ## 5.6 4.3 4.3 5.5 5.5 5.3 5.3 4.2 4.2 

AAE (substantive items) 9.2 9.0 9.0 7.1 5.7 5.9 7.6 7.5 7.6 

RMSE (substantive items) 12.8 12.5 12.5 10.0 9.5 9.8 11.0 10.9 10.9 
# Expanded raking and GREG – calibration by core demographics (gender, age group*education, country of birth, state*capital city in state), and 3 secondary demographics with the most absolute bias in 

nonprobability samples (i.e., employed, Language other than English, volunteering), ##calculated for all items but those included in weighting adjustments (colored blue)
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Table 9.9: Estimates relative to the benchmarks, unweighted, weighted (raking), and matched (CEM plus raked) estimates for nonprobability-based panels 

    
Least accurate nonprobability panel (1) 

(n=601) 
Most accurate nonprobability panel (3) 

(n=626) 
5 nonprobability panels combined 

(n=3,058) 

Survey item 
Benchmark 

(%) 
UW Expanded 

raking 
CEM UW Expanded 

raking 
CEM UW Expanded 

raking 
CEM 

Australian citizen 87.1 5.9 3.0 2.9 6.0 3.9 4.1 5.3 3.3 2.9 

Couple with dependent children 30.3 -3.5 0.0 4.9 -3.3 0.0 4.4 -2.5 0.0 0.1 

Currently employed 61.6 -10.5 -10.9 -8.2 -7.6 -5.6 -4.2 -8.5 -7.6 -6.9 

Enrolled to vote 78.5 8.4 5.2 5.6 10.0 8.6 10.3 9.4 7.3 7.4 

Home ownership with a mortgage 28.8 3.0 3.8 3.9 5.1 6.5 10.2 3.5 4.0 3.8 

Not Indigenous 97.7 -0.2 0.3 -0.1 0.7 0.9 1.5 0.2 0.4 0.6 

Language other than English (speak only English) 76.5 6.2 3.8 8.2 9.1 7.0 6.4 6.8 5.1 5.3 

Living at last address 5 years ago 56.9 4.7 4.3 5.1 7.3 10.1 9.8 6.9 7.6 5.7 

Most disadvantaged quintile for area-based SES 20.0 -3.2 -2.2 -2.7 -5.6 -7.2 -8.4 -5.4 -5.7 -5.6 

Resident of a major city 66.8 9.2 6.7 5.5 1.3 2.9 2.0 4.9 3.7 2.8 

Voluntary work (none) 79.4 -6.9 -6.9 -7.2 -8.3 -8.6 -10.7 -7.9 -8.8 -9.4 

Wage and salary income $1000–1249 per week 13.8 -6.4 -6.4 -8.1 -4.0 -3.2 -2.0 -4.0 -4.2 -3.1 

Consumed alcohol in last year 80.6 -1.1 0.0 8.9 -3.3 0.0 8.5 -2.6 -0.1 4.5 

Daily smoker 13.1 8.7 0.0 -1.5 4.2 0.0 -4.5 4.8 0.0 -1.1 

General health status (very good) (from NHS 2014-2015) 36.2 -2.9 1.9 9.3 -3.6 1.9 7.0 -2.6 1.9 7.3 

Life satisfaction (8 out of 10) 32.6 -10.8 -7.9 -5.9 -5.1 -1.9 0.4 -9.0 -6.5 -6.0 

Has private health insurance 57.1 -4.0 -3.0 -1.1 -3.7 -0.6 4.8 -2.4 -1.2 -0.4 

Psychological distress, Kessler 6 (low) 82.2 -27.7 -20.7 -18.3 -22.9 -15.4 -12.5 -24.5 -19.0 -17.2 

AAE (combined)* 7.7 6.1 5.9 6.9 5.9 6.2 7.1 6.0 5.5 

RMSE (combined)* 9.9 7.7 7.3 8.6 7.1 7.4 8.9 7.4 6.8 

AAE (secondary demographics)* 5.9 4.9 5.2 5.9 5.9 6.3 5.7 5.2 4.9 

RMSE (secondary demographics)* 6.5 5.6 5.8 6.6 6.5 7.2 6.2 5.7 5.4 

AAE (substantive items)* 14.2 10.5 8.4 10.6 6.0 5.9 12.0 8.9 7.9 

RMSE (substantive items)* 17.3 12.9 11.1 13.7 9.0 7.7 15.1 11.6 10.5 

Expanded raking - by core demographics (gender, age group*education, country of birth, state*capital city in state), and 4 substantive items from NDSHS 2016 (household composition, alcohol, smoking, general 

health); CEM – coarsened exact matching with all matching covariates from NDSHS 2016 (gender, age group*education, household composition, alcohol, smoking, general health), later adjusted to population 

totals with raking (by gender, age group*education, country of birth, state*capital city in state); *calculated for all items but those included in post-survey adjustments (colored blue);
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Table 9.10: Estimates relative to the benchmarks, unweighted, weighted (PSW), and matched (MDM, CEM plus raked) estimates for nonprobability-based panels 

    
Least accurate nonprobability panel (1) 

(n=601) 
Most accurate nonprobability panel (3) 

(n=626) 
5 nonprobability panels combined 

(n=3,058) 

Survey item Benchmark UW CEM MDM PSW UW CEM MDM PSW UW CEM MDM PSW 

Australian citizen 87.1 5.9 3.6 4.2 4.6 6.0 6.4 6.4 4.9 5.3 3.9 3.6 3.5 

Couple with dependent children 30.3 -3.5 3.8 -4.1 -4.1 -3.3 2.5 -1.9 -2.2 -2.5 -0.9 -1.6 -2.5 

Currently employed 61.6 -10.5 -11.7 -10.6 -10.5 -7.6 -1.6 -4.2 -5.5 -8.5 -8.1 -6.2 -9.3 

Enrolled to vote 78.5 8.4 -0.2 6.5 6.2 10.0 11.7 9.9 10.0 9.4 6.0 8.6 7.1 

Home ownership with a mortgage 28.8 3.0 6.7 1.5 1.4 5.1 14.0 6.7 7.9 3.5 5.3 3.7 3.1 

Not Indigenous 97.7 -0.2 -0.3 2.1 0.3 0.7 0.4 1.5 0.7 0.2 0.1 0.9 0.4 

Language other than English (speak only English) 76.5 6.2 3.2 5.1 6.3 9.1 0.0 8.8 6.8 6.8 2.0 7.6 4.7 

Living at last address 5 years ago 56.9 4.7 3.0 4.0 6.2 7.3 10.0 9.2 8.2 6.9 5.0 6.1 6.6 

Most disadvantaged quintile for area-based SES 20.0 -3.2 -1.7 -1.7 -3.2 -5.6 -8.2 -10.3 -8.8 -5.4 -5.3 -6.6 -5.5 

Resident of a major city 66.8 9.2 5.1 5.2 6.0 1.3 0.5 1.4 1.4 4.9 2.5 2.1 2.9 

Voluntary work (none) 79.4 -6.9 -4.6 -4.9 -5.4 -8.3 -12.5 -9.2 -9.1 -7.9 -10.4 -7.4 -8.3 

Wage and salary income $1000–1249 per week 13.8 -6.4 -5.2 -8.3 -6.0 -4.0 -4.2 -3.3 -4.5 -4.0 -5.1 -3.8 -4.2 

Consumed alcohol in last year 80.6  -1.1 0.4 0.7 1.4 -3.3 -1.3 2.7 -0.7 -2.6 -1.5 -0.3 -2.2 

Daily smoker 13.1  8.7 7.4 9.8 9.3 4.2 1.0 4.0 2.2 4.8 4.0 3.8 4.0 

General health status (very good) 36.2 -2.9 4.2 -4.4 -1.6 -3.6 -0.1 -3.6 -3.7 -2.6 -1.4 -1.5 -2.5 

Life satisfaction (8 out of 10) 32.6 -10.8 -17.0 -6.5 -13.4 -5.1 1.4 -2.8 -2.0 -9.0 -9.7 -7.4 -8.4 

Has private health insurance 57.1 -4.0 -12.1 -7.7 -6.3 -3.7 -2.2 3.9 -1.4 -2.4 -3.9 -0.1 -3.6 

Psychological distress, Kessler 6 (low) 82.2 -27.7 -28.5 -25.8 -26.3 -22.9 -32.4 -25.5 -25.7 -24.5 -31.4 -22.6 -25.9 

AAE (combined)   6.9 6.6 6.3 6.6 6.2 6.1 6.4 5.9 6.2 5.9 5.2 5.8 

RMSE (combined)   9.0 9.5 8.3 8.8 7.8 10.0 8.4 8.2 8.0 9.0 7.2 7.9 

AAE (secondary demographics)   5.7 4.1 4.8 5.0 5.7 6.0 6.1 5.8 5.4 4.6 4.8 4.8 

RMSE (secondary demographics)   6.3 5.0 5.5 5.6 6.4 7.8 6.9 6.6 6.0 5.3 5.4 5.4 

AAE (substantive items)   9.2 11.6 9.2 9.7 7.1 6.4 7.1 6.0 7.6 8.7 6.0 7.8 

RMSE (substantive items)    12.8 14.8 12.1 12.9 10.0 13.3 10.9 10.7 11.0 13.6 9.9 11.4 

UW – unweighted results, PSW – propensity score weighting, CEM – coarsened exact matching, MDM – Mahalanobis distance matching; CEM covariates selected with dominance analysis: number of surveys 
completed in past 4 weeks (grouped), type of internet connection - a dial-up, frequency of posting to blog/forums/interest groups 
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Chapter 10  Survey response in RDD-sampling SMS-invitation web-push 

study  

10.1 Introduction 

Survey data collection underpins a large proportion of social science research across multiple 

disciplines, but is increasingly difficult. Surveys are facing unprecedented challenges, response rates 

have declined steadily over the years, and methods to sample national populations are growing more 

expensive and complex (Couper 2017). Generally speaking, there are three things more valued than 

anything else in survey research in practice: low cost, data quality, and time-efficiency, but you can 

only have two of them at the same time (Keeter 2019). Many surveys that could normally be 

conducted time-efficiently and for relatively low costs, are generally considered of lesser quality 

compared to large-scale nationally representative surveys; an example of lower-quality surveys could 

be convenience samples or volunteer opt-in panel surveys, which are not based on probabilistic 

principles (Baker et al. 2010). In this study, I will test a survey data collection approach that provides 

an option for quick data collection at a relatively low cost. In contrast to volunteer panels, it is a 

probability-based online survey. However, due to its simplistic design, it might be conducted with 

some loss of quality, similarly to nonprobability surveys. The issue of data quality will be briefly 

addressed at the end of this article. 

Primarily, this article focuses on the response dimension of the approach to a particular kind of data 

collection. Nonresponse is an issue in both probability and nonprobability surveys, and this project is 

also meant to provide some evidence on the connection between nonresponse and bias in a survey 

with low response rates. More specifically, I will study response rates in an RDD-sampling SMS-

invitation web-push survey. This study is one of the first to combine these three approaches to 

sampling (RDD), recruitment (SMS), and data collection methodology (web-push). To the best of my 

knowledge, it was previously tested only in Germany (Bucher and Sand 2021). Applications of this 

approach in practice would not be possible without the rise of mobile internet devices, such as 

smartphones, and/or an increase of internet coverage (Couper 2017). For example, in 2019 in 

Australia, internet penetration rate was approximately 88% (Datareportal 2020), 91% of adult 

Australians used mobiles to go online (Australian Communications and Media Authority, n.d.-a), and 

the smartphone penetration rate was approximately 91% (Deloitte, n.d.). Smartphone surveys might 

be a promising tool to collect data, but more work should be done to improve response and decrease 

nonresponse bias in this, to some degree, intrusive task (Elevelt et al. 2019).  
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Thus, I will investigate how different data collection solutions and maximization approaches affect 

response, and how researchers can reduce nonresponse to mitigate potential representation bias. We 

have to have in mind that low response rates might not result in representation bias, as the link 

between response rates and nonresponse bias has been reported as weak at best (Groves & Peytcheva 

2008). However, the decline in response to RDD surveys increased the potential for bias in estimates 

(Brick 2008). I can argue that there has to be a threshold below which surveys with extremely low 

response rates fail to sufficiently capture the socio-demographic, attitudinal, behavioral, or factual 

variability of the population; that is, in combination with coverage bias. 

10.2 Literature review 

10.2.1 Probabilistic sampling and undercoverage in web and smartphone surveys 

Probability-based sampling requires each unit of the population to have a known non-zero chance of 

being selected to the sample (Neyman 1938). Generally speaking, there is a missing link between 

probabilistic sampling and web surveys, as there are no general population sampling frames of email 

addresses. To address this issue, either offline recruitment (F2F, CATI, or postal) combined with a web-

push approach, or non-probabilistic approaches such as river sampling are used in practice (Callegaro 

et al. 2015).  

In CATI surveys, random digit dialing (RDD) is often used as a set of techniques. The advantage of RDD 

is the probabilistic nature of selection into the sample. It is a method for generating telephone 

numbers randomly, either landline or mobile numbers. In survey methodology, it has been 

predominantly used in telephone surveys (Brick 2008). With a decreasing percentage of landlines in 

developed countries like Australia, RDD methodology has had to adjust to these changes and sample 

more mobile numbers than landline numbers. This approach to sampling has previously been 

effectively used in recruitment to online surveys, such as probability-based online panels. In 2016, the 

Social Research Centre (Melbourne, Australia), managing the only national probability-based online 

panel, included 30% of landline numbers and 70% of mobile numbers in their sampling design. In 2018, 

the refreshment sample was recruited exclusively via mobile phones (Kaczmirek et al. 2019), showing 

a trend towards mobile-only recruitment in the future. However, sampling of only mobile phone 

numbers for cross-sectional general population surveys has been quite rare and not well documented 

in the literature.  

It is still unclear whether smartphone surveys are a promising alternative to web surveys. They might 

suffer from coverage and nonresponse, possibly more than web surveys (Antoun et al. 2019) that are 

generally known for undercoverage of people without access to the internet (Couper 2000). This might 
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result in undercoverage bias for a number of non-demographic items (Hsia et al. 2020). However, web 

surveys are not the only survey mode subject to coverage error. For example, in telephone surveys, 

some people are without landlines and mobile phones. The coverage bias can increase further if only 

mobile phone numbers are sampled. On the other hand, in countries with high internet penetration 

rates and high smartphone penetration rates like Australia (Australian Communications and Media 

Authority, n.d.-a; Deloitte, n.d.), this might be less of a problem than in other countries. 

10.2.2 Factors affecting response in web surveys 

In their systematic review, Fan and Yan (2010) conceptualized factors affecting response in web 

surveys into those affecting response rates in survey development, survey delivery (such as contact 

delivery modes, design of invitations, pre-notifications, reminders, and incentives), survey completion 

(from socio-demographics, psychographics to participation theories), and survey return. This research 

investigates survey response maximization strategies, and is thus predominantly focused on survey 

delivery factors. 

In practice, more recent evidence shows that survey delivery factors such as survey structure, 

assurance of privacy and confidentiality, interests of participants, and communication method, highly 

influence response in web surveys (Saleh & Bista 2017). At the questionnaire design level, factors such 

as survey length, question difficulty, the content of the first question, and usage of a progress bar are 

related to completion rates (Liu & Wronsky 2018). Moreover, Van Mol (2017) reported the 

effectiveness of extra reminders in an online survey among over-surveyed populations (regardless of 

the reminder content). On the other hand, Saleh and Bista (2017) reported that email reminders and 

incentives are effective in only particular socio-demographic groups. 

Texting mobile numbers has previously been used as a survey invitation mode, a response 

maximization technique, and a pre-recruitment method to other survey modes. For example, 

American Trends Panel panellists are sent either email or SMS invitations if they have previously 

consented; all initially offline respondents who later received tablets, receive only text message 

invitations to their device (Keeter 2019). Under certain conditions, texting is more effective than 

sending emails. De Bruijne and Wijnant (2014) confirmed that text messaging is more efficient for 

invitations when considering a response via a smartphone, and equally efficient as email invitations 

when considering total response in an online panel (but this can lead to a faster response). Moreover, 

Phillips and Compton (2019) reported that SMS reminders were associated with an increase in 

response rate in an online survey; in comparison to telephone reminders, they were less efficient, but 

more cost-effective. On the other hand, SMS reminders can have a positive impact on response in 

comparison to e-mail reminders (Sala et al. 2018), and Bosnjak et al. (2008) reported that sending an 
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advance SMS was more effective when compared to email pre-notifications in an opt-in online panel 

survey. These results were interpreted as SMS being both attention-grabbing and effective for 

establishing legitimacy.  

Offering rewards is one of the most common response maximization strategies in survey delivery. 

There has been extensive research on the effectiveness of conditional and unconditional 

monetary/coupon incentives in web surveys, as well as prize draws, but the evidence has been mixed. 

In the last decade, some authors report that offering unconditional incentives (e.g., Parsons & 

Manierre 2014), conditional incentives (e.g., Dykema et al. 2011), and a chance to enter a prize 

draw/lottery (e.g., Laguilles et al. 2011; Morgan et al. 2017) increase response rates in web surveys. 

Other research did not find an effect of unconditional (e.g., Dykema et al. 2011) or conditional (e.g., 

Knowles & Stahlmann-Brown 2021) incentives, or an increase in the conditional incentive amount 

(Neal et al. 2020; Spreen et al. 2020). However, Mavletova and Couper (2016) reported that offering 

conditional differential incentives increased response rates of mobile-completers more than of PC 

web-completers. 

10.2.3 SMS and text-to-web surveys 

Dillman (2018) argues that the 2020s will be the age of smartphones, with most telephone 

communication being no longer voice conversation but rather texts and emails. This creates problems 

for RDD telephone surveys, and opportunities for text message surveys and text-to-web surveys. SMS 

surveys can be considered as a form of mass messaging and are known to have a low response, 

selection bias, and low data quality (Kongsgard et al. 2014). However, we have to acknowledge 

regulatory environments that could make SMS and text-to-web surveys, as well as texting to increase 

response, quite limited in particular contexts. In the US (Fordyce et al. 2020) and some European 

countries (Kongsgard et al. 2014), prior consent to text messages is required, even for research 

purposes. On the other hand, it is not required in countries like Germany (Bucher & Sand 2021) and 

Australia. 

Texting as an interview mode can be defined as pre-sending survey questions via SMS and also 

receiving answers from a respondent via SMS. Some of the advantages of this approach to data 

collection are a quick turnaround, collecting responses close in time to behaviors as the subject of 

survey research, and the ability for behavioral intervention, i.e., sending both information and 

reminders (Conrad et al. 2017). As well as SMS surveys, data can be collected with text-to-web surveys. 

Fordyce et al. (2020) compared synchronous text message surveys, i.e., questions and answers are 

exchanged in text messages, and asynchronous text message surveys, i.e., a text-to-web survey with 

a URL in the invitation; they reported no significant relationship between completion rates and the 
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type of text message survey. Lastly, Balabanis et al. (2007) who examined the use of SMS to recruit 

respondents to web and telephone surveys, concluded that SMS can be used effectively with mixed-

mode methods or as a pre-recruitment method to panels of respondents. 

10.2.4 Aims of this research  

The literature explains that telephone surveys based on RDD sampling are generally known for their 

relatively low response rates (Keeter et al. 2017), and the same conclusion can be made for text 

message surveys (Conrad et al. 2017; Kongsgard et al. 2014). In terms of errors of representation (see 

the Total Survey Error framework in Groves et al. 2009), nonresponse errors are not the only errors 

prevalent in internet and smartphone surveys – there is also the issue of undercoverage of people 

with no internet access in their household or on their mobile devices (Antoun et al. 2019; Couper 

2000). This could lead to a notable representation bias as a result of combining both types of error of 

representation. It is often challenging to distinguish between nonresponse and coverage errors in 

mobile surveys, and discussing selection bias is more appropriate (Couper et al. 2017). Thus, in this 

article I will test this fairly new approach with a focus on nonresponse and, as a result of both 

nonresponse and undercoverage, socio-demographic representation bias. With an empirical analysis, 

I will answer the following research questions. 

RQ1) What response rates can be expected in an RDD-sampling SMS-invitation web-push survey? 

RQ2) What data collection characteristics in survey delivery, such as incentives, text message 

content, or time of sending SMS invitations, affect response rates in a survey of this type? 

RQ3) What level of socio-demographic representation bias is present in a survey of this type? 

The evidence presented in this study can be extended to other survey research approaches in similar 

contexts (e.g., in Australia, with a similar topic) using text messaging. This includes but is not limited 

to: SMS surveys, SMS recruitment, and SMS pre-notifications and reminders. 

10.3 Methods 

10.3.1 Data 

The data from this methodological project were collected and compiled by the Centre for Social 

Research and Methods at the Australian National University, with the main aim to explore ways to 

replace existing, expensive survey methods with cheaper, more flexible ones. The RDD-sampling SMS-

invitation web-push survey was purposely designed to enable the study of not only response, but also 

nonresponse/representation bias, and accuracy relative to a number of demographic and non-

demographic benchmarks from large-scale government-funded surveys in Australia.  
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To collect survey data in this project, the online ‘Survey on Wellbeing, Health and Life in general 2020’ 

questionnaire was programmed (see Appendix 10). Besides items measuring health and wellbeing, 

the questionnaire included items on the use of internet and technology, satisfaction with different 

dimensions of life, personality traits, primary demographic items like gender, age, and education, and 

secondary demographics such as country of birth, citizenship, employment, and income. The 

questionnaire consisted of 35 questions, out of which there was one multiple answer question and no 

grid or open-ended questions. The median response time was about 8 minutes. 

To study factors affecting survey response, the analyzed data file consisted of all randomly generated 

mobile numbers receiving an SMS invitation (n=38,512) as cases. For each telephone number, the 

following data collection characteristics were coded prior to data collection: time of day and day of 

week the SMS was sent, text message content, reminder, incentives offered, type of invitation, 

appended geo-demographics, and stratification information. After the data collection was completed, 

the survey data file (n=631) was used to identify all mobile numbers belonging to survey participants 

and derive the response variable survey response (1=unit response, 0=unit nonresponse). Section 

‘Data analysis’ describes the dependent variables, independent variables, and statistical modeling in 

more detail. 

10.3.2 Sampling and sampling frame 

Since there is no real connection between probabilistic sampling and web survey collection data from 

the general population (Callegaro et al. 2015), I combined a sampling approach generally used in 

telephone surveys and telephone recruitment with online data collection. Thus, I carried out random 

digit dialing (RDD) generation of Australian mobile numbers. Each Australian mobile number consists 

of the leading numbers 04 and 8 more digits that can be randomly generated – format 04XX XXX XXX. 

Hence, there are 100 million possible combinations, and not all of them are used as of 2020. There are 

spare numbers, e.g., 0440 000 000 - 0444 300 000, numbers allocated to satellite phones, e.g., 0420 

100 000 – 0420 109 999 (Pivotel), and rail corporations, e.g., 0420 000 000 – 0420 019 999 (Rail 

Corporation New South Wales) (Australian Communications and Media Authority, n.d.-b). The 

remaining numbers, 62 million or 62% of all possible combinations, are allocated to Vodafone, Optus, 

and Telstra mobile service providers and can be used in general population surveys. However, knowing 

that there are about 24 million people living in Australia (Australian Bureau of Statistics 2016) and 
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about 20 million mobile numbers70, only about one out of three combinations represent a valid/live 

mobile number. 

To remove invalid mobile numbers and to decrease the cost of texting invitations, i.e., not sending 

SMS messages to mobile numbers that are not live, I used the service provided by SamplePages (n.d.). 

They matched my randomly generated mobile numbers71 to the mobile numbers from the general 

population in their database for validation and to append geo-demographics (with approximately 7% 

matching rate, 34,734 numbers72). They estimated that 90% of all those numbers were live at the time 

of matching and appending. For the top-up sample (Stage 2, please see ‘Survey experiment’ 

subsection), they also validated 3,778 additional numbers73 with no matches in their database. 100% 

of those numbers were active on the day of validation, i.e., 1-3 days before the text messages were 

sent to the validated numbers. In the end, the total sample consisted of: 

• 12,302 numbers with full geo-demographics available (gender, age group, Statistical Area 

Level 4 (SA4)); 

• 22,432 numbers with partial geo-demographics available (about 96% of those without age 

[SA4 only, gender only, or SA4 and gender] and about 4% with age information [age only, age 

and gender, or age and SA4]); 

• 3,778 numbers with no geo-demographics available (added in Stage 2). 

For Stage 1, the sample was stratified74, and for Stage 2, there was just one sample with no 

stratification carried out. Stratification was primarily used to study its effect on data accuracy, i.e., for 

the purpose of a separate study. 

  

 
70 Estimation based on: 18.5 million Australians aged 18+ (Australian Bureau of Statistics 2016), 6% of them with two mobile 
phones, 32% of Australian aged 6-13 and 91% of Australian aged 14-17 own a mobile phone (Roy Morgan 2015; Roy Morgan 
2016; Roy Morgan 2018). 
71 500,000 mobile numbers were generated using RDD; the number was determined based on the estimated match rate and 
the required sample size of mobile numbers with a positive match. 
72 While generation of mobile phone numbers was carried out by the researcher and was random (following RDD principles), 
validation of mobile numbers provided by SamplePages in Stage 1 excluded Australian mobile numbers not in their database. 
As such, the selection closely resembled drawing random numbers from the SamplePages database, but with more control 
over sampling on the researcher’s end (and for lower cost). In practice, there is a trade-off between (1) coverage of mobile 
numbers not in SamplePages database, (2) the ability to carry out stratified sampling of mobile numbers in the Australian 
context. This potential undercoverage bias is, combined with nonresponse bias, addressed in the Representation bias 
subsection of the Results. 
73 Mobile number validation also known as ‘pinging’; 12,000 RDD mobile numbers (with no matches in SamplePages database 
in Stage 1 selection), 3,778 active, 31% live number validation rate, fairly consistent with ‘20 million mobile owners / 62 
million possible combinations’ ratio. This type of selection using random generation of mobile numbers with subsequent 
‘pinging’ can be considered as a true RDD in the Australian context. The ‘pinged’ sample of mobile numbers was added in 
Stage 2 to study response rate conditional on the type of validation of mobile numbers (see Table 10.4 for results). 
74 Based on availability of stratification information: 8,000 numbers by gender*age group*SA4 and 19,000 by state only. 
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10.3.3 Survey experiment  

In this study, I collected data with a sophisticated survey experiment, including two associated stages 

in a responsive survey design. 

• Stage 1: initial stage to study various data collection characteristics 

To study factors affecting and improving response in a survey applying an RDD-sampling SMS-

invitation web-push approach to data collection, I divided the sample of 27,000 numbers into 48 

experimental groups. There were a number of experimental variables I intended to test the survey 

(non)response against: (1) survey reminder; (2) day of the week initial SMS was sent; (3) time of day 

initial SMS was sent; (4) incentives; and (5) SMS invitation text (information on the topic of the survey, 

information on benefits of participation). Please see Table 10.1 for more information. 
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Table 10.1: Experimental design (Stage 1, n=27,000)  

Reminder 
Day of the week 
1st SMS sent 

Time of 
the day 

Type of 
incentives 

SMS invitation 
text 

% of the combined 
sample in Stage 1 

Survey reminder  
(5 days after first 
SMS) 

Weekday  
(Mon-Fri) 

Afternoon 

No incentives 
Benefits 3.750% 

Survey topic 3.750% 

$5 conditional 
Benefits 0.625% 

Survey topic 0.625% 

Prize draw 
Benefits 1.875% 

Survey topic 1.875% 

Evening 

No incentives 
Benefits 3.750% 

Survey topic 3.750% 

$5 conditional 
Benefits 0.625% 

Survey topic 0.625% 

Prize draw 
Benefits 1.875% 

Survey topic 1.875% 

Weekend 
(Sat-Sun) 

Afternoon 

No incentives 
Benefits 3.750% 

Survey topic 3.750% 

$5 conditional 
Benefits 0.625% 

Survey topic 0.625% 

Prize draw 
Benefits 1.875% 

Survey topic 1.875% 

Evening 

No incentives 
Benefits 3.750% 

Survey topic 3.750% 

$5 conditional 
Benefits 0.625% 

Survey topic 0.625% 

Prize draw 
Benefits 1.875% 

Survey topic 1.875% 

No SMS reminder 

Weekday  
(Mon-Fri) 

Afternoon 

No incentives 
Benefits 3.750% 

Survey topic 3.750% 

$5 conditional 
Benefits 0.625% 

Survey topic 0.625% 

Prize draw 
Benefits 1.875% 

Survey topic 1.875% 

Evening 

No incentives 
Benefits 3.750% 

Survey topic 3.750% 

$5 conditional 
Benefits 0.625% 

Survey topic 0.625% 

Prize draw 
Benefits 1.875% 

Survey topic 1.875% 

Weekend 
(Sat-Sun) 

Afternoon 

No incentives 
Benefits 3.750% 

Survey topic 3.750% 

$5 conditional 
Benefits 0.625% 

Survey topic 0.625% 

Prize draw 
Benefits 1.875% 

Survey topic 1.875% 

Evening 

No incentives 
Benefits 3.750% 

Survey topic 3.750% 

$5 conditional 
Benefits 0.625% 

Survey topic 0.625% 

Prize draw 
Benefits 1.875% 

Survey topic 1.875% 

While all other conditions were split 50:50, I had to adjust the sizes of the experimental groups based 

on the types of incentives, which depended on the available budget. With a total budget of $3000, I 

intended to spend $200 on incentives for the prize draw (target sample size n=400), $1000 on 

incentives for the $5 conditional incentives group (target sample size n=200), approximately $700 on 
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mobile number validation and appending geo-demographics, and approximately $1100 on text 

messaging. Assuming a lower response in groups not being offered a (monetary) reward, the no-

incentives group of sampled potential respondents was larger (60%) than the lottery (30%), and the 

$5 incentives (10%) groups. I purposely collected data on all days of the week in an attempt to 

minimize the effect on the response of particular events on certain days of the week. However, this 

was done with an intention to aggregate the days into ‘weekdays’ and ‘weekends’, to keep sufficient 

statistical power for all experimental groups. 

• Stage 2: a sample top-up stage, also testing for two other response maximization approaches 

The response rate in Stage 1 was about 50% lower than initially expected, and to increase the sample 

size for a separate benchmarking component of the project, the decision was made to use a top-up 

sample. For this reason, I decided to use all remaining numbers with appended geo-demographics 

(n=7,734, with predominantly partial information for stratification), and to validate new numbers with 

no geo-demographic information (n=3,778, pinged but not matched).  

In Stage 2, I did not replicate the experimental design from Stage 1. Instead, I analyzed the existing 

preliminary data from Stage 1 and selected the optimal combination of approaches in terms of 

response and costs (a responsive approach). If there was no notable difference in rates between 

experimental groups, I decided to go with the cheapest data collection approach. In the end, I 

standardized the following conditions: weekday evening invitations (Tuesday-Thursday), text message 

communicating benefits, no incentives offered, and no survey reminders.  

I introduced two alternative approaches to SMS recruitment as follows. 

(1) Advance SMS/pre-notification. I attempted to increase response by pre-notifying respondents 

about the upcoming SMS invitation; the literature explains that advance SMS can help establish trust 

and legitimacy (Bosnjak et al. 2008). At the same time, I only texted a link to the survey to 

respondents who did not opt-out by responding ‘STOP’. 

(2) ‘Responsive’ text message survey invitation. I attempted to increase response by not sending the 

link to the survey in the first text message, but only if the respondents agreed to receive an invitation 

by responding ‘YES’. This can be considered as a less intrusive approach to survey invitations, 

similarly to an advance SMS.  

The third type of invitation was a ‘standard’ single-invitation SMS including a URL to an online 

questionnaire. This was the only type of invitation from Stage 1. Please see Table 10.2 for more 

information. 
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Table 10.2: Experimental design (Stage 2, n=11,512)  

Reminder 
Day of the week 
1st SMS sent 

Time of 
the day 

Type of 
incentives 

SMS 
invitation 
text 

Type of 
invitation 

% of the full 
sample 

No 
reminder 

Weekday  
(Tue-Thu) 

Evening 
No 
incentives 

Benefits 

Advance SMS 
invitation 

33.33% 

‘Responsive’ 
SMS invitation 

33.33% 

‘Standard’ SMS 
invitation 

33.33% 

10.3.4 Data collection 

Data collection took place between Wednesday November 4th and Saturday November 21st 2020. The 

initial stage, Stage 1, took place between November 4th and November 17th, and Stage 2 took place 

between November 17th and November 21st 2020. Due to the experimental design, invitations were 

sent during most of these periods; the online survey/questionnaires were deactivated two days after 

the last invitation in a stage was sent. Reminders sent to one half of the Stage 1 sample, excluding 

those who opted-out of receiving future SMS after the first SMS invitation, were sent between 

November 9th and November 15th using a unified approach that avoids adding extra variability: SMS 

was sent 5 days after the first one, in the evening, offering the same type of incentives as in the first 

SMS, and communicating benefits. For more information about the timeline, please see Figure 10.1. 

Figure 10.1: Data collection timeline 

Stage and activity 
November 2020 

4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 

Stage 

1 

1st SMS invitation                           

Reminder SMS                           

Survey open                                  

Stage 

2 

SMS invitation                       

Survey open                                     

Text messages were designed based on the results of a qualitative study by the Social Research Centre, 

who ran focus groups to test the design of their advance SMS that was later used in recruitment to 

their online panel (Kellard 2017). Moreover, the communicated benefits of participation without 

receiving a reward (i.e., asking to help our research) was based on survey participation theories, such 

as social exchange or cognitive dissonance theories (for more information, see Keusch 2015). The text 

message content is shown in Figure 10.2. 
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Figure 10.2: SMS content 

 

Stage 2 was conducted in much less time and was built on an optimized survey design heavily based 

on the results of Stage 1. It was finished in 5 days and included elements of rapid data collection, which 

could be considered as a key advantage of the proposed RDD-sampling SMS-invitation web-push 

approach. 

10.3.5 Data analysis and statistical modeling  

With the division into experimental survey groups (see Tables 10.1 and 10.2), I aimed to create a binary 

logistic regression model with survey response (0=unit nonresponse, 1=unit response) as the 

dependent variable and characteristics of data collection as the predictor variables. After combining 

and coding data from Stages 1 and 2, those predictors were: 

• time of day (afternoon, evening); 

• day of the week (weekday, weekend); 
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• SMS invitation text (topic, benefit); 

• reminder (reminder sent, reminder not sent); 

• type of invitation for maximizing response (‘standard’ single-SMS invitation with no incentives 

offered (reference group), ‘standard’ single-SMS invitation with $5 incentives offered, 

‘standard’ single-SMS invitation with an offer to enter a $100 prize draw, advance SMS with 

no incentives offered, responsive SMS invitation with no incentives offered). 

After reviewing the results of the preliminary analysis and receiving feedback from SamplePages, I 

decided to use different information of appended geo-demographics to a mobile number as a predictor 

as well. The following groups of mobile numbers were coded: (1) geo-demographics including age; (2) 

partial geo-demographics not including age; and (3) no geo-demographics appended/available. The 

reason for this was the different probabilities of a mobile number being live, and due to eligibility of 

respondents dependent on their age information (people aged younger than 18 were ineligible).  

Taking these probabilities into account, response rate calculation adjusting for unknown eligibility (e 

value) would be considerably affected. To calculate the rates, I used AAPOR Response Rate Standard 

definitions, and their proposed calculations of response rates RR2 and RR4 (The American Association 

for Public Opinion Research 2016, pp. 61-62). In both cases, the RR were calculated by counting partial 

interviews75 as survey respondents. To calculate the e value for RR4, I used estimates from 

SamplePages in combination with the estimates from Roy Morgan Young Australians Survey 2018 (Roy 

Morgan 2018) and Roy Morgan Single Source Australia 2016 on phone ownership of minors (Roy 

Morgan 2016). More details about the estimates and calculation of response rates are available in the 

Results section. 

Data analysis was carried out in the statistical software Stata 13 (StataCorp 2013). As well as 

descriptive analysis, as previously discussed, I conducted binary logistic regression modeling. 

10.4 Results 

In this section, I will present the results to answer research questions RQ1-RQ3. Firstly, I will discuss 

response rates in a survey combining online data collection with RDD sampling and SMS invitation, 

comparing responses between different fundamental approaches, such as offering incentives and an 

advance SMS. Secondly, I will dig deeper into what affects response and analyze the data for all 

experimental groups using binary logistic regression modeling. Finally, I will present nonresponse bias 

by comparing the distribution of socio-demographic variables between this study, the Australian 

 
75 Partial interviews were those respondents who provided enough information for post-stratification weighting, i.e., reached 
at least question 28 out of 35 (see the questionnaire in the Appendix 10), but did not complete the questionnaire. 
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Census 2016 benchmarks (Australian Bureau of Statistics 2016), and three probability-based samples 

from the Online Panels Benchmarking Study (Pennay et al. 2018). 

10.4.1 Response rates 

To answer the first research question RQ1, I will present the results on response rates for a few 

different response maximization approaches from data collection Stages 1 and 2. In this analysis, I will 

not control for other characteristics of data collection (e.g., with logit regression). For this reason, I 

calculated AAPOR RR2 and RR4. The difference between these two calculations is the estimate of a 

portion of the sample with unknown eligibility that are ineligible (represented by the e value). In an 

RDD-sampling SMS-invitation web-push survey, respondents with unknown eligibility are those who 

did not respond and who did not break off. Respondents who confirmed that they were at least 18 

years of age by starting the survey were considered eligible. Unfortunately, those who clicked on the 

link but did not start the survey, did not provide enough information to assume their eligibility status.  

With three ‘types’ of mobile numbers based on the availability of appended information, three 

different e values had to be estimated to calculate AAPOR RR4. Based on the information I received 

from SamplePages, about 10% of their database contains mobile numbers that are not live, hence the 

coefficient of 0.9 for the ‘Complete geo-dem’ group with only respondents aged 18+. Without having 

appended information about mobile owners’ age, I estimated the portion of Australians with mobile 

phones who were not yet 18. I consulted two reports from Roy Morgan (2016: 91% of teenagers aged 

14-17 have a mobile phone, 2018: 32% of children aged 6-13 have a mobile phone) and the Australian 

Census 2016 (Australian Bureau of Statistics 2016) distribution by age, and estimated that about 9% 

of all Australian mobile owners were not yet 18. Combined with the portion of inactive numbers, the 

final e value for ‘Partial geo-dem group’ was 0.82. With pinged (all live) numbers, I only had to adjust 

the e value for ineligible respondents not yet 18 years of age. 

  



 

280 

Table 10.3: Response rates by different response maximization approaches 

AAPOR Survey Outcomes 

Stage 1a Stage 2b 

No 
incentives 

$5 
incentives 

Lottery 
Standard 

invitationc 

Advance 
SMS 

Responsive 
SMS 

All invited 16,184 2,724 8,092 3,838 3,837 3,837 

Participated 

Complete 267 44 126 36 79 43 

Partial 14 2 14 3 3 0 

Known 
eligibility 

Breakoff 33 1 10 10 12 4 

Unknown 
eligibility 
(for mobile 
numbers with 
different 
appended 
information) 

Geo-dem 
including age 

6,894 1,117 3,417 542 510 534 

Partial geo-dem 
not including age 

8,976 1,560 4,525 1,997 1,997 2,014 

No geo-dem 
(pinged) 

0 0 0 1,250 1,236 1,242 

Total 15,870 2,677 7,942 3,789 3,743 3,790 

e value 

Geo-dem 
including age 

0.90 0.90 0.90 0.90 0.90 0.90 

Partial geo-dem 
not including age 

0.82 0.82 0.82 0.82 0.82 0.82 

No geo-dem 
(pinged) 

0.91 0.91 0.91 0.91 0.91 0.91 

Combined 0.855 0.853 0.854 0.861 0.861 0.861 

Response 
rate 

RR2 1.74% 1.69% 1.73% 1.02% 2.14% 1.12% 

RR4 2.02% 1.97% 2.02% 1.18% 2.47% 1.30% 

a about 45% of the three samples received a reminder SMS (50% randomly assigned minus those who opted-out after 

receiving first SMS invitation [about 1 of 10]) 
b no incentives or reminders 
c ‘standard’ invitation was a single SMS invitation including a URL to the questionnaire; in case of ‘standard’ invitations, no 

advance SMS or SMS asking potential respondent to text back ‘YES’ to receive a questionnaire URL (‘responsive SMS 

invitation’), were sent; all Stage 1 invitations were ‘standard’ 

The results from Table 10.3 show how different actions to increase response in a mobile survey are 

more or less efficient. Interestingly, there was a very little and statistically not significant difference 

between respondents who were not offered incentives (1.74% RR2, 2.02% RR4), those who were 

offered $5 incentives (1.69% RR2, 1.97% RR4), and those who were offered to enter a lottery for a 

$100 eGift card (1.73% RR2, 2.02% RR4) in Stage 1.  

It seems that it is not worth investing money into offering potential respondents a compensation for 

their participation in an SMS invitation survey, but rather into other approaches like sending an 

advance SMS (2.14% RR2, 2.47% RR4). When using the approach with an introductory SMS but no 

reminders, the response rate was more than twice as high than without an introductory SMS (1.02% 
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RR2, 1.18% RR4 in Stage 2), and still notably higher than for the Stage 1 groups with about 45% of 

respondents receiving a reminder SMS.  

Standard invitation group and responsive SMS group (RR2 1.12%, RR4 1.30%) from Stage 2 had a lower 

response but they also did not receive a reminder SMS in contrast to the groups from Stage 1 and, 

therefore, response rates cannot be compared directly. It is possible that response rate in a responsive 

SMS survey with a reminder would be comparable to response rates from the first three approaches. 

This will be estimated with further analysis. 

10.4.2 Factors affecting response 

In the first subsection, I showed how response rates differ between different SMS texting approaches 

and how unknown eligibility, which I was able to estimate using external data, affects the final 

response rates as a conditional indicator of data quality. In this subsection, I will show the results of 

binary logistic regression to provide answers to RQ2. Regression modeling was conducted to showcase 

how different approaches I tested with the experimental randomized design affect or do not affect 

(non)response. In this section, only RR2 numbers are presented and discussed. In the unit record file, 

I cannot assume which numbers were eligible and ineligible, hence no RR4 can be calculated. 

The results from Table 10.4 show that there are a number of ways to maximize response, but there 

are also unnecessary (and quite expensive) measures that do not successfully convince potential 

survey respondents to participate. Thus, many of my findings on response maximization methods and 

techniques were not in line with theoretical expectations. First of all, offering incentives in a single-

invitation SMS had no positive or negative effect on response rates in comparison to a single-invitation 

SMS with no incentives offered. This is in line with findings on response rates (RQ1). Inefficiency of 

incentives comes as a surprise, as it was anticipated in the survey design phase to give double the 

response rate for the lottery experimental group, and three times the response rate in the $5 

conditional incentives experimental group. This inefficiency resulted in a much lower total response 

rate in Stage 1, encouraging me to make a decision to use a top-up sample and Stage 2 of data 

collection. In this stage, I used an opportunity to test two different approaches as an alternative to 

offering incentives: an advance SMS invitation; and a responsive SMS invitation. While responsive SMS 

invitations did not improve response in comparison to a standard single-SMS invitation, an advance 

SMS invitation statistically significantly boosted response. The improvement in response was quite 

similar to an improvement if potential respondents were sent a reminder 5 days after receiving the 

first SMS invitation. 
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Table 10.4: Binary logistic regression with survey response (RR2) as dependent variable 

Predictors Coef Std error 

Type of invitation     

No incentives offered, standard invitation 0   

$5 conditional incentives, standard invitation -0.01 0.16 

Prize draw for $100 coupons, standard invitation 0.01 0.10 

No incentives, advance SMS invitation 0.67** 0.15 

No incentives, responsive SMS invitation 0.02 0.18 

Stratification information     

Pinged numbers, no info 0   

Complete stratification info or incomplete info with age 0.69** 0.18 

Incomplete stratification info (with no age info) 0.38* 0.18 

Survey SMS reminder     

No SMS reminder sent 0   

Yes, 5 days after first SMS 0.59** 0.09 

Day of the week     

Weekday  0   

Weekend -0.05 0.09 

Time of the day     

Evening  0   

Early afternoon -0.13 0.09 

SMS invitation text     

Benefit 0   

Topic -0.01 0.09 

Constant -4.82** 0.19 

Pseudo R Squared 0.013 

** p<0.01, * p<0.05, Coef = binary logistic regression coefficient  

Moreover, I noticed statistically significant differences in response rates between mobile numbers 

with different levels of appended demographics. The findings are partially in line with findings in the 

first subsection, where I calculated e values (estimates of unknown eligibility). The numbers with the 

highest response rate were those with complete stratification info or incomplete info with age, which 

comes as no surprise because they do not include mobile owners that are younger than 18. They are 

followed by the numbers with partial stratification information with no age information and ‘pinged’ 

numbers with no stratification information appended, although the difference between these two 

groups is statistically significant at the p<0.05 level but not at the p<0.01 level. One possible 

explanation could be that people with mobile numbers with some stratification information available 

are less concerned with privacy, since they agreed to have their mobile number listed. 

On the other hand, I did not notice any statistically significant differences between the time of day I 

sent SMS invitations, the days I sent SMS invitations, and the content of the text message 

(communicating topic or benefits, such as offering incentives). In Stage 1 I noticed a slightly higher 
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response rate if texting invitations in the evening, but the difference after combining data is not 

statistically significant. With days of the week, I noticed that there might be differences between 

certain days (e.g., Saturday at first seemed to be a bad day for sending the first SMS, but a suitable 

day for sending a reminder), but the aggregation into weekdays and weekends eliminated these 

differences. Some of these data collection characteristics should be explored further in future research 

using larger samples.  

In Figure 10.3, I am extending the analysis, and presenting the predictive margin results for the best 

and worst combinations of response maximization approaches for SMS invitation web-push data 

collection. The results show it is as important to have a high-quality list of validated mobile numbers, 

as it is to select the right approach to SMS invitation. While we did not observe large differences 

between nonresponse in the results from Table 10.3, the presented predictive margins showcase how 

different (hypothetical) strategies can result in quite different response outcomes. 

Figure 10.3: Predictive margins for the best and worst combinations of approaches based on RR2 

response rates (binary logistic regression model, see Table 10.4 for coefficients)  

 

*those were not experimental groups in my study; the predictive margins for these combinations were calculated with 

Stata 13 based on response rates in other similarly structured experimental groups from my study 

The maximization approach with the highest predicted RR2 is one that I did not test in our study, as I 

did not send reminders in Stage 2. This combination is an advance SMS using mobile numbers with 

appended age, and a reminder (RR2 95% confidence interval (CI) [3.5%,6.6%]). It is followed by the 

same approach except using mobile numbers with no age information (RR2 95% CI [2.7%,4.9%]), but 

the difference is not statistically significant. Of all approaches I combined and tested in practice, the 

best seemed to be ‘advance SMS using mobile numbers with appended age and no reminder’ (RR2 

95% CI [2.1%,3.6%]). 
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In terms of using reminders – the difference between sending a reminder SMS five days after the initial 

text message invitation, and not sending a reminder, is statistically significant. In practice, the 

difference is about 1%-point, ceteris paribus. This is consistent with the results presented in Table 

10.3. 

Out of all the different maximization approaches I tested, the least effective were shown to be using 

pinged numbers with no reminders and either a responsive or a single-SMS invitation with no 

incentives offered. In these cases, we could not realistically expect RR2 of more than 1.1% (95% CI 

upper interval). 

10.4.3 Representation bias 

In the following paragraphs, I will address the issue of representation bias, which may or may not be 

related to low response rates; the issue identified in the existing literature on the topic (e.g., Conrad 

et al. 2017). As I discussed previously, extremely low response rates can represent a bigger problem 

than just low response rates, which are an issue for most survey research nowadays. Also, 90% of the 

sampled mobile numbers in this study were randomly selected from SamplePages database containing 

estimated 22% of all mobile numbers from the general population of Australians. Thus, there was a 

potential for undercoverage bias. 

To estimate representation bias, I will compare the distribution of socio-demographics variables, most 

of which are commonly used in post-stratification weighting like raking, between different probability-

based samples. Estimates from these samples will be compared to the benchmarks from the 

Australian Census 2016 (for the general population, 18+ years of age [Australian Bureau of Statistics 

2016]) as the highest quality data source for Australia. Representation bias from the RDD-sampling 

SMS-invitation web-push survey will then be compared to representation bias from the following: a 

standalone RDD telephone sample; an RDD end of a telephone survey (“piggybacking”) sample; and 

an address-based sample76. In the end, I will answer the research question RQ3. 

  

 
76 The samples are from the Online Panels Benchmarking Study (OPBS) 2015; estimates are taken from Pennay et al. (2018, 
pp. 39-40). 
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Table 10.5: Differences in distributions of key primary socio-demographic variables (unweighted) 

 
Benchmark 
AU Census 

2016 

RDD SMS 
Web-push 

Standalone 
RDD 

A-BS 
sampling 

recruitment 

RDD End of 
survey 

recruitment 

Sex      

Male 48.8 44 46 39 42 

Female 51.2 56 54 61 58 

Age (years)      

18–24 11.8 6 7 4 6 

25–34 18.5 11 9 10 9 

35–44 17.3 13 15 13 15 

45–54 17.1 18 15 16 19 

55–64 15.1 24 20 22 21 

65-74 11.4 23 18 22 21 

75+ 8.8 6 14 13 9 

Education      

Secondary Education or Cert I/II 43.4 25 38 40 35 

Cert III/IV, (Advanced) Diploma  29.8 34 29 24 29 

Bachelor’s degree or higher 26.7 41 33 37 35 

Birthplace      

Australia 66.3 76 75 73 75 

Other 33.7 24 25 27 25 

Region      

New South Wales 32.0 32 29 34 32 

Victoria 25.5 25 24 26 25 

Queensland 19.9 18 22 17 20 

South Australia 7.3 8 9 8 8 

Western Australia 10.5 9 10 9 9 

Tasmania 2.2 3 3 2 3 

Northern Territory 0.9 <1 1 1 1 

Australian Capital Territory 1.7 4 4 3 1 

Response rate (RR2)  1.6% 14.7% 26.2% 9.8% 

The results in Table 10.5 show socio-demographic differences between the general adult population 

(from Australian Population Census 2016) and different sample surveys. These can be interpreted as 

a combination of nonresponse and coverage bias. In practice, the differences are corrected with post-

stratification weighting, which often does but sometimes does not improve the accuracy of non-

demographic estimates (Groves et al. 2009).  

We can see that my sample is closer to the benchmarks than other samples for some variables and 

their categories, and more biased for some other items. Generally speaking, all probability-based 

samples, i.e., my RDD-sampling SMS-invitation web-push sample and OPBS 2015 samples, are 

different to the population distributions of the target primary demographics. Firstly, surveys tend to 

attract more females than males, which was confirmed by my data. Secondly, surveys attract older 

respondents; in my survey, there was a larger than usual portion of those aged 55-74, but people aged 

75+ were less overrepresented than in the other surveys, probably due to a lack of digital literacy. On 

the other hand, a slightly higher portion of those younger than 35 (18–24 and 25–34 age groups 

combined) was included in our study, and they were less underrepresented. Thirdly, relatively more 

educated than less educated respondents participate in surveys, and in my survey, the education-
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related nonresponse bias was even more severe. The differences could potentially be attributed to 

people with a university degree being more likely to own a mobile phone (coverage bias); however, 

due to a high smartphone penetration rate (only about 9% of Australians are without a smartphone), 

education-related coverage bias can only explain a portion of the total representation bias. Moreover, 

all surveys in Australia seem to underestimate the portion of foreign-born residents of Australia with 

a similar magnitude. Finally, my sample was quite accurate in estimating distribution by state, and the 

difference between the Australian Census 2016 and my estimates was larger than 2%-points for the 

Australian Capital Territory only. 

To sum up, low response rates in the RDD SMS-invitation web-push study and undercoverage of 

people without internet or smartphones seemed to lead to some demographic representation bias, 

but this can be reported for other probability surveys as well. The only notable difference between 

my sample and all other samples was in estimating education distribution, which could potentially be 

affected by an increasing differential nonresponse five years after the OPBS was carried out. 

10.5 Discussion 

The 2020s brings both good news and bad news for survey methodology. The bad news is that 

response is declining in most survey research, and low response rates in my survey were an example 

of that. Nevertheless, the good news is that the existing literature (e.g., Groves & Peytcheva 2008) 

explains how nonresponse is not necessarily associated with representation bias and does not affect 

data accuracy in survey research based on probabilistic principles. In this study, being prepared to deal 

with high nonresponse, my focus was on exploring both the bad news and good news perspectives of 

errors of representation in a relatively new approach to probabilistic sampling with an SMS invitation 

directing to an online survey. While nonresponse was even higher than initially predicted in the survey 

design phase (potential nonresponse bias) and selection was somewhat limited to SamplePages 

database (potential undercoverage bias), in the end they translated into representation bias 

comparable to the socio-demographic nonresponse bias in three probability-based surveys with 

significantly higher response rates. In comparison to a similar text-to-web study with a low response 

rate conducted by Bucher and Sand (2021), my study experienced similar representation bias for 

education (overrepresentation of the most educated), but not for age (overrepresentation of the 

oldest instead of the youngest). Moreover, studying non-demographic bias, namely attitudinal, 

behavioral, knowledge, and other factual bias, will be an important step for further determining the 

overall representation bias of the proposed approach. 

I firstly showed that the expected response rates in a web survey with text message invitations can be 

very low. Based on a number of text message responses from recipients of my SMS invitations, it was 
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clear that potential respondents were skeptical that the SMS really came from the Australian National 

University, and that my survey was a legitimate academic research project. While the first page of the 

online questionnaire thoroughly explained the practical and ethical aspects of the research, the link-

click numbers showed that only about one in ten recipients clicked on the link in the survey invitation. 

The solution to this problem could be sending a longer SMS and providing more information in these 

messages, but that could considerably increase data collection costs, especially if there was little 

increase in link-click rates. 

Further, I presented evidence on how response in a study of this kind is difficult to increase 

substantially by using many approaches known to be effective in other survey modes, e.g., offering 

conditional incentives. One possible explanation of this could be that in a country with a high standard 

of living like Australia, $5 incentives in a form of a supermarket gift card do not represent enough 

value for respondents. At the same time, administering incentives to all respondents in my survey 

would double the costs per completed survey. It appears that the majority of respondents in this study 

participated for other reasons, which can be better explained with social exchange or cognitive 

dissonance theories (see Keusch 2015 for more information). This is further supported by the fact that 

only 8 of 44 ‘$5 conditional incentives’ respondents decided to accept the coupon after filling out the 

survey. The other 36 respondents either did not wish to provide their details to be sent a $5 eGift card, 

or decided to enter the lottery for a $100 eGift card instead, which was an option given after they 

completed the questionnaire (and not in the introduction or the invitation SMS). It would be quite 

interesting to see the potential effect of providing $10 or $15 incentives on response, which are 

standard gift card amounts used by the only Australian probability-based panel Life in Australia™ for 

surveys of similar length (Kaczmirek et al. 2019), although this could significantly increase costs and 

attract more ‘professional respondents’. On the other hand, a text-to-web survey offering higher 

incentives might attract more of the less educated (with lower income), which would help reduce 

some of representation bias. 

Due to inefficiency in offering incentives, I later explored a couple of different potential response 

maximization solutions reported in the literature (e.g., Bosnjak et al. 2008). My findings on data 

collection characteristics affecting (and not affecting) response were consistent with findings from 

Andreadis (2020) on the use of pre-notification and reminders, and the day and time of SMS 

invitations. Sending an advance SMS proved to be the best solution to increase response by 

supposedly building trust with some respondents, even if being sent from a mobile number not 

associated with the University and only two hours in advance. The other fairly effective approach was 

a reminder SMS, which showed a similar increase in response rates. Since sending two or more text 

messages to each mobile number would exceed my budget, I did not test sending more than one SMS 
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reminder. For experimental groups receiving a reminder, the number of completes in two days after 

the first SMS (initial invitations) were fairly comparable to the number of completes in two days after 

the second SMS (reminders). This indicates that sending the second reminder SMS a couple of days 

later could result in a similar increase of response as the first reminder SMS, which was previously 

reported by Andreadis (2020). Moreover, I did not have a chance to combine two of the best 

approaches, texting an advance SMS and sending a reminder. Combining the best survey maximization 

approaches, as well as texting mobile numbers with appended geo-demographics, should be a subject 

of future research on this topic. 

In this study, I was bounded by the survey budget. Thus, there was a limit to how many mobile 

numbers I could validate, text, pre-notify or remind, and I could only offer small conditional incentives. 

With a larger budget, my experimental groups would be of a sufficient size to work with more 

statistical power in order to identify the best approaches to this kind of data collection (e.g., the best 

day for texting invitations). However, my study adds value by presenting results of a sophisticated 

survey experiment, including many experimental groups. In the future, investigating response 

maximization approaches should be more targeted, while building on the results of this study; e.g., 

carrying out an individual study on the number of reminders offering the best cost-benefit balance for 

the data collector.  
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Appendix 10 

Survey on Wellbeing, Health and Life in general 2020 online questionnaire (from RDD-

sampling SMS-invitation web-push study) 

 
In the last week, did you do any exercise which caused a moderate increase in your heart rate or breathing, 

that is, moderate exercise? (e.g., gentle swimming, social tennis, golf) 

o Yes (1)  

o No (2)  
 
 
How many serves of vegetables do you usually eat each day? 

o 1 serve (1)  

o 2 serves (2)  

o 3 serves (3)  

o 4 serves (4)  

o 5 serves (5)  

o 6 serves or more (6)  

o less than one serve (7)  

o do not eat vegetables (8)  

 
 
Have you had an alcoholic drink of any kind in the last 12 months? 

o Yes (1)  

o No (2)  

 
 
How often do you now smoke cigarettes, pipes or other tobacco products? 

o Daily (1)  

o At least weekly (but not daily) (2)  

o Less often than weekly (3)  

o Not at all, but I have smoked in the last 12 months (4)  

o Not at all and I have not smoked in the last 12 months (5)  
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In general, would you say your health is...? 

o Excellent (1)  

o Very good (2)  

o Good (3)  

o Fair (4)  

o Poor (5)  

 
 
How often do you feel rushed or pressed for time? 

o Always (1)  

o Often (2)  

o Sometimes (3)  

o Rarely (4)  

o Never (5)  

 
 
In the past 4 weeks, about how often did you feel hopeless? 

o None of the time (1)  

o A little of the time (2)  

o Some of the time (3)  

o Most of the time (4)  

o All of the time (5)  

 
 
Do you have access to the Internet at home? 

o Yes (1)  

o No (2)  
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Which, if any, of the following devices do you own or have ready access to (i.e., that is readily available for you 

to use)? 

▢ Smartphone (1)  

▢ Laptop (2)  

▢ Desktop/tower computer (3)  

▢ Tablet (4)  

 
 
Thinking about new brands or technology, do you agree or disagree with the following statement?  

  

I like to be the first among my friends and family to try something new. 

o Strongly agree (1)  

o Agree (2)  

o Disagree (3)  

o Strongly disagree (4)  

 
 
In the last twelve months did you spend any time doing voluntary work through an organisation or group? 

o No, did not do voluntary work (1)  

o Yes, did voluntary work (2)  

 
 
In the last two weeks did you spend time providing unpaid care, help or assistance to family members or 

others because of a disability, a long term health condition or problems related to old age? 

o No, did not provide unpaid care, help or assistance (1)  

o Yes, provided unpaid care, help or assistance (2)  

 
 

 

 

How well do the following words describe you? For each word, indicate how well that word describes you. 

There are no right or wrong answers. 
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 How well does Warm describe you? 

o 1 - Does not describe me at all (1)  

o 2 (2)  

o 3 (3)  

o 4 (4)  

o 5 (5)  

o 6 (6)  

o 7 - Describes me very well (7)  

 
 
 

What about Orderly? 

o 1 - Does not describe me at all (1)  

o 2 (2)  

o 3 (3)  

o 4 (4)  

o 5 (5)  

o 6 (6)  

o 7 - Describes me very well (7)  

 
 
 

 

How well does Moody describe you? 

o 1 - Does not describe me at all (1)  

o 2 (2)  

o 3 (3)  

o 4 (4)  

o 5 (5)  

o 6 (6)  

o 7 - Describes me very well (7)  
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What about Quiet? 

o 1 - Does not describe me at all (1)  

o 2 (2)  

o 3 (3)  

o 4 (4)  

o 5 (5)  

o 6 (6)  

o 7 - Describes me very well (7)  

 
 
And finally, how well does Philosophical describe you? 

o 1 - Does not describe me at all (1)  

o 2 (2)  

o 3 (3)  

o 4 (4)  

o 5 (5)  

o 6 (6)  

o 7 - Describes me very well (7)  

 
 
I am now going to ask you some questions about how satisfied or dissatisfied you are with some of the things 

happening in your life.  

 

 Please pick a number between 0 and 10 to indicate how satisfied you are with your health. 

 
0 - Totally 

dissatisfied 
(1) 

1 (2) 2 (3) 3 (4) 4 (5) 

5 - Neither 
satisfied 

nor 
dissatisfied 

(6) 

6 (7) 7 (8) 8 (9) 
9 

(10) 

10 - 
Totally 

satisfied 
(11) 

Your 
health 

(1)  
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How satisfied are you with your financial situation? 

 
0 - Totally 

dissatisfied 
(1) 

1 (2) 2 (3) 3 (4) 4 (5) 

5 - Neither 
satisfied 

nor 
dissatisfied 

(6) 

6 (7) 7 (8) 8 (9) 
9 

(10) 

10 - 
Totally 

satisfied 
(11) 

Your 
financial 
situation 

(1)  

           

 
 
How satisfied are you with how safe you feel? 

 
0 - Totally 

dissatisfied 
(1) 

1 (2) 2 (3) 3 (4) 4 (5) 

5 - Neither 
satisfied 

nor 
dissatisfied 

(6) 

6 (7) 7 (8) 8 (9) 
9 

(10) 

10 - 
Totally 

satisfied 
(11) 

How 
safe 
you 
feel 
(1)  

           

 
 
How satisfied are you with your life as a whole? 

 
0 - Totally 

dissatisfied 
(1) 

1 (2) 2 (3) 3 (4) 4 (5) 

5 - Neither 
satisfied 

nor 
dissatisfied 

(6) 

6 (7) 7 (8) 8 (9) 
9 

(10) 

10 - 
Totally 

satisfied 
(11) 

Your 
life as 

a 
whole 

(1)  

           

 
 
Now some questions about yourself to help me analyse results. 

  

 Are you…? 

o Male (1)  

o Female (2)  
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Which of the following age groups do you belong to…? 

o 18-24 (1)  

o 25-34 (2)  

o 35-44 (3)  

o 45-54 (4)  

o 55-64 (5)  

o 65-74 (6)  

o 75 and over (7)  

 
 
What is the highest year of primary or secondary school you have completed? 

o Year 12 or equivalent (1)  

o Year 11 or equivalent (2)  

o Year 10 or equivalent (3)  

o Year 9 or equivalent (4)  

o Year 8 or below (5)  

o Did not go to school (6)  

 
 
Have you completed any educational qualification (including a trade certificate)? 

o Yes (1)  

o No (2)  

 
 
What is the level of the highest qualification you have completed? 

o Certificate I or Certificate II (1)  

o Certificate III or Certificate IV (2)  

o Associate Diploma (3)  

o Undergraduate Diploma (4)  

o Bachelor Degree (5)  

o Master’s Degree, Postgraduate Degree, or Postgraduate Diploma (6)  

o Doctorate (7)  
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What state do you live in? 

o New South Wales (1)  

o Victoria (2)  

o Queensland (3)  

o South Australia (4)  

o Western Australia (5)  

o Tasmania (6)  

o Northern Territory (7)  

o Australian Capital Territory (8)  

 
 
Do you live in the capital city of your state or territory? 

o Yes (1)  

o No (2)  

 
 
Are you an Australian citizen? 

o Yes (1)  

o No (2)  

 
 
 

Were you born in Australia? 

o Yes (1)  

o No (2)  

 
 
Do you speak a language other than English at home? 

o Yes (4)  

o No (5)  

 
 
Are you of Aboriginal or Torres Strait Islander origin? 

o No (1)  

o Yes, Aboriginal (2)  

o Yes, Torres Strait Islander (3)  
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Did you live at your current address 5 years ago (in November 2015)? 

o Yes (1)  

o No (2)  

 
 
We’re interested in whether your home is owned by you or members of your household. Is the dwelling that 

you live in…? 

o Owned outright (1)  

o Owned with a mortgage (2)  

o Being purchased under a rent/buy scheme (3)  

o Being rented (4)  

o Being occupied rent free (5)  

o Being occupied under a life tenure scheme (6)  

o Other (8)  

 
 
 

Which category best describes this household? 

o Person living alone (1)  

o Couple living alone (2)  

o Couple with non-dependent child(ren) (3)  

o Couple with dependent child(ren) (4)  

o Couple with dependent and non-dependent child(ren) (5)  

o Single parent with non-dependent child(ren) (10)  

o Single parent with dependent child(ren) (7)  

o Single parent with dependent and non-dependent child(ren) (8)  

o Non-related adults sharing house/apartment/flat (9)  

o Other household type (11)  
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Last week, did you have a job of any kind? 

o Yes, worked for payment or profit (1)  

o Yes, but absent on holidays, on paid leave, on strike, or temporarily stood down (4)  

o Yes, unpaid work in a family business (3)  

o Yes, other unpaid work (5)  

o No, did not have a job (6)  

 
 
 

What is the total of all income you usually receive? 

o 3,000 or more per week / $156,000 or more per year (1)  

o $2,000 - $2,999 per week / $104,000 - $155,999 per year (2)  

o $1,750 - $1,999 per week / $91,000 - $103,999 per year (3)  

o $1,500 - $1,749 per week / $78,000 - $90,999 per year (4)  

o $1,250 - $1,499 per week / $65,000 - $77,999 per year (5)  

o $1,000 - $1,249 per week / $52,000 - $64,999 per year (6)  

o $750 - $999 per week / $39,000 - $51,999 per year (7)  

o $500 - $749 per week / $26,000 - $38,999 per year (8)  

o $250 - $499 per week / $13,000 - $25,999 per year (9)  

o $1 - $249 per week / $1 - $12,999 per year (10)  

o Nil income (11)  

o Negative income (12)  

 
 
 

 

 

 

 

 

 

 

  



 

303 

Chapter 11  Accuracy in RDD-mobile-sampling SMS-invitation web-push 

survey: Empirical evidence and a TSE-based methodological framework for 

benchmarking analysis 

11.1 Introduction 

Widespread access to the internet on mobile devices as well as a growing market of smartphones and 

tablets, offer both new opportunities and challenges for survey methodology. Simultaneously, 

response rates have been gradually decreasing and, in turn, academic, government, social, and market 

research have had to face increasing costs of data collection (Couper 2017; Stedman et al. 2019).  

This survey project aims to evaluate a rather new approach to smartphone data collection (Bucher & 

Sand 2021, p. 10) from the Total Survey Error (TSE) framework perspective (see Groves et al. 2009). 

Survey data has been collected to investigate errors of representation of a less common approach to 

survey data collection, combining RDD-mobile sampling with SMS invitation and web-push, and is as 

such based on probabilistic sampling principles. The major sources of that combined survey error 

could be undercoverage as some people do not have access to the internet and/or a smartphone 

(Couper 2000), differential unit nonresponse as a result of a digital divide and a relatively high 

nonresponse to web surveys (e.g., Daikeler et al. 2020), and sampling bias as a result of a specific 

approach to sampling in this survey research project. These sources then combine errors into 

representation bias which can be ultimately reflected in less accurate survey estimates. 

Considering the TSE framework as the basis, this article presents evidence on data accuracy of the 

proposed approach by comparing the estimates of this survey to the nationally representative 

benchmarks measuring health, wellbeing, technology, life satisfaction, personality traits, and primary 

and secondary demographics (see the questionnaire in the Appendix 10). This study will be a 

benchmarking study in which the relative accuracy of the sample will be compared to three probability 

and one nonprobability sample for several items, and answer the following research question: 

RQ1: How accurate are data collected with an RDD-mobile-sampling SMS-invitation web-push survey? 

Further, as there are notable methodological differences in how benchmarking studies have been 

conducted until now, four other surveys using the same questionnaire will be used to critically 

evaluate the approach to this benchmarking analysis, and outline a TSE-based framework for carrying 

out benchmarking analysis as a tool for assessment of data quality in survey research with imperfect 

survey design. The different conventions reported in the literature will be tested in terms of how 
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benchmarking analysis should be carried out in a methodologically efficient manner to not introduce 

nonignorable bias. The following research question will be answered: 

RQ2: How do different decisions made in the design of a benchmarking study, such as selection of 

representative data sources, benchmarks and their benchmark categories, sample sizes, and 

weighting, affect the results of the accuracy of a survey in a benchmarking study? 

11.2 Background 

11.2.1 Errors of representation in web, smartphone, and SMS surveys 

The most commonly used framework for studying survey errors and data quality perspectives of 

surveys is the TSE paradigm. In this study, the TSE is used to define the most notable potential sources 

of representation bias in RDD-mobile-sampling SMS-invitation, web-push survey (shorter: RDD SMS 

web-push), which is fundamentally a hybrid of SMS surveys and web surveys on smartphones. 

Although measurement error plays an important role in mobile surveys (Couper et al. 2017), studying 

it in detail is beyond the scope of this study. 

11.2.1.1 Coverage error 

Survey researchers are concerned about how well the sampling frame covers the target population, 

and undercoverage is the weakness of the frame with the highest threat of coverage error, which is 

defined as the effect of problems of a sampling frame on a survey estimate (Groves et al. 2009). 

Coverage bias can be estimated as follows (see Equation 11.1): 

𝑌�̅� − 𝑌 =
𝑈

𝑁
 (𝑌�̅� − 𝑌𝑈

̅̅ ̅)  (11.1) 

where 𝑌𝐶
̅̅̅ is the mean of the covered population, 𝑌𝑈

̅̅ ̅ is the mean of the population not covered with a 

size U, and �̅� is the mean of the total population with a size of N (Groves et al. 2009). Web surveys are 

known for undercoverage of people without access to or use of the internet (Couper 2000), and the 

bias is more severe if the difference in estimates between online (𝑌𝐶
̅̅̅) and offline populations (𝑌𝑈

̅̅ ̅) is 

larger and if the offline population of size U represents a larger portion of the total population of size 

N (associated with internet penetration). However, Groves et al. (2009) also explained that bias 𝑌𝐶
̅̅̅ −

𝑌 is a property of survey statistics �̅�, which means that not all survey items are affected in the same 

way by undercoverage and other sampling frame problems.  

In practice, coverage error appears to be the prevalent component of representation bias. Hsia et al. 

(2020) found different levels of undercoverage bias for their health-related items from their web 

survey (overall bias), but they could report bias within some demographics and not all of them (relative 
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bias). Moreover, Fuchs and Busse (2009) reported considerably large socio-demographic coverage 

bias in a smartphone survey, consistent with the findings of Antoun et al. (2019), who concluded that 

while smartphone surveys might represent an advanced data collection opportunity, they can suffer 

from more undercoverage than web surveys. Similar claims have been made for text message surveys, 

which suffer from selection bias and data quality (Kongsgard et al. 2014), and not every person has a 

cell phone or a smartphone (McGeeney & Kennedy 2015). In RDD text-to-web surveys, one of the 

issues can be excluding people with cellphones that are not smartphones as the recipients of an SMS 

cannot access the online questionnaire (Bucher & Sand 2021). 

11.2.1.2 Sampling error 

Due to the gap between the sampling frame and the sample selected from the frame, survey 

researchers have to deal with sampling error; this study distinguishes between sampling bias affected 

by the assignment of probabilities of selection to elements in the frame, and sampling variance, 

affected by the sample size and type of sampling (simple random sampling, stratified sampling, 

clustering, etc.; Groves et al. 2009). In contrast to nonprobability sampling, which is (very) often 

associated with web surveys (Callegaro et al. 2015), each unit of the population has to have a known 

non-zero chance of selection in probability sampling (Neyman 1938). Due to the unavailability of 

sampling frames with e-mail addresses required for probability-based sampling in general population 

surveys, or an ability to assemble random e-mail addresses (Fricker 2008), “offline” random sampling 

is predominantly carried out in probability-based online survey recruitment (Callegaro et al. 2015) to 

mitigate sampling bias, such as (single frame mobile) random digit dialing (Kennedy et al. 2018). 

11.2.1.3 Nonresponse error 

Nonresponse bias is associated with members of the chosen sample not responding to any questions 

(unit nonresponse) or particular questions (item nonresponse) in a survey (Merkle 2008). 

Nonresponse error can be observed when the value of statistic(s) computed with all members of the 

chosen sample differ from those computed with the respondent data only (Groves et al. 2009). 

Generally, higher response rates can reduce the risk of bias, but Groves and Peytcheva (2008) also 

identified some surveys with low nonresponse rates and high relative response bias, and those with 

high nonresponse and low bias in survey estimates. This indicates that a higher response does not 

guarantee lesser nonresponse bias, which can be expressed as follows in Equation 11.2: 

𝑦�̅� − 𝑦�̅�  =
𝑚𝑠

𝑛𝑠
 (𝑦�̅� − 𝑦𝑚̅̅ ̅̅ )  (11.2) 
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where 𝑦�̅�, 𝑦�̅�, and 𝑦𝑚̅̅ ̅̅  are the means of the entire specific sample (s of sample size 𝑛𝑠), respondents 

(r), and nonrespondents (m of sample size 𝑚𝑠), respectively (Groves et al. 2009).  

Web surveys are generally known for lower response rates than other survey modes (Cook et al. 2000; 

Daikeler et al. 2020; Manfreda et al. 2008), and since nonrespondents represent a larger portion of 

the entire sample (
𝑚𝑠

𝑛𝑠
), bias could be more severe. However, if the difference in estimates between 

nonrespondents (𝑦�̅�) and the entire sample (𝑦𝑚̅̅ ̅̅ ) is small, nonresponse bias can be negligible. In 

comparison to web surveys, nonresponse and the associated bias can be more significant in mobile 

web surveys (Antoun et al. 2019; Couper et al. 2017), which can also be attributed to higher breakoff 

rates in such types of surveys (Mavletova & Couper 2016) or the inability of respondents to participate 

via a smartphone and choosing not to respond on a PC (Peterson et al. 2017). Finally, in their RDD text-

to-web survey, Bucher and Sand (2021) reported a response rate of less than 1% (AAPOR RR1). 

11.2.1.4 Adjustment error 

Adjustment error is tied to post-survey adjustments, such as post-stratification weighting, carried out 

to improve sample estimates affected by the other three sources of representation bias (Groves et al. 

2009) predominantly by noncoverage and nonresponse. While post-survey adjustments are meant to 

decrease bias, weighting at the same time generally inflates variance of estimates, particularly in the 

case of large weighting adjustments (Kalton & Flores-Cervantes 2003). In particular scenarios, 

weighting might have no positive effect on accuracy, while negatively affecting the precision of the 

results; however, survey statisticians routinely weigh data for all analyses (Groves et al. 2009). 

Post-stratification weighting, which is adjusting the sampling weights to the known population totals 

and is one of the most commonly used techniques, does not always improve the accuracy of estimates 

in practice and it works better with probability than nonprobability online samples. For example, 

Loosveldt and Sonck (2008) reported a minor impact of weighting adjustment to the differences in 

results between nonprobability and probability surveys, and Yeager et al. (2011) and Pennay et al. 

(2018) both concluded that post-stratification increases the accuracy of probability samples more 

consistently than nonprobability online samples. Currently, nonprobability samples are often adjusted 

post-survey using other methods such as propensity weighting or matching methods (Mercer et al. 

2018). The accuracy of results can also depend on the selection of weighting variables. For example, 

Kennedy et al. (2016) found that online samples only balanced on age, while gender and region were 

less accurate than those also weighted by education and income. All the studies mentioned above 

compared the accuracy of survey samples and weighting approaches using benchmarking analysis. 
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11.2.2 Benchmarking as an accuracy estimation method  

In survey methodology, benchmarking is a method used in the estimation of accuracy of different 

surveys, survey samples, survey modes, and post-survey adjustments to name a few. It can be argued 

that it is directly linked to the TSE framework as benchmarking analysis is fundamentally a calculation 

of either: (1) the combined survey error, or (2) a particular type of bias for a survey item. Having known 

that nationally representative sample survey estimates also come with a (smaller) error (Pennay et al. 

2018; Yeager et al. 2011), the distance between a benchmark and a survey item statistic is used in that 

case as the best estimate of the total error. 

In practice, researchers carry out benchmarking to determine the quality of their surveys (e.g., Bialik 

2018) to compare surveys based on different types of sampling (e.g., Yeager et al. 2011), and to study 

measurement mode effects, although those studies are not called benchmarking studies per se 

(Vannieuwenhuyze & Loosveldt 2013). The most common benchmarking analysis that has been used 

in the literature is the accuracy of nonprobability samples in comparison to probability samples. While 

the results of several benchmarking studies of that type have been published (e.g., Chang & Krosnick 

2009; Dutwin & Buskirk 2017; Kaczmirek et al. 2019; MacInnis et al. 2018; Malhotra & Krosnick 2007; 

Pennay et al. 2018; Yeager et al. 2011), and the basic principles of benchmarking analysis have been 

described and discussed, there is no commonly used benchmarking methodological framework 

advising survey researchers on how to perform benchmarking in a methodologically sound and 

unbiased manner.  

Generally, some principles on how to design and carry out benchmarking have been used consistently 

across all studies, and there is less consistency for some other methodological aspects. Further, 

particular methodological decisions made in those benchmarking studies could be considered 

arbitrary and might have introduced nonignorable bias. First, there appears to be a consensus that 

population benchmarks should come from high-quality data sources, such as large-scale national 

government/federal surveys (e.g., Pennay et al. 2018; Yeager et al. 2011), censuses (Kaczmirek et al. 

2019; Pennay et al. 2018), or government administrative data such as data on driver’s licenses (Yeager 

et al. 2011) or data on electoral enrollment (Pennay et al. 2018). Second, benchmarks from “gold 

standard” surveys are predominantly selected based on their availability and/or convenience, which 

is often a result of designing a benchmarking study after having already collected survey data. Further, 

in Pennay et al. (2018) and Kaczmirek et al. (2019), similar benchmarks (and categories) were selected 

as in Yeager et al. (2011) as they replicated the US benchmarking study in Australia. Yeager et al. (2011) 

also indicated that in the best-case scenario, benchmarks would be selected from the available high-

quality sources randomly. Further, Dutwin and Buskirk (2017) suggested avoiding items likely to be 
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subject to measurement error, such as satisficing or social desirability. Third, there is no consensus on 

the survey item categories to choose for benchmarking analysis. While this problem does not exist for 

binary variables, two different approaches have been used in practice for nominal and ordinal 

variables with 3+ categories: (1) using all categories in the calculation of error (e.g., Chang & Krosnick 

2009), (2) using the modal category (e.g., MacInnis et al. 2018). To address this issue, Yeager et al. 

(2011) applied the second approach, but confirmed that the first approach would have led to the same 

conclusions. Four, the majority of benchmarking studies approached weighting in a similar manner by 

presenting both weighted (post-stratification) and unweighted results, while Dutwin & Buskirk (2017) 

also presented results with nonprobability samples after propensity scoring and matching. Finally, a 

number of different benchmarking measures have been used to compare accuracy, such as average 

absolute error (AAE; e.g., Yeager et al. 2011), standard deviation of the AAE, maximum AAE (Dutwin 

& Buskirk 2017), ranking of AAE, number of statistically significant differences from benchmarks (e.g., 

Pennay et al. 2018), and root mean squared error (RMSE) (MacInnis et al. 2018). 

11.3 Methods 

In this section, the methodological aspects of this benchmarking study are presented, including the 

studied population, sampling, data collection specifics, selected benchmarks, and empirical analysis 

carried out to evaluate the existing approaches commonly applied in benchmarking studies. 

11.3.1 Data 

As this is a benchmarking study, both survey sample data and different high-quality representative 

sources of benchmarks are used. This means that the data are analyzed from the following:  

• RDD SMS Web-push Survey (2020) – the main subject of this research; 

• Online Panels Benchmarking Study collected by the Social Research Centre (2015; Pennay et 

al. 2018) – four reference samples; generally, these were less convenient and more expensive 

surveys with samples of similar size to the RDD SMS Web-push Survey; 

• National Health Surveys 2014–2015 and 2017–2018; National Drug Strategy Household 

Surveys 2013, 2016, and 2019; Australian Censuses 2011 and 2016; General Social Survey 2014 

and 2019; and Household, Income and Labour Dynamics Australia Release 18 data (Waves 13, 

17 and 1877) – high-quality nationally representative surveys as sources of benchmarks. 

 
77 Household, Income and Labour Dynamics Australia (HILDA) is a the highest-quality Australian household-based panel 
study. However, as it is a longitudinal study and a subject to panel attrition (and possibly panel conditioning), it might be less 
representative of the Australian general population than the other government surveys used as data sources of benchmarks 
in this study. 
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The RDD SMS Web-push Survey data are the main subject of this study as the aim of this project was 

to assess the accuracy of this less commonly used mixture of approaches to data collection. Data were 

collected in November 2020 using the online survey mode. Randomly selected respondents (single 

frame RDD) received a text message (SMS) to their mobile devices with an URL to an online 

questionnaire programmed in Qualtrics (web-push). The online Survey on Wellbeing, Health and Life 

in general 2020 questionnaire included a variety of questions about people’s lives with a total of 26 

secondary demographics and non-demographic variables78 with corresponding benchmarks from 

nationally representative sources listed above. The median response time was 8 minutes, the total 

sample size was 632 respondents, and the final AAPOR RR4 (The American Association for Public 

Opinion Research 2016) response rate was 1.9%.  

The methodological information about the Online Panels Benchmarking Study (OPBS) data and on the 

high-quality government surveys as sources of benchmarks is available in the Appendix 11 (also in 

Table 11.2, Table 11.3, and Pennay et al. 2018). 

11.3.2 Population and sampling 

The population in the RDD SMS Web-push Survey and OPBS surveys was defined as “Australian 

residents aged 18 or older.” The benchmarks from high-quality surveys were also calculated for the 

adult population of Australia, excluding residents younger than 18 years of age for comparability 

purposes. In the case of the Australian Censuses, every person in Australia on Census Night was 

enumerated, excluding Australian residents out of the country on that night (Australian Bureau of 

Statistics, n.d.). 

The sample was in principle selected using random digit dialing of mobile numbers (i.e., single frame 

RDD mobile sampling). In Australia, 62 million mobile number combinations are allocated to 

Vodafone, Optus, and Telstra as the commercial mobile service providers. Taking into account that 

the population size was approximately 25.7 million in June 2020 (Australian Bureau of Statistics, n.d.) 

and that some Australian residents do not own a smartphone (Roy Morgan 2018), only approximately 

one-third of all possible combinations are active/live mobile numbers. To validate mobile numbers 

and to append geo-demographics of mobile owners where available (i.e., age, gender, and information 

on statistical area), services provided by SamplePages (n.d.) who matched the randomly generated 

 
78 14 benchmarked matched those from OPBS; 5 secondary demographic benchmarks, such as those requiring postcodes to 
be derived (e.g., major city) or those from administrative sources (enrolment to vote), were purposely replaced with 
substantive items measuring other lifestyle dimensions; one indicator of Kessler 6 (K-6) psychological distress was used 
instead of the whole index. 
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numbers to the records in their database were used. The total sample size of the validated mobile 

numbers was 34,734. 

For sampling information about the OPBS surveys, please see Table 11.2 in the Appendix 11 (as well 

as Pennay et al. 2018). For sampling information about the government-funded nationally 

representative data sources of benchmarks, please see Table 11.3 in the Appendix 11. 

11.3.3 Benchmarking analysis 

To analyze the accuracy of the RDD SMS Web-push Survey and answer the research question 1 (RQ1), 

the most commonly used principles on benchmarking analysis are followed, which were carefully 

planned as early as in the questionnaire design stage of the study. As the sample required reference 

samples to compare its accuracy relative to similar sampling and data collection approaches in 

Australia, many of those principles closely resembled the benchmarking design in the OPBS. First, all 

benchmarks were from “gold standard” data sources funded by the Australian Government, and 18 

out of 26 have corresponding benchmarks from more than one data source (e.g., general health 

status: National Health Survey 2017–18 and National Drug Strategy Household Survey 2019, see Table 

11.4). Second, benchmarks were not chosen randomly – 14 out of 26 survey items matched the OPBS 

survey items, and the rest of them were carefully chosen from the high-quality data sources to expand 

the range of studied dimensions of peoples’ lives (i.e., personality traits, time stress, eating habits, 

exercising, and caring responsibilities). The number of benchmarked items was limited to not prolong 

the questionnaire and risk an even lower response rate. The modal category for non-binary categorical 

variables was used to present both weighted (post-stratification79) and unweighted results. Among all 

the benchmarking measures proposed in the literature, the average absolute error (AAE) from Yeager 

et al. (2011) was used as it is the most commonly used measure in practice, and root mean squared 

error (RMSE) from MacInnis et al. (2018) was calculated as presented below (see Equations 11.3 and 

11.4):  

𝐴𝐴𝐸 = ∑
|𝑦�̂�−𝑦𝑗|

𝑘

𝑘
𝑗=1   (11.3) 

and 

𝑅𝑀𝑆𝐸 = √∑ (𝑦�̂�−𝑦𝑗)
2𝑘

𝑗=1

𝑘
  (11.4) 

 
79 RDD SMS Web-push: raking by gender, age*education, country of birth (Australia, abroad), state; OPBS probability-based 
surveys: design weight and raking by gender, age*education, country of birth (Australia, English speaking country, Non-
English-speaking country), state*capital city; OPBS Online panel 2: raking by gender, age*education, country of birth 
(Australia, English-speaking country, non-English speaking country), state*capital city 
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where 𝑦�̂� is the j-th estimate from the sample surveys and 𝑦𝑗  is the value for a corresponding 

benchmark. The decision on adding an RMSE measure was based on the fact that it is more sensitive 

to larger errors from the benchmark and better illustrates potentially higher variability or errors. 

The second part of the analysis targeted to answer research question 2 (RQ2) and demonstrate how 

different decisions in the design of a benchmarking study, associated with the TSE, may or may not 

lead to different results, interpretations, or even conclusions. Thus, this study demonstrates and 

discusses the potential effects of the following: 

• the selection of data sources for non-demographic items not available in Censuses: in 

particular, the effect of time gap between the analyzed and government surveys, and the 

effect of methodological differences between different high-quality sources (e.g., mode, 

sample size); 

• the selection of benchmarks: in particular, the effect of the survey item topic, the effect of the 

fast-changing results over time in combination with the time gap defined above, and the effect 

of social desirability and satisficing; 

• the selection of survey item categories: in particular, the effect of benchmarking across all 

categories of categorical variables, and the effect and item modal category proportion on the 

random error; 

• size differences of the analyzed samples (demonstrated with Monte Carlo simulation in R (R 

Core Team 2020)); 

• differences in post-stratification weighting adjustments. 

11.4 Results 

11.4.1 Accuracy in RDD SMS Web-push Survey 

In this section, the results of the benchmarking analysis with the RDD SMS Web-push Survey sample 

and four OPBS samples are presented. To compare the overall accuracy of different samples, AAE 

and RMSE scores were calculated for all samples for unweighted and weighted (raked) data. 

The results from Table 11.1 show the survey estimates for individual survey items. The errors were 

calculated separately for RDD SMS Web-push and OPBS surveys using different sets of benchmarks as 

there was a 5-year gap in data collection periods. Reviewing changes in estimates from nationally 

representative data sources (e.g., Australian citizen from Australian Censuses 2011 (83.9%) and 2016 

(87.1%)) proves that this was necessary to decrease bias. The errors were then combined into sample-

level measures AAE and RMSE scores for the items appearing in all surveys to estimate the Total Survey 
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Error (TSE). For the RDD SMS Web-push sample, AAE and RMSE were also calculated for all 26 items 

with corresponding benchmarks. 

The analysis offered some very interesting evidence on the accuracy of different surveys. First, RDD 

SMS Web-push appears to be a survey approach collecting data of a similar quality to other cross-

sectional probability-based surveys as well as the most accurate nonprobability online panel. The AAE 

for “OPBS” items and unweighted estimates was approximately 1% point higher for the RDD SMS 

Web-push Survey and identical to the AAE of the Opt-in panel 2 (no statistically significant differences). 

After weighting, which slightly improved accuracy, the differences in errors between probability-based 

samples remained, and again, there were no statistically significant differences in AAE. Since raking 

did not improve the accuracy of the Opt-in panel 2 data and only slightly improved the accuracy of 

RDD SMS Web-push estimates, the AAE scores after weighting resulted in being higher than AAE 

scores of OPBS probability samples (statistically significant difference). 
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Table 11.1: Accuracy of RDD SMS Web-push sample in comparison to OPBS samples (and benchmarks)  

Survey item with available 

benchmark(s) 

RDD SMS Web-push 

Survey (2020) 

Online Panels Benchmarking Study (OPBS) (2015) 

(taken from Pennay et al. 2018, 16-22) 

Bencha 

Survey 

estimates Benchb 
Survey estimates 

RDD A-BS ANUpoll Opt-in panel 2 

UW W UW W UW W UW W UW W 

Australian citizen 87.1 92.2 85.0 83.9 91.0 86.6 94.4 92.0 92.3 86.6 90.5 88.1 

Couple with dependent children 28.4 16.6 22.4 38.4 22.8 27.9 21.0 28.2 23.4 27.0 25.8 24.0 

Currently employed 61.6 60.3 61.7 59.4 58.2 69.3 57.4 64.6 60.5 66.4 54.3 53.3 

Home ownership with a mortgage 28.8 29.7 29.3 29.6 31.0 33.8 32.3 40.0 33.6 37.4 30.2 30.9 

Not Indigenous 97.7 97.9 97.6 98.1 98.8 98.8 98.0 98.4 98.4 98.4 96.5 96.5 

Language other than English (Speak 
only English) 

76.5 81.7 76.5 75.7 84.2 85.5 81.2 80.4 87.0 84.5 84.2 85.4 

Living at last address 5 years ago 56.9 58.8 48.0 54.8 69.6 62.1 69.1 54.7 67.5 58.4 61.0 58.1 

Voluntary work (None) 79.4 61.3 62.8 74.2 58.2 62.7 60.8 63.0 60.2 62.6 73.8 77.1 

Wage and salary income ($1000–
1249 per week) 

14.6 11.8 15.5 13.8 10.0 11.8 14.1 12.8 14.3 15.0 12.1 12.8 

Consumed alcohol in last year 81.0 83.1 82.7 81.9 82.2 85.9 82.5 85.5 84.5 84.8 75.8 76.6 

Daily smoker 11.6 11.6 13.3 13.5 10.3 15.1 9.1 9.4 12.5 17.0 20.2 20.2 

General health status (Very good) 35.5 28.9 29.5 36.2 30.6 33.6 34.4 36.6 33.8 34.2 32.7 30.4 

Psychological distress, Kessler 6 - 
Hopeless (Never) 

77.7 43.9 38.6 80.0* 70.9 69.9 69.3 64.6 68.2 65.0 48.0 50.3 

Satisfaction with: Life as a whole (8 
out of 10) 

33.0 24.3 23.3 32.6 34.6 34.5 30.1 30.6 31.3 30.6 20.2 21.0 

Satisfaction with: Health (8 out of 
10) 

27.5 18.0 19.0                   

Satisfaction with: Financial 
situation (8 out of 10) 

21.8 19.3 15.0                   

Satisfaction with: Safety (8 out of 
10) 

28.6 18.4 18.5                   

Carer status (Yes) 12.3 35.9 33.1                   

Moderate exercise in the last week 
(Yes) 

30.0 71.3 70.1                   

Number of serves of vegetables 
each day (2 serves) 

28.2 25.5 29.1                   

Time stress (Always/often) 39.6 38.4 40.4                   

Big 5 personality traits, 
Agreeableness - Warm (5 out of 7*) 

30.3 31.4 31.0                   

Big 5 pers. traits, Conscientiousness 
- Orderly (5 out of 7*) 

24.6 26.9 26.0                   

Big 5 personality traits, Emotional 
stability - Moody (2 out of 7*) 

24.5 23.3 22.5                   

Big 5 personality traits, 
Extroversion - Quiet (4 out of 7*) 

22.0 20.1 18.3                   

Big 5 personality traits, Openness - 
Philosophical (4 out of 7*) 

21.3 19.9 22.0                   

AAE (OPBS items) 

  

7.04 6.67 

  

6.37 5.63 6.17 5.47 6.18 5.71 7.42 7.40 

RMSE (OPBS items) 11.34 12.13 8.38 6.81 8.38 7.19 8.24 7.21 10.74 10.36 

AAE (all items) 7.59 7.30 
  

RMSE (all items) 12.84 12.93 
a from data collected as closely in time to 2020 as possible: Australian Census 2016, National Health Survey 2017-18, National Drug Strategy Household 

Survey 2019, HILDA Release 18 (2018), and General Social Survey 2019; b from Pennay et al. (2018): Australian Census 2011, National Health Survey 

2014-15, National Drug Strategy Household Survey 2013, and General Social Survey 2014; UW – unweighted, W – weighted (post-stratification), Bench 

– Benchmark; *added from the National Health Survey 2014-15 (K-6 score from OPBS was replaced with a single indicator) 
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In terms of the effects of post-survey adjustment and adjustment error, the results indicate that RDD 

SMS Web-push Survey is slightly more similar to probability than nonprobability surveys. As the post-

survey adjustment, raking improved accuracy for 18 out of 26 items, the overall improvement was 

smaller in comparison to OPBS probability samples. 

Further, the RMSE measure for OPBS items, both weighted and unweighted, provided slightly different 

evidence. As the measure penalizes samples with larger single-item errors, the RDD SMS Web-push 

sample was no longer as accurate as the OPBS probability samples; it was about as accurate as the 

opt-in panel sample. A detailed review of survey estimates as contributors to the total RMSE 

highlighted Psychological distress – Hopeless80 as the item significantly increasing RMSE for RDD SMS 

Web-push and opt-in samples. As the sample was the most accurate for 7 out of 14 survey items, 

excluding the Kessler 6 indicator would result in RDD SMS Web-push having the lowest average errors 

among all the samples. There could be two explanations for the very inaccurate measurement of 

psychological distress with this sample: (1) the survey was, in that regard, more similar to 

nonprobability-based surveys, which generally over-estimate psychological distress in the general 

population; (2) an effect of COVID-19 pandemic on mental health in 202081. Most probably, these two 

and the adjustment error were combined. Unfortunately, the results can only be interpreted in terms 

of the total survey error, and one cannot disentangle between representation error (coverage and 

nonresponse bias), changes of population statistics over time, or even measurement error. 

Moreover, the “non-OPBS” estimates for RDD SMS Web-push provided further evidence on 

representation bias. While satisfaction items appear to be measured with some error, the whole 

distribution should be observed more closely, not only the modal category. A similar conclusion can 

be made for personality items with a difference that those survey estimates were very close to their 

benchmarks (i.e., within the margin of error). Further, two items are prominent for very large errors. 

The first one is carer status. In all OPBS probability samples and the RDD SMS Web-push sample, 

volunteering was over-estimated by approximately 100% (relative to the Australian Census 2016 

benchmark), and in the sample used in this study, caring is over-estimated by more than 150% (raked 

estimate). Altruistic motivation is common in those concepts, which is evident in activities helping 

other people, and survey participation for no or very small financial benefits can be categorized under 

the umbrella of altruistic acts. Consequently, it can be argued that non-government probability-based 

 
80 This Kessler 6 item was chosen as it was an indicator with the highest correlation with the combined K-6 score index (in 
the OPBS study). 
81 The data collection for RDD SMS Web-push Survey was planned for April/May 2020, but it had to be postponed until easing 
of restrictions in all states in Australia to decrease the effect of a pandemic on people’s lives and consequently, survey 
estimates. 
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surveys with low response rates can introduce large nonresponse bias for items measuring any type 

of altruistic behavior. 

The second item with an even larger error is moderate exercise in the last week. After a thorough 

review of potential sources of error, it can be concluded that the term “moderate” exercise was 

interpreted incorrectly by a large portion of respondents, although the wording of the original 

question had not been changed. The estimate from the RDD SMS Web-push Survey is much closer to 

an estimate from the National Health Survey (NHS) 2017–2018 for both walking and moderate 

exercise (such as playing golf) combined. In the NHS questionnaire, respondents were first asked 

about walking, including its frequency and time spent, which was followed by instructions to exclude 

any walking when answering the following questions on moderate exercise. This is something that 

would be challenging to incorporate fully in a short smartphone survey. However, including a question 

without the required introduction and a proper definition (except for “e.g., gentle swimming, social 

tennis, golf”), the result was a large measurement error related to the questionnaire and question 

design as well as potential interviewer effect. This is a textbook example of how much attention should 

be paid to the design of a benchmarking study, which will be discussed more elaborately in the next 

paragraphs. 

11.4.2 Effect of benchmarking methodology on results 

In this section, different methodological conventions and decisions in benchmarking studies are 

critically evaluated with a focus on empirical results from this study. Evidence will be presented to 

answer research question 2 (RQ2). 

11.4.2.1 Selection of data sources 

To assess the accuracy of the RDD SMS Web-push sample, data sources were selected as closely in 

time to survey data collection periods as possible, while choosing the most reliable source of a 

benchmark for a survey item. Comparing data sources for the same benchmarks (see Table 11.4), it 

can be concluded that: 

• estimates from the same surveys/censuses change over time as a result of changes in society, 

which can add (or reduce) absolute item errors in benchmarking studies – for example, eight 

benchmarks from the Australian Census on average changed by 1.9%-point between 2011 and 

2016 (see Table 11.4) and as much as 5.2%-points (volunteering); 

• estimates from sample surveys might come with more error than expected – for example, 

assuming that the Australian Census is the most accurate source of primary and secondary 

demographic benchmarks, the General Social Survey (GSS) samples significantly over-
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estimated volunteer work (25.8% and 20.6% in Censuses, 30.9% and 28.8% in GSS 2014 and 

201982). 

11.4.2.2 Selection of survey items as benchmarks 

Reviewing the literature, the results from Table 11.1, and the list of benchmarks and their sources in 

Table 11.4, the following potential issues related to the selection of benchmarks were identified: 

• non-random selection or even purposive selection of benchmarks; 

• survey items are associated with survey participation/nonresponse (e.g., volunteering); 

• survey items are strongly associated with mode of data collection in a study primarily focusing 

on estimation of representation bias (e.g., internet access at home in OPBS (Pennay et al. 

2018)); 

• survey items are very sensitive to social desirability, satisficing, are associated with interview 

administration, and the data as a source of benchmarks were collected in a different mode 

than the analyzed sample; in this study, potential social desirability bias could be observed in 

the same benchmarks from different high-quality sources (i.e., potential overreporting of 

volunteer work in the GSS face-to-face surveys in comparison to (predominant) self-

completion in the Census); 

• survey items are strongly affected by societal or any other changes in times of a crisis (e.g., 

health including mental health – Psychological distress in this study), but benchmark data 

were collected before the crisis; 

• measurement equivalence is challenging to or cannot be achieved in different survey modes 

(e.g., moderate exercise). 

None of these issues is associated with actual data quality and data accuracy (or weakly at best). 

However, they can introduce large measurement bias in studies on representation error or vice versa, 

representation bias in studies on measurement error, such as measurement mode effect analysis with 

benchmarks. 

11.4.2.3 Sampling error and its effect on benchmarking results 

One aspect of total survey error estimation in benchmarking not considered so far in the literature is 

the sampling effect on the observed total error for a single survey item (i.e., a net effect of sampling 

 
82 The over-estimation of altruistic activities in the GSS survey might as well be a result of differential nonresponse in sample 
surveys, although to a lesser extent than in smaller-scale non-government probability surveys, such as the RDD SMS Web-
push. 
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variance). With a simple data simulation exercise in R, how two parameters could have effects on 

the results will be shown.  

Data were simulated using a Monte Carlo method and samples were drawn from the same population 

using sampling without replacement. Two parameters were randomized: sample size of “smaller-scale 

surveys” (n=between 500 and 3000), and proportion of respondents answering with the modal 

category of a survey item (p=between 0.1 and 0.5). The sample size of the “high-quality benchmark 

survey” was maintained at a constant of n=20.000. The results from Table 11.5 demonstrate that:  

• by chance, smaller samples have estimates with a greater average distance to the benchmarks 

in comparison to larger samples, although they were drawn from the same population (e.g., 

mean error for p=0.5 and n=500 equals 1.9%, but for p=0.5 and n=3000 only 1%); thus, in 

benchmarking analysis of samples with high accuracy, surveys with larger samples would be 

favored; 

• by chance, low proportion modal category estimates (e.g., p=0.1) are on average closer to the 

benchmarks than medium proportion modal category estimates (e.g., p=0.5), although the 

samples were drawn from the same population; while this is a problem consistent across all 

the samples compared, survey items with proportions in the modal categories closer to p=0.5 

can thus have a greater influence on the total benchmarking measure scores, particularly on 

RMSE. 

Knowing that estimates from different surveys are mostly on the same side of the benchmark (i.e., all 

over-estimating or under-estimating a particular concept (see Table 11.1)), the effect of sampling 

variance is not negligible in benchmarking studies. However, it is less of a problem when comparing 

less accurate samples with a total representation, nonresponse, and measurement bias exceeding 

sampling variance. 

11.4.2.4 Selection of item categories 

Considering the same reason that non-random selection of benchmarks can introduce error in 

benchmarking studies, purposive selection of item categories can introduce bias. To avoid this issue, 

benchmarking studies selected the modal category for all benchmarks or carried out benchmarking 

across all categories of variables. However, there is not sufficient evidence to assume that the 

approaches generally lead to the same findings on accuracy. 

Besides, several other issues were identified: 

• for ordinal variables with four or more categories, is it sufficient to compare proportions for 

one (modal) category only? 
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The evidence from Tables 11.6 and 11.7 suggests that carrying out benchmarking across all 

categories83 should be strongly considered as it might change the conclusions. While the 

differences in the total error and for individual items remain fairly consistent, they decrease 

in size. Consequently, the differences between the weighted samples are no longer 

statistically significant. In other words, comparing only the modal category can over-estimate 

differences in accuracy. As the modal category has the largest p, this is related to sampling 

variance discussed above. 

• for linear numeric scales with only the endpoints labeled, should categories be combined to 

resemble real-life reporting of results (e.g., aggregating 8–10 on an 11-point linear numeric 

scale), or should averages be analyzed instead? 

The results from Table 11.7 reveal how comparing the modal category only over-estimates 

the error for some samples and under-estimates the error for other samples, in comparison 

to the other approaches (all categories, mean, top 3 categories). Comparing only one category 

can also be sensitive to satisficing (primacy, recency). 

• should more numeric variables be included in benchmarking studies by comparing averages? 

The evidence from Table 11.7 suggests that there is an effective approach to integrate 

numeric variables into benchmarking studies. 

11.4.2.5 Post-survey adjustment techniques and schemes 

The results from Table 11.1 show how weighting mostly improves the accuracy of probability samples. 

However, considering the RDD SMS Web-push sample, raking also introduced adjustment error for 

the already inaccurate estimates, which is reflected in an increased RMSE score. To test the 

assumption that certain weighting schemes perform better than some others, which was already 

discussed in Kennedy et al. (2016), weights were re-calculated by carrying out raking with only three 

weighting variables (gender, age group, and state). 

Comparing the results from Table 11.8, a significant effect of a different post-survey adjustment 

scheme was not noticed. In contrast to raking with five variables, it appears that raking with three 

variables did not affect the overall accuracy relative to unweighted data. Among 26 variables, raking 

with all five primary demographic variables performed slightly better with 15 variables, slightly worse 

with 10 of them, and the average distance in weighted estimates is only 1.2%-points between the two 

raking schemes. 

 
83 Either by reporting the mean difference or standardized mean difference. 
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11.5 Discussion and conclusion 

The findings on the accuracy of the RDD SMS Web-push Survey offer valuable insight on the usability 

of cost-efficient probability-based online survey data collection. With only 1.9% AAPOR 4 response 

rate (high nonresponse was previously reported in Bucher & Sand 2021), the effects of a digital divide 

(Couper 2017), excluding the offline population and the majority of people without smartphones, one 

can expect a more severe total representation error. The sample proved to be slightly more accurate 

than the most accurate nonprobability panel from OPBS (based on calculations by Kaczmirek et al. 

2019) and slightly less accurate than the probability-based OPBS surveys, which is consistent with 

findings of Couper et al. (2017) and Antoun et al. (2019) on undercoverage and nonresponse bias in 

mobile/smartphone surveys. However, taking into account cost- and time-efficiency (possible rapid 

data collection) of the proposed approach, and considering an absence of interviewer effect in 

comparison to telephone or face-to-face recruitment, this article presents a suitable alternative to a 

more traditional cross-sectional survey recruitment based on probabilistic principles. It also has the 

potential to be developed further (e.g., by increasing the response and identifying other topics with 

lower accuracy). 

Moreover, most of the gaps in accuracy between the RDD SMS Web-push sample and OPBS probability 

samples could be potentially explained with the effect of a social, economic, and health crisis on one 

particular estimate. Higher levels of self-reported psychological distress were consistent with findings 

from Biddle and Gray (2021), who saw an increase in average psychological distress in Australia in 

2020, which also fluctuated substantially over time. An increase in the average K-6 score was even 

more substantial among respondents younger than 45 years of age. This age group is generally under-

represented in most probability samples (see Chapter 10), including this survey, and thus received 

larger weights, which resulted in more deteriorated estimates of psychological distress after raking. 

The major influence of only one survey item on conclusions shows how important is the design of a 

benchmarking study. This was later confirmed by two other items that contained a significant error, 

but except the benchmarks, this study could not compare the estimates to the estimates of other 

probability and nonprobability surveys in attempts to disentangle coverage and nonresponse bias 

from measurement bias. Including a bigger sample and a wider range of (randomly selected) 

benchmarks with different topics could make my findings more robust.  

Further, using empirical evidence, this study critically evaluated the approach to benchmarking and 

commonly used methodological conventions in other benchmarking studies. The investigation on the 

adequacy of benchmarking methodologies supports the following conclusions: 
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1. Benchmarks should be taken from data sources with the highest-quality. 

This is already an established practice (e.g., Dutwin & Buskirk 2017; Pennay et al. 2018; Yeager et 

al. 2011). In most countries, the preferred source of socio-demographic benchmark, from a 

representation error perspective, would be their national census. For non-demographic 

benchmarks, data from other high-quality sample surveys should be used. The overall accuracy 

of both census and other high-quality sample survey estimates could be assessed by comparing 

the matching socio-demographic estimates between different representative data sources. 

2. The more randomness in the selection of benchmarks, the better it is. 

As Groves et al. (2009) explained, bias is a property of survey statistics and not all survey items 

are affected by undercoverage in the same manner. A random selection of benchmarks was first 

proposed by Yeager et al. (2011), but it is not always possible to do this as benchmarking studies 

are often designed after the data are already collected. If a benchmarking study is a replication 

of a different benchmarking study (such as Pennay et al. 2018, or this RDD SMS Web-push 

Survey), benchmarks should not be selected purposely and new benchmarks would ideally be 

introduced with some level of randomness. 

3. If available, values of benchmarks measuring the same concept should be compared across 

different data sources.  

The review and comparative evaluation are even recommended for benchmarks varying over 

time due to social or other types of changes. In case of a large time gap between data collection 

periods (“gold standard” survey/census – analyzed survey) and substantial changes over time (for 

example, due to an exogenous shock), excluding that benchmark should be considered. 

4. Benchmarks sensitive to measurement error (e.g., satisficing and social desirability) affected by a 

social crisis or strongly associated with the mode of data collection, should be avoided. 

This is in line with advice from Dutwin and Buskirk (2017) and this issue was identified in my study 

as well (data on psychological distress were collected during the COVID-19 pandemic). This is a 

recommendation for benchmarking studies focusing on errors of representation. 

5. It is recommended to carry out benchmarking with all categories of nominal and ordinal survey 

items, not only modal categories. 

It is often not convenient to present the results for all categories. In that case, researchers should 

at least confirm if benchmarking with all categories changed any conclusions, similar to Yeager et 

al. (2011, p. 10). This study also recommends including more numeric variables in benchmarking 

studies. 
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6. Weighting should be done consistently across different samples. 

In contrast to the findings of Kennedy et al. (2016), the accuracy of the sample of this study was 

limitedly affected by different raking schemes. However, not introducing adjustment bias, all 

samples being compared for accuracy in a benchmarking study should be weighted with a 

consistent technique and weighting scheme. It is already an established practice to present both 

weighted and unweighted results. 

7. Measures such as average absolute error (AAE) and root mean squared error (RMSE) should be 

used. 

While a number of different measures have been used in the literature, the AAE + RMSE 

combination captures both the average error and variability or errors. 

8. Ideally, benchmarking studies would be carried out with survey samples of sufficient size, with 

survey samples of a similar size, and with samples of benchmarks of sufficient size. 

As shown with data simulation in this study, the effect of sampling variance on benchmarking 

results is not negligible in fairly accurate samples. Also, a larger sample of benchmarks works 

similar to a larger sample of survey participants – it helps reduce the effect of outliers with 

unwanted bias, and it improves precision. 

These general recommendations outline a methodological framework for benchmarking. While each 

imperfect or questionable methodological decision in a benchmarking study might introduce limited 

bias, it can combine to become a large total bias with a significant effect on conclusions. In the future, 

other benchmarking solutions should be considered. For example, as data analytics is rarely limited to 

univariate analysis in practice, bivariate benchmarking analysis should be considered in benchmarking 

studies. 
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Appendix 11 

Online Panel Benchmarking study data 

The Online Panels Benchmarking Study (OPBS) data are not the focus of this study, but are used as 

reference samples as the accuracy of different probability and nonprobability surveys, as part of this 

study, have already been thoroughly investigated (see Pennay et al. 2018; Kaczmirek et al. 2019). 

Instead, the OPBS data are used to make comparisons in accuracy between the RDD SMS Web-push 

Survey data and four OPBS samples, relative to the nationally representative benchmarks. The four 

OPBS surveys are as follows: RDD Standalone, RDD end-of-survey recruitment, and Address-Based 

Sampling survey as the probability surveys, and Panel 2 data as the most accurate nonprobability 

survey data from OPBS (Pennay et al. 2018). The online panel 2 sample will work as a nonprobability 

reference to the RDD SMS Web-push sample used in this study. All OPBS surveys used the same 

Health, Wellbeing and Technology Questionnaire with a total of 19 secondary demographics and non-

demographic benchmarks. 

Table 11.2: Online Panels Benchmarking Study (OPBS 2015) samples used as reference samples 

Survey sample Sampling Data collection mode(s) Sample size 

Address-based sampling (A-BS) 

sample 

A-BS using Geocoded 

National Address File (GNAF) 
online, telephone, mail 538 

End of telephone survey 

“piggybacking” sample 
Dual frame RDD sampling online, telephone, mail 560 

Standalone telephone sample Dual frame RDD sampling telephone 601 

Opt-in online panel 2 
Nonprobability convenience 

sampling 
online 600 
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Table 11.3: Government funded nationally representative data sources of benchmarks 

Study Sampling Data collection mode(s) Sample size 

National Health Survey  

2014-15 

a stratified multistage area 

sample of private dwellings 
F2F n=19,259 persons 

National Health Survey  

2017-18 

a stratified multistage area 

sample of private dwellings 
F2F n=21,315 persons 

General Social Survey 2014 

Stratified sampling 

(oversampling in low socio-

economic areas) 

F2F n=12,932 dwellings 

General Social Survey 2019 

Stratified sampling 

(oversampling in low socio-

economic areas) 

F2F and online self-

completion 
n=3,535 households 

Household, Income and 

Labour Dynamics in Australia 

(HILDA) Survey (Release 18) 

Multi-stage stratified random 

sample of households (a panel 

study with top-up samples) 

F2F (telephone interviews 

as the last resort) 

Between n=23,237 (Wave 

18) and n=23,299 (Wave 

13) persons 

National Drug Strategy 

Household Survey 2013 

A multi-stage stratified random 

sample design 

self-administered paper 

based 
n=23,855 persons 

National Drug Strategy 

Household Survey 2016 

A multi-stage stratified random 

sample design 

self-administered paper-

based or online, 

telephone interviews 

n=23,749 persons 

National Drug Strategy 

Household Survey 2019 

A multi-stage stratified random 

sample design 

self-administered paper-

based or online, 

telephone interviews 

n=22,013 persons 

Australian Census 2011 total coverage/census 
self-administered online, 

F2F 

N=21,507,717 people, 

N= 9,117,033 dwellings 

Australian Census 2016 total coverage/census 
self-administered online, 

F2F 

N=23,401,892 people, 

N=9,901,496 private 

dwellings 
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Table 11.4: Data sources of benchmarks with benchmark values (1/2)  

No 
Survey item with available 

benchmark(s) 

Included 

in OPBS 
Data source 1 Data source 2 Data source 3 Data source 4 

Data source 1 

benchmark 

value 

Data source 2 

benchmark 

value 

Data source 3 

benchmark 

value 

Data source 4 

benchmark 

value 

1 Australian citizen Yes 
Australian Census 

2011* 

Australian Census 

2016 
    83.9  87.1    

2 
Couple with dependent 

children 
Yes 

National Drug 

Strategy Household 

Survey 2013* 

National Drug 

Strategy Household 

Survey 2016 

National Drug 

Strategy Household 

Survey 2019 

  38.4 30.3 28.4   

3 Currently employed Yes 
Australian Census 

2011* 

Australian Census 

2016 
    59.4 61.6    

4 
Home ownership with a 

mortgage 
Yes 

Australian Census 

2011* 

Australian Census 

2016 
    29.6 28.8    

5 Not Indigenous Yes 
Australian Census 

2011* 

Australian Census 

2016 
    98.1 97.7    

6 
Language other than English 

(Speak only English) 
Yes 

Australian Census 

2011* 

Australian Census 

2016 
    75.7 76.5    

7 
Living at last address 5 years 

ago 
Yes 

Australian Census 

2011* 

Australian Census 

2016 
    54.8 56.9    

8 Voluntary work (None) Yes 
Australian Census 

2011* 

Australian Census 

2016 

General Social 

Survey 2014 

General Social 

Survey 2019 
74.2 79.4 69.1  71.2 

9 Carer status (Yes) No 
Australian Census 

2011 

Australian Census 

2016 
    12.7 12.3    

10 
Wage and salary income 

($1000–1249 per week) 
Yes 

National Health 

Survey, 2014–15* 

National Health 

Survey, 2017–18 
    13.8  14.6    

11 Consumed alcohol in last year Yes 

National Drug 

Strategy Household 

Survey 2013* 

National Drug 

Strategy Household 

Survey 2016 

National Drug 

Strategy Household 

Survey 2019 

  81.9 80.6  81.0  

12 Daily smoker Yes 

National Drug 

Strategy Household 

Survey 2013* 

National Drug 

Strategy Household 

Survey 2016 

National Drug 

Strategy Household 

Survey 2019 

  13.5  13.1  11.6  

13 
General health status (Very 

good) 
Yes 

National Health 

Survey 2014-15* 

National Health 

Survey 2017-18 

National Drug 

Strategy Household 

Survey 2016 

National Drug 

Strategy Household 

Survey 2019 

36.2 35.5 38.1 38.6 

14 
Psychological distress, Kessler 6 

- Hopeless (Never) 
Yes 

National Health 

Survey 2014-15 

National Health 

Survey 2017-18 
     80.0 77.7     
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Table 11.4: Data sources of benchmarks with benchmark values (2/2) 

No 
Survey item with available 

benchmark(s) 

Included 

in OPBS 
Data source 1 Data source 2 Data source 3 Data source 4 

Data source 1 

benchmark 

value 

Data source 2 

benchmark 

value 

Data source 3 

benchmark 

value 

Data source 4 

benchmark 

value 

15 
Moderate exercise in the last 

week (Yes) 
No 

National Health 

Survey 2014-15 

National Health 

Survey 2017-18 
    29.4 30.0    

16 
Number of serves of vegetables 

each day (2 serves) 
No 

National Health 

Survey 2014-15 

National Health 

Survey 2017-18 
     28.2 28.2     

17 Time stress (Always/often) No 
General Social 

Survey 2014 

General Social 

Survey 2019 
    40.9 39.6     

18 
Satisfaction with: Life as a 

whole (8 out of 10) 
Yes 

HILDA Wave 15 

(2015) 

 HILDA Wave 18 

(2018) 

General Social 

Survey 2014* 
 33.0 33.0  32.6  

19 
Satisfaction with: Health (8 out 

of 10) 
No 

HILDA Wave 15 

(2015) 

HILDA Wave 18 

(2018) 
  27.0 27.5    

20 
Satisfaction with: Financial 

situation (8 out of 10) 
No 

HILDA Wave 15 

(2015) 

HILDA Wave 18 

(2018) 
    21.8 21.8    

21 
Satisfaction with: Safety (8 out 

of 10) 
No 

HILDA Wave 15 

(2015) 

HILDA Wave 18 

(2018) 
    28.6 28.6    

22 

Big 5 personality traits, 

Agreeableness - Warm (5 out of 

7**) 

No 
HILDA Wave 13 

(2013) 

HILDA Wave 17 

(2017) 
    30.5 30.3    

23 

Big 5 personality traits, 

Conscientiousness - Orderly (5 

out of 7**) 

No 
HILDA Wave 13 

(2013) 

HILDA Wave 17 

(2017) 
    25.0 24.6    

24 

Big 5 personality traits, 

Emotional stability - Moody (2 

out of 7**) 

No 
HILDA Wave 13 

(2013) 

HILDA Wave 17 

(2017) 
    23.6 24.5     

25 

Big 5 personality traits, 

Extroversion - Quiet (4 out of 

7**) 

No 
HILDA Wave 13 

(2013) 

HILDA Wave 17 

(2017) 
    22.6 22.0    

26 

Big 5 personality traits, 

Openness - Philosophical (4 out 

of 7**) 

No 
HILDA Wave 13 

(2013) 

HILDA Wave 17 

(2017) 
    22.9 21.3    

*Benchmarks taken from Pennay et al. (2018);  

**Scale: 1 – Does not describe me at all, 7 – Describes me very well 
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Table 11.5: Mean estimated sampling variance, absolute distance benchmark-estimate, benchmark 

from a ‘high-quality survey’, data simulation (n=20,000)  

 Sample size of a smaller-scale survey 

Proportion 
of modal 
category 

responses 

n=500 n=1500 n=3000 

mean  
[95% CI] 

mean  
[95% CI] 

mean  
[95% CI] 

p=0.10 
0.0104 

[0.0004,0.0304] 
0.0062 

[0.0002,0.0166] 
0.0046 

[0.0002,0.0133] 

p=0.25 
0.0163 

[0.0008,0.0463] 
0.0095 

[0.0003,0.0275] 
0.0068 

[0.0003,0.0198] 

p=0.50 
0.0189 

[0.009,0.0553] 
0.0107 

[0.0003,0.0310] 
0.0078 

[0.0003,0.0228] 

 

Table 11.6: Benchmarking analysis with all categories, not only modal 

Survey item with available 
benchmark(s) 

RDD SMS 
Web-push 

Survey 
(2020) 

Online Panels Benchmarking Study (OPBS) (2015)  
(analysis of the data file (Pennay et al. 2016)) 

RDD A-BS ANUpoll Opt-in panel 2 

Mean error** Mean error** Mean error** Mean error** Mean error** 

Australian citizen 2.1 2.7 8.1 2.7 4.2 

Household status* 2.6 3.4 3.7 3.6 3.9 

Employment status 0.1 9.9 5.2 7.0 6.1 

Home ownership* 2.6 3.1 2.7 2.5 2.6 

Indigenous status 0.1 0.7 0.3 0.3 1.6 

Language other than English 0.0 9.8 4.7 8.8 9.7 

Living at last address 5 years ago 8.9 7.3 0.1 3.6 3.3 

Voluntary work 16.6 11.6 11.2 11.6 2.9 

Wage and salary income* 2.8 2.8 1.8 1.0 3.3 

Consumed alcohol in last year 1.7 4.0 3.6 2.8 5.3 

Smoking habits* 2.2 0.8 2.5 3.6 4.3 

General health status* 7.7 3.8 2.1 3.2 7.5 

Psychological distress, Kessler 6 - 
Hopeless* 

15.6 4.2 6.2 6.0 11.9 

Satisfaction with: Life as a whole* 5.3 1.1 2.7 2.8 5.5 

AAE (OPBS items) 4.88 4.65 3.92 4.26 5.15 

RMSE (OPBS items) 7.17 5.78 4.88 5.19 5.84 

*Categorical variables with 3+ categories  

**Errors were calculated for each category of categorical variables with 3+ categories separately and then averaged into a 

mean 
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Table 11.7: Comparison of benchmarking results for a numeric scale item with different descriptive analysis approaches 

Item 
Measure/  
category 

RDD SMS Web-push OPBS RDD SMS 
Web-push 

RDD A-BS ANUpoll Panel 2 

Benchmark W Benchmark 
RDD A-BS ANUpoll Panel 2 

W W W W Error Error Error Error Error 

Satisfaction with life as a whole 

Mean 7.90 6.96 7.89 7.61 7.35 7.27 6.61 9.4* 2.8* 5.4* 6.2* 12.8* 

8 33.0 23.3 34.4 34.5 30.6 30.6 21.0 9.7 0.1 3.9 3.8 13.4 

8-10 67.5 51.1 67.9 62.3 54.7 55.4 36.3 16.4 5.6 13.2 12.5 31.6 

0 0.1 2.5 0.1 0.3 0.5 1.1 0.0 

5.3 1.1 2.7 2.8 5.5 

1 0.2 1.2 0.2 0.7 0.5 0.2 1.5 

2 0.4 2.8 0.3 1.1 0.6 1.6 3.2 

3 0.7 3.1 0.8 1.1 1.2 1.8 3.8 

4 1.3 3.4 1.3 1.2 2.5 2.5 4.5 

5 3.6 13.1 3.8 7.2 9.8 12.0 15.7 

6 6.3 11.1 5.9 6.6 11.7 8.2 10.5 

7 20.0 11.8 19.7 19.4 17.7 16.9 21.2 

8 33.0 23.3 34.4 34.5 30.6 30.6 21.0 

9 22.6 11.6 21.7 15.8 14.6 13.9 9.5 

10 11.8 16.2 11.7 12.0 9.5 10.9 5.7 

*relative error calculated as the distance between the means divided by the maximum possible distance, i.e., 10 
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Table 11.8: Comparing accuracy in RDD SMS Web-push data after two different post-survey 

adjustment schemes 

Survey item with available benchmark(s) 

RDD SMS Web-push Survey (2020) 

Benchmark 
Survey estimates 

UW Full rakinga Partial rakingb 

Australian citizen 87.1 92.2 85.0 90.1 

Couple with dependent children 28.4 16.6 22.4 21.3 

Currently employed 61.6 60.3 61.7 63.2 

Home ownership with a mortgage 28.8 29.7 29.3 30.8 

Not Indigenous 97.7 97.9 97.6 97.6 

Language other than English (Speak only English) 76.5 81.7 76.5 78.9 

Living at last address 5 years ago 56.9 58.8 48.0 49.3 

Voluntary work (None) 79.4 61.3 62.8 62.0 

Wage and salary income ($1000–1249 per week) 14.6 11.8 15.5 13.5 

Consumed alcohol in last year 81 83.1 82.7 83.4 

Daily smoker 11.6 11.6 13.3 12.0 

General health status (Very good) 35.5 28.9 29.5 30.1 

Psychological distress, Kessler 6 - Hopeless (Never) 77.7 43.9 38.6 41.4 

Satisfaction with: Life as a whole (8 out of 10) 33.0 24.3 23.3 23.7 

Satisfaction with: Health (8 out of 10) 27.5 18.0 19.0 19.2 

Satisfaction with: Financial situation (8 out of 10) 21.8 19.3 15.0 18.3 

Satisfaction with: Safety (8 out of 10) 28.6 18.4 18.5 18.3 

Carer status (Yes) 12.3 35.9 33.1 33.5 

Moderate exercise in the last week (Yes) 30.0 71.3 70.1 71.4 

Number of serves of vegetables each day (2 serves) 28.2 25.5 29.1 28.3 

Time stress (Always/often) 39.6 38.4 40.4 40.9 

Big 5 personality traits, Agreeableness - Warm (5 

out of 7*) 
30.3 31.4 31.0 32.2 

Big 5 pers. traits, Conscientiousness - Orderly (5 

out of 7*) 
24.6 26.9 26.0 27.3 

Big 5 personality traits, Emotional stability - Moody 

(2 out of 7*) 
24.5 23.3 22.5 22.9 

Big 5 personality traits, Extroversion - Quiet (4 out 

of 7*) 
22.0 20.1 18.3 18.6 

Big 5 personality traits, Openness - Philosophical (4 

out of 7*) 
21.3 19.9 22.0 21.1 

AAE (OPBS items) 

  

7.04 6.67 6.86 

RMSE (OPBS items) 11.34 12.13 11.57 

AAE (all items) 7.59 7.30 7.38 

RMSE (all items) 12.84 12.93 12.79 

a raking by gender, age group*education (degree, no degree), state, country of birth  
b raking by gender, age group, state  
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Chapter 12  Discussion 

In this last chapter, I present and generalize the most important findings related to dealing with survey 

errors in online panels and discuss practical implications identified in this thesis for online panel 

research. This includes presenting the theoretical contributions and the limitations of the research, 

discussing the cost dimension of online panel recruitment and data collection, contesting the 

requirement to collect the data from the offline population by mixing modes, and presenting the 

overview of the state-of-the-art of online panel research at the beginning of the 2020s. In these last 

paragraphs, I expand the academic focus of this methodological research to commercial social and 

market research perspectives. 

12.1 Theoretical contributions and the limitations of this research 

Besides contributions for the practice of online panel survey research, there are a number of 

theoretical contributions of this thesis. Many of these are directly related to applying and extending 

theories in survey methodology to online panel and longitudinal research. First, in Chapters 3 and 10 

we provide additional comprehensive evidence on survey response maximization approaches to the 

‘attributes of the survey design’ dimension of the theory of survey participation. The meta-analysis of 

recruitment rates is the first comprehensive study to generalize evidence on recruitment outcome 

maximization strategies to probability-based online panel research worldwide. Also, the study on 

response maximization in RDD SMS web-push data collection is the first of its kind to fully apply a 

theory of survey participation on this new approach to probability-based online data collection. 

Second, this thesis is making contributions to theory of the response process by introducing a new 

source of measurement error – panel measurement mode effects. This type of mode effects is specific 

to mixed-mode longitudinal research and can introduce error only if panellists are able to and/or are 

encouraged to respond in different survey modes. In the same study presented in Chapter 8, panel 

conditioning has been for the first time conceptualized as a factor of the frequency of repeated 

measurements and the time gap between measurements, which is also quite specific to the 

longitudinal approach in online panel research. Third, this thesis extends social-psychological theories 

of survey participation and leverage-salience theory to a longitudinal (online panel) context. We show 

how these theoretical and conceptual theories can explain outcomes in different stages of a panel 

lifecycle and not just in recruitment to a study, which is the only stage in a cross-sectional survey 

design. Additionally, we showed how social-psychological theories and leverage-salience can explain 

changes in panel response behavior over time. 

There are also notable limitations to the research presented in this thesis and many of them are more 

or less related to the availability of relevant data to study survey errors in online panel research. First, 
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since eight out of nine research papers (Chapters 4–11) are based on the analysis of Australian data 

and there is only one national probability-based online panel, findings are somewhat limited to the 

Australian context and Life in Australia™. Also, a RDD SMS web-push approach to data collection could 

not be carried out in countries requiring respondents’ consent to be texted an SMS invitation to an 

online survey.  

Second, the amount of methodological information provided by organizations managing probability-

based online panels exceeds the information that commercially-oriented volunteer panel providers 

are willing to release publicly. In the meta-analysis, we show how even probability-based panels that 

are more commercial in nature were not willing to share with us much methodological details on their 

recruitment. In order to make our findings more robust and to study the previously discussed 

relationship between data quality and data collection costs, we would require access to more data 

and more information about commercially-oriented online panels. This could be beneficial for certain 

online panel providers as well, as subsequent research could provide evidence required to optimize 

recruitment and data collection costs.  

Lastly, while this thesis addresses various research gaps and answers several research questions, it 

also generates a number of new research questions and methodological solutions to be tested in 

practice. The evidence from the meta-analysis could provide a good basis for a research organization 

to build a probability-based online panel in a new country, but their recruitment maximization 

strategies would have to be tested in their particular context due to unobserved country specifics. 

While we identified an approach for a fairly accurate identification of nonrespondents in a subsequent 

online panel wave/survey, further research is required on how to treat potential nonrespondents to 

reduce nonresponse in practice. Moreover, some of the findings should be tested in online panel 

research settings. For example, while I show how representation bias in RDD SMS web-push survey 

does not represent a notable issue, there has not been extensive study of the same bias if a similar 

approach is used in recruitment to a probability-based online panel. All these offer new opportunities 

for methodological research on online panels in the future. 

12.2 Online panel research and the cost dimension 

Out of three things that are valued in the survey research profession above all, this thesis mostly 

discussed the quality aspect and to a lesser extent the speed aspect. However, there is the third aspect 

which plays a key role in commercial, polling, government and academic research sectors – 

affordability. The cost dimension should evidently be considered in practice, as survey methodology 

generally focuses on improving quality without affecting costs, or reducing costs without affecting 

quality (Groves 2004). With declining response rates resulting in increasing costs of data collection, 
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the challenge for survey methodology space is to mitigate inferential risks and to do more with less 

(Couper 2017). In the era of limited budgets, organizations have to take into consideration how 

important inference to the population is, what they would like to estimate, and the cost/quality trade-

off. Besides censuses, large-scale probability-based surveys are considered the most accurate in 

measuring social phenomena in the population, but they require large budgets, especially if data are 

collected face-to-face (Couper 2017). At the other extreme, nonprobability panels can provide data 

for low costs, but at the expense of quality. Probability-based panels are somewhere in between, from 

both cost and quality perspectives. However, if a volunteer panel (see Chapter 9) or an RDD SMS web-

push survey (see Chapter 11) produce estimates with only slightly larger absolute error, it is not always 

possible to justify spending at least five times more for a marginally more accurate probability-based 

online panel sample84. Some of the findings presented in this thesis point in that direction, but there 

is still limited evidence on the relationship between data collection costs and data quality. From a 

scientific perspective, making data collection/research cost data available in addition to data on 

sample accuracy would represent added value in the study of survey errors. Synthesizing evidence on 

the cost/accuracy trade-off would certainly be of scientific interest, and future research should further 

explore the relationship between those two important dimensions in more detail. This general 

recommendation should not be limited to online panel research. 

Furthermore, the trends in probability-based online panel research indicate that organizations 

managing those panels nowadays tend to choose more affordable strategies to recruitment. Those 

are the previously discussed shift from telephone to postal recruitment, end-of-survey approach to 

recruitment to panels (e.g., GESIS panel or panels from the UK), and a noncoverage of the offline 

population. The analysis in Chapter 3 shows how recruitment rates decreased slightly over time, but 

meta-regression models explain that trend with methodological changes, some of which are 

associated with more cost-efficient recruitment solutions. I could speculate that the recruitment-

expenses saving efforts are a result of increasing costs of survey data collection in general, and/or a 

harsh competition against cheaper nonprobability-based panels. 

The evidence from this thesis supports a few other potential solutions to decrease costs of data 

collection in probability-based online panel research. First, we show how the guaranteed recruitment 

incentives amount did not have an effect on recruitment rates, which means that a ‘symbolic’ amount 

in the form of a mixture of unconditional and conditional incentives could result in as efficient 

recruitment as more expensive recruitment incentives schemes. This evidence was later supported in 

 
84 For example, in the RDD SMS web-push study (see Chapter 10), I collected responses for about 5 AUD per participant (with 
potential to decrease costs based on the results of a survey experiment); Garrow et al. (2020) collected responses for about 
0.5 USD (Mechanical Turk) and 7.5 USD (Qualtrics) per respondent; both studies excluded personnel time in the calculation 
of costs. 
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Chapter 4, as only about one in eight Life in Australia™ panellists mentioned receiving incentives or 

donating to charity as motivational factors for completing panel surveys. Second, the evidence from 

Chapters 10 and 11 suggests that RDD SMS recruitment is not only a fairly accurate online survey data 

collection approach, but it could potentially be used as a cost-effective mode to recruitment to 

probability-based or mixed-sampling online panels. Lastly, we presented evidence on how different 

probability-based online panels do not use the offline mode or provide the required technology to the 

offline population to respond online, which can be seen as a cost-saving measure. The survey error 

implications of that are discussed in more detail in the next paragraphs. 

12.3 Mixing-modes in online panel research and its effect on survey errors 

As covering the offline population by mixing modes in probability-based online panel research 

normally increases the costs of data collection, there has to be valid data quality-related reasons 

(including the perception of quality by clients) for either using the offline mode or offering technology 

to potential panellists. In Life in Australia™, the panel largely investigated in this study, the telephone 

mode is used to collect survey data from those who cannot or do not want to respond online and as a 

reminder/data collection mode for those respondents who initially do not respond to email 

invitations. As such, the telephone mode works as a part of the strategy to control for coverage and 

nonresponse error. 

In this thesis, I studied the mixing-modes total survey error phenomena from two perspectives, 

undercoverage and measurement mode effects. In Chapter 6, we identified small undercoverage bias 

if excluding the offline population, which showed in almost negligible effect on the quality of most 

survey estimates; similar results were previously reported for the LISS panel (Eckman 2016). In 

Chapter 7, we identified measurement mode effects in mixed-method and online panel research, 

namely a lack of measurement equivalence in the telephone mode and satisficing in the mail mode, 

and concluded that it was difficult to study mode effects in studies lacking random assignment to 

modes; similar findings were previously reported by Dennis et al. (2005). In Chapter 8, we extended 

the measurement mode effect analysis to longitudinal online panel data, and showed how the same 

respondents switching modes can lead to an increased measurement error in a panel setting.  

Finding the balance between these sources of survey error is a common problem in mixed-mode 

survey research – while using both interviewer-administered and self-administered survey modes can 

improve representation and response, it can also introduce measurement error due to questions 

being presented to respondents differently. Combining the key findings from Chapters 6, 7 and 8, I can 

conclude that we found as much evidence on negative contribution of mixing modes on total survey 

error as evidence on the improved quality of probability-based online panel data if covering the offline 
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population. Taking into account higher data collection costs, mostly due to additional telephone 

interviewing expenses (or printing and postal expenses), all things considered, we did not find 

convincing evidence that covering the offline population is necessary in countries with similar internet 

penetration and ‘web-demographic’ population structure to Australia. It could be argued that money 

spent on covering the offline population should be spent on panel management to mitigate other 

sources of survey error. However, there are exceptions to this general recommendation, as online-

only panel surveys cannot accurately estimate concepts strongly associated with offline 

population membership. 

12.4 The state-of-the-art in online panel research 

As online panel research is younger than survey research using more traditional modes, literature on 

online panels and survey errors is to some extent limited. In 2010, an Opt-In Online Panel Task Force 

was established by the AAPOR Executive Council to review the empirical findings on nonprobability 

based online panels. The report written by Baker and his colleagues (2010) represented the most in-

depth review of online panel research to that date, although it was predominantly focused on opt-in 

panels and somewhat limited to the US online research market. In 2014, Callegaro and his colleagues 

(2014) published a book on online panel research and data quality. In contrast to the report from 

Baker et al. (2010), it focused on both probability and nonprobability-based panels in chapters 

covering different aspects of and survey errors in online panel research. It can be argued that more 

research on survey errors is required in online panels, including an investigation of several concurrent 

panel-specific errors, to further develop the TSE framework (which would be even more suitable for 

studying the total survey error in online panels). While more methodological research has been 

published and presented in recent years, it was much more focused on individual aspects, and has 

mostly come in the form of journal articles and conference presentations.  

Thus, this thesis and its chapters can be potentially considered as the most comprehensive recent 

overview of the state-of-the-art of online panel research, and Chapter 3 arguably contributes the most 

to this overview. The meta-analytical study primarily focuses on studying factors affecting recruitment 

outcomes in probability-based online panels, as well as identifying 28 panels and documenting various 

recruitment and data collection strategies which have evolved over the years. While we could not 

collect information on establishment year for every single probability-based online panel, the research 

presented here estimates that more than one-half of all active panels were established in the ‘golden 

years’ for online panels, that is, between 2012 and 2016. There have also been some notable 

differences in recruitment approaches and methodological changes over time. For example, the 

mail/postal recruitment mode became more popular, and that was at the expense of the telephone 
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recruitment mode. The research also identified more end-of-survey/piggybacking recruitment after 

2015. In the future and due to cost efficiency, I would not be surprised if there were more RDD-mobile-

SMS and IVR recruitment approaches, which were already tested by the Social Research Centre in 

2020 (Phillips et al. 2021). Recently, there are more examples of online panels either not collecting 

data from the offline population (for example, Norwegian Citizen Panel), not recruiting offliners in the 

most recent recruitment waves (for example, Life in Australia™), or naturally decreasing the 

proportion of the offline population in the panel (for example, the American Trends Panel). This has 

been possible with an increasing internet penetration and, consequently, less concern for 

undercoverage bias. From this perspective alone, many probability-based online panels have become 

more similar to volunteer online panels. 

Those nonprobability-based online panels are still considered less accurate due to self-selection driven 

representation bias, high nonresponse, professional respondents and bot participants. However, 

there seem to be notable within-group differences in quality between nonprobability online panels as 

well, which are conditional on the accreditation and the country of online panel. For example, 

International Organization for Standardization (ISO) or European Society for Opinion and Marketing 

Research (ESOMAR) accredited panels should be considered as more accurate than those without 

accreditation, such as Qualtrics or the extremely cost-effective Mechanical Turk. Also, based on the 

results from the benchmarking studies from Pennay et al. (2018), Kaczmirek et al. (2019), MacInnis et 

al. (2018) and other US studies, the gap in quality between volunteer online panels and probability 

(online) surveys seems to be much smaller in Australia than in the US. This might be a result of the 

differences in population structures (e.g., greater differences between online and offline populations, 

or between volunteer panellists and the general population in the US) or the relative quality of the 

volunteer panels compared to probability samples (volunteer panel selection effect). Also, a new type 

of volunteer panels has appeared in recent years, that is, volunteer academic panels. With respected 

survey research sponsors/authority (i.e., universities), those panels should have a better potential for 

successful recruitment, would not need to incentivize panellists for completing questionnaires, and 

would attract intrinsically motivated respondents instead of professional respondents. As new 

methodologies for improving the quality/accuracy of nonprobability online samples are being 

developed, including in our study which advances the field of post-survey adjustments, there is a 

potential for more accredited volunteer online panels to be used for data collection outside the 

market research space, and academic panels to be used in academic and government survey research. 

On the other hand, we showed how probability-based online panels are still more accurate and they 

should continue to be used in survey research leaning on a more rigorous methodology. Taking into 

account various opportunities for mitigation of sources of survey errors and cost-saving solutions 
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identified in this thesis, there is a strong argument that both types of online panels will play an even 

more important role in survey research in the future. 
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