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ABSTRACT
We present results from the analysis of high-resolution spectra obtained with the Keck HIRES
spectrograph for a sample of 17 candidate extremely metal-poor (EMP) stars originally selected
from commissioning data obtained with the SkyMapper telescope. Fourteen of the stars
have not been observed previously at high dispersion. Three have [Fe/H] ≤ −3.0, while
the remainder, with two more metal-rich exceptions, have −3.0 ≤ [Fe/H] ≤ −2.0 dex. Apart
from Fe, we also derive abundances for the elements C, N, Na, Mg, Al, Si, Ca, Sc, Ti, Cr, Mn,
Co, Ni, and Zn, and for n-capture elements Sr, Ba, and Eu. None of the current sample of stars
is found to be carbon-rich. In general, our chemical abundances follow previous trends found
in the literature, although we note that two of the most metal-poor stars show very low [Ba/Fe]
(∼−1.7) coupled with low [Sr/Ba] (∼−0.3). Such stars are relatively rare in the Galactic halo.
One further star, and possibly two others, meet the criteria for classification as a r-I star. This
study, together with that of Jacobson et al. (2015), completes the outcomes of the SkyMapper
commissioning data survey for EMP stars.
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1 IN T RO D U C T I O N

As reviewed by Frebel & Norris (2015), the detailed study of
the most metal-poor stars in the Galaxy can provide vital clues
to the processes of star formation and to the synthesis of the
chemical elements at the earliest times. Such stars, however, are
extremely rare and at the present time only a handful are known with
[Fe/H] ≤−4.5 dex. The importance of these objects has nevertheless
prompted a number of previous and ongoing searches for such
extremely metal-poor (EMP) stars [e.g. the HK survey (Beers,
Preston & Shectman 1992), the HES (Frebel et al. 2006; Christlieb
et al. 2008), the SDSS (see Aoki et al. 2013), the ‘Best and Brightest’
survey (Schlaufman & Casey 2014), LAMOST (see Li et al. 2015a),

� E-mail: anna.marino@unipd.it

and Pristine (Starkenburg et al. 2017), and references therein]. The
discovery of such stars is one of the prime science drivers behind
the SkyMapper imaging survey of the Southern hemisphere sky
(Keller et al. 2007; Wolf et al. 2018). The metallicity sensitivity
is achieved through the incorporation of a relatively narrow v-
filter, whose bandpass includes the Ca II H and K lines, into the
SkyMapper filter set (Bessell et al. 2011). The SkyMapper uvgriz
photometric survey of the southern sky is ongoing (Wolf et al.
2018) but during the commissioning of the telescope a number of
vgi images were taken to search for EMP candidates. Despite the
sub-optimal quality of many of the images, the program, which
we will refer to as the ‘SkyMapper commissioning survey for
EMP-stars’ (to distinguish it from the current ongoing work), was
successful in that it resulted in the discovery of the currently most-
iron poor star known SMSS J031300.36–670839.3 (Keller et al.
2014; Bessell et al. 2015; Nordlander et al. 2017). The analysis
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Table 1. Details of the target stars and the Keck HIRES observations.

ID RA Dec. g (g − i)0 mi Exp Time S/N [450 nm] S/N [600 nm] RV
(J2000)(h:m:s) (J2000)(o:′:′′) (s) (pix−1) (pix−1) (km s−1) Notes

SMSS J202059.17–043447.0 20:20:59.17 − 04:34:47.0 13.815 0.837 0.243 660 34 38 − 190.7
SMSS J202400.03–024445.9 20:24:00.03 − 02:44:45.9 15.631 0.850 0.235 660 15 17 − 133.8
SMSS J202601.44–033002.5 20:26:01.44 − 03:30:02.5 15.508 0.541 0.140 1800 21 26 − 149.5
SMSS J202659.41–031149.2 20:26:59.41 − 03:11:49.2 14.180 0.641 0.027 600 28 29 − 199.1
SMSS J204654.92–020409.2 20:46:54.92 − 02:04:09.2 15.026 0.882 0.131 1200 26 30 − 451.2
SMSS J211657.83–012517.5 21:16:57.83 − 01:25:17.5 14.515 0.675 − 0.054 900 21 22 − 155.4
SMSS J212001.71–001158.6 21:20:01.71 − 00:11:58.6 15.582 0.942 0.134 1500 22 26 − 350.2
SMSS J212113.63–005132.2 21:21:13.63 − 00:51:32.2 14.854 0.712 0.002 1200 21 23 +33.9
SMSS J212217.52–295552.7 21:22:17.52 − 29:55:52.7 16.387 0.554 0.040 2700 18 19 +200.8
SMSS J220514.10–013407.6 22:05:14.10 − 01:34:07.6 13.933 0.802 0.225 600 22 26 − 199.2
SMSS J220535.05–004403.6 22:05:35.05 − 00:44:03.6 14.214 0.704 0.043 600 25 28 − 62.2
SMSS J221334.13–072604.1 22:13:34.13 − 07:26:04.1 15.310 0.759 0.072 1500 19 22 − 392.7 1
SMSS J222349.48–114751.1 22:23:49.48 − 11:47:51.1 15.177 0.719 0.028 1500 22 23 − 367.1
SMSS J225336.83–270435.4 22:53:36.83 − 27:04:35.4 16.024 0.685 0.022 1500 16 17 +116.6
SMSS J230306.22–041621.8 23:03:06.22 − 04:16:21.8 14.606 0.699 0.003 1200 26 28 − 244.6
SMSS J010839.58–285701.5 01:08:39.58 − 28:57:01.5 12.747 0.615 0.033 300 34 35 +144.3 2
SMSS J034249.52–284215.8 03:42:49.52 − 28:42:15.8 14.646 0.676 0.108 1200 29 31 +157.2 2

Notes: (1) In Aoki et al. (2013) as SDSS J2213–0726; and (2) in Jacobson et al. (2015)

Figure 1. The location of the stars observed with Keck in the SkyMap-
per metallicity sensitive diagram using DR1.1 photometry. The selection
window currently employed to select candidate EMP stars is shown by
the dashed boundary. Stars whose abundances are determined here to
have [Fe/H]LTE ≤ −3.0 are plotted as filled star symbols, those with
−3.0 ≤ [Fe/H]LTE ≤ −2.5 are plotted as filled circles, open circles show
stars with −2.5 ≤ [Fe/H]LTE ≤ −2.0, and the 6-point star symbol shows
the star for which [Fe/H]LTE > −2.0 dex. Individual error bars are shown.
These have been calculated from the photometry errors given in the DR1.1
database.

of high dispersion spectra of a large sample of additional EMP-
candidates selected from the commissioning survey was presented
in Jacobson et al. (2015). Here we present the final results from that
survey – the outcome of high dispersion spectroscopic observations
of a further sample of SkyMapper EMP-candidates drawn from the
commissioning survey photometry. SkyMapper commissioning-era
photometry was also employed in the search for EMP stars in the
Galactic Bulge (Howes et al. 2015, 2016).

The paper is organized as follows. The following
section describes the target selection, the observations, and the
data-reduction process. Section 3 then describes the determination
of the atmospheric parameters for the stars and the subsequent
analysis to derive the chemical abundances. The abundance results

are compared with existing halo EMP-star studies, such as those of
Yong et al. (2013), Placco et al. (2014), and Jacobson et al. (2015),
in Section 4. The results are briefly summarized in Section 5.

2 TARGET SAMPLE AND OBSERVATI ONS

As discussed briefly in Jacobson et al. (2015), the initial sample
of EMP candidates was selected on the basis of location in a two-
colour diagram in which a photometric metallicity index mi = (v
− g)0 − 1.5(g − i)0 is plotted against (g − i)0 (see also Keller
et al. 2007). Because of the variable quality of the commissioning-
epoch data, and because of the calibration approach employed, the
photometric candidate list required additional input to identify the
best candidates for high dispersion spectroscopic follow-up. This
was achieved by obtaining low-resolution (R ≈ 3000) spectra of the
candidates with the WiFeS spectrograph (Dopita et al. 2010) on the
ANU 2.3 m telescope at Siding Spring Observatory. The resulting
flux calibrated spectra, which cover the wavelength range ∼350–
600 nm, are then compared with a grid of MARCS 1D model
atmosphere fluxes and the best-fitting determined, as described
in Norris et al. (2013). Because the spectra cover the Paschen
continuum as well as the Balmer jump and the Balmer lines of
hydrogen, the best-fitting temperature and gravity are generally well
determined. Consistency with the temperature/gravity relation for
an old metal-poor isochrone,1 which is appropriate for halo stars,
provides a constraint on the adopted reddening while the strengths of
metal-lines such as Ca II H and K and Mg I b provide the metallicity
information for a given temperature and gravity. The outcome of
the 2.3 m spectroscopy is then a sample of EMP candidates that can
be used with some confidence as a basis for follow-up studies at
high dispersion.

The candidates observed with the HIRES spectrograph (Vogt
et al. 1994) at the Keck-I telescope were those in the commission-
ing survey EMP candidate sample that had not been previously
observed at high dispersion (cf. Jacobson et al. 2015), which

1The isochrones employed are those from VandenBerg, Bergbusch & Dowler
(2006) supplemented with additional isochrones for metallicities below
[Fe/H] = −2.3 dex (Vandenberg, private communication 2009).
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Figure 2. Top panel: the adopted corrected spectroscopic temperatures are
shown as a function of the temperatures obtained from spectral fits to the
low-resolution 2.3 m spectra. The dashed line is the 1:1 relation. Middle
panel: the adopted spectroscopic gravities are plotted against the log g values
derived from the fits to the low-resolution spectra. The dashed line is the 1:1
relation. Bottom panel: a comparison of the [Fe/H]LTE values determined
from the Keck spectra with those estimated from the low-resolution spectral
fits. The dashed line is again a 1:1 relation.

were accessible from the Keck Observatory on the scheduled date
and which had low-resolution spectroscopic abundance estimates
[Fe/H]2.3m ≤ −2.5 dex, as determined from the 2.3m spectra. In
all, HIRES spectra were obtained for 15 candidate EMP stars on
the ANU-allocated night of 2013 September 21 (UT), together with
spectra of two stars that had also been observed at Magellan with
the MIKE spectrograph in the Jacobson et al. (2015) study. One
further star, SMSS J221334.13–072604.1, was subsequently found
to be included in the sample analysed by Aoki et al. (2013) under
the designation SDSS J2213–0726.

Observing conditions were good with the seeing slowly rising
from 0.6 to 1 arcsec by the end of the night. The spectrograph was
configured with the HIRESb cross-disperser and the C1 decker that
has a slit width of 0.86 arcsec yielding a resolution R ≈ 50 000.
Detector binning was 2 (spatial) × 1 (spectral) and the low-gain
setting (∼2e−/DN) was used for the three CCDs in the detector
mosaic. Details of the observations are given in Table 1. The table
lists the SkyMapper survey designations, the positions, and the
SkyMapper g, (g − i)0 and mi photometry taken from the SkyMap-
per DR1.1 data release (Wolf et al. 2018), which supersede the
original commissioning-era photometry. The reddening corrections
follow the procedure outlined in Wolf et al. (2018) while mi is the
metallicity index, defined as (v − g)0 − 1.5(g − i)0, for which
more negative values at fixed colour indicate potentially lower
metallicity (see Keller et al. 2007; Da Costa et al. ). Also given are
the integration times and the S/N per pixel of the reduced spectra
at 450 and 600 nm. The median values are 22 pix−1 at 450 nm and
26 pix−1 at 600 nm.

In Fig. 1 we show the location of the observed stars in the
SkyMapper metallicity-sensitive diagram based on the DR1.1
photometry. Shown also in the figure is the selection window that
is used in defining photometric EMP candidates for the current
(post-commissioning) survey, where the lower boundary is set
by the location of the [M/H] = −2.0 dex, 12.5 Gyr isochrone
in this plane (see Da Costa et al., in preparation for details).
While photometric uncertainties, particularly in the v-magnitudes,
introduce scatter in this diagram, it is reassuring that all but 1
of the 12 candidates that are found in the analysis here to have
[Fe/H]LTE ≤ −2.5 dex (where LTE means that the Fe abundance is
obtained assuming the local thermodynamic equilibrium, LTE) are
within the selection window while there is only one contaminant
– a star found here to have [Fe/H]LTE > −2.0 despite lying (just)
in the selection region. Although the sample is small, Fig. 1 does
verify that the current SkyMapper photometric selection process
efficiently finds stars with [Fe/H]LTE ≤ −2.5 with only a very minor
degree of contamination. In fact, Da Costa et al. () show that in the
current ongoing program, ∼85 per cent of the SkyMapper DR1.1
photometric EMP candidates that lie within the selection window
shown in Fig. 1, and which also possess metallicity estimates from
low-resolution 2.3 m spectra, have [Fe/H]2.3m ≤ −2.0 dex, while
∼40 per cent have [Fe/H]2.3m ≤ −2.75 dex. The best candidates
are then followed up at high dispersion with the MIKE echelle
spectrograph on the Magellan 6.5 m telescope.

The observed spectra were processed with the standard HIRES
reduction pipeline MAKEE to obtain flat-fielded, extracted,
wavelength-calibrated, velocity-corrected spectra for each echelle
order. For the subsequent analysis, the individual spectral orders
were merged into a single continuous spectrum for each of the
three CCD detectors, which was then continuum normalized and
wavelength-offset by the observed geocentric velocity.

Radial velocities (RVs) were derived using the IRAF@FXCOR
task, which cross-correlates the object spectrum with a template
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Table 2. Adopted atmospheric parameters Teff/log g/[Fe/H]LTE/ξ t. [Fe/H]non-LTE obtained values are also listed.

ID Teff log g [Fe/H]LTE [Fe/H]non-LTE ξ t

K dex dex dex km s−1

SMSS J202059.17–043447.0 4711 1.38 − 2.30 − 2.17 1.64
SMSS J202400.03–024445.9 4792 1.71 − 1.97 − 1.88 1.98
SMSS J202601.44–033002.5 5125 2.38 − 2.84 − 2.72 1.55
SMSS J202659.41–031149.2 4918 1.80 − 2.94 − 2.78 1.74
SMSS J204654.92–020409.2 4729 1.75 − 1.71 − 1.62 1.70
SMSS J211657.83–012517.5 4837 1.61 − 2.56 − 2.42 1.95
SMSS J212001.71–001158.6 4585 1.03 − 2.58 − 2.43 2.45
SMSS J212113.63–005132.2 4810 1.53 − 2.75 − 2.58 1.95
SMSS J212217.52–295552.7 5395 3.17 − 2.81 − 2.73 2.15
SMSS J220514.10–013407.6 4774 1.63 − 2.07 − 1.97 1.80
SMSS J220535.05–004403.6 4765 1.38 − 3.10 − 2.91 1.85
SMSS J221334.13–072604.1 4810 1.52 − 2.89 − 2.72 1.97
SMSS J222349.48–114751.1 4756 1.37 − 3.15 − 2.96 1.86
SMSS J225336.83–270435.4 4882 1.71 − 3.26 − 3.07 2.32
SMSS J230306.22–041621.8 4792 1.48 − 2.74 − 2.58 1.72
SMSS J010839.58–285701.5 4936 1.86 − 2.90 − 2.76 1.68
SMSS J034249.52–284215.8 4783 1.58 − 2.31 − 2.19 1.70

Table 3. Atomic data and EWs for program stars.

Wavelength [Å] Species E.P. [eV] log(gf) EW [mÅ]

SMSS J202059.17–043447.0
4447.720 26.0 2.220 −1.340 80.0
4595.360 26.0 3.290 −1.760 19.2
4602.940 26.0 1.490 −2.210 90.0
4630.120 26.0 2.280 −2.590 20.9
4733.590 26.0 1.490 −2.990 55.0
4736.770 26.0 3.210 −0.750 60.9
4871.320 26.0 2.870 −0.360 91.7
4903.310 26.0 2.880 −0.930 69.4
4918.990 26.0 2.850 −0.340 91.1
4924.770 26.0 2.280 −2.110 51.4
4938.810 26.0 2.880 −1.080 56.7
4939.690 26.0 0.860 −3.250 77.7
4966.090 26.0 3.330 −0.870 45.0
4994.130 26.0 0.920 −2.970 88.6
5014.940 26.0 3.940 −0.300 37.7
5044.210 26.0 2.850 −2.020 13.8

Notes: Only a portion of this table is shown here to demonstrate its form
and content. A machine-readable version of the full table will be online
available.

spectrum. For the template, we used a synthetic spectrum obtained
through the 2014 June version of MOOG (Sneden 1973). This
spectrum was computed with a stellar model atmosphere interpo-
lated from the Castelli & Kurucz (2004) grid, adopting parameters
(effective temperature Teff, surface gravity log g, microturbulence
ξ t, metallicity [M/H]) = (4800 K, 1.5, 2.0 km s−1, −2.50). The
errors associated with RVs due to the cross-correlation technique are
generally small, and in our case are between ∼0.2 and ∼0.6 km s−1.
As we do not have repeated observations of the same star, we
cannot provide more realistic estimates of the internal velocity
uncertainties.

Independent radial velocity measurements are available for four
of our stars: the two in common with Jacobson et al. (2015)
(SMSS J010839.58–285701.5 and SMSS J034249.52–284215.8),
the star in common with Aoki et al. (2013), and the star
SMSS J202059.17–043447.0, which has a radial velocity tabulated
in Gaia DR2 (Gaia Collaboration 2018). SMSS J010839.58–

285701.5 also has a radial velocity listed in Gaia DR2. Comparison
with these independent values reveals that a correction of −84 ± 2
(standard error of the mean) km s−1 to our velocities is required
for agreement. We can find no obvious explanation for this velocity
offset but have verified its existence via an independent reduction
of a subset of the observed spectra. With the offset applied, our
velocities agree well with the published values, and there is no
evidence for any significant velocity variability in these four stars.
Table 1 then lists the heliocentric radial velocity for each star in our
sample after applying the velocity offset. Many of the stars have
large heliocentric velocities as expected for a sample dominated by
Galactic halo stars.

3 C H E M I C A L A BU N DA N C E S A NA LY S I S

Chemical abundances were derived from an LTE analysis by using
the 2014 June version of the spectral analysis code MOOG (Sneden
1973), together with the alpha-enhanced Kurucz model atmospheres
of Castelli & Kurucz (2004), whose parameters have been obtained
as described in Section 3.1. The reference solar abundances adopted
were those of Asplund et al. (2009).

In the following sections we detail the approach employed
to derive the adopted atmospheric parameters, and describe the
spectral features used to infer the chemical abundances. In general,
we follow the procedures outlined in Jacobson et al. (2015) in order
to facilitate a direct comparison of the results obtained here with
those in that work.

3.1 Atmospheric parameters

The atmospheric parameters were derived via a number of different
steps. First, as in Jacobson et al. (2015), initial values of Teff and
the microturbulence ξ t were determined by imposing excitation
potential (E.P.) equilibrium for Fe I, to yield Teff, and by removing
any trend between Fe I abundance and the reduced equivalent width
(EW) to fix ξ t. For the majority of the stars observed, however, there
was a paucity of measureable Fe II lines in the spectra invalidating
the determination of a spectroscopic log g value by matching Fe I

and Fe II abundances. Instead, we derived log g by matching the Teff

value with a 12 Gyr Yonsei–Yale isochrone (Demarque et al. 2004)
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Keck spectroscopy of SkyMapper EMP candidates 5157

Figure 3. Left-hand panels: synthetic spectra fits to the CH features in the vicinity of 4323 Å, one of two spectral regions used to determine the carbon
abundance. For each star the observations are shown as black crosses, the best-fit is shown by the thick red line while the thin blue lines show [C/Fe] values 0.2
dex larger and 0.1 dex smaller than the best-fitting value. Right-hand panels: synthetic spectra fits to the Ba II line at 4934.1 Å, one of two (or three) lines used
to determine the barium abundance. Again the observations are shown as black crosses, the best-fit is the red thick line, and the thin blue lines show [Ba/Fe]
values ±0.2 dex about the best-fitting value.

Table 4. Chemical abundance ratios for the light elements C, N, Na, and Al. For carbon we also list the evolutionary corrected [C/Fe]evol abundances derived
by applying corrections from V. Placco (private communication); the estimated natal [C/Fe] corresponds to [C/Fe]evol. For sodium we give both LTE and
non-LTE abundances. We also report the number (#) of spectral features analysed for each element as well as the standard deviations of the abundances (σ ).

ID [C/Fe] σ # [C/Fe]evol [N/Fe] σ # [Na/Fe]LTE σ [Na/Fe]non-LTE σ # [Al/Fe] σ #

SMSS J202059.17–043447.0 − 0.20 0.01 2 0.39 0.92 0.24 2 0.16 0.18 − 0.10 0.04 3 −0.44 – 1
SMSS J202400.03–024445.9 − 0.40 0.03 2 − 0.09 0.94 0.16 2 0.21 0.08 − 0.18 0.06 2 −1.00 – 1
SMSS J202601.44–033002.5 0.18 0.02 2 0.19 – – – 0.27 0.09 − 0.09 0.03 2 −0.68 0.11 2
SMSS J202659.41–031149.2 − 0.06 0.03 2 0.07 – – – 0.44 0.03 0.04 0.01 2 −0.54 0.23 2
SMSS J204654.92–020409.2 − 0.42 0.01 2 − 0.15 0.53 0.08 2 − 0.28 0.10 − 0.46 0.04 4 – – –
SMSS J211657.83–012517.5 0.05 0.02 2 0.43 – – – 0.23 0.10 − 0.16 0.10 2 −0.83 0.15 2
SMSS J212001.71–001158.6 − 0.49 0.02 2 0.25 1.13 0.34 2 0.12 0.04 − 0.17 0.04 2 – – –
SMSS J212113.63–005132.2 0.26 0.03 2 0.66 – – – 0.45 0.03 0.05 0.01 2 −0.40 0.35 2
SMSS J212217.52–295552.7 0.64 0.05 2 0.64 – – – 0.38 0.08 0.00 0.09 2 – – –
SMSS J220514.10–013407.6 − 0.09 0.03 2 0.27 0.80 0.16 2 0.07 0.18 − 0.21 0.08 3 −0.96 – 1
SMSS J220535.05–004403.6 − 0.01 0.01 2 0.51 – – – 0.24 0.17 − 0.02 0.09 2 −0.67 0.18 2
SMSS J221334.13–072604.1 − 0.58 0.01 2 − 0.15 – – – 0.04 0.05 − 0.22 0.01 2 −0.60 – 1
SMSS J222349.48–114751.1 − 0.22 0.01 2 0.31 – – – 0.73 0.13 0.36 0.08 2 −0.65 0.14 2
SMSS J225336.83–270435.4 0.20 0.03 2 0.37 – – – 0.13 0.08 − 0.07 0.02 2 −0.63 – 1
SMSS J230306.22–041621.8 0.12 0.02 2 0.56 – – – 0.22 0.04 − 0.12 0.08 2 −0.10 – 1
SMSS J010839.58–285701.5 0.12 0.01 2 0.22 – – – 0.71 0.11 0.23 0.06 2 −0.22 0.09 2
SMSS J034249.52–284215.8 − 0.41 0.01 2 0.03 – – – − 0.44 0.07 − 0.71 0.03 2 −1.34 0.49 2

that has [α/Fe] = +0.4 and the appropriate metallicity for the star
as derived from the initial analysis. The procedure was then iterated
until the Teff, log g, and ξ t values did not change appreciably –
usually only one iteration was required.

However, as noted by Jacobson et al. (2015, and the references
therein), spectroscopic Teff values for metal-poor red giants are
generally cooler than those inferred from photometry due to
departures from LTE. Jacobson et al. (2015) dealt with this issue
by adopting corrections to the spectroscopic effective temperatures
as described in Frebel et al. (2013). These corrections shift the
spectroscopic temperatures to a scale that is more consistent with
photometrically derived temperatures. Such a shift is also supported

by the recent detailed 3D non-LTE calculations for Fe (Amarsi et al.
2016) and H (Amarsi et al. 2018). Consequently, in order to allow
direct comparison of the abundances derived here with those of
Jacobson et al. (2015), we have followed the same approach: the
spectroscopic Teff values have been corrected as described in Frebel
et al. (2013), leading to updated values of ξ t and the isochrone-based
log g values. Again the process was iterated until convergence was
achieved, and the resulting values used in the abundance analysis.
In the end, the corrections applied to the spectroscopic Teff ranged
between ∼150 and ∼220 K, being larger for the cooler stars.

We can verify the suitability of the final adopted stellar parameters
by comparing them with the Teff and log g values derived from
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Table 5. Chemical abundances for α elements, Mg, Si, Ca, and Ti. For each element we report the number (#) of analysed spectral features and the resulting
standard deviations (σ ).

ID [Mg/Fe] σ # [Si/Fe] σ # [Ca/Fe] σ # [Ti I/Fe] σ # [Ti II/Fe] σ #

SMSS J202059.17–043447.0 0.40 0.05 3 0.43 0.18 2 0.35 0.19 2 0.10 0.07 6 0.37 0.10 8
SMSS J202400.03–024445.9 0.63 0.23 3 0.42 0.01 2 0.58 0.30 2 0.19 0.09 5 0.38 0.13 8
SMSS J202601.44–033002.5 0.42 0.01 2 0.57 0.19 2 0.46 – 1 0.45 0.19 2 0.10 0.13 5
SMSS J202659.41–031149.2 0.42 0.12 2 0.75 0.32 2 0.39 0.01 2 0.39 0.16 2 0.43 0.17 7
SMSS J204654.92–020409.2 0.19 0.16 3 0.18 0.15 2 0.34 0.16 3 − 0.01 0.06 7 0.25 0.12 8
SMSS J211657.83–012517.5 0.47 0.07 2 0.56 0.43 2 0.34 0.02 2 0.30 0.15 4 0.03 0.18 8
SMSS J212001.71–001158.6 0.36 0.12 2 0.69 0.15 2 0.36 0.07 2 0.20 0.08 5 0.25 0.15 8
SMSS J212113.63–005132.2 0.35 0.04 2 0.64 0.46 2 0.33 0.21 2 0.38 0.01 2 0.00 0.15 7
SMSS J212217.52–295552.7 0.21 0.09 2 0.87 – 1 – – – – – – − 0.21 0.04 2
SMSS J220514.10–013407.6 0.43 0.16 3 0.28 0.33 2 0.37 0.03 2 0.22 0.04 6 0.31 0.13 8
SMSS J220535.05–004403.6 0.26 0.19 2 0.72 0.36 2 0.21 – 1 0.28 0.17 2 0.21 0.09 3
SMSS J221334.13–072604.1 0.31 0.18 2 0.70 0.03 2 0.38 0.03 2 0.46 0.33 2 0.26 0.17 6
SMSS J222349.48–114751.1 0.47 0.00 2 0.60 0.18 2 0.45 – 1 0.43 0.15 2 0.35(1) 0.20 5
SMSS J225336.83–270435.4 0.32 0.25 2 0.58 0.14 2 0.48 – 1 – – – 0.03(1) 0.03 2
SMSS J230306.22–041621.8 0.48 0.01 2 0.75 0.25 2 0.45 0.03 2 0.32 0.10 5 0.15 0.10 7
SMSS J010839.58–285701.5 0.40 0.15 3 0.74 0.27 2 0.43 – 1 0.37 0.11 7 0.34 0.08 6
SMSS J034249.52–284215.8 − 0.24 0.06 2 0.11 0.29 2 − 0.08 0.01 2 − 0.28 0.08 4 − 0.20 0.09 8

Notes: (1) Given the lack of Fe II abundances, Fe I has been used for the Ti II abundances relative to Fe.

the spectrophotometric fits to the 2.3 m low-resolution spectra.
The comparison is shown in the upper panels of Fig. 2. The top
panel compares the corrected spectroscopic Teff values with the
spectrophotometric determinations: it shows excellent agreement
– the points scatter about the 1:1 line and the mean difference
between the determinations is only 10 K (spectroscopic Teff hotter)
with a standard deviation of 150 K. Ascribing equal uncertainties
to each method then indicates that the uncertainty in the adopted
spectroscopic Teff values is of order 100 K. The largest discrepancy
occurs for star SMSS J212217.52–295552.7 where the corrected
spectroscopic temperature is ∼450 K hotter than the spectrophoto-
metric determination. There is no straightforward explanation for
this difference although we note that, based on the other stars in the
sample, the spectrophotometric temperature for this star is too cool
by ∼200 K for its (g − i)0 colour. We also note that with g ≈ 16.4,
this star is fainter than the usual g = 16 limit for 2.3m follow-up
observations, while the HIRES observations have one of the lowest
S/N values in the sample. For consistency of approach we retain the
use of the corrected spectroscopic temperature for this star, although
the uncertainty is likely larger than the typical ±100 K value.

The middle panel shows the comparison for the log g values.
Here the mean difference, in the sense log g2.3m − log gspec, is
+0.05 dex with a standard deviation of 0.35 dex after excluding
SMSS J212217.52–295552.7 where the large difference in tem-
perature and our isochrone-based approach to fix log gspec, results
in a significant offset from the spectrophotometric value. Again
assuming equal uncertainties in each method, this suggests that the
uncertainty in the adopted log g values is of order of ∼0.25 dex.
The adopted atmospheric parameters and the resulting [Fe/H]LTE

values are given in Table 2. Together with the [Fe/H]LTE, we list the
[Fe/H]non-LTE values obtained by applying non-LTE corrections to
Fe I lines as in Lind, Bergemann & Asplund (2012) and Lind et al.
(2017). For comparison reasons, in the following we will use our
[Fe/H]LTE values.

An independent check on the adopted atmospheric parameters is
provided by a comparison with those adopted in Jacobson et al.
(2015) for the two stars in common. For SMSS J010839.58–
285701.5 we find Teff/log g/[Fe/H]LTE values of 4936/1.86/−2.90,
while Jacobson et al. (2015) list 4855/1.55/−3.02. Similarly, for
SMSS J034249.52–284215.8 we find 4783/1.58/−2.31 compared

to 4828/1.60/−2.33 in Jacobson et al. (2015). The differences in
the parameters are reassuringly low giving confidence that the
results derived here can be straightforwardly compared with those of
Jacobson et al. (2015). We also note that for star SMSS J221334.13–
072604.1, Aoki et al. (2013) list parameters of 5150/1.8/−2.55
while we find 4810/1.52/−2.89; the higher abundance given by Aoki
et al. (2013) is likely largely a direct consequence of the more than
300 K higher temperature employed in that study. For completeness,
we note that Aoki et al. (2013) did not determine spectroscopic
temperatures, rather they used the temperatures determined by the
SEGUE Stellar Parameter Pipeline (SSPP) from the SEGUE low-
resolution spectra (see Lee et al. 2011 and references therein). For
this particular star, however, the temperature estimates given (but
not used) by Aoki et al. (2013) from the (V − K)0 and (g − r)0

colours, namely 4724 K and 4867 K, are much more consistent
with our determination of 4810 K than the SSPP value used by
Aoki et al. (2013).

For completeness we also show in the bottom panel of Fig. 2 a
comparison between the [Fe/H]2.3m values estimated from the fits to
the low-resolution spectra and the final [Fe/H]LTE values determined
from the analysis of the high-resolution Keck spectra. Given that
the low-resolution values are quantized at the 0.25 dex level, the
agreement is reasonable: the mean difference is 0.33 dex, with the
low-resolution estimates being lower, and the standard deviation of
the differences is 0.32 dex.

In the following estimates of the internal uncertainties in chem-
ical abundances due to the adopted model atmospheres will be
estimated by varying the stellar parameters, one at a time, by
Teff/log g/[M/H]/ξ t = ±100 K/±0.40 cgs/±0.30 dex/±0.40 km s−1.

3.2 Chemical species analysed

A list of the spectral lines used in the abundance analysis, together
with the excitational potentials (E.P.), the total oscillator strengths
(log gf) employed, and the measured EWs, is provided in Table 3.
The atomic data come from Jacobson et al. (2015), with the
exception of a few lines highlighted in Table 3. In most cases the
analysis is based on the measurement of EWs via Gaussian fits to the
profiles of well-isolated lines, as described in Marino et al. (2008);
exceptions to this approach are discussed below. When required, and
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– when atomic data are available from the literature, hyperfine and/or
isotopic splitting was incorporated in the analysis, as indicated in
the last column of Table 3.

We now comment in detail on the transitions used in the analyses
for different element classes, noting that for some species abun-
dances are determined only for a subset of the sample depending on
the S/N of the spectrum and the adopted atmospheric parameters.

3.2.1 Light elements

Carbon abundances were derived via spectral synthesis of the CH
G-band (A2� − X2�) heads near 4312 and 4323 Å. An oxygen
abundance ratio of [O/Fe] = +0.4 dex was assumed as the S/N of
the spectra does not allow a determination of the oxygen abundance
from the forbidden [O I] lines at 6300 and 6363 Å. Examples of the
synthetic spectrum fits are shown in the left-hand panels of Fig. 3.
Similarly, nitrogen abundances come from spectral synthesis of the
CN bands B2� − X2� at ∼3880 and ∼4215 Å, using the carbon
abundance derived from the G-band fits. Sodium abundances were
inferred from the Na resonance doublet at ∼5893 Å. For three stars
we were able to estimate Na from the doublet ∼5685 Å. Sodium
abundances were then corrected for non-LTE effects, as in Lind
et al. (2011), and listed in Table 4. For most stars, we were able to
infer Al abundances from the spectral synthesis of the lines used
also in Jacobson et al. (2015), namely at ∼3961 and ∼3944 Å.

3.2.2 α-Elements

We determined chemical abundances for the α-elements Mg, Si, Ca,
and Ti. For magnesium, silicon, and titanium the abundances could
be determined for all the stars in the observed sample, since at least
one up to three strong lines were available for these elements; a
larger number of lines were generally detectable for Ti, particularly
for Ti II. Calcium abundances were inferred from only one or two
lines (see Table 5).

3.2.3 Iron-peak elements

A few lines were available for each of the iron-peak elements Sc,
Cr, Mn, Co, Ni, and Zn (see Table 6). The abundances for these
elements were determined from the measured EWs except for Mn
where we synthesized the triplet at ≈4033 Å to take into account
hyperfine structure.

3.2.4 Neutron-capture elements

We derived abundances for the neutron-capture elements Sr (from
the resonance lines 4078,4215 Å), Ba (from the resonance lines
4554,4934 Å, and the spectral feature 5854 Å), and Eu (from
the resonance line 4130 Å). Specifically, we employed a spectrum
synthesis approach to the analysis since hyperfine and/or isotopic
splitting and/or blended features needed to be taken into account.
For example, the spectral features of Eu II have both significant
hyperfine substructure and isotopic splitting. For this element Solar
system, isotopic fractions were assumed in the computation. The
right-hand panels of Fig. 3 show examples of the synthetic spectrum
fits to the strong Ba II line at 4934.1 Å. Our Ba abundances
were computed assuming the McWilliam (1998) r-process isotopic
composition and hyperfine splitting. The derived abundances are
listed in Table 7.
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Table 7. Chemical abundances for the n-capture elements, Sr, Ba, and Eu. For each element we report the number (#) of analysed spectral features and the
resulting rms (σ ). For some stars we report upper limits.

ID [Sr/Fe] σ # [Ba/Fe] σ # [Eu/Fe] σ #

SMSS J202059.17–043447.0 0.12 0.08 2 − 0.42 0.13 3 − 0.07 – 1
SMSS J202400.03–024445.9 0.20 0.29 2 0.05 0.04 3 0.68 0.03 2
SMSS J202601.44–033002.5 0.20 0.04 2 − 0.41 0.10 2 <0.80 – –
SMSS J202659.41–031149.2 − 1.94 0.06 2 − 1.69 0.00 1 <0.10 – –
SMSS J204654.92–020409.2 0.03 0.00 2 − 0.13 0.16 3 0.35 0.19 2
SMSS J211657.83–012517.5 − 0.18 0.21 2 − 0.41 0.09 3 0.28 – 1
SMSS J212001.71–001158.6 − 0.41 0.07 2 − 0.82 0.15 3 − 0.28 – 1
SMSS J212113.63–005132.2 − 0.51 0.01 2 − 1.00 0.02 2 <0.20 – –
SMSS J212217.52–295552.7 − 1.15 0.05 2 <− 0.90 0.10 2 <0.80 – –
SMSS J220514.10–013407.6 0.03 0.07 2 − 0.38 0.10 3 0.05 – 1
SMSS J220535.05–004403.6 − 0.82 0.03 2 − 1.45 0.09 2 <0.30 – –
SMSS J221334.13–072604.1 − 0.36 0.04 2 − 1.00 0.09 2 <0.30 – –
SMSS J222349.48–114751.1 − 2.00 0.10 2 − 1.63 0.02 2 <0.20 – –
SMSS J225336.83–270435.4 − 0.61 0.10 2 − 1.12 0.15 2 <0.90 – –
SMSS J230306.22–041621.8 − 0.01 0.01 2 − 0.58 0.10 3 <0.30 – –
SMSS J010839.58–285701.5 0.07 0.01 2 − 0.41 0.11 2 <0.30 – –
SMSS J034249.52–284215.8 − 0.10 0.01 2 − 0.14 0.10 3 0.55 0.01 2

Table 8. Sensitivity of derived abundances to the uncertainties in atmospheric parameters, the limilted S/N (σ S/N), and the total error due to these contributions
(σ tot).

�Teff �log g �ξ t �[A/H] σ S/N σ total

±100 K ±0.40 ±0.40 km s−1 0.30 dex

[C/Fe] ±0.09 −0.10 ±0.05 ±0.11 0.14 0.23
[N/Fe] ±0.16 −0.08 ±0.06 −0.20 0.14 0.31
[Na/Fe] ±0.01 −0.05 −0.10 −0.01 0.14 0.18
[Mg/Fe] −0.06 −0.01 ±0.02 ±0.01 0.14 0.15
[Al/Fe] ±0.01 −0.12 −0.10 ±0.03 0.35 0.38
[Si/Fe] −0.01 −0.05 −0.03 ±0.01 0.33 0.34
[Ca/Fe] −0.05 ±0.01 ±0.04 ±0.01 0.14 0.15
[Ti I/Fe] ±0.02 ±0.00 ±0.05 ±0.00 0.10 0.11
[Ti II/Fe] ±0.04 −0.01 −0.08 ±0.00 0.08 0.12
[Fe I/H] ±0.12 −0.03 −0.08 −0.02 0.04 0.15
[Fe II/H] −0.00 ±0.12 −0.03 ±0.02 0.14 0.19
[Sc/Fe] ±0.02 −0.04 ±0.01 ±0.00 0.33 0.33
[Cr I/Fe] −0.01 ±0.00 ±0.05 ±0.01 0.16 0.17
[Cr II/Fe] −0.01 −0.07 ±0.02 −0.01 0.20 0.21
[Mn/Fe] ±0.06 −0.07 −0.08 −0.13 0.12 0.21
[Co/Fe] ±0.02 −0.03 −0.07 −0.01 0.17 0.19
[Ni/Fe] −0.06 ±0.03 ±0.08 ±0.01 0.12 0.16
[Zn/Fe] −0.09 ±0.07 ±0.07 ±0.02 0.14 0.19
[Sr/Fe] ±0.07 −0.06 −0.22 −0.04 0.14 0.30
[Ba/Fe] ±0.07 −0.02 −0.05 −0.02 0.14 0.30
[Eu/Fe] ±0.05 ±0.01 ±0.03 ±0.06 0.20 0.22

3.2.5 Abundance errors

Estimates of the uncertainties in the chemical abundances due
to errors in the atmospheric parameteres have been obtained by
rerunning the abundances, one at a time, varying Teff/log g/[m/H]/ξ t

by ±100 K/±0.40/±0.30/±0.40 km s−1, assuming that the errors
are symmetric for positive and negative changes. The uncertainties
used in Teff, log g, and [m/H] are reasonable, as suggested by
the comparison with the spectrophotometric fits to the 2.3 m low-
resolution spectra and stars in common with Jacobson et al. (2015)
(see Section 3.1). As internal errors in ξ t, we conservatively adopt
±0.40 km s−1. The variations in chemical abundances for each
element are listed in Table 8.

To obtain the total error estimates, we follow the approach by
Norris et al. (2010) and Yong et al. (2013). For each element, we
replace the r.m.s (σ ) in Tables 4, 5, 6, and 7 by the maximum(σ ,
0.20), where the second term is what would be expected for a set of
N lines (Nlines) with a dispersion of 0.20 dex (a conservative value
for the abundance dispersion of Fe I lines as listed in Table 6).
Then, we derive max(σ , 0.20)/

√
Nlines. Typical values obtained

for each element are listed in column (6) of Table 8. The total
error is obtained by quadratically adding this random error with
the uncertainties introduced by atmospheric parameters. For Sr and
Ba we conservatively adopt an uncertainty of 0.30 dex, considering
that the abundances for these elements mostly come from strong
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Keck spectroscopy of SkyMapper EMP candidates 5161

Figure 4. Distribution of the [Fe/H]LTE abundances of our analysed stars
(filled-grey histogram) and of the larger sample analysed in Jacobson et al.
(2015) (dashed-empty histogram).

resonance lines. Finally, we note that this 1D LTE analysis is subject
to abundance uncertainties from three-dimensional (3D) and non-
LTE effects (Asplund 2005).

4 R ESULTS

The distribution of [Fe/H]LTE for the sample of 17 commissioning-
era SkyMapper EMP candidates observed at Keck is shown in
Fig. 4, where it is compared with the [Fe/H]LTE distribution for
the larger sample of 122 commissioning-era SkyMapper EMP
candidates observed at Magellan and analysed in Jacobson et al.
(2015). In the Jacobson et al. (2015) sample, one-third of the
stars have [Fe/H]LTE < −3.0, while 43 per cent have [Fe/H]LTE

<−2.8 dex. Given the smaller size, the current sample is fully
consistent with these fractions as ∼20 per cent (3/17) of the stars
are found here to have [Fe/H]LTE<−3.0 dex and 47 per cent (8/17)
have [Fe/H]LTE <−2.8 dex. The SkyMapper photometric selection
technique is therefore clearly quite efficient in selecting metal-
poor stars. Indeed, as noted above, using the SkyMapper DR1.1

photometry, ∼40 per cent of the candidates that fall within the
selection window shown in Fig. 1, have [Fe/H]2.3m ≤ −2.75 dex. As
a comparison, the similar Northern hemisphere photometric survey
for EMP stars, Pristine, finds that ∼24 per cent of candidates pho-
tometrically selected to have [Fe/H] < −3.0 have spectroscopically
determined abundances below [Fe/H] = −3.0 dex (Starkenburg
et al. 2017). As in Jacobson et al. (2015), we caution against
using the commissioning-era results to constrain the metallicity
distribution function at low abundances, as the selection biases
cannot be reliably established. Future papers based on a much larger
sample of stars selected from SkyMapper DR1.1 photometry and
observed at low resolution, coupled with an extensive follow-up
investigation with Magellan, will, however, address this issue.

In the following subsections we consider the abundance trends
among and between elements of different nucleosynthetic groups.
We use as our comparison samples those of Jacobson et al. (2015)
and the giant stars in the compilation of Yong et al. (2013), noting
that the parameter determination approaches and the line-lists in
those works are not identical to those used here so that the possibility
of systematic differences cannot be ruled out. Unless otherwise
noted, all abundances and abundance ratios are 1D LTE values.

4.1 Light elements

4.1.1 Carbon

As a star ascends the red giant branch, the envelope expands
inwards, reaching layers affected by CN-cycling, a consequence
of which is a reduction of the carbon abundance in the surface
layers (and an increase in the surface abundance of N). Since we
are interested in the carbon abundance at the star’s birth, the so-
called ‘natal’ abundance, our measured carbon abundances need
to be corrected for the effects of this evolutionary mixing. The
evolutionary mixing corrections depend on Teff, log g, and [Fe/H]
and have been discussed in detail in Placco et al. (2014). Dr. V.
Placco (Placco, 2018, private communication) kindly generated
the appropriate corrections to our observed carbon abundances by
assuming a natal [N/Fe] = + 0.0 and applying the Placco et al.
(2014) procedure. Table 4 lists the observed [C/Fe] values and the

Figure 5. [C/Fe], corrected for evolutionary mixing effects, as a function of [Fe/H]LTE for our sample of stars, which are shown as black open 5-pointed
star symbols. The left-hand panel shows the comparison of our observed values with the compilation of Placco et al. (2014), shown as grey- and red-filled
diamonds with the latter marking CEMP stars. In the right-hand panel we compare our evolutionary-mixing corrected values with those of Jacobson et al.
(2015), plotted as grey-filled circles, that are also corrected for evolutionary-mixing effects. The two stars indicated with blue open circles are the stars with
low neutron-capture elements, as will be discussed in Section 4.4.1.
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5162 A. F. Marino et al.

Figure 6. Nitrogen, sodium, and aluminum abundance ratios, relative to iron, as a function of [Fe/H]LTE. The [N/Fe] abundances are compared with the sample
of Yong et al. (2013) in the upper-left panel where upper limits on the [N/Fe] values are shown as downward-pointing arrows. The LTE [Na/Fe] abundance
ratios derived here are compared with the Yong et al. (2013) values in the middle-left panel (symbols as for the upper-left panel), and with the Jacobson et al.
(2015) sample in the middle-right panel. In the middle-right panel we also show, as blue-filled stars, our [Na/Fe] values corrected for non-LTE (NLTE) effects.
These lie at lower values and are connected to the corresponding LTE points by thin blue lines. Aluminum abundances are compared with the Yong et al.
(2013) and the Jacobson et al. (2015) in the lower-left and lower-right panels, respectively. The two stars indicated with blue open circles are the stars with low
neutron-capture elements, as will be discussed in Section 4.4.1.

correction for evolutionary mixing: the estimated ‘natal’ [C/Fe] is
formed by adding the correction to the observed value.

In Fig. 5 we show in the left-hand panel a comparison of our
observed [C/Fe] values with those listed in Placco et al. (2014),
which are corrected for evolutionary-mixing effects. The right-hand
panel shows the comparison of our [C/Fe] values, after applying
the evolutionary mixing corrections, with the evolutionary mixing
corrected values of Jacobson et al. (2015). Placco et al. (2014)
have demonstrated that the fraction of carbon-enhanced metal-poor
(CEMP) stars, defined as stars possessing [C/Fe] ≥ +0.7 dex,
increases with decreasing metallicity with CEMP stars dominant
below [Fe/H] ≤ −4.0 (see also Yoon et al. 2016, 2018). The
Placco et al. (2014) CEMP frequencies (e.g. ∼40 per cent for
[Fe/H] ≤ −3.0) would suggest that our sample of three stars
with [Fe/H]LTE ≤ −3.0 should contain one CEMP-star whereas
there are none. While the statistical weight of the lack of CEMP-
stars compared to the number expected is not high, inspection
of Fig. 5 reveals that none of our sample of 17 stars has a
[C/Fe] value that would cause it to be classified as CEMP-star:
the highest evolutionary corrected [C/Fe] values are 0.66 dex for
SMSS J212113.63–005132.2 ([Fe/H]LTE = −2.74) and 0.64 dex

for SMSS J212217.52–295552.7 ([Fe/H]LTE = −2.81). In general,
our evolutionary mixing corrected [C/Fe] values are completely
consistent with those from the larger sample of Jacobson et al.
(2015). Jacobson et al. (2015) discussed the frequency of CEMP-
stars in their sample and concluded that it is comparable with that
of Placco et al. (2014) although, as is evident in Fig. 5, the Jacobson
et al. (2015) sample lacks CEMP-stars with [C/Fe] significantly
above 1.0.

The most likely explanation lies in the selection of EMP candi-
dates from the SkyMapper photometry. As discussed in Da Costa
et al. (), the strong CH bands in the spectrum of a CEMP-star
can depress the flux in the SkyMapper v-filter sufficiently that the
inferred metallicity index mimics a more metal-rich star, and thus
decreases the probability that it will be selected for low-resolution
spectroscopic follow-up. Nevertheless the commissioning survey
did result in the discovery of the most iron-poor star currently
known, a star that is extremely C-rich (Keller et al. 2014; Bessell
et al. 2015; Nordlander et al. 2017). Evidently at sufficiently low
overall abundance the contaminating carbon features in the v band
weaken enough that selection as a photometric candidate again
becomes possible.
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Figure 7. Chemical abundance ratios with respect to Fe for the α-elements measured in this study as a function of [Fe/H]LTE. The 5-point star symbols are the
stars in the current sample, while the grey solid circles are stars from Yong et al. (2013, left-hand panels) and Jacobson et al. (2015, right-hand panels). The
two stars indicated with blue open circles are the stars with low neutron-capture elements, as will be discussed in Section 4.4.1.

4.1.2 Nitrogen, sodium, and aluminum

The nitrogen, sodium, and aluminum abundance ratios with respect
to iron for our sample are shown in Fig. 6 as a function of [Fe/H]LTE.
Because of low S/N at the wavelength of the CN bands in many of
the spectra, [N/Fe] values could be determined only for five stars in
our sample. The values, which lie between 0.5 and ∼1.0, and which
are listed in Table 4, are nevertheless consistent with the midpoint
of the substantial range of [N/Fe] values found in the sample of
Yong et al. (2013).

For sodium, while noting that the non-LTE corrections would
result in lower abundance ratios, we have plotted the LTE abundance
ratios to facilitate comparison with the Yong et al. ( 2013) and
Jacobson et al. (2015) samples. In the comparison plot with
Jacobson et al. (2015) we have also plotted our non-LTE-corrected
values of Na (Lind et al. 2011), to highlight the general lower
abundances for this element that would be obtained with a proper
non-LTE analysis. It is clear from the panels of Fig. 6 that our results
for [Na/Fe] are generally consistent with those of the earlier studies.
The one possible exception is the star SMSS J034249.52–284215.8,
which has [Na/Fe]LTE of −0.44 and [Fe/H]LTE = −2.31 dex. Such
a low [Na/Fe] is reminiscent of the low [Na/Fe] values seen in
red giant members of dwarf Spheroidal galaxies (e.g. Geisler et al.

2005; Hasselquist et al. 2017; Norris et al. 2017, and references
therein). The low value for [Na/Fe] found here is consistent with
that listed by Jacobson et al. (2015): [Na/Fe]LTE = −0.29, the
lowest [Na/Fe]LTE in their entire sample. We give both the LTE and
non-LTE [Na/Fe] values for our stars in Table 4.

Aluminum abundance ratios of our sample are comparable to both
those of Yong et al. (2013) and Jacobson et al. (2015) (lower panels
of Fig. 6). We note that the uncertainties associated with our [Al/Fe]
values are large due to the relatively low S/N of our spectra, espe-
cially below 4000 Å. As for [Na/Fe] we expect the application of
non-LTE corrections to generate systematic offsets in the [Al/Fe]LTE

values; such corrections can be as large as +0.65 dex (Baumueller &
Gehren 1997). As discussed in the previous work, such higher non-
LTE [Al/Fe] abundances would be more consistent with predictions
of chemical evolution models (e.g. Kobayashi et al. 2006).

4.2 α-Elements

The individual α-element (Mg, Si, Ca, Ti I, Ti II) abundances for
our sample are displayed as a function of [Fe/H]LTE in Fig. 7 and
listed in Table 5. With the exception of one star, all our stars are
α-enhanced and their location in the [element/Fe] panels is fully
consistent with the larger comparison samples of Jacobson et al.
(2015) and Yong et al. (2013).
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5164 A. F. Marino et al.

Figure 8. Chemical abundance ratios with respect to Fe for the iron-peak elements as a function of [Fe/H]LTE. Symbols are as in Fig. 7. The left-hand panels
show the comparison with the results of Yong et al. (2013), while the right-hand panels show the comparison with Jacobson et al. (2015). The two stars
indicated with blue open circles are the stars with low neutron-capture elements, as will be discussed in Section 4.4.1.

The one star that does not show any α-enhancement is the
star SMSS J034249.52–284215.8, which was identified as a ‘Fe-
enhanced’ star in Jacobson et al. (2015, specifically Section 5.1). For
this star we find ([Mg/Fe], [Si/Fe], [Ca/Fe], [Ti/Fe] I and [Ti/Fe] II)
values of (−0.24, +0.11, −0.08, −0.28, −0.20), values that are
fully consistent with those of Jacobson et al. (2015), which are
(−0.17, +0.14, −0.16, −0.37, −0.13). We find also that the other
elements analysed in this star generally have sub-solar ratios, again
consistent with Jacobson et al. (2015). We note that in Section 3.1
we have used α-enhanced isochrones for all the stars. A solar-scaled
[α/Fe] isochrone, more appropriate for this star, results in a lower
log g by ∼0.10 dex, which does not significantly affect the derived
abundances relative to Fe (see Table 8).

Discussion of the possible origin(s) of this star is given in
Jacobson et al. (2015). We only note that as mentioned above, the
low [Na/Fe] for this star, plus its ‘alpha-poor’ nature, is reminiscent
of abundance ratios seen in dSph stars. The kinematics of the star
are not unusual in comparison with those for the rest of the sample.

This star also has the lowest [Al/Fe] in both our sample and that of
Jacobson et al. (2015).

4.3 Fe-peak elements

In Fig. 8 we show our results for the abundance ratios with respect
to iron for the iron-peak elements Sc, Cr I, Cr II, Mn, Co, Ni, and Zn
as a function of [Fe/H]LTE. The values are listed in Table 6 along
with both the number of spectral features analysed and the standard
deviations (σ ). Also shown in the panels are the equivalent data,
where available, for the stars in the comparison samples of Yong
et al. (2013) and Jacobson et al. (2015). Although our sample is not
large compared to the others, it is evident from the figure that our
results are consistent with the abundance ratio trends seen in the
comparison samples. There is, however, a suggestion that the Keck
data presented here have some systematic differences relative to the
comparison samples. For example, although the Keck stars show the
same rate of increase in [Zn/Fe] with decreasing [Fe/H]LTE as the
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Figure 9. Upper panels: Chemical abundance ratios with respect to Fe for the neutron-capture elements Sr and Ba as a function of [Fe/H]LTE. Lower panels:
[Sr/Ba] as a function of [Ba/Fe]. We compare our results with data from Yong et al. (2013) in the left-hand panels and with Jacobson et al. (2015) in the
right-hand panels. Symbols are as in Fig. 5. The two stars indicated with blue open circles are the stars with low neutron-capture elements.

stars in the Jacobson et al. (2015) sample, there might be an offset
in that the current sample have [Zn/Fe] abundance ratios ∼0.2 dex
higher than the Jacobson et al. (2015) values at similar [Fe/H]. The
star observed here that is in common with Jacobson et al. (2015) is
consistent with this offset.

4.4 n-Capture elements

4.4.1 Strontium and barium

Among the n-capture elements, those that could be analysed in the
spectra of the majority of the stars observed here are Sr and Ba.
As regards the s-process, Sr is a first s-process peak element while
Ba occurs in the second s-process peak. Both can be generated
by the 22Ne or the 13C neutron source depending on the neutron
exposure. These elements can also have r-process contributions and
thus the relative abundances of these elements in metal-poor stars
can provide information on nucleosynthetic processes at early times.

The abundance ratios [Sr/Fe] and [Ba/Fe] for the stars in our
sample are shown as a function of [Fe/H]LTE in the upper and middle
panels of Fig. 9 and are listed in Table 7. We note first that none of
our stars show high (>1 dex) abundance ratios for these elements,
i.e. none can be classified as s-enhanced stars. This is consistent with
the lack of CEMP-stars in our sample, as discussed in Section 4.1.
As is also apparent in the panels of Fig. 9, our results are generally
consistent with those of Yong et al. (2013), which include CEMP-
s stars, and Jacobson et al. (2015). There is some indication that

perhaps our [Sr/Fe] values are systemically lower than those of
Jacobson et al. (2015), by approximately 0.3 dex, which is however
within our observational uncertainties (see Table 8).

It is well-known that as overall abundance decreases, the disper-
sion in the abundance ratios for the n-capture elements relative to
iron increases markedly (e.g. McWilliam et al. 1995; Frebel & Nor-
ris 2015, and references therein), undoubtedly reflecting variations
in the relative contributions of the numerous nucleosynthetic origins
for these elements. This is illustrated in the lower panels of Fig. 9,
where we show the [Sr/Ba] ratio as a function of [Ba/Fe], including
CEMP-s stars. Concentrating on the stars without s-enhancements,
i.e. those with [Ba/Fe] ≤ 0.0 approximately, we see that the range
in [Sr/Ba] increases substantially as [Ba/Fe] decreases reaching
almost two orders of magnitude at the lowest [Ba/Fe] values. The
data suggest that the upper limit on [Sr/Ba] increases as [Ba/Fe]
decreases, whereas the lower limit appears approximately constant
with decreasing [Ba/Fe]. The Solar system r-process pattern has
[Sr/Ba] = −0.5 dex, though lower values are seen in some ultra-
faint dwarf galaxy member stars (see Frebel & Norris 2015 and
references therein) and do occur in both the Yong et al. (2013) and
Jacobson et al. (2015) data sets.

Casey & Schlaufman (2017) found a star with [Ba/Fe] ∼ −3,
with typical main r-process abundance patterns, a signature of
the universality of the r-process. Six stars with very low [Ba/Fe]
([Ba/Fe]<−1.5) but which show a range of [Sr/Ba] of ∼2 dex
were identified by Jacobson et al. (2015). One of these stars has
[Sr/Ba] ≈ −0.5, i.e. the Solar system r-process value, with an upper
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Figure 10. Upper panel: [Eu/Fe] as a function of [Fe/H]LTE for our sample
compared with the Jacobson et al. (2015) sample. In both cases upper limits
on [Eu/Fe] are indicated by downward pointing arrows. The dashed lines are
[Eu/Fe] = +0.3 and [Eu/Fe] = +1 show the classification values for r-I and
r-II stars, respectively. The two stars indicated with blue open circles are
the two stars with the lowest neutron-capture element abundances. Lower
panel: [Ba/Eu] as a function of [Fe/H]LTE for the stars with measured Eu
abundances or upper limits. Symbols are as in the upper panel. The four
open circles in the Jacobson et al. (2015) sample are the stars with upper
limits in both Ba and Eu. One star in our sample also has only upper limits
and has been represented with a small star-like symbol, without upward
limit. The black dashed line and the grey dotted-dashed line are the mean
[Ba/Eu] abundances in our sample and Jacobson et al. (2015), respectively.
The size of the y-axis has been kept the same as in the upper panel.

limit on [Eu/Fe] of ∼0.4 dex. It is therefore strongly depleted in
n-capture elements. We have identified two similar stars in our sam-
ple: SMSS J202659.41–031149.2 for which [Fe/H]LTE = −2.94,
[Ba/Fe] = −1.69 and [Sr/Ba] = −0.25, and SMSS J222349.48–
114751.1 for which the corresponding values are −3.15, −1.63,
and −0.37 dex. Neither star has a detectable Eu II line at 4129 Å
yielding an approximate upper limit of [Eu/Fe] ≈ 0.10–0.20 dex.
Detailed abundances for other n-capture elements for these stars
would provide important information on n-capture nucleosynthesis
processes at early times, e.g. the weak r-process versus the main
r-process (e.g. Roederer 2013; Li et al. 2015b).

4.4.2 Europium

Europium is predominantly synthesized by the r-process (e.g.
Sneden, Cowan & Gallino 2008) and as such, the [Eu/Fe] abundance
ratio is used to identify r-processed enhanced stars: r-II stars have
[Eu/Fe] ≥ + 1.0 while the more moderately enhanced r-I stars have
0.3 ≤ [Eu/Fe] ≤ 1.0 dex. Both types have [Ba/Eu] < 0 (Barklem

et al. 2005). We have measured Eu abundances for as many of
the stars in our sample as possible, and derived upper limits for the
others. The results are shown in the upper panel of Fig. 10, where we
compare our results with those of Jacobson et al. (2015) (we note that
Yong et al. 2013 did not determine Eu abundances). The agreement
is reasonable. The [Eu/Fe] determinations are also given in Table 7.
Overall, the scatter in the [Eu/Fe] values is comparable to that seen
in Jacobson et al. (2015) and to that in the literature compilation
of Frebel (2010). One star in our sample, SMSS J202400.03–
024445.9, is a probable r-I star – for this star, which has [Fe/H]LTE

= −1.95, we find [Eu/Fe] = +0.68 and [Ba/Eu] = −0.63 dex.
Star SMSS J034249.52–284215.8, which we have already drawn
attention to because of its low values of [α/Fe] and [Na/Fe], and
which is the ‘Fe-enhanced’ star discussed in Jacobson et al. (2015),
is also a candidate r-I star. It has [Fe/H]LTE = −2.31, [Eu/Fe]
= +0.55, and [Ba/Eu] = −0.67 dex. Star SMSS J204654.92–
020409.2 also just meets the r-I classification with [Fe/H]LTE =
−1.70, [Eu/Fe] = +0.35, and [Ba/Eu] = −0.48 dex. Indeed the
[Ba/Eu] abundance ratio in all three stars is consistent with the
scaled-solar r-process value. The lower panel of Fig. 10 shows the
abundance ratio [Ba/Eu] as a function of [Fe/H]LTE. The average
[Ba/Eu] for all the seven stars with both Ba and Eu measurements
is −0.54, close to the scaled-solar r-process value. We note that
for these stars, the standard deviations of the [Ba/Fe] and [Eu/Fe]
values are 0.28 and 0.34 dex, respectively. However, the standard
deviation of the [Ba/Eu] ratio for these stars is substantially less at
0.13 dex. This may indicate that while the total production of Ba
and Eu is variable, the nucleosynthetic site(s) involved produce Ba
and Eu in very similar relative amounts.

5 SU M M A RY

We have presented here the results of an analysis of high-resolution
spectra, obtained with the Keck telescope and the HIRES spec-
trograph, of 17 candidate EMP stars selected from SkyMapper
commissioning-era photometry. Fourteen of the stars had not
previously been observed at high dispersion. We find that, as
in Jacobson et al. (2015), the candidate selection process, i.e.
photometry plus low-resolution spectroscopy, is robust with almost
half of the sample having [Fe/H]LTE ≤ −2.8 and with only one
‘false positive’ – an EMP candidate for which [Fe/H] turned out
to exceed [Fe/H]LTE = −2.0 dex. In general, the distribution of
element abundances and abundance ratios for this sample closely
mimics the earlier results of Jacobson et al. (2015) that was based on
Magellan/MIKE high-dispersion spectroscopy of a large sample of
SkyMapper commissioning-era EMP candidates. Specifically, we
find that none of the present sample can be classified as CEMP stars.
Further, we confirm the results of Jacobson et al. (2015) that the
star SMSS J034249.52–284215.8 is an example of the relatively
rare class of objects known as ‘Fe-enhanced’ stars – stars with
generally sub-solar abundance ratios, including for the α-elements.
The star may have originated in a dwarf spheriodal galaxy. Two
further stars, SMSS J202659.41–031149.2 and SMSS J222349.48–
114751.1, are found to be strongly depleted in n-capture elements:
[Ba/Fe]<−1.6, [Sr/Ba] ≈ −0.3 dex, and [Eu/Fe] � +0.10–0.15
joining the similar star identified in Jacobson et al. (2015), while
the star SMSS J202400.03–024445.9 is a probable r-I star with
[Eu/Fe] = +0.68, [Ba/Eu] = −0.63, and [Fe/H]LTE = −1.95 dex.
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