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Summary 25 

Understanding computational principles in hierarchically organized sensory systems requires functional 26 

parcellation of brain structures and their precise targeting for manipulations. Although brain atlases are 27 

widely used to infer area locations in the mouse neocortex, it has been unclear whether stereotaxic 28 

coordinates based on standardized brain morphology accurately represent functional domains in individual 29 

animals. Here, we evaluated the accuracy of area delineation in the atlas by mapping functionally-identified 30 

auditory cortices onto bregma-based stereotaxic coordinates. We found that auditory cortices in the brain 31 

atlas correlated poorly with the true complexity of functional area boundaries. Inter-animal variability in 32 

functional area locations predicted surprisingly high error rates in stereotaxic targeting with atlas 33 

coordinates. This variability was not simply attributed to brain sizes or suture irregularities but instead 34 

reflected differences in cortical geography across animals. Our data thus indicate that functional mapping in 35 

individual animals is essential for dissecting cortical area-specific roles with high precision. 36 

 37 

Introduction 38 

The cerebral cortex consists of numerous functionally-specialized areas that form hierarchically organized 39 

streams to support diverse sensory computation (Felleman and Van Essen, 1991; Kaas and Hackett, 2000; 40 

Maunsell and Newsome, 1987; Rauschecker and Tian, 2000). One of the central goals in neuroscience is to 41 

dissect this complex network and link the neural dynamics of individual cortical areas to perceptual behaviors. 42 

To achieve this goal, it is essential to parcellate functionally-defined cortical areas and further conduct area-43 

targeted experiments, such as neural recording (Guo et al., 2012; Joachimsthaler et al., 2014; Siegle et al., 44 

2021), connectivity tracing (Llano and Sherman, 2008; Oh et al., 2014; Schreiner and Winer, 2007; Wang and 45 

Burkhalter, 2007), and functional manipulation during behaviors (Ceballo et al., 2019; Kline et al., 2021). Over 46 

the last decade, the mouse has emerged as an essential model system to study cortical sensory pathways with 47 

the development of genetic and viral tools for circuit dissection (Luo et al., 2018; Roth, 2016; Tervo et al., 48 
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2016; Wickersham et al., 2007; Yizhar et al., 2011; Zingg et al., 2017). Although the compact size of mouse 49 

brains is beneficial to the comprehensive understanding of sensory processing pathways, it simultaneously 50 

necessitates additional precision in targeting small cortical domains for experiments such as the insertion of 51 

recording electrodes or virus injection pipettes. 52 

 The lissencephalic mouse neocortex lacks structural landmarks to accurately delineate functional area 53 

borders. Therefore, the locations of cortical areas are often inferred from standardized brain structures, such 54 

as the Paxinos and Franklin Mouse Brain Atlas (Paxinos and Franklin, 2012, 2019) and the Allen Mouse Brain 55 

Common Coordinate Framework (Wang et al., 2020b). In particular, stereotaxic coordinates with respect to 56 

bregma, a suture landmark on the skull, in the Paxinos Atlas have been widely used to target specific cortical 57 

regions. In the Paxinos Brain Atlas, cortical area boundaries were estimated based on the immunostaining 58 

patterns of neurofilaments and calcium-binding proteins (Cruikshank et al., 2001; Oh et al., 2014; Paxinos and 59 

Franklin, 2012, 2019; Wang et al., 2011). With this strategy, mouse brain atlases have traditionally divided the 60 

auditory cortex into three large subregions²the primary auditory field (Au1) and two higher-order areas, the 61 

dorsal auditory field (AuD) and ventral auditory field (AuV). However, this simple area segmentation contrasts 62 

with the complex arrangement of functionally-mapped auditory cortices, which includes at least four tonotopic 63 

areas and one or two non-tonotopic areas (Aponte et al., 2021; Guo et al., 2012; Issa et al., 2014; Joachimsthaler 64 

et al., 2014; Kline et al., 2021; Liu et al., 2019; Romero et al., 2020; Stiebler et al., 1997; Tsukano et al., 2015, 65 

2017). This discrepancy in area parcellation schemes calls into question how accurately stereotaxic targeting 66 

based on the brain atlases captures functionally-defined cortical areas in individual animals.  67 

 Furthermore, stereotaxic targeting based on brain atlases can be confounded by inter-individual 68 

anatomical differences in both the brain and skull. The brain atlases were developed by generating an average 69 

template from a large number of animals (Paxinos Atlas: 26 mice, Allen Brain Atlas: 1,675 mice). This 70 

procedure inevitably discards any inter-animal structural variability existing in the population. For example, 71 

stereotaxic coordinates measured from bregma can be affected by biological variabilities such as irregular 72 

suture patterns (Blasiak et al., 2010; Whishaw et al., 1977; Zhou et al., 2020), brain size differences (Paxinos 73 
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et al., 1985; Wahlsten et al., 1975; Wang et al., 2020a), and variability in the relative positioning of functional 74 

areas within the cortex (Garrett et al., 2014; Waters et al., 2019). These variabilities limit the accuracy of 75 

stereotaxic targeting and may result in misinterpretation of experimental data, especially in small brain areas 76 

such as the auditory cortex. However, direct comparison between the brain atlas and functional maps and 77 

systematic quantification of the inter-animal variability in the bregma-based coordinates of functional areas 78 

have yet to be conducted in any cortical areas. 79 

In this study, using intrinsic signal imaging, a non-invasive functional mapping free from tissue 80 

damage-related distortion, we directly measure the stereotaxic locations of functionally-identified auditory 81 

cortices in a large group of mice, including multiple strains and both sexes. We demonstrate that the shape and 82 

size of functional cortical areas are remarkably variable across individuals. Most strikingly, the stereotaxic 83 

location of the auditory cortex shows inter-animal variability as large as one millimeter along both the 84 

anteroposterior (AP) and dorsoventral (DV) axes. As a consequence, direct comparison between the brain atlas 85 

and functional maps reveals substantial mismatches, which highly limit the accuracy of stereotaxic targeting. 86 

Our results indicate the necessity of functional mapping in individual animals instead of relying on stereotaxic 87 

coordinates based on standardized brain atlases. To encourage the use of intrinsic signal imaging as a standard 88 

mapping method prior to cortical targeting, we provide a detailed protocol, including both the optical setup 89 

and surgical procedures. We hope this information will help researchers perform precise areal targeting and 90 

accelerate the future dissection of cortical networks underlying perceptual behaviors. 91 

 92 

Results  93 

The absolute stereotaxic location of functionally-identified mouse auditory cortex varies across 94 

animals  95 

To measure the variability in the stereotaxic location of functionally-identified auditory cortex, we compared 96 

the cortical map generated by intrinsic signal imaging to the location of commonly used stereotaxic 97 

landmarks, bregma and lambda (Paxinos and Franklin, 2012, 2019). We used both sexes (male: n = 25 mice; 98 
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female: n = 16) as well as multiple wildtype and transgenic strains (C57BL/6J (B6): n = 14; CBA: n = 13; 99 

PV-Cre×Ai9: n = 8; VGAT-Cre×Ai9: n = 6) to investigate the influence of genetic backgrounds.  Using 100 

bregma and lambda as a guide, we marked three stereotaxic reference points ((Posterior, Ventral) = (í2.5, 101 

1.5), (í3.5, 1.5), (í3.5, 2.0); coordinates are in millimeters from bregma unless otherwise specified. See 102 

STAR Methods for alignment procedures) near the auditory cortex with black ink on the skull surface 103 

(Figure 1A). To compensate for differences in brain size across animals, we normalized the bregma±lambda 104 

distance to 4.2 mm, a standard distance for adult B6 males (see the next paragraph for justification) (Paxinos 105 

and Franklin, 2019). In the same animals, we performed intrinsic signal imaging through the skull to map 106 

cortical areas responsive to pure tones of three frequencies (3, 10, and 30 kHz, 75 dB SPL, 1 s) (Figure 1A, 107 

B). Based on the intrinsic signal imaging maps, we performed semiautomated sorting of area boundaries into 108 

the primary auditory cortex (A1), ventral auditory field (VAF), secondary auditory cortex (A2), and anterior 109 

auditory field (AAF) (Figure 1C; threshold at 60% peak response amplitudes; see STAR Methods). We 110 

allowed A1 and VAF to overlap as we observed convergence of these two areas at their low-frequency poles 111 

in most animals (Aponte et al., 2021; Issa et al., 2014; Kline et al., 2021; Liu et al., 2019; Romero et al., 112 

2020). Surprisingly, direct comparison between this functional map and the stereotaxic reference points on 113 

the skull revealed high variability in the stereotaxic location of functionally-identified auditory cortical areas 114 

(Figure 1D). To quantify this variability, the three stereotaxic reference points were used to integrate the 115 

functional maps into the stereotaxic coordinate system. When we plotted the centroids of individual 116 

frequency domains from all mice onto this coordinate system, we found inter-animal variability as large as 1 117 

mm along both AP and DV axes (Figure 1E, n = 41 mice).  118 

Although commonly used for stereotaxic targeting, bregma-based absolute coordinates without size 119 

normalization resulted in even larger variability than the size-normalized data (p = 7.15×10í10, Wilcoxon 120 

rank sum test with Bonferroni correction; Figure S1). Lambda-based absolute coordinates gave similar 121 

results to the size-normalized data, likely due to the proximity of the auditory cortex to lambda. 122 
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123 

 

 

Figure 1. Stereotaxic locations of functionally-identified cortical areas vary across individuals. (A) Left, 
([SHULPHQWDO�VHWXS��7KH�VWHUHRWD[LF�FRRUGLQDWHV�RI��3��9�� ��í������������í������������í��������� are marked on the 
skull surface. Right, intrinsic signal imaging setup. A representative heat map of 3 kHz tone response is overlayed 
with the extracted mark positions. (B) Responses to 3, 10, 30 kHz tones visualized in the right auditory cortex of a 
representative mouse. Heat maps show z-scored response amplitudes. (C) Semiautomated area segmentation in the 
same mouse as (B). Left, thresholded intrinsic signal image is superimposed on cortical vasculature imaged through 
the skull. Middle, boundaries of frequency domains for individual cortical areas. Right, area boundaries determined 
by merging frequency domains. (D) Representative functional maps of auditory cortical areas in three mice, 
showing inter-animal variability in their locations relative to the stereotaxic reference points (orange dots). (E) 
Scatter plot showing the distribution of functionally-identified frequency domain centroids (A1 3 kHz, A1 30 kHz, 
AAF 3 kHz, and A2 3 kHz ) across mice (n = 41 mice). (F) Violin plots comparing inter-animal variability and 
human error along anteroposterior (left) and dorsoventral (right) axes. Inter-animal variability is measured as 
distances between corresponding frequency domain centroids across mice (n = 3240 centroid pairs). Human error is 
measured as distances between stereotaxic reference points marked by two experimenters in the same animals (n = 
17 mice). Red lines are median. ***p = 1.20×10í6, **p = 0.0022, Wilcoxon rank sum test. (G) Bar plots displaying 
cross-animal overlap of functional area locations (n = 41 mice, 1640 mouse pairs). The overlapping region between 
A1 and VAF is indicated in stripes. Orange brackets show the fraction of correct classification across animals. See 
also Figure S1. 
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Scaling DV coordinates based on bregma±lambda distance did not reduce variability. For the rest of the 124 

analysis, we chose to normalize only AP coordinates by bregma±lambda distance²the method which 125 

resulted in the smallest variability. Therefore, the variability reported in this study is likely an underestimate 126 

compared to the standard method of using bregma-based absolute coordinates. When multiple experimenters 127 

marked the stereotaxic reference points in the same animals, the inter-experimenter variability of ink 128 

locations was significantly smaller than the inter-animal variability of area centroids (Figure 1F, AP axis: 129 

inter-animal, 410 ± 5 µm, n = 3240 centroid pairs, inter-experimenter, 107 ± 30 µm, n = 17 mice, p = 130 

1.20×10í6; DV axis: inter-animal, 215 ± 3 µm, inter-experimenter, 102 ± 23 µm, p = 0.0022; mean ± SEM, 131 

Wilcoxon rank sum test). This result indicates that human error in identifying stereotaxic landmarks cannot 132 

account for the observed variability, suggesting a biological source of variation in auditory cortex stereotaxic 133 

locations.  134 

We observed intermixing between centroids of different areas across animals, suggesting the 135 

unreliability in transferring the functional area locations from one animal to another (Figure 1E). To quantify 136 

how well functional area locations are conserved across mice, we measured the overlap of each functional 137 

area mask across pairs of animals. We found that the fraction of overlap between the absolute location of the 138 

corresponding auditory cortical areas is surprisingly low across animals (Figure 1G, A1±A1: 38%, VAF±139 

VAF: 26%, AAF±AAF: 21%, A2±A2: 16%). Moreover, the auditory cortex location in one mouse fell 140 

outside that of another mouse over 50% of the time. Overall, this marked variability in the stereotaxic 141 

location of auditory cortices suggests that the location of functional cortical areas cannot be generalized 142 

across individuals. 143 

 144 

Brain atlas coordinates are inaccurate for targeting functional auditory cortical areas  145 

Reference maps of brain structures, such as the Paxinos Brain Atlas (Paxinos and Franklin, 2012, 2019), are 146 

commonly used to target the auditory cortex using stereotaxic coordinates. Generally, Au1 has been used to 147 

target the primary auditory cortex while AuD and AuV are considered secondary cortices. More specifically, 148 
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AuV has been considered as a proxy for functional A2. However, the observed inter-animal variability of 149 

auditory cortex locations raises the question of how accurately these standardized atlas areas represent the 150 

functionally-identified areas in individual animals. Therefore, we next determined how functionally-151 

identified auditory cortical areas map onto three auditory cortex subdivisions in the Paxinos Brain Atlas. We 152 

focused on the Paxinos Brain Atlas since the Allen Brain Atlas does not indicate a bregma location. We 153 

generated a topographical surface map of atlas-defined cortical areas by first extracting the DV coordinates 154 

of area borders from each coronal atlas section and connecting them along the AP axis (Figure 2A, Figure 155 

S2). When we plotted the probability distribution of functionally-identified A1, VAF, A2, and AAF area 156 

masks across mice onto the topographical atlas map, the functionally-generated map was mostly 157 

encompassed by the brain atlas auditory subdivisions (Figure 2B; n = 41 mice), validating the overall 158 

accuracy of the atlas coordinates in locating the auditory cortex at a population level. Importantly, however, 159 

when we looked at individual mice, we observed high variability in how the functional areas map onto the 160 

brain atlas (Figure 2C, D). We quantified the relationship between functionally-identified areas (A1, A2, 161 

AAF, and VAF) and atlas areas (Au1, AuD, and AuV) by both mapping the functional areas onto atlas areas 162 

(Figure 2E) and vice versa (Figure 2F). We observed three notable dissociations of our functional mapping 163 

data from the common usage of the brain atlas. First, functionally-identified primary areas A1, VAF, and 164 

AAF had large overlaps with AuD and AuV, while secondary region A2 had substantial overlap with Au1 165 

(Figure 2E). As a result, if we rely on the brain atlas, neural events in A1 (such as neural activity or gene 166 

expression) would be correctly classified as the primary auditory cortex only about half of the time, and only 167 

VOLJKWO\�KLJKHU�IRU�HYHQWV�LQ�$��EHLQJ�FODVVLILHG�DV�WKH�VHFRQGDU\�DXGLWRU\�FRUWH[��)LJXUH��(��$�ĺ$X��������168 

����$�ĺ$X9������������7KHUHIRUH��WKH�VLPSOH�ELQDU\�FODVVLILFDWLRQ�RI�$X��DV�WKH�SULPDU\�DQG�$X'�$X9�169 

as the secondary cortex is misrepresentative. Second, functionally-identified A2 in individual mice is much 170 

smaller than AuV, which already suggests that using AuV to target the secondary auditory cortex will result 171 

in a high fraction of error (Figure 2F). Indeed, AuV had a larger overlap with the primary area AAF than 172 

with the secondary region A2 (AAF: 15%, A2: 10%). Finally, functionally-identified auditory areas were 173 
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overall smaller than the atlas areas, and most of the atlas areas fell outside of the functionally-identified 174 

auditory areas of individual animals (Figure 2F, gray shading; AuD: 73%, Au1: 50%, AuV: 68%). As a 175 

result, if atlas coordinates are used to guide experimental manipulations (such as viral injections or 176 

electrophysiological recordings), it is highly likely that the manipulation will miss the target functional areas 177 

 

Figure 2. Stereotaxic coordinates based on the brain atlas cause substantial targeting errors. (A) A 
topographical surface map of auditory cortical areas based on the Paxinos Atlas. Coordinates are measured from 
bregma. (B) Probability distribution of functional auditory areas superimposed on atlas areas Au1, AuD, and AuV. 
Contours are 10% steps, starting at 10% (n = 41 mice). (C) Functionally-identified cortical area borders 
superimposed on the atlas map, showing inter-animal variability in their relationship to the atlas areas. The same 
three mice as Figure 1D. (D) Functionally-identified cortical area borders from all mice superimposed on the atlas 
map, shown separately for A1, VAF, AAF, and A2. (E) Left, fraction spatial overlap of functionally-identified 
areas with atlas areDV��5LJKW��FODVVLILFDWLRQ�DFFXUDF\�VKRZLQJ�WKH�IUDFWLRQ�RI�$��FRQWDLQHG�ZLWKLQ�$X���$�ĺ$X���
DQG�$��ZLWKLQ�$X9��$�ĺ$X9���(DFK�IXQFWLRQDO�DUHD�WHQGV�WR�RYHUODS�ZLWK�PXOWLSOH�DWODV�DUHDV�UDWKHU�WKDQ�EHLQJ�
contained within a single area, resulting in only 48 ± 4% and 54 ± 4% accuracy (n = 41 mice; mean ± SEM). (F) 
Left, fraction spatial overlap of atlas areas with functionally-identified areas. Right, targeting accuracy showing the 
IUDFWLRQ�RI�$X��FRQWDLQHG�ZLWKLQ�$���$X��ĺ�$����$X��ZLWKLQ�WKUHH�SULPDU\�DUHDV��$X��ĺ�3ULPDU\���DQG�$X9�
ZLWKLQ�$���$X9�ĺ�$����8VLQJ�VWHUHRWD[LF�FRRUGLQDWHV�WR�WDUJHW�IXQFWLRQDOO\-defined auditory cortex results in only 
28 ± 2%, 44 ± 2%, and 10 ± 1% accuracy, respectively (n = 41 mice; mean ± SEM). See also Figures S2 and S3. 
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�)LJXUH��)��WDUJHWLQJ�DFFXUDF\��$X�ĺ$������������$X�ĺSULPDU\�UHJLRQV�����������$X9ĺ$�������������178 

These results held true even when we lowered the threshold for area boundary detection to identify larger 179 

functional areas (40% peak response amplitudes; Figure S3). These data indicate that using population-based 180 

resources, such as the brain atlas, is inadequate to accurately target functional cortical areas, whose locations 181 

are highly variable across individuals.  182 

 183 

Stereotaxic targeting accuracy is low regardless of strain and sex 184 

What biological factors contribute to the inter-animal variability in the absolute location of functional 185 

auditory cortices and the low accuracy of stereotaxic targeting? To investigate this, we first examined how 186 

functional maps generated from different mouse strains map onto the atlas-defined auditory cortex. We 187 

focused on the two most commonly used strains in auditory research: B6 and CBA. B6 is a source for many 188 

transgenic mouse lines and is used to generate brain atlases (Oh et al., 2014; Paxinos and Franklin, 2012, 189 

2019; Wang et al., 2020b), and CBA is commonly used for auditory experiments due to its robustness 190 

against age-related hearing loss (Parham and Willott, 1988; Zheng et al., 1999). Using the coordinate system 191 

normalized to bregma±lambda distance, we found that functionally-identified auditory cortex centroids 192 

(mean of A1 3 kHz, A1 30 kHz, AAF 3 kHz, and A2 3 kHz centroids) in CBA mice were significantly more 193 

posterior than B6 mice (Figure 3A, B; B6: n = 14, CBA: n = 13 mice; AP, B6: í2.847 ± 0.257 mm, CBA: 194 

í3.132 ± 0.297 mm, p = 0.0094; DV, B6: 2.296 ± 0.150 mm, CBA: 2.311 ± 0.135 mm, p = 0.8651; mean ± 195 

SD, Wilcoxon rank sum test). The difference between strains was more prominent when we used the 196 

bregma-based absolute coordinates without scaling (Figure S4), indicating the effectiveness of normalization 197 

for brain size. Nevertheless, even with size normalization and separation of strains, we still observed 198 

significant spatial variability in the area centroids, which often fell outside the atlas area boundaries. 199 

Stereotaxic targeting accuracy for primary and secondary areas were only 52 and 12%, respectively, in B6 200 

mice, and the posterior shift of functional maps in CBA mice resulted in even lower accuracy (Figure 3C; B6 201 

vs. CBA: p = 2.84×10í6, two-way ANOVA). We did not observe significant differences in area distributions 202 
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between wild type B6 mice and transgenic strains, including PV-Cre×Ai9 and VGAT-Cre×Ai9 (Figure S5).  203 

Next, we compared how functional maps generated from males and females mapped onto the atlas-204 

defined auditory cortex. Although functionally-identified auditory cortex centroids in females had a slightly 205 

more anterior distribution compared to males, we observed no significant difference (Figure 3D, E; male: n = 206 

25, female: n = 16 mice; AP, male: í2.948 ± 0.353 mm, female: í2.812 ± 0.318 mm, p = 0.3162; DV, male: 207 

 

Figure 3: Strain and sex explain only a small fraction of spatial variability. (A) Distribution of functionally-
identified frequency domain centroids shown separately for B6 (left, n = 14 mice) and CBA (right, n = 13 mice) 
mice. Scatter plots are superimposed on the atlas maps. (B) Scatter plots showing the posterior (left) and ventral 
(right) coordinates of functionally-identified auditory cortex centroids in individual B6 and CBA mice. Red lines 
are mean. *p = 0.0094, Wilcoxon rank sum test. (C) Accuracy of using atlas-defined stereotaxic coordinates to 
target functionally-identified areas in B6 and CBA mice. ***p  = 2.84×10í6, two-way ANOVA. (D±F) Same as in 
(A±C) but for the comparison between males (left, n = 25 mice) and females (right, n = 16 mice). This dataset 
includes B6, CBA, PV-Cre×Ai9, and VGAT-Cre×Ai9 strains. (G) Pie charts displaying the percent contribution of 
strain, sex, and age to the total observed variance in the stereotaxic location of functionally-identified auditory 
cortex centroids. Data are shown separately for the anteroposterior (left) and dorsoventral (right) axes. The majority 
of the observed variance is unexplained by any of these three factors. See also Figures S4-S6. 
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2.288 ± 0.150 mm, female: 2.319 ± 0.213 mm, p = 0.8831, mean ± SD; Wilcoxon rank sum test). Both sexes 208 

had significant variability across mice in how the functional areas mapped onto the atlas, which resulted in 209 

low, but similar, stereotaxic targeting accuracy (Figure 3F, male vs. female: p = 0.0839, two-way ANOVA). 210 

We did not observe a significant difference in stereotaxic locations between young (6±8 weeks old) and old 211 

(9±12 weeks old) mice (Figure S6). To quantify the contribution of individual factors to the observed 212 

variability in stereotaxic locations, we performed an analysis of variance using strain, sex, and age as 213 

independent variables. While mouse strain contributed to a larger fraction of variance along the AP axis 214 

compared to sex and age (Figure 3G, AP, strain: 30.8%, sex: 10.1%, age: 3.0%; DV, strain: 0.2%, sex: 1.4%, 215 

age: 8.1%), most of the variance was unexplained by these factors (AP axis: 56.1%, DV: 90.4%), further 216 

confirming the seemingly random inter-individual variability in the cortical area locations. Taken together, 217 

these data show the necessity for functional mapping of cortical areas even in experiments using mice with 218 

uniform strain and sex. Furthermore, although B6 mice already display large variability in the location of 219 

functional cortical areas, using other strains needs further caution as it results in even larger deviation from 220 

the brain atlas.  221 

 222 

Au1 in the brain atlas overlaps with tone low-responsive auditory cortical areas 223 

In addition to the tonotopic auditory areas we identified with intrinsic signal imaging, previous mapping 224 

studies identified non-tonotopic areas designated as dorsoposterior field (DP) as well as a center region 225 

(CTR) between A1 and AAF (Issa et al., 2014, 2017; Liu et al., 2019). In order to estimate the boundaries of 226 

these tone low-responsive areas, we used a lower threshold for automated area detection (20% peak response 227 

amplitudes). We defined DP as the tone low-responsive area dorsoposterior to A1 and CTR as the area 228 

surrounded by the tonotopic areas (Figure 4A). Interestingly, the distance between A1 and AAF was 229 

extremely variable, and therefore CTR was clearly present in some animals (see Figure 1C and Figure 4A) 230 

but was nearly absent in others (see Figure 1D). When we plotted the probability distribution of DP and CTR 231 

area masks across mice onto the Paxinos Atlas topographical map, these areas spanned across large areas of 232 
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atlas-defined auditory cortex (Figure 4B). More specifically, DP fell partially onto AuD but was largely 233 

outside the atlas-defined auditory cortex, and CTR primarily mapped onto AuD and Au1 (Figure 4C). 234 

Therefore, tone low-responsive marginal auditory areas extend beyond the boundaries of the auditory areas 235 

defined in the brain atlas. When we quantified how the atlas areas map onto the functional areas, we found 236 

that AuD consists of a larger fraction of tone low-responsive areas than tonotopic areas (Figure 4D). 237 

Importantly, even though Au1 is commonly considered a primary cortex, it included a substantial fraction of 238 

CTR and non-auditory areas, which emphasizes that using Au1 to target primary cortex has a considerable 239 

chance of hitting tone low-responsive or non-responsive areas. Since tonotopic and non-tonotopic areas in 240 

mice show complex, interleaved distributions, our results emphasize the importance of accurately targeting 241 

specific cortical areas with functional mapping.   242 

 243 

 

Figure 4. Au1 in the brain atlas contains tone low-responsive areas. (A) Automated segmentation of tone low-
responsive dorsoposterior (DP) and center (CTR) areas using intrinsic signal imaging. Left, representative data 
showing the thresholded intrinsic signals and detected area borders superimposed on the cortical vasculature image. 
Yellow dotted line shows the boundary of tone low-responsive area. Right, extracted area borders, highlighting DP 
and CTR (see STAR Methods for their definition). (B) Probability distribution of CTR and DP locations 
superimposed on the atlas map (n = 41 mice). Contours are 10% steps, starting at 10%. (C) Fraction spatial overlap 
of functionally-identified tone low-responsive areas with atlas areas. CTR has a substantial (35%) overlap with 
Au1. (D) Fraction spatial overlap of atlas areas with tone low-responsive areas. Au1 contains both tone low-
responsive (29%) and non-auditory (22%) areas, highlighting the risk of using Au1 coordinates to target primary 
auditory cortex A1. 
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Spatial variability is not simply due to suture irregularities but reflects inter-animal differences in 244 

cortical geography  245 

We have found substantial inter-animal variability in the stereotaxic location of auditory cortex based on 246 

commonly used skull landmarks, bregma and lambda. Does this variability reflect irregular skull suture 247 

patterns across mice? Alternatively, do functional cortical area locations vary within the brain geography? To 248 

address this, we used an alternative approach to determine the stereotaxic coordinates of functionally-249 

identified cortical areas without relying on skull landmarks. We took advantage of a previous histology 250 

dataset where we marked A2 with fluorophores by functionally-targeted craniotomies based on intrinsic 251 

signal maps (n = 20 mice). These data include both A2-targeted recordings, with the recording site marked 252 

by DiI or DiO, as well as A2-targeted viral injections. After slicing coronal brain sections, we identified the 253 

stereotaxic coordinates of the dye deposit by comparing the brain morphology with the Paxinos Brain Atlas 254 

(Figure 5A, B, Figure S7). The knowledge of relative location between the craniotomy and the A2 border 255 

based on intrinsic signal imaging allowed us to determine A2 boundaries on the topographic atlas map. 256 

Consistent with our results using the stereotaxic coordinates based on skull landmarks  (Figure 1 and Figure 257 

2), the absolute location of A2 centroids showed large inter-animal variability on both the AP and DV axes 258 

(Figure 5C). The identified A2 borders overlapped the most with AuV (56%), while there was also 259 

substantial overlap with Au1 (28%) and temporal association area (TeA: 15%) (Figure 5C±E). Most 260 

strikingly, the accuracy of targeting A2 using AuV coordinates was only 9.5 ± 1.0% (Figure 5E), consistent 261 

with our results using skull landmarks (10.1 ± 0.8%; Figure 2F). These data showed a similar mismatch 262 

between the functional maps and the brain atlas regardless of whether we used skull landmarks or gross brain 263 

morphology to determine stereotaxic coordinates. Therefore, the spatial variability of cortical areas is not 264 

simply attributed to irregular suture patterns, but rather suggests that the relative positioning of functional 265 

cortical areas within the brain (cortical geography) varies across animals. Supporting this idea, we found 266 

high variability in the parameters describing the relative locations between auditory cortical areas in a large 267 

dataset of intrinsic signal imaging from our previous studies, which cannot be explained by global scaling or 268 
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269 

 

 

Figure 5: A2 location variability is not simply due to suture irregularities but reflects inter-animal 
differences in cortical geography. (A) Experiment and analysis setup. A2 craniotomy location was recorded 
during surgery. After coronal sectioning, the section with the strongest fluorescence was identified. Stereotaxic 
locations of the dye deposit and A2 area boundary were determined using the Paxinos Brain Atlas (details in Figure 
S7). (B) Representative data for the determination of dye deposit locations in two additional mice. Left, Intrinsic 
signal imaging maps showing craniotomy sites. Right, coronal sections with the strongest fluorescence and their 
corresponding atlas schematics shown side-by-side. (C) Distributions of A2 area centroids, boundaries, and their 
probability distribution from all mice superimposed on the atlas map (n = 20 mice; breakdown of genotypes shown 
in STAR Methods). Contours are 10% steps, starting at 10%. Violin plots show inter-animal variability of A2 
centroid locations along anteroposterior (left) and dorsoventral (right) axes. n = 190 mouse pairs. Red lines are 
median. (D) Fraction spatial overlap between A2 as determined by dye deposit and atlas areas. (E) Left, 
FODVVLILFDWLRQ�DFFXUDF\�VKRZLQJ�WKH�IUDFWLRQ�RI�$��FRQWDLQHG�ZLWKLQ�$X9��$�ĺ$X9���5LJKW��WDUJHWLQJ�DFFXUDF\�
VKRZLQJ�WKH�IUDFWLRQ�RI�$X9�FRQWDLQHG�ZLWKLQ�$���$X9ĺ$����7KHVH�PHDVXUHPHQWV�ZLWKRXW�XVLQJ�VXWXUH�
landmarks are similar to those in Figure 2E and 2F, indicating that the variability is not explained by suture 
LUUHJXODULW\��$WODV�VHFWLRQ�VFKHPDWLFV�ZHUH�GUDZQ�EDVHG�RQ�WKH�3D[LQRV�DQG�)UDQNOLQ¶V�0RXVH�%UDLQ�$WODV�(Paxinos 
and Franklin, 2019). See also Figure S7. 
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transposition (n = 300 mice; Figure 6A, B). Interestingly, the distance between A1 and AAF borders showed 270 

marked variability, explaining the inconsistency in identifying CTR across animals (Figure 6B). Therefore, 271 

cortical geography is highly variable across individuals at both the local (relative location between auditory 272 

areas) and global (positioning of the overall auditory cortex within the brain) scale. Taken together, our 273 

results demonstrate that functionally-defined cortical areas are not spatially fixed within the brain geography 274 

and vary in size, shape, and relative locations across animals. Functional mapping of individual mice is 275 

therefore required for accurately targeting specific areas for manipulation, as generalization across 276 

populations fails to capture inter-animal variability.  277 

 

Figure 6: Variability in the local geography of functionally-identified auditory cortical areas. (A) 
Thresholded intrinsic signals and detected area borders of two representative mice showing variable relative 
positions of functional areas. Yellow arrows indicate the directions of A1 tonotopic axes. Mouse 1 shows a 
dorsoventrally oriented A1 axis with a clear CTR region, whereas Mouse 2 has an anteroposteriorly oriented A1 
axis with little room for CTR. (B) Violin plots showing the variability in the local geography measurements of 
functional auditory cortical areas (n = 300 mice; breakdown of genotypes shown in STAR Methods). Top left, 
variability in the size of the overall auditory cortex in anteroposterior and dorsoventral dimensions. Top right, 
variability in the relative positioning of functional areas measured by the angle between A1 axis and A1±AAF axis 
�Į���DQG�EHWZHHQ�$�±A2 axis and A1±$$)�D[LV��ȕ���%RWWRP�OHIW��YDULDELOLW\�LQ�WKH�GLVWDQFH�EHWZHHQ�$��DQG�$AF 
borders, which indicates the dimension of a tone low-responsive CTR region. Bottom right, variability in the area 
of functionally-identified A1, AAF, VAF, and A2. Red lines are median. 
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Discussion 278 

Inter-animal spatial variability of auditory cortical areas 279 

In this study, we used intrinsic signal imaging to directly measure the stereotaxic locations of functionally-280 

identified auditory cortices from a large group of animals. We found marked inter-animal variability, with 281 

the mean and maximum offVHWV�DV�ODUJH�DV�����DQG�������ȝP�IRU�WKH�$3�D[LV��DQG�����DQG�������ȝP�IRU�WKH�282 

DV axis. As these values are comparable to the width of individual functional auditory areas, our results 283 

suggest a high probability of targeting errors when using stereotaxic coordinates. The observed inter-animal 284 

variability likely reflects a combination of multiple factors, such as human errors in stereotaxic 285 

measurements, absolute brain size differences across strains (Paxinos et al., 1985; Wahlsten et al., 1975), 286 

irregular suture patterns (Blasiak et al., 2010; Whishaw et al., 1977; Zhou et al., 2020), and variability in the 287 

relative positioning of functional areas within the cortex (cortical geography) (Garrett et al., 2014; Waters et 288 

al., 2019). We concluded that heterogeneity of cortical geography dominates the inter-animal variability in 289 

the stereotaxic coordinates for the following three reasons. First, we directly quantified human-related 290 

experimental variability by comparing stereotaxic markings across experimenters and found it to be only a 291 

minor factor (Figure 1F), suggesting biological rather than human origins of variability in our conditions. 292 

Nevertheless, we do not exclude the possibility that human errors further deteriorate stereotaxic targeting in 293 

other studies, where criteria for locating suture landmarks may not be standardized across researchers. 294 

Second, explicit attributes of animals that may affect brain sizes, such as strain, sex, and age, explained less 295 

than half of the total spatial variability (Figure 3). The negligible effect of age is consistent with the stable 296 

cranial size within the age range used in our study (6±12 weeks old) (Vora et al., 2016). We found significant 297 

inter-strain, but not inter-sex, differences in stereotaxic coordinates (Paxinos et al., 1985; Wahlsten et al., 298 

1975). Importantly, although the selective inclusion of B6 mice and normalization of AP coordinates 299 

somewhat reduced inter-animal variability, the remaining variability was still evident and caused substantial 300 

errors in stereotaxic targeting. Therefore, suture landmarks alone are insufficient for targeting functional 301 
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cortical areas, regardless of whether coordinates are scaled to brain sizes. Finally, in an independent set of 302 

experiments that determined A2 stereotaxic coordinates without using suture landmarks, we found spatial 303 

variability comparable to the bregma-based method (Figure 5), which directly demonstrates the 304 

heterogeneity of cortical geography across individuals. This conclusion was further supported by our large-305 

scale (n = 300 mice) imaging dataset showing considerable variability in size, orientation, and relative 306 

locations of auditory cortical areas (Figure 6). Together, these results demonstrate that functionally-defined 307 

cortical areas are not spatially fixed within the brain geography, which could lead to substantial stereotaxic 308 

targeting errors unless functional mapping is conducted in individual animals.  309 

This surprisingly large variability of cortical geography is consistent with previous reports which 310 

quantified the relative locations between visual cortical areas across mice (Garrett et al., 2014; Waters et al., 311 

2019). Although these studies did not measure the absolute stereotaxic coordinates from bregma, they found 312 

up to 1 mm variability in relative cortical locations, in agreement with our observation in the auditory areas. 313 

The variability of cortical geography even within uniform genetic backgrounds raises an interesting possibility 314 

that developmental experience may influence the relative location of sensory cortices. Numerous previous 315 

studies have found plasticity in A1 spatial organization depending on sound experience during the critical 316 

periods of development (Barkat et al., 2011; Han et al., 2007; Insanally et al., 2009; Kim and Bao, 2009; De 317 

Villers-Sidani et al., 2007; Zhang et al., 2001). Although all our mice were raised in a uniform low-noise sound 318 

environment, experiences unique to individual animals, such as interactions with their littermates and parents, 319 

could have influenced the size and location of auditory cortical areas. Since experience-dependent cortical 320 

reorganization is also established in visual and somatosensory systems (Simons and Land, 1987; Wiesel and 321 

Hubel, 1963), global cortical geography may vary as a result of developmental experience across sensory 322 

modalities. In the future, it would be of interest to investigate how controlled manipulation of sensory 323 

environments alters the absolute stereotaxic locations of primary and secondary sensory cortical areas. 324 

 325 
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Comparison between the atlas map and functional maps 326 

In the commonly used mouse brain atlases, the overall location of auditory cortex was determined according 327 

to the immunostaining of neurofilament using SMI-32 antibody (Oh et al., 2014; Paxinos and Franklin, 2012, 328 

2019; Wang et al., 2011). Within the auditory cortex, primary Au1 is surrounded by two higher-order areas, 329 

AuD and AuV, which run in parallel rostrocaudally. As described in the preface of the Paxinos Brain Atlas, 330 

these boundaries and nomenclature were adopted from the rat brain atlas (Paxinos and Franklin, 2012), and 331 

WKH\�OLNHO\�KDG�WKHLU�RULJLQ�LQ�WKH�³FRUH�DQG�EHOW´�VWUXFWXUH�LQ�WKH�DXGLWRU\�FRUWH[�RI�SULPDWHV (Hackett et al., 332 

1998; Merzenich and Brugge, 1973). Expression patterns of calcium-binding proteins, such as parvalbumin, 333 

calbindin, and calretinin, were used to help separate the primary and secondary cortices (Cruikshank et al., 334 

2001; Jones et al., 1995). However, their gradational distributions pose challenges in drawing exact area 335 

boundaries, which likely resulted in the mismatches between the Paxinos and the Allen Institute brain atlases.  336 

 In contrast, functional mapping has revealed a more complex spatial organization of the mouse auditory 337 

cortex, using both electrophysiological (Guo et al., 2012; Joachimsthaler et al., 2014; Stiebler et al., 1997) and 338 

optical methods (Aponte et al., 2021; Issa et al., 2014; Kline et al., 2021; Liu et al., 2019; Romero et al., 2020; 339 

Tsukano et al., 2015). There is a general agreement that there are four tonotopic subregions, A1 (including the 340 

ultrasound field), VAF (or the ventral branch of A1), AAF, and A2, each of which has its unique direction of 341 

tonotopic gradient. In addition to these tonotopic regions, the existence of at least two non-tonotopic, tone low-342 

responsive areas, DP and CTR, have been proposed. Although there is still ongoing argument regarding the 343 

definition of individual area borders and the existence of CTR (Romero et al., 2020), an important consensus 344 

is that the primary auditory cortices extend dorsoventrally and are therefore unlikely to be contained within 345 

the atlas Au1. These observations suggest that the simple core±belt structure in the brain atlases does not 346 

represent the actual complexity of the functional map. 347 

 Our direct measurement of the stereotaxic coordinates of functionally-identified cortical areas provided 348 

critical insights into the relationship between the atlas map and functional maps. We found that the brain atlas 349 
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accurately described the population-averaged location of functionally-identified auditory cortex as a whole 350 

(Figure 2B). However, when we considered individual mice, the functional auditory cortex was more compact 351 

than the atlas auditory cortex, and the spatial relationship between the atlas and functional areas was highly 352 

variable (Figure 2C, D). An example of a small and ventrally shifted auditory cortex can also be found in a 353 

previous study that marked the edges of the functionally-identified auditory cortex (Romero et al., 2020). Since 354 

the Paxinos Brain Atlas was constructed using brains from 26 mice (Paxinos and Franklin, 2019), it is 355 

reasonable that the inter-animal variability in these brains was averaged out to generate a broader population-356 

level distribution. Consequently, each subdivision in the atlas auditory cortex pools multiple functional areas, 357 

including not only primary and secondary auditory cortices but also surrounding non-auditory regions (Figure 358 

2F). Therefore, using stereotaxic coordinates based on the brain atlas obscures experimental data by 359 

erroneously merging results from multiple functional areas, emphasizing the importance of functional mapping 360 

in individual animals. 361 

 Au1 in the brain atlas has been commonly used as a proxy for the primary auditory cortex. Our data 362 

showed that functionally-identified A1 occupies only 28% of Au1, and even if we combined three primary 363 

areas, A1, VAF, and AAF, they covered only 44% of Au1. The rest of Au1 was largely divided into tone 364 

low-responsive CTR (25%) and non-auditory areas (22%). Whether CTR is a part of the primary area AAF 365 

or a higher-order cortex has been debated. Traditionally, the tonotopic axis of AAF was drawn from the low-366 

frequency pole of AAF toward the high-frequency pole of A1 (Guo et al., 2012; Romero et al., 2020; Stiebler 367 

et al., 1997). However, a tone low-responsive domain between A1 and AAF (CTR) has been observed 368 

repeatedly in mice (Aponte et al., 2021; Ceballo et al., 2019; Honma et al., 2013; Issa et al., 2014, 2017; 369 

Kline et al., 2021; Liu et al., 2019; Tsukano et al., 2015) and rats (Polley et al., 2007; Profant et al., 2013). 370 

This CTR area was reported to respond preferentially to complex sounds over pure tones (Honma et al., 371 

2013; Issa et al., 2014, 2017; Tsukano et al., 2015). Furthermore, faint SMI-32 staining and a high fraction of 372 

inputs from the secondary thalamus (Honma et al., 2013; Tsukano et al., 2015) suggested that CTR may be 373 

one of the higher-order auditory cortices. In the current study, we found a surprising heterogeneity in the 374 
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distance between functionally-defined A1 and AAF borders (Figure 6), suggesting that at least a part of the 375 

previous controversy may be attributed to inter-animal variability. For example, CTR is likely positioned 376 

dorsal to AAF in animals with adjacent A1±AAF (Mouse 3 in Figure 1D), while it may intrude into the area 377 

between A1 and AAF in mice with a dorsoventrally-oriented A1 (Figure 1C). Future studies will elucidate 378 

more detailed characteristics of CTR and factors influencing its size and shape. Regardless of whether CTR 379 

is primary or secondary, a critical conclusion here is that the atlas Au1 includes a substantial fraction of tone 380 

low-responsive and non-auditory areas.  381 

 The most striking dissociation between our functional mapping and the common usage of the brain 382 

atlases was found in the relationship between AuV and A2. In contrast to the general belief that AuV 383 

represents a secondary A2 area (although it is controversial whether A2 is truly a secondary cortex (Ohga et 384 

al., 2018; Romero et al., 2020)), functionally-identified A2 occupied only 10% of the atlas AuV (Figure 2F). 385 

This mismatch was mainly due to A�¶V�FRPSDFW�VL]H�DQG�OLPLWHG�H[WHQVLRQ�DORQJ�WKH�$3�D[LV�(Issa et al., 386 

2014; Kline et al., 2021; Liu et al., 2019; Ohga et al., 2018; Romero et al., 2020). This conclusion was robust 387 

even when we expanded the A2 boundary by lowering the area detection threshold (Figure S3). Indeed, AuV 388 

had more overlap with the primary AAF (15%), and the combined primary areas (A1, VAF, and AAF) 389 

occupied twice the area of AuV (22%) than A2. Moreover, 68% of AuV fell outside the functionally-390 

identified auditory cortical areas, suggesting its contamination from the adjacent non-auditory areas, such as 391 

the temporal association area and secondary somatosensory area. Together with the fact that functional A1 392 

occupies 27% of AuD, these results indicate that the general categorization of Au1 as a primary area and 393 

AuD and AuV as secondary areas is highly prone to errors. 394 

 395 

Functional mapping for the investigation of cortical area-specific roles 396 

We found surprisingly low accuracy of targeting functional cortical areas based on stereotaxic coordinates. 397 

The estimated error fraction reached as high as 56% in using Au1 to target primary auditory areas and 90% 398 
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in using AuV to target A2. These errors were due not only to the simple area segmentation scheme in the 399 

brain atlas but also to the marked inter-animal variability in cortical geography. Although this spatial 400 

variability may not pose a substantial problem in large areas such as primary visual cortex, it makes 401 

stereotaxic targeting extremely challenging in small areas, such as the auditory cortex and secondary visual 402 

cortex. For example, neurons preferring temporally coincident multi-frequency sounds are spatially clustered 403 

in a highly restricted area within A2 (Kline et al., 2021), and their identification and selective manipulation 404 

were possible only with functional mapping. Recent efforts in using functional mapping to focally 405 

manipulate specific areas have proven their power in dissecting the area-specific roles in the auditory cortex 406 

(Ceballo et al., 2019; Kline et al., 2021). Since there are no acceptable cytoarchitectural landmarks that allow 407 

post hoc histological identification of functional areas in the neocortex, performing functional mapping in 408 

each animal is the only way to target cortical areas without ambiguity. The same rule applies to the 409 

interpretation of histology data, such as annotating tracing and gene expression data to specific functional 410 

areas. We recommend that researchers perform functional mapping in each mouse and mark the cortical area 411 

locations before dissecting the brains for histology, similar to the approach in Figure 5 and recent studies 412 

(Romero et al., 2020; Tsukano et al., 2016). The area selectivity achieved with this extra step (which takes no 413 

more than 1.5 hours, including the entire surgery) helps researchers obtain reproducible data without 414 

erroneously pooling multiple functional areas, thus saving time and reducing the number of animals used in 415 

the end. 416 

Which methods are the most suitable for functional mapping of cortical areas? The ideal method should 417 

be quick, easy, non-invasive, and broadly applicable to various experiments. Optical imaging is thus a better 418 

choice than electrophysiological mapping, which typically requires multiple penetrations with a large 419 

craniotomy. In particular, intrinsic signal imaging (Aponte et al., 2021; Bathellier et al., 2012; Ceballo et al., 420 

2019; Grinvald et al., 1986; Kalatsky et al., 2005; Kato et al., 2015, 2017; Kline et al., 2021; Nelken et al., 421 

2004) is an ideal candidate for the following four reasons. First, transcranial intrinsic signal imaging keeps the 422 

skull and cortex intact as it does not require invasive procedures such as craniotomy, skull thinning, dye 423 
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infusion, or gene transfection. Second, the intrinsic signal is robust enough that a few trials are typically enough 424 

to visualize coarse maps, thus enabling quick mapping that can be easily combined with other surgical 425 

procedures. Third, intrinsic signal imaging does not require extrinsic genes, reducing the labor of breeding 426 

transgenic mice. Lastly, intrinsic signal imaging is robust against background fluorescence in the cortex as it 427 

uses light reflection and not fluorescence. It is highly compatible with modern neuroscience techniques, which 428 

often take advantage of genetically encoded fluorescent proteins. Other imaging techniques, such as 429 

macroscopic GCaMP calcium imaging (Issa et al., 2014, 2017; Liu et al., 2019; Romero et al., 2020) and 430 

autofluorescence imaging (Shibuki et al., 2003; Tsukano et al., 2015), may also be useful when extrinsic 431 

fluorescent gene expression is unnecessary. Nevertheless, we generally recommend intrinsic signal imaging, 432 

as it offers the largest flexibility with experiment designs. In this manuscript, we provide a detailed protocol 433 

for intrinsic signal imaging to facilitate the adoption of functional mapping by cortical researchers 434 

(Supplementary Protocol). We hope that this study helps the field advance our understanding of information 435 

processing in hierarchically organized cortical streams by providing a more reliable reference frame to dissect 436 

area-specific functions.  437 
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STAR METHODS 453 

KEY RESOURCES TABLE 454 

REAGENT or RESOURCE SOURCE IDENTIFIER 
Virus Strains 

AAV9.hsyn.Flex.ChrimsonR.tdTomato UNC Vector Core AV6556C 
AAV5.hsyn.EYFP UNC Vector Core AV4836F 
   

Experimental Models: Organisms/Strains 

Mouse: B6.Cg-Gt(ROSA)26Sortm9(CAG-
tdTomato)Hze/J (Ai9) 

The Jackson Laboratory Jax: 007909 

Mouse: B6;129P2-Pvalbtm1(cre)Arbr/J (PV-Cre) The Jackson Laboratory Jax: 008069 
Mouse: CBA/J The Jackson Laboratory Jax: 000656 
Mouse: C57BL/6J The Jackson Laboratory Jax: 000664 
Mouse: Slc32a1tm2(cre)Lowl/J (VGAT-Cre) The Jackson Laboratory  Jax: 016962 
Mouse: Ssttm2.1(cre)Zjh/J (SOM-cre) The Jackson Laboratory Jax: 013044 
Mouse: Tg(Rbp4-Cre)KL100Gsat/Mmucd 
(Rbp4-Cre) 

MMRRC MMRRC:031125-
UCD 

Mouse: Tg(Tlx3-Cre)PL56Gsat/Mmucd 
(Tlx3-Cre) 

MMRRC MMRRC:041158-
UCD 

   

Software and Algorithms 

MATLAB (2013a, 2016b, 2020b) MathWorks RRID:SCR_001622 
Bpod Sanworks RRID:SCR_015943 
Fiji Max Planck Institute RRID:SCR_002285 
   

Deposited Data 

Mendeley Data DOI: 10.17632/2ph252nzx7.1  
   

 455 

RESOURCE AVAILABILITY 456 

Lead Contact 457 

Further information and requests for resources and reagents should be directed to and will be fulfilled by the 458 
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Lead Contact, Hiroyuki Kato (hiroyuki_kato@med.unc.edu). 459 

Materials Availability 460 

This study did not generate new unique reagents. 461 

Data and Code availability  462 

Data for all the figures are available at Mendeley Data (DOI: 10.17632/2ph252nzx7.1). Other datasets/codes 463 

generated during this study are available from the Lead Contact upon reasonable request. 464 

 465 

EXPERIMENTAL MODEL AND SUBJECT DETAILS 466 

Animals 467 

Mice were 6±12 weeks old at the time of experiments. Mice were acquired from Jackson Laboratories 468 

(C57BL/6J, CBA/J, VGAT-Cre, PV-Cre, Ai9). For Figure 6, data from our previous studies were reanalyzed 469 

(Aponte et al., 2021; Kline et al., 2021; Onodera and Kato, 2022). For this dataset, additional mice were 470 

acquired from Jackson Laboratories (Sst-Cre) and MMRRC (Rbp4-Cre, Tlx3-Cre). Both female and male 471 

animals were used and housed at 21°C and 40% humidity with a reverse light cycle (12±12h). All 472 

experiments were performed during their dark cycle. All procedures were approved and conducted in 473 

accordance with the Institutional Animal Care and Use Committee at the University of North Carolina at 474 

Chapel Hill as well as the guidelines of the National Institutes of Health. 475 

 476 

METHOD DETAILS 477 

Marking of stereotaxic reference points 478 

Prior to intrinsic signal imaging, three stereotaxic reference points were marked on the skull with black ink 479 

to allow for the integration of functionally-identified auditory cortices into the stereotaxic coordinate system. 480 
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Mice were anesthetized with isoflurane (0.8±2%) vaporized in oxygen (1 L/min), kept on a feedback-481 

controlled heating pad at 34±36 °C, and placed on a stereotaxic frame (Kopf Instruments Model 1900). The 482 

mouse was secured with ear bars and a palate bar, and the scalp and the muscle overlying the right auditory 483 

cortex were either removed or pushed aside. A sharpened metal needle attached to a three-axis motorized 484 

manipulator (Scientifica IVM) was used to level bregma and lambda by rotating the head around three axes 485 

(roll, yaw, and pitch). We followed the definitions of bregma and lambda in the Paxinos Brain Atlas 486 

(Paxinos and Franklin, 2012, 2019), except that steep curves in the coronal suture near the midline were 487 

ignored by drawing fit lines. Stereotaxic marking was made for the following three coordinates relative to 488 

bregma: (Posterior, Ventral) = (í2.5, 1.5), (í3.5, 1.5), and (í3.5, 2.0) (in millimeters). In a small subset of 489 

mice, coordinates of (í2.5, 1.0), (í3.5, 1.0), (í3.5, 2.0) (n = 5 mice) or (í2.5, 1.2), (í3.5, 1.2), (í3.5, 2.0) (n 490 

= 2 mice) were used. The distance between bregma and lambda (BLdist) was measured in each mouse, and 491 

the coordinates of the reference points were scaled by a factor of BLdist/4.2 (4.2 mm refers to the standard 492 

BLdist for adult B6 males in the Paxinos Brain Atlas) to account for skull size differences. The tip of a metal 493 

needle was painted with black ink, and dots were made at three reference points by gently touching the skull 494 

surface with the needle. Following ink marking, intrinsic signal imaging was performed (see below). The ink 495 

markings were visualized in a brain surface image captured in the same field of view as the intrinsic signal, 496 

which allowed for direct comparison between the functional map and stereotaxic locations. In a subset of 497 

mice, to quantify human-related errors, the mouse was removed from the stereotaxic frame after imaging, 498 

and a second experimenter realigned the head and marked the stereotaxic reference points with ink. For each 499 

of the three reference points, the distance between dots made by two experimenters was calculated along the 500 

AP and DV axes. The distances were averaged across three reference points to give one data point of the 501 

human error value per animal. Various combinations of three experimenters performed ink markings. 502 

Intrinsic signal imaging (see Supplementary Protocol for more detail) 503 

Intrinsic signal images were acquired using a custom tandem lens macroscope (composed of Nikkor 35 mm 504 
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1:1.4 and 135 mm 1:2.8 lenses) and a 12-bit CMOS camera (DS-1A-01M30, Dalsa) placed in a sound 505 

isolation chamber (Gretch-Ken Industries). After marking stereotaxic reference points, a custom-designed 506 

stainless steel head bar was attached to the skull using a small amount of dental cement. Mice were injected 507 

subcutaneously with chlorprothixene (1.5 mg/kg body weight) prior to imaging and kept under isoflurane 508 

anesthesia (0.8%). The brain surface was imaged through the skull kept transparent by saturation with 509 

phosphate-buffered saline. Images of surface vasculature were acquired using green LED illumination (530 510 

nm), and intrinsic signals were recorded (16 Hz) using red illumination (625 nm) with a custom Matlab 511 

program. Images were acquired at 717 × 717 pixels (covering 2.3 × 2.3 mm2) or 1024 × 1024 pixels 512 

(covering 3.3 × 3.3 mm2). Each trial consisted of a 1-s baseline followed by a 1-s pure tone stimulus (75 dB 513 

SPL; 3, 10, or 30 kHz) and a 30-s intertrial interval. Images during the response period (0.5±2 s from the 514 

sound onset) were averaged and divided by the average image during the baseline. Images were Gaussian 515 

ILOWHUHG��ı� ���SL[HOV��DQG�DYHUDJHG�DFURVV���±20 trials for each sound using IO and VSD Signal Processor 516 

Plugin on Fiji software (https://imagej.net/software/fiji/; https://murphylab.med.ubc.ca/io-and-vsd-signal-517 

processor/) (Harrison et al., 2009). The resulting images were deblurred with a 2-'�*DXVVLDQ�ZLQGRZ��ı�� �518 

����ȝP��ZKLFK�FRUUHVSRQGV�WR����SL[HOV��XVLQJ�WKH�/XF\-Richardson deconvolution method (Issa et al., 2014; 519 

Romero et al., 2020) to generate a trial-averaged response intensity map. Individual auditory areas including 520 

A1, AAF, VAF, and A2 were identified based on their characteristic tonotopic organization. For 521 

visualization of the functional maps in the figures, signals were thresholded independently for each sound 522 

(see the left panel of Figure 1C). 523 

Sound stimulus 524 

Auditory stimuli were calculated in Matlab (Mathworks) at a sampling rate of 192 kHz and delivered via a 525 

free-field electrostatic speaker (ES1; Tucker-Davis Technologies). Speakers were calibrated over a range of 526 

2±64 kHz to give a flat response (±1 dB). For functional mapping with intrinsic signal imaging, 3, 10, and 30 527 

kHz pure tones (75 dB SPL, 1-s duration) were presented at a 30-s interval. Pure tone stimuli had a 5-ms 528 
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linear rise-fall at their onsets and offsets. Stimuli were delivered to the ear contralateral to the imaging site. 529 

Auditory stimulus delivery was controlled by Bpod (Sanworks) running on Matlab.  530 

 531 

QUANTIFICATION AND STATISTICAL ANALYSIS 532 

Semiautomated sorting of area boundaries 533 

For each sound frequency, frequency domains of four tonotopic areas (A1, AAF, VAF, and A2; see the 534 

middle panel of Figure 1C) were semiautomatically determined, using the trial-averaged response intensity 535 

map in the following steps. First, images were visualized with high thresholds to facilitate segregation and 536 

identification of the response centers for four areas. Guided by this thresholded map, coarse locations of 537 

frequency domains for four areas (seed ROIs) were manually drawn. The centroid of each frequency domain 538 

was determined as the mean of the two locations: peak response amplitude point and the center of mass point 539 

within the seed ROI. Next, around this domain centroid, the frequency domain mask was determined as the 540 

pixels whose signal intensity exceeded a fixed threshold of 60% of the peak amplitude within the seed ROI. 541 

When the masks of the same frequency domains overlapped between two cortical areas, a dividing line was 542 

drawn such that the distances from the dividing line to the two domain centroids were proportional to the 543 

peak response amplitudes in individual domains. As an exception, we allowed overlap between the 3 kHz 544 

domains of A1 and VAF since we observed convergence of these two areas at their low-frequency poles in 545 

most animals (Aponte et al., 2021; Issa et al., 2014; Kline et al., 2021; Liu et al., 2019; Romero et al., 2020). 546 

For Figure S3, a lower threshold of 40% was used. Note that the area borders drawn in this method are 547 

largely independent of the initial selection of the seed ROIs, as long as the seed ROIs include the peak 548 

response amplitude points and are segregated from each other enough. Once the frequency domain masks 549 

were determined for three frequencies, these masks were combined to create the area masks for A1, AAF, 550 

VAF, and A2. After joining the binarized domain masks for three frequencies, the boundaries were 551 

smoothened with opening and closing operations (using disk-shaped elements of 30 and 150 pixels radius, 552 
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respectively). In some mice, A2 and VAF lacked clear responses to one or two of the three frequencies 553 

tested, and therefore only the frequency domains for the responsive sounds were used. Finally, if the masks 554 

for two cortical areas overlapped with each other, a dividing line that passed the two intersection points was 555 

drawn. This additional step of overlap removal was necessary since the initial determination of frequency 556 

domain masks did not restrain the overlap between domains for different frequencies. Again, we allowed 557 

overlap between A1 and VAF masks. For identification of DP and CTR, individual frequency domains were 558 

determined in the same manner as described above, except that a 20% threshold was used to identify tone 559 

low-responsive pixels. After frequency domains from all sounds and cortical areas were combined together, 560 

the boundary of the combined mask was smoothened with opening and closing operations (using disk-shaped 561 

elements of 30 and 150 pixels radius, respectively). The exclusion of four tonotopic area masks from this 562 

combined mask left a single mask of tone low-responsive marginal areas. Within this tone low-responsive 563 

area, DP was defined as the area dorsal to the most posterior point of A1 and posterior to the most dorsal 564 

point of A1. Also within the tone-low-responsive area, CTR was defined as the area surrounded by 1) 565 

borders of A1, VAF, A2, and AAF, 2) a DV line that passes the most dorsal point of A1, and 3) a fit line to 566 

the AAF tonotopic axis.  567 

Integration of area masks into the stereotaxic coordinate systems 568 

The auditory area centroids and masks were integrated into the stereotaxic coordinate system, using three 569 

stereotaxic reference points marked on the skull. Locations of the ink markings were manually identified in a 570 

magnified skull surface image, which was taken at the same location as the intrinsic signal imaging field of 571 

view, using Illustrator software (Adobe Inc). The three reference points at (P, V) = (í2.5, 1.5), (í3.5, 1.5), 572 

(í3.5, 2.0) (hereafter, referred to as marks 1, 2, and 3) allowed the identification of the AP and DV axes of 573 

stereota[LF�FRRUGLQDWHV��,Q�VRPH�DQLPDOV�LQ�ZKLFK�WKH�$3��PDUNV��ĺ���DQG�'9��PDUNV��ĺ���OLQHV�GLG�QRW�574 

cross perpendicularly due to the slight skull curvature, a foot of the perpendicular line from mark 1 onto 575 

mark 2±3 line was used as the adjusted mark 2. The auditory area centroids and masks were rotated to make 576 
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the AP and DV axes parallel to the x and y axes of the plot, respectively. As the markings were made using 577 

the coordinates scaled by a factor of BLdist/4.2 (see Marking of stereotaxic reference points section), the 578 

distances between marks 1±2 and 2±3 pairs were 1 mm × BLdist/4.2 and 0.5 mm × BLdist/4.2, respectively. 579 

Using these distances, scaling factors for converting intrinsic signal image pixels to micrometers were 580 

calculated separately for AP and DV axes. After the rotation and scaling, the absolute stereotaxic coordinates 581 

of the area centroids and masks from bregma were determined. 582 

Three distinct coordinate systems were used throughout the study to describe the stereotaxic 583 

locations:  584 

1) Absolute coordinates from bregma: using the raw absolute coordinates calculated above, therefore 585 

(Pbregma, Vbregma) = (0, 0) and (Plambda, Vlambda) = (íBLdist, 0);  586 

2) Absolute coordinates from lambda: using the raw absolute coordinates, but shifting the space such 587 

that (Alambda, Vlambda) = (0, 0) and (Abregma, Vbregma) = (BLdist, 0);  588 

3) B±L Normalization: scaling the AP coordinates by a factor of BLdist/4.2 such that (Pbregma,Vbregma) = 589 

(0, 0) and (Plambda, Vlambda) = (í4.2, 0).  590 

P, A, and V refer to the posterior, anterior, and ventral coordinate values. The B±L normalization system was 591 

used throughout the study except for Figures S1, S4, and S5, since this method minimized the inter-animal 592 

variability in auditory area locations. DV coordinates were not scaled, as the scaling rather increased the 593 

inter-animal variability (Figure S1B). 594 

Generation of a topographical map of Paxinos Brain Atlas auditory areas 595 

The topographical cortical surface map of the atlas auditory areas was generated using the Paxinos and 596 

)UDQNOLQ¶V�0RXVH�%Uain Atlas, fifth edition (Paxinos and Franklin, 2019). The DV coordinates of the dorsal 597 

and ventral edges of Au1, AuV, and AuD were extracted from 17 atlas brain sections between í1.67 to í3.63 598 

mm posterior from bregma (Figure S2, left and middle panels). There was a discontinuity in the AuV map at 599 

P = í1.91 PP��ZKLFK�ZDV�OLNHO\�D�PLVWDNH�LQ�WKH�EUDLQ�DWODV��7KHUHIRUH��DW�WKLV�ORFDWLRQ��µ$X�¶�LQ�WKH�EUDLQ�600 
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atlas was divided equally into Au1 and AuV to achieve a smooth transition. After obtaining the dorsal and 601 

ventral edges of individual areas in all brain sections, these edges were connected across 17 sections along 602 

the AP axis (Figure S2, right).  603 

Quantification of inter-animal variability 604 

Data analyses of inter-animal spatial variability were conducted using the functional area centroids and 605 

masks integrated into the stereotaxic coordinates as described above. The probability distribution of 606 

functional auditory areas was visualized by overlaying area masks from all mice, applying a circular 607 

DYHUDJLQJ�ILOWHU������ȝP�UDGLXV���DQG�GLVSOD\LQJ�WKH�FRQWRXU�DW�����Lncrement, starting from 10% (Figures 608 

2B, 4B, and 5C). The mapping of functional areas onto the atlas was determined by calculating the 609 

intersection between each functional area and each atlas area, divided by the area of the functional region. 610 

The averaged data across all mice were displayed as bar graphs (Figure 2E, 4C, and 5D). Classification 611 

DFFXUDF\�ZDV�FDOFXODWHG�DV�WKH�IUDFWLRQ�RI�$��FRQWDLQHG�ZLWKLQ�$X���$�ĺ$X���DQG�$��FRQWDLQHG�ZLWKLQ�612 

$X9��$�ĺ$X9��IRU�LQGLYLGXDO�DQLPDOV��7KHVH�YDOXHV�LQGLFDWH�WKH�OLkelihood of an event within a functional 613 

area being correctly classified into its corresponding atlas area. The mapping of atlas areas onto the 614 

functional areas was determined by calculating the intersection between each atlas area and each functional 615 

area divided by the area of the atlas region. The averaged data across all mice were displayed as bar graphs 616 

(Figure 2F and 4D). Targeting accuracy was calculated as the fraction of Au1 contained within A1 617 

�$X�ĺ$����$X��FRQWDLQHG�ZLWKLQ�DQ\�RI�WKH�SULPDU\�DUHDV��$X�ĺ3ULPDU\���DQG�$X9�FRQWDLQHG�ZLWKLQ�$��618 

�$X9ĺ$���IRU�LQGLYLGXDO�DQLPDOV��7KHVH�YDOXHV�LQGLFDWH�WKH�OLNHOLKRRG�RI�KLWWLQJ�WKH�GHVLUHG�IXQFWLRQDO�619 

region with experimental manipulation if stereotaxic coordinates from the brain atlas are used for targeting. 620 

For the inter-strain, inter-sex, and inter-age comparisons, the auditory cortex centroid was determined as the 621 

center of four area centroids: A1 3 kHz, A1 30 kHz, AAF 3 kHz, and A2 3 kHz for each mouse. The 622 

contribution of biological factors to the totaO�VSDWLDO�YDULDQFH�ZDV�FDOFXODWHG�XVLQJ�0DWODE¶V�DQRYDQ�IXQFWLRQ��623 

Strain, sex, and age were used as variables, with only age as a continuous variable. 624 
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Identification of stereotaxic coordinates for dye deposits in A2 625 

The dye deposit dataset in A2 (Figure 5) was from our A2-targeting experiments, including mice in our 626 

published study (Kline et al., 2021). The fluorescence signals were either from 1) virus injections with the 627 

localized expression of fluorescent markers (AAV9.hsyn.Flex.ChrimsonR.tdTomato or AAV5.hsyn.EYFP; 628 

UNC Vector Core), 2) DiI/DiO coating on a silicone probe used for in vivo unit electrophysiology, or 3) 629 

injections of fluorophore-conjugated cholera toxin subunit B (CTB 488 or CTB 555; Invitrogen). These 630 

manLSXODWLRQV�ZHUH�DOO�WDUJHWHG�WR�$���JXLGHG�E\�LQWULQVLF�VLJQDO�LPDJLQJ��$IWHU�VHFWLRQLQJ�WKH�EUDLQ�DW����ȝP�631 

thickness, the section with the strongest fluorescence was identified as the center of the marking and used to 632 

identify stereotaxic coordinates with the Paxinos Brain Atlas (Figure S7). The posterior coordinate of the dye 633 

deposit was determined by identifying the atlas section with the corresponding morphology. Since the cortex 634 

in the histology sections was often vertically extended compared to the brain atlas, the ventral coordinate was 635 

determined by vertically scaling the histology section to the height of the atlas section (schematics in Figure 636 

S7). This was achieved by calculating V = vtop + (vbottom ± vtop) × b/a, where vtop and vbottom represent the 637 

ventral coordinates of the top and bottom of the atlas section, and a and b represent the histology section 638 

height and the distance from the histology section top to the dye deposit center, respectively. The 639 

injection/probe insertion location within the intrinsic signal imaging map was recorded during the 640 

experiment. The relative location between the craniotomy site and the segmented A2 area border allowed us 641 

to locate an A2 border around the identified stereotaxic coordinates of the dye deposit. As these experiments 642 

did not have markings of the stereotaxic reference points, orientations and scaling factors of the AP and DV 643 

axes were taken as the mean of the values determined in the experiments in Figures 1±4 (orientation: 0.370 ± 644 

0.011 radianV��SRVWHULRU�VLGH�GRZQ��$3�VFDOLQJ��������������ȝP�SL[HO��'9�VFDOLQJ��������������ȝP�SL[HO��Q� �645 

41 mice). The genotypes of the mice included in this dataset are B6 (n = 12), CBA (n = 3), Ai9 (n = 3), PV-646 

Cre (n = 1), and VGAT-Cre×Ai9 (n = 1).  647 

Calculation of relative variability in auditory cortex location 648 
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The large-scale dataset of intrinsic signal imaging mapping without stereotaxic coordinates reference points 649 

(Figure 6) includes both unpublished and published experiments from our laboratory (Aponte et al., 2021; 650 

Kline et al., 2021; Onodera and Kato, 2022). Four metrics were used to determine relative variability in the 651 

functionally-identified auditory cortical areas. 1) Cortex dimensions were measured as the total length of the 652 

combined tonotopic areas (A1, VAF, AAF, and A2) along the AP and DV axes. 2) The angle between the A1 653 

3 kHz±AAF  3 kHz axis and the A1 3 kHz±30 k+]�D[LV��Į��DQG�WKH�DQJOH�EHWZHHQ�WKH�$����N+]±AAF 3 kHz 654 

axis and the A1 3 kHz±$����N+]�D[LV��ȕ������7KH�GLVWDQFH�EHWZHHQ�$��DQG�$$)�ERUGHUV��ZKLFK�LV�655 

informative about the presence of a tone low-responsive center region (CTR). 4) The distribution of the area 656 

of individual regions across mice. Mice without enough trials to clearly visualize individual frequency 657 

domains were excluded from this dataset. The genotypes of the mice included in this dataset are VGAT-658 

Cre×Ai9 (n = 86), PV-Cre×Ai9 (n = 45), CBA (n = 33), B6 (n = 30), Ai9 (n = 23), PV-Cre (n = 23), Sst-659 

Cre×Ai9 (n = 22), Sst-Cre (n = 10), Rbp4-Cre×Ai9 (n = 9), VGAT-Cre (n = 8), Tlx3-Cre (n = 7), and Tlx-660 

Cre×Ai9 (n = 4).  661 

Statistical analysis 662 

All data are presented as mean ± SEM, except for a subset of data where mean ± SD is presented to show its 663 

variability. Statistically significant differences between conditions were determined using standard 664 

nonparametric tests in Matlab. Two-VLGHG�:LOFR[RQ¶V�UDQN-sum test was used for independent group 665 

comparisons. Bonferroni correction was used for multiple comparisons, and corrected p values were 666 

reported. Two-way or three-way analysis of variance (ANOVA) was used to examine the influence of 667 

multiple independent variables. Randomization is not relevant for this study because there were no animal 668 

treatment groups. All n values refer to the number of mice, except when explicitly stated that the n is 669 

referring to the number of area centroid pairs or mouse pairs. Sample sizes were not predetermined by 670 

statistical methods but were based on those commonly used in the field. All reported n are biological 671 

replications. 672 
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Supplementary Information 673 

 674 

 675 

Figure S1. Coordinates scaled by bregma±lambda distance have the smallest variability in area 676 

centroid location. Related to Figure 1.  677 

(A) Scatter plots showing the distribution of functionally-identified frequency domain centers (A1 3 kHz, A1 678 

30 kHz, AAF 3 kHz, and A2 3 kHz) plotted with three coordinate systems across mice (n = 41 mice). The 679 

posterior (anterior) coordinate is calculated as the absolute distance from bregma (left), the absolute distance 680 

from lambda (middle), or scaled by the distance between bregma and lambda (right, normalized to 4.2 mm, 681 

same as Figure 1E). (B) Violin plots comparing inter-animal variability in centroid location along the 682 

anteroposterior (AP, left) and dorsoventral (DV, right) axes for each coordinate system (n = 3240 centroid 683 

pairs). For the AP axis, bregma-based absolute coordinates without size normalization resulted in larger 684 

variability than the size-normalized data. For the DV axis, scaling based on bregma±lambda distance resulted 685 

in larger variability. Red lines are median.  ***p < 0.001. AP axis, Bregma-abs vs. Lambda-abs: p = 686 

6.74×10í13, Bregma-abs vs. B±L norm: p = 7.15×10í10, Lambda-abs vs. B±L norm: p = 0.814. DV axis, Bregma-abs 687 

vs. Scaled: p = 9.24×10í8. Wilcoxon rank sum test. Bonferroni correction for multiple comparisons was applied 688 

for AP axis data.   689 
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 690 

Figure S2. Generation of a topographical surface map of auditory cortical areas based on the Paxinos 691 

Brain Atlas. Related to Figure 2. 692 

The coordinates of the dorsal and ventral edges of Au1, AuV, and AuD were extracted from 17 atlas brain 693 

sections between í1.67 to í3.63 mm posterior from bregma. These edges were connected across sections 694 

along the AP axis.  695 

  696 
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 697 

Figure S3. Lowering the threshold for area boundary detection to 40% peak response amplitudes does 698 

not improve targeting accuracy. Related to Figure 2.  699 

(A) A topographical surface map of auditory cortical areas based on the Paxinos Atlas. Coordinates are 700 

measured from bregma. (B) Probability distribution of functional auditory areas defined using a lower 701 

threshold (40% peak response amplitudes) superimposed on the atlas areas Au1, AuD, and AuV. Contours 702 

are 10% steps, starting at 10% (n = 41 mice). (C) Functionally-identified cortical area borders superimposed 703 

on the atlas map, showing inter-animal variability in their relationship to the atlas areas. The same three mice 704 

as Figures 1D and 2C. (D) Functionally-identified cortical area borders from all mice superimposed on the 705 

atlas map, shown separately for A1, VAF, AAF, and A2. (E) Left, fraction spatial overlap of functionally-706 

identified areas with atlas areas. Right, classification accuracy showing the fraction of A1 contained within 707 

$X���$�ĺ$X���DQG�$��ZLWKLQ�$X9��$�ĺ$X9�. Each functional area tends to overlap with multiple atlas 708 

areas rather than contained within a single area, resulting in only 42 ± 3% and 52 ± 3% accuracy (n = 41 709 

mice; mean ± SEM). (F) Left, fraction spatial overlap of atlas areas with functionally-identified areas. Right, 710 

targeting accuracy VKRZLQJ�WKH�IUDFWLRQ�RI�$X��FRQWDLQHG�ZLWKLQ�$���$X�ĺ$����$X��ZLWKLQ�WKUHH�SULPDU\�711 

DUHDV��$X�ĺ3ULPDU\���DQG�$X9�ZLWKLQ�$���$X9ĺ$��. Using stereotaxic coordinates to target functionally-712 

defined auditory cortex results in only 37 ± 3%, 58 ± 3%, and 13 ± 1% accuracy, respectively (n = 41 mice; 713 

mean ± SEM).   714 

 715 

  716 
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 717 

Figure S4. Comparison of strain- and sex-differences of functional area locations across coordinate 718 

systems. Related to Figure 3. 719 

 (A) Same as Figure 3A. (B) Same as Figure 3B, left. Red lines are mean. **p = 0.0094, Wilcoxon rank sum 720 

test. (C) Distribution of functionally-identified frequency domain centroids shown separately for B6 (left, n 721 

= 14 mice) and CBA (right, 13 mice) mice, where the posterior coordinate is calculated as the absolute 722 

distance from bregma. Scatter plots are superimposed on the atlas maps. (D) Scatter plots showing the 723 

posterior coordinates of functionally-identified auditory cortex centroids in individual B6 and CBA mice 724 

where the posterior coordinate is calculated as the absolute distance from bregma. ***p = 1.69×10í4. (E±F) 725 

Same as (C±D) but where the anterior coordinate is calculated as the absolute distance from lambda. (G±L) 726 

Same as (A±F), but for the comparison between males (left, n = 25 mice) and females (right, n = 16 mice). 727 

This dataset includes B6, CBA, PV-Cre×Ai9, and VGAT-Cre×Ai9 strains.   728 
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 729 

Figure S5. Area distributions are not significantly different between wild type B6 mice and transgenic 730 

strains. Related to Figure 3.  731 

(A) Distribution of functionally-identified frequency domain centroids shown separately for B6 mice (left, n 732 

= 14 mice) and transgenic strains (right, PV-Ai9, n = 8 mice; VGAT-Ai9, n = 6 mice). Scatter plots are 733 

superimposed on the atlas maps. The posterior coordinate is scaled to the distance between bregma and 734 

lambda. (B) Scatter plot showing the posterior coordinates of functionally-identified auditory cortex 735 

centroids in individual B6 and transgenic mice. Red lines are mean. Wilcoxon rank sum test. (C±D) Same as 736 

(A±B), but the posterior coordinate is calculated as the absolute distance from bregma. (E±F) Same as (C±737 

D), but the anterior coordinate is calculated as the absolute distance from lambda.   738 
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 739 

Figure S6. Area distributions are not significantly different between young and old mice. Related to 740 

Figure 3.  741 

(A) Distribution of functionally-identified frequency domain centroids shown separately for young (left, 6±8 742 

weeks, n = 19 mice) and old (right, 9±12 weeks, n = 22 mice) mice. Scatter plots are superimposed on the 743 

atlas maps. (B) Scatter plots showing the posterior (left) and ventral (right) coordinates of functionally-744 

identified auditory cortex centroids in individual young and old mice. Red lines are mean. Wilcoxon rank 745 

sum test. (C) Accuracy of using atlas-defined stereotaxic coordinates to target functionally-identified areas in 746 

young and old mice. Two-way ANOVA.   747 
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 748 

Figure S7. Identification of stereotaxic coordinates for dye deposits in A2. Related to Figure 5. 749 

Targeted manipulations were performed in A2 (see STAR Methods for additional detail) guided by intrinsic 750 

signal imaging. After sectioning the brains, the section with the strongest fluorescence was identified as the 751 

center of the marking and used to identify stereotaxic coordinates with the Paxinos Brain Atlas. The posterior 752 

coordinate of the dye deposit was determined by identifying the atlas section with the corresponding 753 

morphology. The ventral coordinate was determined by vertically scaling the histology section to the height 754 

of the atlas section. The craniotomy site (shown as a cross) within the intrinsic signal imaging map was 755 

recorded during the experiment and used to draw an A2 border around the identified stereotaxic coordinates 756 

of the dye deposit. Finally, this functional area boundary was superimposed on the atlas map. 757 

  758 
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Supplementary Protocol 759 

 760 

Intrinsic Signal Imaging of Cortical Sensory Responses Through Intact Skull in Mice 761 

 762 

Materials and Reagents 763 

1. 70% ethanol (any vendor) 764 

2. 10% Povidone-iodine (Betadine; any vendor) 765 

3. Isoflurane (any vendor) 766 

4. Ocular lubricant (any vendor) 767 

5. Sterile phosphate-buffered saline, pH 7.2 (any vendor) 768 

6. Razorblade for shaving (any vendor) 769 

7. Sterile cotton tip applicators (any vendor) 770 

8. Chlorprothixene, 1.5 mg/kg body weight (Sigma-Aldrich) 771 

9. Silicone sealant (KWIK-CAST (WPI) or Body Double-Fast Set (Smooth-On)) 772 

10. Cyanoacrylate tissue adhesive (Vetbond (3M)) 773 

11. Dental cement (Jet Denture Repair Powder and Liquid (Lang) for temporary adhesion; Super-Bond C&B 774 

(Sun Medical) for chronic implantation) 775 

12. Analgesics (Meloxicam 5 mg/kg body weight, or as specified by individual institutions) 776 

13. Antibiotics (Enrofloxacin 10 mg/kg body weight, or as specified by individual institutions) 777 

14. Anti-inflammatory drugs (Dexamethasone 2 mg/kg body weight, or as specified by individual 778 

institutions) 779 

 780 

Equipment 781 

1. Stereotaxic frame (Kopf Instruments Model 1900) 782 
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2. Dissecting microscope (Leica) 783 

3. Feedback-controlled temperature controller (FHC) 784 

4. Isoflurane vaporizer (VetEquip V-1 Table-top lab animal anesthesia system) 785 

5. Hot beads sterilizer (FST) 786 

6. Dumont #5 forceps (FST) 787 

7. Fine scissors, straight, 9 cm (FST) 788 

8. Scalpel handle #3 (FST) 789 

9. Scalpel blade #11 (any vendor) 790 

10. Metal alligator clips (any vendor) 791 

11. Microscope cover glass (Fisher Scientific, 22×22-1) 792 

12. Diamond scribe (Fiber Instrument Sales) 793 

13. Custom stainless-steel head bar (3×19×1.2 mm) and clamps, or any head-fixation system of choice 794 

14. Custom imaging stage to hold head-fixed mouse 795 

15. Sound isolation chamber (Gretch-Ken Industries) 796 

16. Free-field electrostatic speaker system (Tucker-Davis Technologies) 797 

17. Custom tandem-lens macroscope (composed of Nikkor 35mm 1:1.4 and 135mm 1:2.8 lenses) with four-798 

axis manipulator. 799 

18. 530 nm LED (Thorlabs M530F2) 800 

19. 625 nm LED (Thorlabs M625F2) 801 

20. 12-bit CMOS camera (Dalsa DS-1A-01M30) and associated image acquisition computer 802 

21. Bpod (Sanworks) and associated sound stimulus generation computer 803 

22. Matlab (Mathworks) 804 

23. ImageJ (Fiji) 805 

24. ImageJ plugin, IO and VSD Signal Processor (https://murphylab.med.ubc.ca/io-and-vsd-signal-806 

processor/) (Harrison et al., 2009) 807 
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Procedures 808 

Section A describes surgical procedures for intrinsic signal imaging (Aponte et al., 2021; Kato et al., 2015, 809 

2017; Kline et al., 2021) with temporary head bar implantation, which is followed by re-closure of the scalp. 810 

Alternatively, the head bar may be chronically attached to the skull during these procedures to form a cement 811 

head cap instead of putting the scalp back. For example, chronic head bar implantation is suitable for 812 

performing targeted in vivo electrophysiological recording following functional mapping. In that case, at 813 

least one day of recovery period is recommended due to the long-lasting sedative effect of chlorprothixene. 814 

 815 

A. Surgical procedures with temporary head bar implantation 816 

1. Anesthetize the mouse in the induction chamber with isoflurane (4%) vaporized in oxygen (1 L/min). 817 

After the mouse has reached deep anesthesia (~1 Hz breathing), weigh the mouse and move it to the 818 

surgery station.  819 

2. Fix the mouse with the nose cone and keep its body temperature at 34±36 ºC on a feedback-controlled 820 

heating pad. Isoflurane (1.2±2% in oxygen; gradually ramp down during the surgery by monitoring the 821 

respiration rate) is delivered through the nose cone. Confirm anesthetic depth by testing the toe-pinch 822 

reflex. 823 

NOTE: It is critical to keep the isoflurane level at the minimum required level. Increased anesthesia 824 

depth critically reduces intrinsic signals. 825 

3. Cover the eyes with ocular lubricant to protect them from drying out (Figure 1A). Push down the 826 

whiskers with lubricant to keep them away from the surgical area. 827 

4. Shave the top and right side of the mouse head and disinfect the area by applying ethanol and Povidone-828 

iodine (Figure 1B). 829 

5. Make an incision along the midline and expose the skull by holding the right scalp with an alligator clip 830 

(Figure 1C). 831 
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6. Rotate the head and remove the temporal muscle overlying the region of interest (ROI) around the right 832 

auditory cortex (Figure 1E, F). Use sterile cotton tip applicators to wipe away fluid and remove 833 

connective tissue around the ROI by gently scratching with a scalpel.  834 

NOTE: The purpose of scratching here is to remove a thin layer of tissue and not to make grooves. 835 

Excessive scratching will cause bleeding and obscure intrinsic signals. 836 

7. Seal the wound with tissue adhesive to prevent bleeding and attach a stainless-steel head bar (or any 837 

head-fixation apparatus of choice) to the skull (Figure 1G). 838 

8. Cover the area around the ROI (but not the ROI) with a thin layer of dental cement (Figure 1H). Put a 839 

small amount of dental cement to secure the head bar on the skull. Alternatively, if chronic head bar 840 

implantation is desirable, cover the entire top surface of the skull with dental cement. 841 

NOTE: The adhesive and the cement prevent the diffusion of blood, which introduces significant noise to 842 

 

Figure 1. Surgical procedures for intrinsic signal imaging of the auditory cortex.  
(A±C) Dorsal views of the mouse head before surgery (A), after shaving (B), and after skull exposure (C). (D) 
Lateral view after rotating the head. (E, F) Lateral views of the temporal region before (E) and after (F) removing 
the muscle overlying the auditory cortex. (G, H) Lateral views after covering the wound (yellow dotted lines) with 
tissue adhesive (G) and dental cement (H). A stainless-steel head bar is cemented to the skull. (I, J) Views around 
the auditory cortex after putting silicone sealant (I) and a glass window (J). A dotted square in (J) indicates the field 
of view of imaging. (K) Schematic coronal view of the implanted window. 
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the signal, into the saline during imaging.  843 

9. Make a well surrounding the ROI with silicone sealant (Figure 1I). 844 

10. Prepare a round glass window by cutting cover glass with a diamond scribe. 845 

11. Put petroleum gel on the silicone well while avoiding direct contact with the skull, apply degassed PBS 846 

into the well, and seal with a glass window (Figure 1J, K).  847 

NOTE: Saturation with PBS keeps the skull transparent during imaging. Tight sealing with petroleum gel 848 

and a glass window is critical to prevent evaporation. Instead of saturation with PBS, forming a thin and 849 

smooth layer of transparent cement over the ROI also allows imaging, depending on the experiment. 850 

Degassing of PBS helps reduce air bubbles that appear as the solution warms up. 851 

12. Run intrinsic signal imaging and analyze the data (Figure 2). See Sections B and C below for details. 852 

Imaging and analysis take less than 30 min and 10 min, respectively. 853 

13. After intrinsic signal imaging, remove the glass window, petroleum gel, and silicone sealant, and clean 854 

the skull surface. 855 

14. Conduct targeted experimental procedures, such as craniotomy and virus injection, as necessary (Figure 856 

3Ai-ii and 3B). Depending on the experimental goal, a similar procedure can be used to target 857 

 

Figure 2. Image acquisition setup. (A) Top view of a mouse head-fixed on an imaging stage with a feedback-
controlled heating pad. (B) Left, intrinsic signal imaging in a sound isolation chamber. The signals are imaged with 
a tandem-lens macroscope using a red LED illumination. Right, image acquisition and simple mapping analyses 
can be performed in real-time (see Figure 4A). 
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electrophysiological recordings (Figure 3C) and two-photon calcium imaging (Figure 3D). 858 

15. Remove the clip and gently remove the tissue adhesive and dental cement. Remove the head bar with a 859 

scalpel blade (Figure 3Aiii). 860 

16. Put back the scalp and close the wound with tissue adhesive (Figure 3Aiv). 861 

17. Inject analgesics, antibiotics, and anti-inflammatory drugs subcutaneously, as determined by individual 862 

institutions. 863 

18. Recover the mouse on a heating pad and monitor for its recovery as specified by the institution. 864 

Chlorprothixene has long-lasting sedative effect, which could remain up to several hours. 865 

NOTE: The amplitudes of intrinsic signals critically depend on the anesthesia depth and the duration of 866 

the surgery. Ideally, the entire surgery, imaging, and analysis should be completed within 1.5±2 hours to 867 

obtain clear signals. 868 

 

Figure 3. Post-imaging application options.  (A) Optional area-targeted craniotomy (i) and virus injection (ii). 
(iii) After removal of the cement and head bar. (iv) After the closure of the scalp using tissue adhesive. Black 
arrow: craniotomy. Cyan arrowhead: injection glass pipette. (B) Example targeting of viral injection to A2. 
Optogenetic tool channelrhodopsin is expressed via AAV.CaMKIIa.ChR2.EYFP. White cross: craniotomy site. (C) 
Example targeting of unit recording to A2. The recording location is identified in post-recording histology by DiI 
on the probe. (D) Example targeting of two-photon calcium imaging to A1 mid-frequency domain. White square: 
two-photon imaging field of view. 
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B. Intrinsic signal imaging 869 

1. Inject the mouse with chlorprothixene (1.5 mg/kg body weight) subcutaneously prior to imaging. 870 

Chlorprothixene helps reduce the isoflurane concentration and minimizes LVRIOXUDQH¶V negative influence 871 

on hearing (Ruebhausen et al., 2012). 872 

2. Head-fix the mouse on a stage using any head fixation apparatus of choice (Figure 2A). 873 

3. Place the stage in a sound isolation chamber (Figure 2B). Deliver low-concentration isoflurane (0.8%) 874 

through a mask and keep the body temperature at 34±36 ºC using a feedback-controlled heating pad. 875 

4. Focus on the skull surface around the ROI with a tandem-lens macroscope (Ratzlaff and Grinvald, 1991) 876 

and a 12-bit CMOS camera. We image 2.3 × 2.3 mm2 area in 717 × 717 pixels at a 16 Hz sample rate. 877 

Lower sample rates are acceptable as the intrinsic signal has slow kinetics. 878 

NOTE: 12-bit or higher bit depth is necessary to visualize subtle changes in the reflectance. 879 

5. Acquire a surface vasculature image using green (530 nm) illumination. 880 

6. Lower the objective 400±500 µm along the optical axis to focus on L4±L5. 881 

NOTE: Focusing on superficial layers results in weaker sound-evoked signals and larger contamination 882 

from blood vessel artifacts. 883 

7. Switch to red (625 nm) illumination and set it to the highest intensity just below saturation of the camera, 884 

as intrinsic signal imaging detects a reduction in reflectance. 885 

8. Acquire videos while presenting sound stimuli. Each trial consists of a 1-s baseline followed by a 1-s 886 

tone stimulus (75 dB SPL pure tone with a frequency of 3, 10, or 30 kHz) and a 30-s inter-trial interval. 887 

If surgery is successful, coarse localization of signals to tonotopic areas is visible in single trials. 888 

However, averaging the results over 5±20 trials improves the signal-to-noise ratio. 889 

NOTE: Inter-trial interval needs to be at least 20 seconds to avoid contamination between trials.  890 

 891 

 892 
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C. Data analysis 893 

1. Calculate response maps in individual trials as (Rtoneí50)/R0, where Rtone and R0 are the average image 894 

during the response period (0.5±2 s from the tone onset) and the baseline, respectively (Figure 4A).  895 

NOTE: ImageJ plugin, IO and VSD Signal Processor can be used (https://murphylab.med.ubc.ca/io-and-896 

vsd-signal-processor/) (Harrison et al., 2009).  897 

2. Average the response maps across trials for each sound. Additionally, deblurring can be applied with a 2-898 

D Gaussian window (ı� �200 ȝm) using the Lucy-Richardson deconvolution method (Issa et al., 2014; 899 

Romero et al., 2020). 900 

3. For visualization, the signals can be binarized and overlaid across sounds (Figure 4B top). 901 

4. For unbiased area segmentation, perform semiautomated identification of frequency domain boundaries 902 

for A1, AAF, VAF, and A2 (Figure 4B bottom). 903 

5. Superimpose the resulting signal maps on the surface vasculature image.  904 

 

Figure 4. Image processing for intrinsic signals of tone-evoked responses.  
(A) Schematics showing the trial structure and data analysis workflow. (B) Schematics showing the options for 
visualization of intrinsic signal maps. Top, visualization of thresholded response maps for individual sounds. 
Bottom, semiautomated determination of functional area boundaries. Maps are overlaid onto the surface 
vasculature images. 
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