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The people who are crazy enough
to think they can change

the world are the ones who do.

– Apple’s ‘Think Different’ commercial, 1997.
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ABSTRACT

In recent years, the paradigm of personal urban mobility has radically evolved as an

increasing number of Mobility-on-Demand (MoD) systems continue to revolutionize

urban transportation. Hailed as the future of sustainable transportation, with signif-

icant implications on urban planning, these systems typically utilize a fleet of shared

vehicles such as bikes, electric scooters, cars, etc., and provide a centralized matching

platform to deliver point-to-point mobility to passengers. In this dissertation, we

study MoD systems along three operational directions – (1) modeling: developing

analytical models that capture the rich stochasticity of passenger demand and its im-

pact on the fleet distribution, (2) economics: devising strategies to maximize revenue,

and, (3) control: developing coordination mechanisms aimed at optimizing platform

throughput.

First, we focus on the metropolitan bike-sharing systems where platforms typ-

ically do not have access to real-time location data to ascertain the exact spatial

distribution of their fleet. We formulate the problem of accurately predicting the

fleet distribution as a Markov Chain monitoring problem on a graph representation

of a city. Specifically, each monitor provides information on the exact number of bikes
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transitioning to a specific node or traversing a specific edge at a particular time. Un-

der budget constraints on the number of such monitors, we design efficient algorithms

to determine appropriate monitoring operations and demonstrate their efficacy over

synthetic and real datasets.

Second, we focus on the revenue maximization strategies for individual strategic

driving partners on ride-hailing platforms. Under the key assumption that large-scale

platform dynamics are agnostic to the actions of an individual strategic driver, we

propose a series of dynamic programming-based algorithms to devise contingency

plans that maximize the expected earnings of a driver. Using robust optimization

techniques, we rigorously reason about and analyze the sensitivity of such strategies

to perturbations in passenger demand distributions.

Finally, we address the problem of large-scale fleet management. Recent ap-

proaches for the fleet management problem have leveraged model-free deep reinforce-

ment learning (RL) based algorithms to tackle complex decision-making problems.

However, such methods suffer from a lack of explainability and often fail to gener-

alize well. We consider an explicit need-based coordination mechanism to propose a

non-deep RL-based algorithm that augments tabular Q-learning with a combinatorial

optimization problem. Empirically, a case study on the New York City taxi demand

enables a rigorous assessment of the value, robustness, and generalizability of the

proposed approaches.
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Chapter 1

Introduction

In the past century, unprecedented growth in urban population has caused a dramatic

increase in the cost of a finite resource – urban space. The ever-increasing demand for

congestion-free roads and parking spaces in dense urban environments has made pri-

vate automobile ownership an unsustainable solution for an urbanite’s transportation

needs. However, in recent years, widespread adoption of smartphones, advancements

in wireless communication technologies, coupled with tremendous growth in the com-

putational power at our disposal have paved the way for a transformational change

in urban mobility in the form of Mobility-on-Demand (MoD) services.

In MoD systems, transportation solutions can come in the form of fleets of cars,

bikes, electric scooters, etc., managed by private companies, public entities, or even

independent contractors. Built upon the bedrock of technology, such systems have

revolutionized personal transit by providing an individual with the convenience and

comfort of private automobiles without the associated high cost of vehicle main-

tenance, fueling, or parking problems. In addition to providing a reliable mode of

mobility, they also offer a sustainable longer-term solution to external challenges such

as greenhouse gas emissions, transit time uncertainties, and propensity for accidents.

This dissertation focuses on understanding and resolving some of the key operational

challenges – MoD fleet monitoring and management – faced during their deployment.



2

1.1 Rise of Mobility-on-Demand Systems

There are multiple kinds of MoD systems deployed in different cities across the world.

All major cities across the globe typically have bike-sharing systems. In such cases,

the MoD systems provide bike stations at closely spaced intervals throughout the city.

When a user wishes to go somewhere, they walk to the nearest station, swipe a card

to pick up a bike, ride it to the nearest station to their destination, and drop it off.

Recently, station-less electric scooter MoDs such as Bird follow similar setups such as

bike-sharing. However, the users are allowed to drop off the scooters anywhere near

their destination. In a similar vein, car-sharing MoDs such as ZipCar, Enterprise

Rentals, etc., offer a car rental with the caveat that the rented car has to be returned

to its original pickup location.

In the last decade, the rise of MoD ride-hailing services such as Uber, Lyft,

DiDi, Ola, etc., have disrupted the century-old taxi industry. Such services utilize

smartphone-based applications to dispatch their vehicles to the location of a user.

The emergence of automated vehicles provides opportunities for creating fleets of

MoD vehicles with centralized control. Integration of automated vehicle fleets into

existing MoD services such as ride-hailing is widely considered to be the future of ur-

ban vehicular transportation. Irrespective of the specific kind of MoD, the key factors

determining the success of such systems are the costs to users and the wait times, i.e.,

the times needed to walk to/from the bike station or the time spent waiting for the

driver pickup. Well-designed and well-managed MoD systems usually provide better

combinations of costs and wait times than traditional alternatives such as taxis and

mass transit systems.



3

1.2 Operational Challenges

MoD systems currently face a lot of challenges. Specifically, the spatio-temporal

asymmetric nature of urban transportation demand leads to the evolution of vehicle

imbalances over time. Vehicles tend to accumulate in some regions of the city, while

they are depleted in others. Over time unless the operator of MoD undertakes a

rebalancing operation, this uneven distribution of vehicles can be severely detrimental

to the utilization of the fleet and the quality of service being provided to the users.

Currently, different kinds of MoD systems typically address this challenge in different

ways. Systems using smaller vehicles such as bikes or electric scooters typically employ

a human-in-loop rebalancing operation wherein a pickup truck collects excess vehicles

from one region of the city and drops them off at places experiencing vehicle deficit.

Ride-hailing services have deployed more sophisticated solutions in the form of dy-

namic pricing, in which mathematical models determine appropriate prices for each

ride to ensure that cost-sensitive excess demand drops out. At the same time, the

potential to increase their earnings incentivizes the human drivers of their fleet to re-

locate themselves to regions with no supply, thereby alleviating the imbalances. Thus,

the optimal MoD system performance in terms of maximizing pickup vehicle avail-

ability across the city, minimizing user wait times, minimizing cost to the platform

operator is predicated upon several factors such as:

– Real-time passenger demand data

– Size of the vehicle fleet

– Vehicle location data

– System rebalancing operations

– Dynamic pricing algorithms
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– Driver-passenger matching algorithms

Inevitably, such a complex system with varied components gives rise to a num-

ber of different operational challenges, which have stoked the interest of researchers

from different disciplines such as Computer Science, Economics, Management Sci-

ence, Operations Research, etc. Moreover, as a growing number of algorithms used

to power such complicated systems rely on non-deterministic techniques from Ma-

chine Learning, the issues of fairness of such algorithms towards human operators

and passengers have been brought to light. The European Union’s General Data

Protection Regulation (GDPR), which came into effect in 2018, has imposed anti-

discriminatory regulations on such algorithms, thereby drawing significant interest of

the legal community towards MoD system operations.

1.3 Summary of Contributions

In this dissertation, we address multiple problems of theoretical and practical impor-

tance to the operations of MoD systems.

1.3.1 Fleet Monitoring

In Chapter 3, we focus on the problem of monitoring fleet distribution. MoDs with

shared bikes typically do not have access to real-time location data of their entire

fleet. The platform operators cannot track the bikes during transits and thus can

only observe the spatial distribution of partial fleet at a time. Inability to accurately

estimate the distribution of fleet introduces a time delay in the rebalancing opera-

tions. In this chapter, given an initial starting distribution of the fleet, we focus on

minimizing the variance of estimated distribution in future timesteps. We do this

by issuing queries that retrieve the precise information regarding exact number of

vehicles departing a particular MoD station or traversing a specific road. Under bud-
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get constraints on the maximum number of queries that can be issued, we propose

efficient algorithms to minimize uncertainty in the fleet distribution. We demonstrate

the efficacy of our algorithms on synthetic datasets as well as real dataset obtained

from Hubway bike-sharing service in Boston.

1.3.2 Driver Revenue Maximization

In Chapter 4, we turn our attention towards the welfare of the independent driving

partners on ride-hailing platforms. While ride-hailing platforms typically adopt a

longer-term view and optimize the systems for the best quality of service to their

customers, it can often lead to a suboptimal system with respect to driver earnings.

In this chapter, we formalize the problem of devising strategies for maximizing the

earnings of individual self-interested drivers. We augment the publicly available New

York City taxi demand data with a newly collected real-time dataset from Uber API to

analyze our proposed strategies. One of the fundamental challenges in using historical

data to inform driver strategies is the potential for sub-optimal performance in the

presence of perturbations in demand distribution in the future. Using techniques from

the field of robust optimization, we alleviate this concern by performing a rigorous

analysis on the sensitivity of our strategies to perturbations in observed data.

1.3.3 Fleet Management

Finally, in Chapter 5, we shift our focus to the problem of fleet management. While

the strategies proposed in Chapter 3 will increase the earnings of individual drivers,

they are not optimal when adopted by a large portion of the drivers in the fleet.

Any approach towards fleet management needs to find an optimal tradeoff between

maximizing driver earnings and maintaining a high demand satisfaction. Typically,

coordination mechanisms for fleet management are learned using deep neural net-

works. Such black-box approaches suffer from a lack of explainability. Under GDPR



6

described above, algorithmic recommendations made by an MoD platform are man-

dated to be explainable to prevent discrimination. In pursuit of explainability, we

design an explicit need-based coordination mechanism that allows drivers to coordi-

nate only when required for a vehicle rebalancing operation and operate independently

otherwise. Our approach combines classical techniques like model-based tabular Q-

learning with reward maximizing combinatorial optimization problems to propose an

efficient, scalable and robust framework that can be used to optimize either driver

revenue or platform throughput. Furthermore, similar to driver revenue maximization

strategies, we extensively study the generalizability of our framework with respect to

hyperparameter tuning and changes in data distribution.

1.4 Related Publications

The work presented in this dissertation has been partially presented in three publi-

cations listed below.

Harshal A. Chaudhari, Michael Mathioudakis, and Evimaria Terzi. Markov

Chain Monitoring. SIAM International Conference on Data Mining 2018

Harshal A. Chaudhari, John W. Byers, and Evimaria Terzi. Putting Data

in the Driver’s Seat: Optimizing Earnings for On-Demand Ride-Hailing. ACM

International Conference on Web Search and Data Mining 2018.

Harshal A. Chaudhari, John W. Byers, and Evimaria Terzi. Learn to Earn:

Enabling Coordination Within a Ride-Hailing Fleet. IEEE International Con-

ference on Big Data 2020.
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Chapter 2

Literature Review

Urban transportation has been transformed in the recent decade due to the emergence

of MoD systems. Their success has been made possible due to advances in both wire-

less communication technology and algorithmic research on the interesting problems

and challenges. There is a vast amount of academic and industrial literature covering

several levels of planning involved in the deployment of MoD systems, from strategic

to operational planning. Locating shared-vehicle stations, choosing the number of

vehicles per station, moving vehicles between stations, encouraging users to change

their destinations, etc., are some of the management challenges to be resolved to

provide a high quality of service. The development of effective tools to guide such

decisions provides important motivation to researchers across different disciplines of

science. In this chapter, we position this dissertation in the context of other related

works on similar problems and fields of study.

2.1 Bike-sharing Systems

While the oldest public bike-sharing systems have been tested in Europe since the

1960s, the concept experienced a dramatic improvement with advancements in wire-

less communication technology. As of December 2016, roughly 1,000 cities worldwide

have a bike-sharing program. This has led to a significant amount of research in-

terest across different domains of bike-sharing – station location, fleet sizing, station

sizing, rebalancing incentives, and vehicle repositioning – which we discuss in this
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section [94]. However, we refer the reader to Laporte et al. [47] for a more compre-

hensive survey on the state-of-the-art literature about bike-sharing. We should note

that bike-sharing literature is often relevant to other MoDs such as shared-car rental

systems, which are also included in this section.

2.1.1 Station Location

The success of a bike-sharing system relies predominantly on two factors, viz., (1)

stations located at convenient walking distance from the popular origin and destina-

tion spots in the city (2) availability of bikes at these stations. Some of the earliest

works by Lin and Yang et al. [55] and Lin et al. [56] on station location problem

for bike-sharing formulate it as a joint non-linear optimization problem considering

decision variables such as the number of stations, user flow, bike lanes, etc.

Some researchers have used real-life data – Martinez et al. [60] simultaneously

optimizes station locations, size of the fleet, and rebalancing operation in Lisbon. In

contrast, Chow and Sayarshad [20] use a game-theoretic approach to evaluate the

impact of shared-transportation network design in Toronto. Regarding one-way car

rental systems, Kumar and Bierlaire [46] study the problem of locating electric car-

sharing stations in the city of Nice, while Li et al. [53] uses a case study of Sioux Falls

in North Dakota to explore a similar problem.

2.1.2 Fleet Size and Station Inventory

Queuing-theoretic approaches have been used to analyze the effect of fleet size and

station capacity on overall system performance by multiple studies such as that of

George and Xia [31], Fricker and Gast [25], etc. Nair and Miller-Hooks [64] also ad-

dressed the problem of setting the proper initial inventory of bikes at each station.

Raviv and Kolka [72] devised an approximation method to minimize user dissatisfac-

tion by determining the correct number of bikes at each station. Vogel et al. [88] has
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approached the vehicle imbalance problem through the lens of determining the right

inventory size for each station.

2.1.3 Vehicle Rebalancing

As noted in Chapter 1, the need to rebalance stations by redistributing the fleet

vehicles across the city is pivotal to the success of an MoD system. Incentives could

be provided to users to pick up vehicles from stations with ample supply and drop

them off at stations with low inventory vehicles. Chemla et al. [15], Pfrommer et

al. [70], and Waserhole [90] have studied dynamic pricing models for bike-sharing

where the price paid by users depends on the current state of the system.

An alternate approach to vehicle rebalancing involves the use of human-operated

trucks to reposition bikes. Raviv et al. [72] and Schuijbroek et al. [76] use a time-

indexed model and queuing theory to compute the optimal inventory size required to

maintain service levels. Later, they route the repositioning truck between stations to

rebalance the bikes, taking into account the capacity constraints of the truck itself.

Benchimol et al. [3] adopt a more theoretical view of the rebalancing problem and

propose an approximation algorithm to minimize routing cost. Numerous other works

[44, 10, 54, 24, 23, 21] have studied the problem of vehicle rebalancing under different

settings with constraints based upon routing costs, unmet demand, number of vehicles

repositioned, number of truck stops, etc.

A common theme across all the literature related to bike-sharing systems is the

assumption of perfect knowledge regarding the exact spatiotemporal distribution of

the fleet of bikes. Such an assumption contrains the problem formulations to be static

in nature. For example, they assume that vehicle rebalancing operation occurs at a

time when users are not actively interacting with the system. Any dynamic problem

formulation needs to account for the fleet’s movement in real-time, thereby creating

an additional difficulty in knowing the exact spatiotemporal distribution of the fleet.
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Our work on fleet monitoring aims to address this difficulty in estimating the fleet

distribution at any given time. The uncertainty in fleet distribution, as defined in

Chapter 3, can be used to augment the optimization problems in the above works to

reduce their reliance on perfect knowledge of the system.

2.2 Ride-sharing Systems

Ride-sharing systems are a collection of websites and smartphone applications that

match passengers with drivers of vehicles for hire. While rudimentary ride-matching

programs have existed since the late 1990s, a report by the Federal Transit Adminis-

tration of the United States Department of Transportation [39] stated that dynamic

ridematching in real-time had not yet been successfully implemented in 2006. How-

ever, the advent of online ride-matching platforms such as Uber and Lyft in the United

States, Ola, Didi Chuxing, etc., in Asia rejuvenated the ride-sharing industry by the

late 2010s. The mode of operation of ride-sharing systems, wherein a single passenger

is matched with a driver, is commonly known as ride-hailing. While the problems re-

lated ride-sharing systems appear under different names in the literature, viz., order

dispatching, order-driver assignment, etc., they usually refer to an online bipartite

matching problem where both supply of vehicles and demand are dynamic, with un-

certainty arising from spatiotemporal variations in both supply and demand. Now,

we describe some of the prominent works studying different facets of the ride-sharing

systems.

2.2.1 Taxi Fleet Optimization

A considerable body of work has focused on optimizing taxi fleets, for example build-

ing economic network models to describe demand and supply equilibria of taxi ser-

vices under various tariff structures, fleet size regulations, and other policy alterna-

tives [1, 97]. Other work seeks to optimize the allocation of taxi market resources [78].
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Another direction focuses on route optimization by a centralized administrator (e.g.,

taxi dispatching services) [59, 66] or maximizing occupancy and minimizing travel

times in a shared-ride setting [42]. Other work has studied the supply side of the

driving market from the viewpoint of behavioral economics. A seminal paper by

Camerer et al. [12] studied cab drivers and found that inexperienced cab drivers (1)

make labor supply decisions “one day at a time” instead of substituting labor and

leisure across multiple days, and (2) set a loose daily income target and quit working

once they reach that target.

2.2.2 Vehicle Repositioning

The problem of spatiotemporal demand prediction to inform an individual taxi driver

of favorable locations for passenger pickups had been studied extensively even before

the advent of ride-hailing services. These studies typically assume that overall system

dynamics are agnostic to the choices of individual drivers. We can view these studies

from the lens of developing recommender systems for individual drivers. Alongside

individual earnings, some other common objectives to be optimized include total

cruising distance [29], vehicle utilization, i.e., the ratio of passenger trip mileage to

idle cruising mileage [28], individual trip fares [74], etc. Li et al. [51] use a large-scale

taxi GPS trace dataset to identify salient features associated with successful passenger

pickup locations. In two separate studies, Yuan et al. [98, 99] develop a recommender

system to guide both idle taxi drivers and waiting passengers to convenient locations

in order to optimize social welfare. More recently, Özkan and Ward [68] looked at

strategic matching between supply (individual drivers) and demand (requested rides)

for Uber and Lyft. Initial works focused on optimizing the objective up to the next

successful passenger trip, while recently, the focus has shifted to optimization over a

longer horizon.

Most of the works above are relatively diverse in specifics of the approach, but



12

they broadly adopt value-based reinforcement learning approaches to solve Markov

Decision Processes (MDP). A few, such as Verma et al. [85] propose Monte Carlo

learning, while more recent work by Wen et al. [91] use Deep Q-Networks (DQN).

In Chapter 4, we devise driver-oriented strategies to recommend favorable driving

schedules and pickup locations to optimize the earnings of an individual on-demand

ride-sharing driver. While our work tackles the problem of an individual self-interested

strategic driver, it notably differs from a typical taxi routing literature because it takes

into account elements from ride-hailing platforms such as flexibility of schedule, surge

pricing, etc.

2.2.3 Capacity Repositioning

A major limitation of the recommender systems developed for individual drivers is

that they are agnostic to driver interactions and may result in unfavorable supply

excesses in certain locations when adopted by many drivers simultaneously. Plat-

form level optimization for objectives such as platform revenue maximization, vehi-

cle utilization, demand fulfillment, etc., requires a robust system-level coordination

mechanism.

While traditional works in driver dispatch systems [48, 101, 77] typically relied on

queuing-theoretical fluid models to asymptotically optimize supply-demand matching,

numerous recent works [52, 41, 102] leverage advances in Multi-agent Reinforcement

Learning (MARL) to directly optimize matching for multiple drivers simultaneously.

Some works [95, 100] have attempted to leverage demand volume and ride destination

forecasting models to use in combinatorial optimization techniques. However, these

approaches do not scale well to use cases on contemporary platforms, where fleets of

as many as 10,000 drivers serve a single city. Lin et al. [57], Wang et al. [89] and Tang

et al. [81] have attempted to bypass the complication of optimizing joint actions in

the multi-agent setting by simply using a single value function aggregated over all
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the drivers’ data. We refer the reader to Qin et al. [71] for a comprehensive survey

on different reinforcement learning-based approaches for supply-demand matching.

While providing the advantage of simplicity, in Chapter 5, we show that model-free

reinforcement learning-based methods often fail to generalize well. Moreover, deep-

learning-based techniques suffer from a lack of explainability. They often require

highly specialized proprietary model inputs to aid in the learning process. Cognizant

of these issues, our approach does not rely on any proprietary models but instead

learns high-quality solutions from scratch based solely upon historically observed

data. Moreover, we achieve that without sacrificing the explainability of the model.

In the absence of the need for coordination, our model assumes homogeneity of drivers

in the same location and provides envy-free recommendations while also making it

scalable. This is achieved by augmenting vanilla reinforcement learning (in the form

of tabular Q-learning) with combinatorial techniques to aid the rebalancing of driver

distribution.

2.2.4 Platform Studies

Studies of ride-hailing services as multi-sided economic marketplaces have investigated

the impacts of the platform’s pricing policies on the platform profits, the consumer

surplus, and the driver wages [13, 5, 4, 58]. The popular press has investigated the

supply-side effects of specific incentives (e.g., surge pricing) that Uber and Lyft pro-

vide to drivers [84]. Chen and Sheldon [19] showed a causal relationship that drivers

on Uber respond to surges by driving more during high surge times, differentiating

from previous work that suggests taxi drivers primarily focus on achieving earnings

goals [12]. Hall and Krueger [37] showed that drivers were attracted to the Uber

platform due to the flexibility it offers and the level of compensation, but earnings

per hour do not vary much with the number of hours worked. In another line of re-

search, Chen et al. [18] measured many facets of Uber in New York City, including the



14

prevalence and extent of surge pricing. Castillo et al. [13] showed that surge pricing

is responsible for effectively relocating drivers during high-demand periods, thereby

preventing them from engaging in ‘wild goose chases’ to pick up distant customers,

which only exacerbates the problem of low driver availability.

In another line of work, Banerjee et al. [2] studied dynamic pricing strategies for

ride-hailing platforms using a queuing-theoretic economic model. They showed that

dynamic pricing is robust to changes in system parameters, even if it does not achieve

higher performance than static pricing. Sühr et al. [79] investigate fairness in driver

earnings distribution using driver-passenger matchings optimized to attain income

equality goals. Recently, Chen et al. [16] combines platform economics with the

capacity repositioning problem using a contextual bandit framework. They showed

that matching based on time-varying parameters like driver and customer arrival

rates and the willingness of customers to wait could achieve better performance than

naively matching passengers with the closest driver. Although these works build

attractive models for ride-hailing economies, they are orthogonal to the contents of

this dissertation, as they take a holistic view of such economies, while we focus on

specific supply-demand matching problems.

There is a growing body of literature studying the interplay between platform pric-

ing and strategic driver behaviors, for which we refer the readers to Yan et al. [96].

Our work contributes to this domain by developing a scalable framework that can be

used to verify the results of asymptotic dynamic pricing models via realistic simula-

tions.
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Chapter 3

Fleet Monitoring

Ever since their first deployment in Paris in 2007, modern bike-sharing systems have

proliferated across the globe and transformed urban transit. Roughly 1,000 cities

worldwide have a bike-sharing program, with some of the most extensive programs

being operated in China, with fleets comprised of close to 100,000 bikes [94]. The

explosive growth of urban bike-sharing programs has led to numerous academic and

industrial research studies exploring problems at the intersection of multiple acad-

meic disciplines such as Operations Research, Economics and Computer Science, etc.

Operations Research community focuses on practical problems such as choosing ap-

propriate locations for bike-sharing stations and determining the correct inventory

levels at these stations to satisfy the demand. Economists design dynamic pricing

algorithms and determine appropriate customer incentive mechanisms to maintain a

high quality of service. Computer scientists have concentrated their efforts on devel-

oping efficient algorithms to rebalance bike fleets across the city. While considering

such platform challenges, these studies generally assume perfect knowledge about the

spatial distribution of the fleet of shared bikes. However, even today, most bike-

sharing programs do not typically track the location of their bikes in real-time. Until

recently, the platforms only became aware of the updated locations of the bikes when

they were docked into stations at the end of the ride.

In this chapter, we formalize the problem of minimizing the uncertainty in the

spatial distribution of a bike-sharing MoD fleet with access to only partial information
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regarding its distribution. It should be noted that in a discrete time setting, the

fleet distribution at any point in time depends only upon its distribution in the

immediately preceeding timestep and the passenger demand. In other words, the

fleet distribution is appropriately modeled by a memoryless stochastic process in

the form of a Markov Chain in which shared bikes traverse along the edges of a

graph representation of a city. While the expected distribution of bikes can be easily

estimated using higher powers of the corresponding transition matrix from the Markov

Chain, we seek to identify a limited number of nodes (or edges) so that, once we know

exactly how many bikes reside on (resp. traverse) them, the uncertainty in the spatial

distribution of the fleet is minimized. Henceforth, we refer to this objective as the

Markov Chain Monitoring problem. Indeed, solutions to this problem can have

widespread applications in domains beyond bike-sharing MoDs, viz., urban traffic

networks, peer-to-peer computer networks, postal and freight networks, etc. In all

of these settings, one wishes to have an accurate estimate of the number of items

that reside at various nodes of a network (e.g., vehicles that are at the intersections

of a road network) but faces constraints on how big a part of the network (e.g.,

intersections or road segments) they can monitor at any time.

We make two assumptions in our problem definition: (1) there is a point in time

when we have an accurate estimate of the placement of all items on the graph (2)

we can monitor the subsequent placement of items by issuing a predefined number

of monitoring operations (i.e., real-time queries on the Markov chain). We consider

different types of operations: ones that retrieve the number of items that reside on

specific nodes; and ones that retrieve the number of items that traverse specific edges.

In bike-sharing MoD systems, the queries correspond to information regarding the

number of bikes docked in a particular station or bike rides between a pair of stations.

The concept generalizes to applications such as urban and computer traffic networks,
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wherein the queries correspond to placing measurement (or monitoring) devices on

particular nodes or edges of the network and retrieving their measurements.

Technically, different monitoring operations result in different variants of Markov

Chain Monitoring. For example, monitoring of the items that pass through an

edge leads to a different problem definition than monitoring of the nodes. For each

variant, we design efficient polynomial-time algorithms. For some of these algorithms,

we demonstrate that they are optimal, while for others, we show that they perform

well in practice. Our experiments use a diverse set of datasets from urban networks

and computer networks to demonstrate the practical utility of our setting. We then

exemplify our approaches using data from the Hubway bike-sharing network of Boston

(rebranded as BlueBikes) and identify candidate monitoring stations. The monitoring

operations chosen by the algorithms encompass stations in close proximity to down-

town Boston or university student housings and are well supported by anecdotal

experiences.

Chapter Organization

The rest of the chapter is organized as follows. First, in Section 3.1, we place the fleet

monitoring problem in the context of other graph centrality measures. We formally

define the Markov Chain Monitoring problem and its variants in Section 3.2.

Next, in Sections 3.3-3.4, we provide efficient algorithms to solve each of the variants.

Finally, in Section 3.5, we evaluate the performance of our proposed algorithms on

various real and synthetic datasets. Notably, we use the Hubway dataset to showcase

their use on a fleet monitoring operation on a bike-sharing MoD system.

3.1 Background

To the best of our knowledge, we are the first to introduce and study the Markov

Chain Monitoring problem. However, this problem is similar to tasks such as
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outbreak detection, sparsification of influence network, and the broader field of node

and edge centrality on graphs, where one seeks to identify k “central” nodes or edges to

intercept the movement of items on a graph to contain the spread. A major difference

in our definition of the Markov Chain Monitoring is that the “centrality” of

nodes or edges is based not just on the underlying graph structure but also on the

dynamic propagation of items through the network. Nevertheless, in this section, we

discuss some of the existing works on graph centrality measures.

Graph centrality measures can be broadly cast into two categories: individual and

group centrality measures. Individual measures assign a score to each node or edge.

Group centrality measures assign scores to sets of nodes or edges. Usually, computing

group-centrality measures requires solving complex combinatorial problems.

Examples of individual centrality scores for nodes and edges are the Pagerank [69],

betweenness [7, 22, 73], and current flow centralities [8]. Pagerank is one classic

example of a centrality measure based on a Markov chain – where the centrality of

nodes is quantified as the stationary distribution of a Markov chain on the graph.

Betweenness centrality and current flow centrality assign high centrality scores to

nodes/edges that participate in one or many shortest paths between all pairs of nodes

in the input network. Although a Markov chain is used for Pagerank, its computation

is very different from ours – after all, Pagerank is an individual centrality measure,

while our measures are group centralities.

Group centrality measures that use a Markov chain model include the Absorbing

Random Walk Centrality introduced by Mavroforakis et al. [62]. In their work, the

centrality of a set of nodes is defined as the transient time of the Markov chain when

the given nodes are “absorbing”. The work of Gionis et al. [32] also assumes an

absorbing Markov chain. In that setting, the authors aim to maximize the positive

opinion of the network concerning a specific topic by picking k nodes appropriately
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to endorse this positiveness via posts (e.g., in a social network). Both these problems

are different from ours because we do not consider absorbing random walks but rather

a simple Markov chain. Moreover, our objective to minimize uncertainty is different

from the objectives of the above papers.

While Markov chain is a simple model that quantifies centrality, different models

may be more appropriate in other settings. For example, Ishakian et al. [40] proposed

an extension of betweenness centrality called group betweenness centrality. They aim

to find a group of nodes with have maximum number of shortest paths passing through

them. In epidemiology and information propagation settings, the underlying process

of interest, spread of a virus or a piece of information, is better modeled as a random

cascade. Centrality of a node attempts to capture the notion of its influence, i.e., the

expected size of the random cascade beginning at that node [6, 26, 35, 43, 67, 82].

Two common applications of this methodology are those of outbreak detection [50]

and graph sparsification [61]. The first one tasks a practitioner with identifying

central nodes that can intercept an evolving cascade as soon as possible, while the

latter one seeks to identify edges that are cruicial towards the explanation (from a

model-sparsity point of view) of an observed cascade.

In terms of categorization, the Markov Chain Monitoring problem is a group-

centrality measure. The distinguishing factor of the Markov Chain Monitoring

problem in comparison to the aforementioned works is that we define centrality in

terms of a combination of a static graph structure, a dynamic Markov chain, and a

real-time activity in the form of moving items.

3.2 Problem Setup

In this section, we introduce our setting and notation.
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Markov Chain

Consider a weighted directed graph G = (V,E, p) with |V | = n and |E| = m. We

use π(v) ⊆ V and κ(v) ⊆ V to denote the set of parent and child nodes of node v,

respectively.

π(v) = {u | u ∈ V, e(u→ v) ∈ E}

κ(v) = {u | u ∈ V, e(v → u) ∈ E}

Edges e(u → v) ∈ E are associated with real-valued weights p(u → v) ∈ [0, 1] such

that ∀u ∈ V :
∑

v∈V p(u→ v) = 1.

These weights give rise to a Markov chain with transition matrix P – where p(u, v)

denotes the probability of a transition from node u to node v. Moreover, we assume

that a set of items are distributed among the nodes of G. We use the row vector x

to denote the the initial number of items per node; that is, x(u) is the number of

items initially at node u. For the entirety of this chapter, transition matrix P and

distribution x are assumed known and part of the input.

Consider now a single step of the Markov chain. During this step, each and

every item transitions from the node u where it resides originally to another node

v, according to transition probabilities p(u, v). At the end of this step, items are

redistributed among the nodes - and we are no longer certain about their position.

We use z to denote the random vector with the number of items at each node after

one transition. The expected number of items at each node is given by: E[z] = xP.

Quantifying uncertainty

We quantify uncertainty in terms of the variance in the number of items on each

node afer the transition step. Specifically, let us consider the number z(v) of items

on node u after the transition step: an item previously at node u will transition to
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node v according to a Bernoulli distribution with success probability p(u, v); and since

items transition from node to node independently from each other, the variance in

the number of items z(v) is

var(z(v)) =var(z(v)|P,x)

=
∑
u∈V

x(u)p(u, v) (1− p(u, v)) . (3.1)

To obtain an aggregate measure of uncertainty F0, we opt to sum the aforementioned

quantity over all nodes.

F0 =
∑
v∈V

var(z(v))

=
∑
u∈V

x(u)
∑
v∈V

p(u, v) (1− p(u, v)) (3.2)

Monitoring

Given the transition matrix P and the initial distribution of items x, we estimate

the distribution of items z after one transition step, with the uncertainty given in

Equation (3.2). After one transition step, we are allowed to retrieve information

about the position of the items and thus reduce uncertainty. We do this by performing

“monitoring operations”, i.e. queries on the position of items on the Markov chain.

These operations are of the following types:

• ParentTransitions Retrieve the number of items that transitioned to node

v from each u ∈ π(v);

• NodeItems Retrieve the number of items that reside on node v after the tran-

sition step;

• EdgeTransitions Retrieve the number of items that transitioned from node

u to node v;
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• ChildrenTransitions Retrieve the number of items that transitioned from

node u to each child v ∈ κ(u).

From the above four types of monitoring operations, the last one (i.e., Children-

Transitions) leads to trivial combinatorial problem. Thus, we omit it from the rest

of the discussion.

Expected uncertainty

Once we retrieve the answer A to a set of monitoring operations, we have more

information about the positioning of items over nodes V – and thus an updated (and

non-increased) uncertainty

F (A) =
∑
v∈V

var(z(v)|A).

In the setting we consider, however, the challenge we face is not to compute the uncer-

tainty given the information retrieved via a monitoring operation, but rather to select

the monitoring operations so that the uncertainty faced after retrieving A is minimized

in expectation. Therefore, the quantity of interest is that of expected uncertainty for

a set of operations that we choose to perform, expressed as E[
∑

v∈V var(z(v)|A)].

Let us now assume we have chosen to perform a set of operations of either one

of the aforementioned types. In what follows, we provide formulas for the expected

uncertainty in each case.

Expected uncertainty under ParentTransitions

We perform monitoring operations for a subset S ⊆ V of nodes – and obtain an

answer A
PT

(S) = {nuv; v ∈ S, e(u→ v) ∈ E}, where nuv is the number of transitions

to v from its parent node u. The expected value F
PT

(S) of the uncertainty F (A
PT

(S))
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after these operations is given by

F
PT

(S) =E[F (A
PT

(S))]

=
∑
u∈V

x′(u)
∑
v∈V \S

p′(u, v) (1− p′(u, v)) (3.3)

where

ρ(u, S) =
∑
v∈S

p(u, v)

x′(u) = x(u) (1− ρ(u, S)) (3.4)

p′(u, v) =
p(u, v)

1− ρ(u, S)
. (3.5)

Intuitively, x′(u) expresses the expected number of items that transition from u to

nodes v other than those in S; and p′(u, v) expresses the probability an item transitions

from u to v given that it does not transition to those in S. We see, then, that

Equation (3.3) has the same form as Equation (3.2) but is evaluated on adjusted

values of x and P, to take into account the information we obtain via A
PT

.

Note that the expected uncertainty after the monitoring operations is no larger

than F0.

Lemma 1. The information retrieved via ParentTransitions monitoring opera-

tions decrease the expected uncertainty about the positioning of items after the tran-

sition step.

F
PT

(S) ≤ F0
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Proof. Using Equations (3.4) and (3.5) to expand Equation (3.3) we have

F
PT

(S) =
∑
u∈V

x′(u)
∑
v∈V \S

p′(u, v) (1− p′(u, v))

=
∑
u∈V

x(u)
∑
v∈V \S

p(u, v)

(
1− p(u, v)

1− ρ(u, S)

)
≤
∑
u∈V

x(u)
∑
v∈V \S

p(u, v) (1− p(u, v))

= F
PT

(∅).

Expected uncertainty under NodeItems

We perform monitoring operations for a subset S ⊆ V of the nodes – and obtain

an answer A
NI

(S) = {nv; v ∈ S}, where nv is the number of items at node v after

the transition. For an instance of an answer A
NI

(S), let also A
PT

(S) = {nuv; v ∈

S, e(u → v) ∈ E} be an answer for ParentTransitions on the same set S of

nodes. By definition A
NI

(S) can be computed from A
PT

(S) using the relationship

nv =
∑
u∈V

e(u→v)∈E

nuv,∀v ∈ S. (3.6)

Hence, we use the notation APT (S) ' ANI(S) to denote this interchangeability be-

tween the answers of two different kinds of monitoring operations. It can be shown

that the expected uncertainty is equal for the two cases. That is: F
PT

(S) = F
NI

(S).

Theorem 1. For the same set of monitored nodes, ParentTransitions and NodeIt-

ems lead to the same value of the objective function.

F
NI

(S) = F
PT

(S)
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Proof. We express F (A
NI

) in terms of F (A
PT

) as follows.

F (A
NI

) =
∑

A
PT
'A

NI

F (A
PT

)Pr(A
PT
|A

NI
) (3.7)

We can now use the above equation to express the expected uncertainty F
NI

(S) in

terms of F
PT

(S) as:

F
NI

(S) = E[F (ANI)]

=
∑
A
NI

F (ANI)Pr(A
NI

)

=
∑
A
NI

∑
A
PT
'A

NI

F (A
PT

)Pr(A
PT
|A

NI
)Pr(A

NI
)

=
∑
A
NI

∑
A
PT
'A

NI

F (A
PT

)Pr(A
PT
, A

NI
)

=
∑
A
NI

∑
A
PT
'A

NI

F (A
PT

)Pr(A
PT

)

=
∑
A
PT

F (A
PT

)Pr(A
PT

)

= F
PT

(S), (3.8)

which concludes the proof.

Expected uncertainty under EdgeTransitions

We perform monitoring operations for a subset D ⊆ E of the edges – and obtain an

answer A
ET

= A
ET

(D) = {ne; e ∈ D}, where ne is the number of transitions over edge

e. The expected value F
ET

(D) of the uncertainty F (A
ET

(D)) after these operations

is given by

F
ET

(D) =E[F (A
ET

)]

=
∑
u∈V

x′′(u)
∑

e(u→v)∈E\D

p′′(u, v) (1− p′′(u, v)) (3.9)
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where

ρ(u,D) =
∑

e(u→v)∈D

p(u, v)

x′′(u) = x(u) (1− ρ(u,D)) (3.10)

p′′(u, v) =
p(u, v)

1− ρ(u,D)
(3.11)

Similar to ParentTransitions and NodeItems, expected uncertainty F
ET

(S) is

no greater than F0.

3.2.1 Problem Statement

The general problem of Markov Chain Monitoring is to select the appropriate

monitoring operations to reduce the expected uncertainty after they are performed.

Stated formally:

Problem 1 (Markov Chain Monitoring). Given a transition matrix P and an

initial distribution of items x, select a set of up to k monitoring operations to minimize

the expected uncertainty F .

We study variants of the problem – each defined for a specific type of monitoring

operation. For simplicity, we refer to these problems with the same name as that of

the operation type: ParentTransitions, NodeItems, ChildrenTransitions,

and EdgeTransitions.

Furthermore, as we saw in Section 3.2, variants ParentTransitions and NodeIt-

ems are equivalent: for the same set of nodes, operations of the first type reduce ex-

pected uncertainty as much as the second. Therefore, in what follows, we treat only

the variant of NodeItems, as our claims apply directly to ParentTransitions as

well.
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3.3 Greedy Algorithm for Node-Monitoring

In this section, we provide the formal problem definition of the NodeItems problem

variant and describe a greedy polynomial-time algorithm for solving it.

Problem 2 (NodeItems). Given G = (V,E), transition matrix P, initial distri-

bution of items to nodes x and integer k, find S ⊆ V such that |S| = k such that

FNI (S) is minimized.

A brute-force way to solve Problem 2 would be to evaluate the objective function

over all node-sets of size k. Obviously such an algorithm is infeasible as the runtime is

exponential in k. Thus, we study a natural greedy algorithm for the problem, namely

NodeGreedy.

The NodeGreedy algorithm

This is a greedy algorithm that performs k iterations; at each iteration, it adds one

more node in the solution. If St is the solution at iteration t, then solution St+1 is

constructed by finding the node u ∈ V \ St such that:

v∗ = arg min
v∈V \St

FNI
(
St ∪ {v}

)
. (3.12)

Although in the majority of our experiments that compare the brute-force solutions

with those of NodeGreedy the two solutions were identical, we identified some con-

trived instances for which this was not the case. Thus, NodeGreedy is not an optimal

algorithm for Problem 2.

Running time

NodeGreedy evaluates Equation (3.12) at each iteration. A naive implementation of

this would require computing Equation (3.3) O(|V |) times per iteration, each time

using O(|V |2) numerical operations. As a first improvement, we avoid the full double



28

summation over V via a summation over edges E,

F
PT

(S) =
∑
u∈V

x′(u)
∑
v∈V \S

p′(u, v) (1− p′(u, v))

=
∑

(u,v)∈E
v∈V \S

x′(u)p′(u, v) (1− p′(u, v)) , (3.13)

that involves O(k|V ||E|) numerical operations.

Clearly, the NodeGreedy is infeasible to run even for small-size datasets over dense

graphs, as the runtime approximately translates to O(k|V |3). We can further speed-

up the algorithm if we re-use at each step the computations done in the previous one.

To see how, let St (resp. St+1) be the solution we construct after t (resp. (t + 1))

iterations and let v∗ be the node such that St+1 = St ∪ v∗. Then, for any u ∈ V we

have ρ(u, St) =
∑

v∈St p(u, v), and therefore

ρ(u, St+1) = ρ(u, St) + p(u, v∗). (3.14)

Moreover, for any S ⊆ V let

B(u, S) =
∑

(u,v)∈E
s.t. v∈V \S

p′(u, v) (1− p′(u, v)) (3.15)

=
∑
v∈V \S

p(u, v)

1− ρ(u, S)

(
1− p(u, v)

1− ρ(u, S)

)
.

We can then express B(u, St+1) in terms of B(u, St):

B(u, St+1) = B(u, St)− 2p(u, v∗) (1− ρ(u, St)− p(u, v∗)) . (3.16)

Finally, using Equations (3.14) and (3.16) and algebraic manipulations, we can express
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FNI(St+1) as follows:

FNI(St+1) =
∑
u∈V

x(u)

(
B(u, St)

1− ρ(u, St+1)
− 2p(u, v∗)

)

Thus, if we store B(u, St) and ρ(u, St) at iteration t, then evaluating Equation (3.17)

at iteration t+ 1 takes only O(|V |) numerical operations.

For all iterations but the first one, the above sequence of rewrites enables us

to achieve a speedup from O(|V ||E|) to O(|V |2) numerical operations per iteration.

For the first iteration, initializing the auxiliary quantities B(u, ∅), u ∈ V , still takes

O(|E|). With this book-keeping, the running time of NodeGreedy is reduced from

O(k|V ||E|) to O(|E| + k|V |2) = O(k|V |2|). Note also that NodeGreedy is amenable

to parallelization, as, given the auxiliary quantities from the previous step, we can

compute the objective function independently for each candidate node.

3.4 Algorithms for Edge-Monitoring

Whereas NodeItems (Problem 2) seeks k nodes to optimize expected uncertainty,

EdgeTransitions seeks k edges.

Problem 3 (Edge-Monitoring). Given G = (V,E), transition matrix P, initial

distribution of items to nodes x and integer k, find S ⊆ V such that |S| = k such

that FET (S) (Equation (3.9)) is minimized.

We provide two polynomial-time algorithms to solve the problem, namely EdgeDP

and EdgeGreedy. For the former, we can also prove that it is optimal, and thus

Problem 3 is solvable in polynomial time.

3.4.1 The EdgeDP Algorithm

EdgeDP is a dynamic-programming algorithm that selects edges in two steps: first,

it sorts the outgoing edges of each node in decreasing order of transition probability,
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thus creating |V | = n corresponding lists; secondly, it combines top edges from each

list to select a total of k edges.

In more detail, let SOLi(k) be the cost of an optimal solution for the special case

of a budget of k edges allocated among outgoing edges of nodes Vi: = {i, i+1, . . . , n}.

According to this notational convention, the cost of an optimal solution Dopt for the

problem is given by SOL1(k). Moreover, considering Equation (3.9), let Fi be the

function that corresponds to the (outer) summation term for node i

Fi(D) = x′′(i)
∑

e(i→v)∈E\D

p′′(i, v) (1− p′′(i, v)) (3.17)

(under the auxilliary definitions of Equations (3.10) and (3.11)) and ISOLi(m) its

optimal value when D contains no more than m ≤ k outgoing edges from node i. Let

also Dm
i be a subset of k outgoing edges of i with the highest transition probabilities.

It can be shown that the optimal value for Fi(D) is achieved for the edges Dm
i with

highest transition probability.

Lemma 2. With choice restricted among the outgoing edges of a node, the optimal

objective value in the EdgeTransitions setting is obtained for the edges of highest

transition probability.

ISOLi(m) = Fi(D
m
i )

Proof Sketch. The optimization function is proportional to the following quantity:

f(E) ∝
∑

i∈Du(E)

pi −
∑

i∈Du(E) p
2
i∑

i∈Du(E) pi
(3.18)

where Du(E) are the remaining (i.e., non-queried) outgoing edges of parent-node u.

Consider two sets of edges E0, E1 ⊆ κ(u) of the same size, all outgoing from

a single parent-node u, that differ only at one element. The probabilities of the

corresponding sets of remaining edges are:

Du(E0) : {p0} ∪ C; Du(E1) : {p1} ∪ C (3.19)
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where p0, p1 6∈ C, and without loss of generality p0 ≤ p1.

Let S =
∑

i∈C pi and SS =
∑

i∈C p
2
i . We take the difference of the optimization

functions for the two sets E0 and E1.

f(E0)− f(E1) ∝ p0 − p1 −
∑

i∈Du(E0) p
2
i∑

i∈Du(E0) pi
+

∑
i∈Du(E1) p

2
i∑

i∈Du(E1) pi

∝ −(p1 − p0)
SS + S2

(S + p0)(S + p1)
≤ 0.

The above shows that selecting the set of edges so that the remaining edges are

associated with smaller probabilities leads to lower (better) values of the optimization

function.

Having the outgoing edges of i sorted by transition probability, we can compute

ISOLi(m) for all m = 0 . . . k. The dynamic programming equation is:

SOLi(k) = arg min
0≤m≤k

{ISOLi(m) + SOLi+1(k −m)} (3.20)

EdgeDP essentially computes and keeps in memory ‖V ‖× (k+ 1) values according to

Equation(3.20) and is described in Algorithm 1.

ALGORITHM 1: Dynamic programming for the EdgeTransitions vari-
ant.

Input: k
Output: SOL: Dynamic programming array

1 Initialize empty array SOL‖V ‖×(k+1);
2 for i = ‖V ‖ · · · 1
3 for k′ = 0 · · · k
4 SOL[i, k′] := arg min0≤ki≤k′{ISOLi(ki) + SOL[i+ 1, k′ − ki]}}
5 return SOL;

Theorem 2. EdgeDP is optimal for the EdgeTransitions variant of the Markov

Chain Monitoring problem.

Proof. The proof follows from Lemma 2 and by construction of the dynamic pro-

gramming algorithm (Equation (3.20)).
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Running time

EdgeDP computes k × |V | values. For each value to be computed, up to O(k) nu-

merical operations are performed. Therefore, EdgeDP runs in O(k2|V |) operations.

Backtracking to retrieve the optimal solution requires at most equal number of steps,

so it does not increase the asymptotic running time.

3.4.2 The EdgeGreedy Algorithm

EdgeGreedy is a natural greedy algorithm that selects k edges in an equal number of

steps, in each step selecting one more edge to minimize FET . EdgeGreedy is described

in Algorithm 2.

ALGORITHM 2: Greedy algorithm for the EdgeTransitions variant.

Input: k
Output: ResultEdges: Set of selected edges

1 ResultEdges = {}
2 for i = 1 · · · k
3 Select e ∈ E := arg minFET (ResultEdges ∪ {e})
4 ResultEdges := ResultEdges ∪ {e};
5 E := E \ {e};
6 return ResultEdges;

In all our experiments the output of EdgeGreedy is the same as that of the optimal

EdgeDP algorithm. However, we do not have a proof that the former is also optimal.

We leave this as a problem for future work.

Running time

Following Equation (3.9), to select k edges, EdgeGreedy invokes up to k × O(|E|)

evaluations of FET . As we discussed for NodeGreedy, if the evaluation of the objec-

tive function is naively implemented with a double summation, the running time of

EdgeGreedy is O(k|E||V |2) numerical operations. If the objective function is imple-
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mented as a summation over edges, the running time improves to O(k|E|2). Further-

more, following the observations similar to those we saw for NodeGreedy, the running

time of EdgeGreedy becomes O(|E|+ k|E|) = O(k|E|).

We notice that EdgeDP has better performance than EdgeGreedy for dense graphs

(|E| u |V |2) and small k. Moreover, as with NodeGreedy, EdgeGreedy is amenable

to parallelization - the new value of the objective function can be computed in inde-

pendently for each candidate edge.

3.5 Data and Experiments

In this section, we describe the results of our experimental evaluation using real and

synthetic data. The results demonstrate that our methods perform better than other

baseline methods with respect to our objective function. Moreover, using the bike-

sharing network of Boston, we provide anecdotal evidence that our methods pick

meaningful nodes to monitor.

3.5.1 Experimental Setup

Let us first describe the experimental setup, i.e., the datasets and baseline algorithms

used for evaluation.

Graph datasets

We use the following graphs to define Markov chains for our experiments.

• AS graphs: The AS is a graph that contains information about traffic between

Autonomous Systems of the Internet. An Autonomous System (AS) is a set

of IP addresses, typically characterized by their common prefix and belonging

to a single internet provider or large organization. The dataset was retrieved

through the Stanford Large Network Dataset Collection (SNAP) [49]. We ex-

perimented with three snapshots of the Autonomous Systems communication
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graphs between the years 1997–2000. Here we demonstrate results for one of the

snapshots (1999-2000), as we did not find a significant difference among them.

The AS graph contains one node for each AS. Moreover, for every pair of nodes

with internet traffic between them, we place two directed edges between the

nodes, one in each direction. To create an instance of the transition matrix, we

assign equal probabilities to the outgoing edges of each node.

• Grid graphs: The Grid graphs are planar, bi-directed grid graphs, where each

node has in- and out-degree 4 (with the exception of border nodes).

• Geo graphs: The Geo graphs are bi-directed geographic graphs. They are gen-

erated as follows: each node is placed randomly within a unit square on the

two-dimensional Euclidean plane. Subsequently, pairs of nodes are connected

with directed edges in both directions if their euclidean distance is below a

pre-defined threshold ds = 0.01.

• BA graphs: The BA graphs are generated according to the Barabasi-Albert

model. According to the model, nodes are added to the graph incrementally

one after the other, each of them with outgoing edges to m existing nodes se-

lected via preferential attachment. Here we show results for m = 3, but they

are similar for other values m.

Similar to the methodology of Gionis et al. [33], the Grid, Geo and BA graphs

provide us with different varieties of synthetic graphs to explore the performance of

our methods. While the AS and Grid graphs are included to capture the network and

city-wide traffic applications, the Geo and BA graphs are motivated from applications

in understanding the spread of an influence or an outbreak.
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Item distributions

While the graph datasets described above provide us with illustrative graph structures

underneath the Markov Chain, they are not naturally associated with a wide varity

of item distributions relevant to our problem. Hence, for each of the aforementioned

graphs, we generate an initial distribution of items x according to one of the following

four schemes.

• Ego: Items are assigned in two steps. Firstly, one node is selected uniformly at

random among all nodes. Secondly, 70% of items are assigned randomly to the

neighbors of the selected node (including the selected node itself). Finally, the

remaining items are distributed randomly to the nodes outside the neighborhood

of the selected node.

• Uniform: Each node is assigned the same number of items.

• Direct: The number of items on each node is directly proportional to its out-

degree. Note that items are distributed in a deterministic manner.

• Inverse: The number of items on each node is assigned deterministically to be

inversely proportional to its out-degree.

Now each graph described above is combined with each item-distribution scheme.

As a result, we obtain datasets of the form G-X, where G is any of AS, Grid, Geo and

BA and X is any of the Ego, Uniform, Direct and Inverse. For simplicity, we perform

experiments over a single fixed instantiation of all the datasets generated above.

The Hubway dataset

Hubway (now rebranded as BlueBikes) is a bike-sharing system in the Boston metro

area, with a fleet of over 1000 bikes and over 100 stations where users can pick up or



36

drop off bikes. Whenever a user picks up a bike from a Hubway station, the system

records basic information about the trip, such as the pick-up and drop-off station

and the corresponding pick-up and drop-off times. Moreover, the data contain the

number of available bikes at each Hubway station every minute. The dataset was

made publicly available by Hubway for its Data Visualization Challenge1.

Using the dataset, we create instances of the problems we consider as follows.

Firstly, we create a complete graph by representing each station with one node in

the graph and considering all possible edges between them. Next, we consider a time

interval (ts, te) and the bikes that are located at each station (node). Representing

bikes as items in our setting, we assign a transition probability p(u, v) between nodes

u and v by considering the total number nu of bikes at station u at start time ts and,

among these bikes, the number nuv of them that were located at station v at end time

te. We then set p(u, v) = nuv/nu and ignore edges with zero transition probability.

We experimented with a large number of such instances for different intervals

(ts, te), with a moderate length of 2 hours, to capture real-life transitions from one

node to another. For the experiments presented in the chapter, we use a fixed instance

for the interval between 10 am and 12 pm on April 1st, 2012. In this interval, we

consider 61 stations with at least one trip starting or ending at each. We refer to the

dataset so constructed as the Hubway dataset.

Baseline algorithms

To the best of our knowledge, we are the first to tackle the prolem of Markov

Chain Monitoring. However, in order to assess the performance of our proposed

algorithms for the Node-Monitoring and Edge-Monitoring problem variants,

we compare it to that of well-known baseline algorithms targeting similar centrality-

based objectives. Below, we describe the respective baselines for the two variants of

1http://hubwaydatachallenge.org/
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the problem.

Baselines for Node-Monitoring

For a budget k, the following baselines return a set of k nodes with highest value for

the respective measure:

• In-Degree: number of incoming edges;

• In-Probability: total probability of incoming edges;

• Node-Betweenness: as defined in [7, 22, 73];

• Closeness: as defined in [75];

• Node-NumItems: number of items before transition;

Baselines for Edge-Monitoring

For a budget k, the following baselines return a set of k edges with highest value for

the respective measure:

• Edge-Betweenness: as defined in [7, 22, 73];

• Edge-NumItems: expected number of items to transition over the edge;

• Probability: transition probability of the edge.

Henceforth, the baseline and the variants are deterined by context.



38

Graph Item Distribution r(NodeGreedy) r(Node− Baseline∗) r(EdgeGreedy) r(Edge− Baseline∗)

AS

Ego 0.06 0.24 0.14 0.15
Direct 0.66 0.67 0.99 0.99
Uniform 0.38 0.40 0.97 0.99
Inverse 0.38 0.40 0.97 0.99

Geo

Ego 0.00 0.06 0.01 0.02
Direct 0.00 0.06 0.20 0.65
Uniform 0.00 0.06 0.15 0.65
Inverse 0.00 0.07 0.15 0.65

Grid

Ego 0.27 0.27 0.29 0.29
Direct 0.92 0.92 0.98 0.98
Uniform 0.92 0.92 0.98 0.98
Inverse 0.92 0.92 0.98 0.98

BA

Ego 0.18 0.56 0.26 0.26
Direct 0.71 0.71 0.99 0.99
Uniform 0.63 0.63 0.98 0.98
Inverse 0.63 0.63 0.98 0.98

Table 3.1: Comparison of greedy algorithms with the best-performing baseline (Node− Baseline∗ and
Edge− Baseline∗) for k = 50. For a given pair of graph and item-distribution scheme, r(A) expresses the
ratio of the expected uncertainty that algorithm A achieves with k = 50 monitoring operations over the
initial uncertainty F0 (for k = 0). Note that the best-performing baseline is different for different rows of
the table.
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Figure 3·1: Node-Monitoring on Hubway data; y-axis: expected
uncertainty, x-axis: number of monitored nodes or edges.

3.5.2 Experimental Results

In this section, we report the performance of algorithms for the Markov Chain

Monitoring problem - first on the graph datasets, combined with item distribution

schemes; then on the Hubway dataset. As objective we always use the expected

uncertainty achieved for a given budget k of nodes or edges – the smaller its value,

the better the performance of the algorithm. While EdgeDP always provides same

solution as that of EdgeGreedy, it compares unfavorably in terms of runtime. Hence,

we do not report its statistics separately.

We provide the results for the graph datasets in Table 3.1. In all these experiments

we use k = 50. Moreover, r(A) is the ratio of the achieved objective value (for

k = 50) over the initial value F0 of the measure (for no monitoring operations, i.e.,

k = 0). The table shows four quantities for every graph-item distribution pair: r(A)

for A = {NodeGreedy, Node-Baseline∗, EdgeGreedy, Edge-Baseline∗ }. Note that

Node-Baseline∗ (resp. Edge-Baseline∗) refers to the baseline algorithm with the
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Figure 3·2: Edge-Monitoring on Hubway data; y-axis: expected
uncertainty, x-axis: number of monitored nodes or edges.

best performance. For every algorithm A, r(A) ∈ [0, 1] and the smaller the value of

r(A) the better the performance of the algorithm.

From the table, we observe that for the AS dataset, NodeGreedy significantly out-

performs the best baseline for the Ego item distribution, while performing marginally

better for other item distributions. The value of r(EdgeGreedy) is only slightly less

than the best baselines across all the configurations. However, we observe that there

is no baseline which performs uniformly the best across different item distributions.

For example, Edge-Betweenness is the best baseline for Direct item distribution, the

Edge-NumItems for Ego, while they both perform worse than even randomly chosen

edges for Uniform and Inverse item distributions. Notably, for the Geo graphs, the

greedy algorithms significantly outperform the baselines

For the Grid graphs, the baselines perform exactly the same as our algorithms.

This can be explained by the nature of the Grid graph, where all the nodes except

the ones on the boundary are similar to each other, thereby rendering the Direct,

Uniform and Inverse item distributions very similar to each other. For the Ego dis-
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tribution, the greedy algorithms perform marginally better than the baselines. Again,

there is no baseline which performs uniformly the best. Similar is our explanation for

the results on BA graphs as in these graphs most of the nodes have almost the same

(small) degrees too.

Figure 3·3 shows the performance of the NodeGreedy algorithm for the the Geo

graphs, with each plot corresponding to a different item distribution schemes. Observe

that NodeGreedy significantly outperforms all other baselines, which capture different

semantics of centrality. In particular, we observe that NodeGreedy achieves zero or

near-zero expected uncertainty with a small fraction of selected nodes compared to

baselines. Among the baselines, Closeness performs second-best in many cases, while

In-Degree performs as well as Closeness for small k.

Similarly, Figure 3·4 shows the performance of the different algorithms for the

Edge-Monitoring and the Geo graphs, for all possible item-distribution schemes.

As before, we observe that EdgeGreedy outperforms the baselines in all cases. We

notice also that the pattern of performance differs somewhat for the case of Ego

item distribution. With the exception of one baseline (Probability), all algorithms

achieve steep decline in expected uncertainty for small value of k - EdgeGreedy per-

forms best, but baselines are competitive. However, for larger k, the performance of

baselines does not keep up with that of EdgeGreedy. We believe that this is can be

explained as follows: the first edges selected by baselines are either central in terms

of graph structure – and therefore near the part of the graph with high concentration

of items (Edge-Betweenness) – or directly in the area of the graph with many items

(Edge-NumItems). In terms of reducing expected uncertainty, this is beneficial at

first. However, these baselines as they do not optimize our objective are not able to

continue reducing the expected uncertainty with their subsequent selections.

Figure 3·5 and Figure 3·6 show the performance of the greedy algorithms on
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the Node-Monitoring and the Edge-Monitoring problems respectively. We

observe that both the NodeGreedy and the EdgeGreedy algorithms are consistently

the best when compared to the baselines. However, k = 50 represents about 1% of

the total edges in the graph, hence their monitoring does not decrease the uncertainty

significantly. While experiments with larger values of k are prohibitive due to time

complexity of the EdgeGreedy algorithm, we postulate that the greedy algorithm will

still continue outperforming the baselines.

Figures 3·7 and 3·8 provide a similar comparison for the different configurations

of the BA graph. The greedy algorithms provide marginal benefits or perform on par

with competitive baselines. On the BA graphs, for Direct, Uniform and Inverse

item distributions, some baselines perform exactly the same as the greedy algorithms

for relatively small number of monitoring operations i.e., k = 50. Lastly, we observe

similar trends in case of the Grid graphs as evident in Figures 3·9 and 3·10. It should

be noted that there is no baseline method that provides a consistently competitive

performance with the greedy algorithms across all different configurations described

above.
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Figure 3·3: Node-Monitoring Geo dataset; y-axis expected uncertainty, x-axis: number of monitored
nodes (k).
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Figure 3·4: Edge-Monitoring Geo dataset; y-axis expected uncertainty, x-axis: number of monitored
edges (k).
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Figure 3·5: Node-Monitoring AS dataset; y-axis expected uncertainty, x-axis: number of monitored
nodes (k).

Ego Direct Uniform Inverse

0 10 20 30 40 50 0 10 20 30 40 50 0 10 20 30 40 50 0 10 20 30 40 50

1000

1010

1000

1010

2155

2160

2165

750

1000

1250

1500

1750

k

F E
T(

D
)

Edge−Betweenness Edge−NumItems Probability EdgeGreedy

Figure 3·6: Edge-Monitoring AS dataset; y-axis expected uncertainty, x-axis: number of monitored
edges (k).
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Figure 3·7: Node-Monitoring BA dataset; y-axis expected uncertainty, x-axis: number of monitored
nodes (k).
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Figure 3·8: Edge-Monitoring BA dataset; y-axis expected uncertainty, x-axis: number of monitored
edges (k).
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Figure 3·9: Node-Monitoring Grid dataset; y-axis expected uncertainty, x-axis: number of monitored
nodes (k).
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Figure 3·11: Hubway dataset. IDs of stations picked as a solution
to Node-Monitoring for k = 5; 33: Kenmore Sq., 36: Copley
Sq./Boston Public Library, 41: Packard’s Corner, 42: Boston Public
Garden, 52: Newbury Street.

Experiments with Hubway data

In our last experiment, we explore the performance of our algorithms on the Hubway

dataset. From Figure 3·1 and Figure 3·2 we observe that the NodeGreedy and

EdgeGreedy algorithms are consistently the best at reducing expected uncertainty,

although the baselines are competitive on the relatively smaller graph. In Figure

3·11, we plot the Hubway stations across Boston chosen by the NodeGreedy algo-

rithm with k = 5. The nodes chosen by the algorithm are supported by the anecdotal

evidence of being exactly some of the of the most popular landmarks around the city.

While Boston Public Garden, Boston Public Library, and Newbury Street are im-

portant landmark locations near downtown Boston, Kenmore Square and Packard’s

Corner are busy intersections near Boston University. In Figure 3·12, we plot the pairs

of Hubway stations across Boston chosen by the EdgeGreedy algorithm for k = 10.

Anecdotally, it is should be noted that chosen source–destination pairs connect sta-

tions that are not otherwise well connected by subway. From a managerial perspective,

tracking the number of trips starting or ending at these Hubway stations can help
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Figure 3·12: Hubway dataset. Pairs of Boston stations picked as solu-
tion to Edge-Monitoring for k = 10.

the operators better reduce the expected uncertainty around the expected number

of bikes available at its different stations and anticipate future bike “re-balancing” 2

operations.

Running times

For all our experiments we use a single process implementation of our algorithms on a

24-core 2.9GHz Intel Xeon E5 processor with 512GB memory. For the largest graph

in our experiments, the parallelized version of the NodeGreedy takes about 5 − 10

seconds per selected node, while the parallelized version of EdgeGreedy takes about

1 minute per selected edge.

Discussion

Our experiments show that NodeGreedy and EdgeGreedy consistently perform better

than or on par with other popular baseline methods. Also, for graphs with rela-

2https://www.citylab.com/transportation/2014/08/balancing-bike-share-stations-has-become-a-
serious-scientific-endeavor/379188/
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tively large number of nodes, the solutions to the Node-Monitoring problem are

more effective at reducing the expected uncertainty than the solutions to the Edge-

Monitoring problem for the same number of node (resp. edge) monitors. This is

especially important considering our analysis from Section 3.3 and 3.4 which show that

the NodeGreedy algorithm has a better time complexity compared to the EdgeGreedy

for dense graphs.

Chapter Summary

In this chapter, we introduced the problem of Markov Chain Monitoring, a

problem of both theoretical and practical interest in the operations of an MoD sys-

tem. Given an initial distribution of fleet vehicles over the graph representation of a

city in the form of a Markov chain, we aim to perform a limited number of monitor-

ing operations in order to minimize the uncertainty around the fleet distribution in

future steps. We studied variants of this problem and proposed efficient algorithms

to solve them. We rigorously evaluated these algorithms on various real and syn-

thetic datasets. Finally, we showcased its use on a dataset from the bike-sharing

MoD system, Hubway, from the city of Boston.
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Chapter 4

Driver Revenue Maximization

The proliferation of on-demand ride-hailing platforms like Lyft and Uber has begun

to fundamentally change the nature of urban transit. In the last two years alone,

the number of daily trips using ride-hailing platforms like Uber and Lyft in New

York City has grown five-fold, to about 350,000 trips per day. Today, over 65,000

drivers drive on the streets of New York City as Uber or Lyft drivers. The explosive

growth of these ride-hailing platforms has motivated a wide array of questions for

academic research at the intersection of computer science and economics, ranging

from the design of effective pricing mechanisms, to equilibrium analysis, to the design

of reputation management systems for drivers, to algorithms for matching drivers

with customers, as we discuss in our related work section.

While these studies consider the study of ride-hailing platforms holistically, little

work has been done on optimizing strategies for individual drivers. Nevertheless, the

challenge of how to maximize one’s individual earnings as a driver for a ride-hailing

platform like Uber or Lyft is a pressing question that millions of micro-entrepreneurs

across the world now face. Anecdotally, many drivers spend a great deal of time

strategizing about where and when to drive. However, drivers today are self-taught,

using heuristics of their own devising or learning from one another, and employ rela-

tively simple analytics dashboards such as SherpaShare. Indeed, rumors suggest that

some drivers even collude in attempts to induce spikes in surge prices that they can

then exploit. But in terms of concrete guidance, to date, there are only articles in
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the popular press and on blogs that offer (often contradictory) advice to ride-hailing

drivers on how to maximize their earnings [36, 38, 83].

In this chapter, we formalize the problem of devising a driver strategy to maximize

expected earnings and describe a series of dynamic programming algorithms to solve

this problem under different sets of modeled actions available to the drivers. Our

strategies take as input a detailed model of city-level data that constitutes a fine-

grained weekly projection of forecasted demand for rides, comprising predicted spa-

tiotemporal distributions of source-destination pairs, driver payments, transit times,

and surge multipliers. The optimization framework we propose not only produces

contingency plans in the form of highly optimized driving schedules and real-time

in-course corrections to drivers, but also enables us to rigorously reason about and

analyze the sensitivity of our output results to perturbations in the input data. Thus,

we can justify the proposed strategies even under an uncertainty level in the collected

data and the data model itself.

We then exemplify our results with a large-scale simulation of driving for Uber

in New York City. For this simulation, we assemble a new dataset that uses both

the publicly available New York City taxi rides dataset 1 as well as calls to the

Uber API. From the former, we obtain information about over 200,000 taxi rides

that occurred between different New York City zones. From the latter, we obtain

representative pricing and traffic-time information for those trips, were they to reoccur

on Uber. From this dataset, we construct a mathematical model to produce input

to our algorithms. However, we view the dataset to be of independent interest that

could subsequently be used for a multitude of other studies.

Our experiments with our methods on this dataset demonstrate the following

findings. Being strategic about the areas they focus on picking up riders and the times

they work, drivers can significantly increase their income, sometimes by as much as

1http://www.nyc.gov/html/tlc/html/about/trip record data.shtml

http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml
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1.5x, when compared to a naive optimization strategy. Moreover, we show that a

pronounced difference between earnings holds even when there is large uncertainty in

the input data. We argue that our results are therefore not purely an artifact of the

New York City dataset we employ, but also have high potential to generalize. Finally,

our experiments show that naively chasing surging prices does not typically lead to

significant earnings gains, but it can actually introduce large opportunity costs, as

drivers waste time driving to subsiding surges.

Chapter Organization

The rest of the chapter is organized as follows. We begin by discussing the problem

setup in Section 4.1. Based on the assumptions discussed in Section 4.1, we formulate

various strategic driver strategies in Section 4.2. Sections 4.3-4.4 are devoted to

developing robust optimization techniques to evaluate the impact of perturbations

in input data. Finally, Section 4.5 starts by discussing the data collection and pre-

processing strategies and follows it up with a rigorous evaluation of the proposed

driver revenue maximization strategies.

4.1 Problem Setup

In this section, we describe the basics of our problem setup and provide the necessary

notation.

4.1.1 Modeling the City

Throughout the chapter, we will assume that a city is divided into non-overlapping

set of zones denoted by X , and time t runs in discrete time steps. We represent a

city in the form of a complete weighted directed graph G = (X , E) with |X | = n and

|E| =
(
n
2

)
edges, where the edge weight on edge e(i→ j) corresponds to the likelihood

of a driver currently at location i receiving a ride request to location j. Additionally,



53

each edge is associated with a travel time τ(i, j), a travel cost, and a reward r(i, j).

In the general formulation of our problem, all of these edge attributes are time-

varying, e.g., the rewards would vary with t as rt(i, j), but to avoid excess notation,

we drop those superscripts in our following discussion of models and algorithms, and

reintroduce them only in our experiments in Section 4.5. These attributes of a city,

which we use as an input to our solver, are specified as follows:

Empirical transition matrix (F)

Every edge e(i → j) ∈ E is associated with a transition probability f(i, j) ∈ [0, 1]

such that
∑

j∈X f(i, j) = 1, ∀i ∈ X .

Since the entries of F correspond to probabilities, the weights give rise to a Markov

chain with a transition matrix F – where each entry f(i, j) denotes the probability

of a passenger in zone i traveling to zone j. As we disallow trips within the same

zone in our model (an assumption which could be relaxed), we let f(i, i) denote the

probability of a driver not finding a passenger in zone i at a given time step.

Travel time matrix (T)

Every edge e(i→ j) ∈ E is also associated with τ(i, j) > 0, the travel time of a ride

from zone i to zone j. These weights give us a travel time matrix T with entries

τ(i, j).

Rewards matrix (R)

Every edge e(i→ j) ∈ E is also associated with a real valued reward r(i, j) denoting

the net reward for a driver delivering a passenger from zone i to zone j. The net

rewards include the driver’s share of earnings from a passenger minus the sundry

costs like gas, vehicle depreciation, etc. Since these earnings and costs vary with

mileage and transit time, each entry in the rewards matrix R is of the form r(i, j) =
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earnings(i, j) - cost(i, j).

Again, in general, all of the input matrices: F, T and R, are time-dependent, i.e.,

their entries could change throughout the day

4.1.2 Modeling the Driver

Our model assumes that each driver comes with a maximum work budget of B time

units, during which the driver can pick up passengers. Depending on the specific

setting, the driver can work B time units consecutively or split them over a finite

horizon of N time units, where N ≥ B. As an example, a driver seeking to optimize

an 8 hour work day over a 24 hour day at a ten-minute decision granularity (at most

six decisions per hour), will have B = 48 and N = 144.

Home zone (i0)

Each driver has a unique home zone denoted by i0 ∈ X . We always assume that each

driver starts from their home zone and returns to it at the end of each of their shifts.

Driver actions (A)

In a driver strategy, whenever faced with a choice regarding their next decision, a

driver has n+ 2 possible actions to choose from:

• Get Passenger (a0): Wait for a passenger in the current zone.

• Go Home (a1): Log out of the on-demand ride service, relocate to the home

zone (if needed) and stop working. This action does not consume the driver’s

budget.

• Relocate (a2(j)): Relocate to city zone j. This action consumes the driver’s

budget.
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Driver policy (π)

A driver policy is a sequence of time and location-dependent actions taken by a driver

at different steps of the strategy. As the total number of actions taken by a driver

while exhausting the budget B depends on the actual actions, the length of a driver

policy π varies.

Each time and location dependent action in π, denoted by a, can be expressed in

form of a 3-tuple – (̂i, t̂, â) where â ∈ A refers to actual action, î ∈ X is the zone at

which action was taken and t̂ ≤ N is the time at which the action was taken. Finally,

we use Π to denote the set of all possible policies.

4.1.3 Computing Driver Earnings

In this section, we describe the computation of the expected earnings of a driver who

at a specific time t is in zone i and takes action a. We denote this by E(i, t, a) and

depending on the action a it is computed as follows.

• For action a0 (Get Passenger), taken inside zone i at time t, the action earnings

function is calculated as an expectation over possible rides,

E(i, t, a0) = Fi • Ri (4.1)

where Fi and Ri denote the i-th rows of F and R respectively.

• For action a1 (Go Home), taken inside zone i at time t, the action earnings

function is simply

E(i, t, a1) = −cost(i, i0) (4.2)

where we incur a negative reward due to the absence of a paying customer.

• Action a2(j) (Relocate), taken inside zone i at time t, takes the driver to zone
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j 6= i. Therefore, the action earnings function is

E(i, t, a2(j)) = −cost(i, j) (4.3)

where the driver again incurs a negative reward due to the absence of a paying

customer.

4.1.4 Problem Statement

Given input specification matrices F, T and R, as well as the driver’s budget B, the

total expected earnings of the driver with policy π is:

E(π,F,T,R, B) =
∑

(̂i,t̂,â)∈π

E (̂i, t̂, â), (4.4)

where E (̂i, t̂, â) is computed using the Equations (4.1), (4.2) and (4.3).

As we seek to maximize the total expected earnings of the driver, we aim to solve

the following optimization problem.

Problem 4 (MaxEarnings). Given sets of time-evolving F, T and R, as well as

the driver’s budget B, find a π∗ such that:

π∗ = arg max
π∈Π

E(π,F,T,R, B).

4.2 Driver Strategies

We now describe the different driver strategies, which are defined based on the set of

actions A at the driver’s disposal. We also show how to optimally solve the Max-

Earnings problem in polynomial time for different sets A.

For the rest of the section, we will denote by Φ(i, b, t) the total expected future

earnings of a driver who is in zone i at time t with budget b time units remaining.

Hence, the total expected earnings of a driver can be expressed as Φ(i0, B,N).
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If a driver at zone i at time t with b budget units remaining either takes a passenger

ride to zone j or relocates to zone j, that trip ends at time t′ = t + τ t(i, j) with

remaining budget b′ = b−τ t(i, j). The total expected future earnings at that point for

the driver is: Φ(j, b′, t′). Let v(i, b, t) denotes the vector of such cumulative earnings

across different zones j induced when a driver takes an a0 action i.e., v(i, b, t) =[
Φ(j, b′, t′)

]
j∈X .

We now define the driver strategies as well as the solutions to the instances of the

MaxEarnings problem they induce.

The flexible-relocation strategy

This is the most general strategy where a driver has complete freedom for choices

regarding work schedule as well relocation to different zones. Specifically, a driver

has a budget constraint of B time units to be consumed over a finite horizon N time

units. An idle driver in zone i following this strategy has following set of available

choices,

A = {a0, a1} ∪ {a2(j)|∀j ∈ X , j 6= i} (4.5)

Note that we restrict the Relocate actions to ones which do not result in t ≥ N or

b < 0.

A driver following the flexible-relocation strategy chooses the action that maxi-

mizes total expected earnings. For this strategy, the solution to the MaxEarnings

problem can be found by the following dynamic programming (DP) recurrence:

Φ(i, b, t) = max
a∈A


Fi(Ri + v(i, b, t)), if a = a0

−cost(i, i0) + Φ(i0, b, t
′), if a = a1

maxj{−cost(i, j) + Φ(j, b′, t′)}, if a = a2(j)

(4.6)

Each of the O(nNB) entries in the output of this dynamic program involves consid-
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eration of at most O(n) actions. Hence, the solution to the MaxEarnings problem

can be found in O(n2NB) time.

Other strategies

In addition to the general flexible-relocation strategy, we also consider the following

three special cases to model other plausible strategies of ride-hailing drivers: the

naive, the relocation and the flexible strategies.

In the naive strategy, a driver performs a random walk over the city on weekdays

from 9AM - 5PM, with locations dictated exclusively by the passengers picked up. At

the end of every passenger ride, the driver waits in the current zone for next passenger

pickup. Hence, the only allowable action is Get Passenger.

In the relocation strategy, an idle driver in zone i has two choices: Get Passenger

and Relocate. Hence, the set of allowable actions for a driver contains n different

actions, one of which is Get Passenger and (n − 1) Relocate actions, one for each

different city zone. Thus: A = {a0} ∪ {a2(j)|∀j ∈ X , j 6= i}. We remove from

consideration the zones where relocating exhausts the budget or where t ≥ N .

In the flexible strategy, a driver has the flexibility to decide working times, mod-

eling a driver who uses heuristics to decide the most profitable times to work. As a

result, we impose an additional constraint of a working time budget B that a driver

can split over a finite horizon of N time units. Thus, this strategy aims to figure

out an optimal in-expectation work schedule for the driver. At any stage, a driver

can log out of the on-demand ride service and return to home zone. Hence, the set

of allowable actions for a driver contains 2 different actions, Get Passenger and Go

Home. Thus: A = {a0, a1}. It is common for drivers to structure their day around a

desired target earning, rather than a time budget. The flexible strategy also naturally

computes a schedule that minimizes working time required for achieving the desired

target earning.
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Solving MaxEarnings for the naive, the relocation and the flexible strategies

can be done by streamlined versions of the DP presented in Equation (4.6).

4.3 Maximizing Earnings under Uncertainty

The primary source of variability in the input of the MaxEarnings problem is the

set of empirical transition matrices F. In a typical application, we expect that predic-

tive models would be employed to generate estimates of these matrices based upon

observations from historical data (as we do in our own experiments). Empirically

observed transition matrices may suffer from estimation errors due to the presence

of external confounding factors (e.g., weather, special events inside the city) while

gathering the data. As a result, the dynamic programming solution to MaxEarn-

ings may also be sensitive to the transition probabilities. In this section, we address

the question of how the results of the solutions we described in the previous section

change under the assumption that there is some uncertainty (and thus noise) in the

underlying empirical transition matrices we use as part of our input.

Concretely, we now assume that the empirical transition matrix (F) is generated

from an underlying traffic matrix, or count matrix, recording trips between locations

i and j.

Count matrix (C)

Every edge e(i → j) ∈ E is associated with an integer-valued weight c(i, j) that

denotes the number of requests at zone i that had node j as their destination. Then,

we compute frequencies f(i, j) = c(i,j)∑
k c(i,k)

, for all outbound trips from i.

With this, we now describe how to quantify uncertainty in the rows of F (and the

underlying C, by construction). This will enable us to modify the MaxEarnings

into the RobustEarnings problem following ideas developed by [65].
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4.3.1 Modeling Uncertainty

We now assume that there is an underlying true transition matrix P, and the question

we explore is our confidence that the C we observe is actually generated by the true

transition matrix P. As before, both P and C are clearly time-dependent in practice,

but for ease of exposition, we ignore the time-dependency aspect of the problem here.

We consider each row of the true transition matrix and the count matrix sepa-

rately; let p and c denote any particular row of P and C respectively.

Following the ideas of Kullback et al. [45], we have a discriminatory random vari-

able 2Î, which follows a χ2 distribution with (n−1) degrees of freedom. Heuristically,

2Î can be considered as a measure of the “divergence” of c from p. Thus, for c to be

in the (1− α) (or 100(1− α)%) confidence interval of p, we need:

Fχ2
n−1

[
2Î
]

= Fχ2
n−1

[
2

n∑
i=1

c(i) log c(i)− 2n log n− 2
n∑
i=1

c(i) log p(i)

]
= 1− α,

where p(i) (resp. c(i)) is the i-th element of vector p (resp. c). In the above equation,

α quantifies the uncertainty that one can tolerate and is an upper bound on what

one believes actually exists in the set of observations p. Thus, we call α the input

uncertainty level.

By setting βmax =
∑n

i=1 c(i) log c(i), we get

n∑
i=1

c(i) log p(i) ≥
2(βmax − n log n)− F−1

χ2
n−1

(1− α)

2
, (4.7)

where F−1
χ2
n−1

is the inverse of the χ2 cdf. In other words, for all vectors p for which

Equation (4.7) is satisfied, c is within the (1− α)-confidence interval of p.

Thus given C and α, we define the α-feasible matrices Pα to be the set of true

transition matrices such that for every matrix P in Pα and every row p of P, Equa-
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tion (4.7) is satisfied.

4.3.2 The RobustEarnings Problem

Our approach is to compute the worst-case total expected earnings for a driver, by

finding the P among all matrices in Pα such that the total expected earnings of the

driver are minimized. This quantifies the worst-case difference between the earnings

computed as a solution to the MaxEarnings and the worst-case earnings of the

driver, given bounded uncertainty α. We formalized this as the following problem

definition:

Problem 5 (RobustEarnings). Given sets of time evolving C, T and R, the

driver’s budget B and input uncertainty level α, find π̂ such that:

π̂∗ = arg max
π∈Π

min
P∈Pα

E(π,P,T,R, B).

Note that the above problem requires searching among all possible true transition

matrices in Pα, which is a non-enumerable set. In fact, we can show that Problem 5

can be solved by enhancing the total expected future earnings associated with Get

Passenger action in the dynamic-programming routines we described in Section 4.2

with an optimization problem. We use an off-the-shelf minimizer to solve this opti-

mization problem in the results presented in this chapter. However, using techniques

introduced by Nilim and El Ghaoui [65], in the following section, we show that a bisec-

tion algorithm can approximate this problem within an accuracy ε in O(log(Vmax/δ))

time, where Vmax is the maximum value of the value function.

4.4 Robust Dynamic Programming

In this section, we describe the setup of the robust finite horizon dynamic program

and a bisection algorithm to solve it approximately. We demonstrate our approach for

solving robust dynamic program using the relocation strategy. However, the approach
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generalizes to all the other strategies described in the earlier sections. Without loss

of generality, we make the assumption that all entries of the rewards matrix R are

non-negative and finite.

4.4.1 Dynamic Program Formulation

We consider a case of an adversarial two-player game between the driver and the

nature, where the driver seeks to maximize the minimum expected earnings, while

the nature is the minimizing player. Nature does this by choosing the worst-case

transition matrix P ∈ Pα at each step of the play. Thus, the worst case optimal

value vector v(i, t) is given by,

v(i, t) = max
a∈A

[
E(i, t, a) + σPαi

(
v(i, t)

)]
, ∀i ∈ X , t ≤ N

where Pαi refers to the set of the i-th rows of the transition matrices P ∈ Pα and

σP(v) = inf(pᵀv : p ∈ P)

is the inner problem to be solved in each step of the recursion. A corresponding

optimal robust policy π̂∗ is obtained by solving,

â∗(i, t) = arg max
a∈A

[
E(i, t, a) + σPαi

(
v(i, t)

)]
,∀i ∈ X

for all time steps. With trivial algebraic simplification, we can show that Equa-

tion (4.7) implies

Pαi =
{
p ∈ ∆n :

∑
j

f(j) log p(j) ≥ β
}

(4.8)

where,

β =
2βmax − F−1

χ2
n−1

(1− α)

2

βmax =
∑

j f(j) log f(j), and ∆n denotes the probability simplex of size n.
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4.4.2 Bisection Algorithm

In this section, we describe the bisection algorithm that can be used to approximately

solve the robust dynamic program described above. The inner problem of the robust

dynamic program can be formalized as,

σ∗ = min
p

pᵀv : p ∈ ∆n,
∑
j

f(j) log p(j) ≥ β.

The Lagrangian L associated with the inner problem is therefore,

L(v, ζ, µ, λ) = pᵀv − ζᵀp + µ(1− pᵀ1) + λ(β − fᵀ log p)

where ζ, µ, and λ are Lagrange multipliers. The dual function d is the minimum value

of the Lagrangian over p for ζ ∈ Rn, µ ∈ R, and λ ∈ R. The optimal p∗ minimizing

the above dual function is obtained by solving ∂L
∂p

= 0, which gives us,

p∗(j) =
λf(j)

v(j)− ζ(j)− µ
.

Plugging in the value of p∗(i) into the dual function d gives us the dual problem,

σ = max
ζ,µ,λ

λ(1 + β) + µ− λ
∑
j

f(j) log

(
λf(j)

v(j)− ζ(j)− µ

)
: λ ≥ 0, ζ ≥ 0,v ≥ ζ + µ1

where the inequalities hold element-wise. As this problem has a feasible set with

non-empty interior, there is no duality gap and σ = σ∗. Moreover, by monotonicity

argument, we can conclude that ζ is zero. Thus, the last constraint of the dual
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problem can be expressed as µ ≤ vmin = mini v(i). Hence, we get,

σ∗ = max
λ,µ

h(λ, µ)

where,

h(λ, µ) =


λ(1 + β) + µ− λ

∑
i f(j) log

(
λf(j)

v(j)−µ

)
, if λ > 0, µ < vmin,

−∞, otherwise

(4.9)

The gradient of h is given by,

∂h(λ, µ)

∂λ
= β −

∑
j

f(j) log

(
λf(j)

v(j)− µ

)
∂h(λ, µ)

∂µ
= 1− λ

∑
j

(
f(j)

v(j)− µ

)

The optimal value of λ for a fixed value of µ, λ(µ) given by,

λ(µ) =

(∑
j

f(j)

v(j)− µ

)−1

which further reduces the problem to a 1-dimensional optimization problem,

σ∗ = max
µ<vmin

σ(µ)

where, σ(µ) = h(λ(µ), µ). σ(µ) is a concave function. Now, we may use a bisection

algorithm to maximise this function.

To initialize the bisection algorithm, we need upper and lower bounds µ+ and

µ− on a minimizer of σ. When µ → vmin, σ(µ) → vmin and σ
′
(µ) → −∞ Thus, we

may set upper bound µ+ = vmin. The lower bound µ− must be chosen such that

σ
′
(µ−) > 0.

σ
′
(µ) =

∂h

∂µ
(λ(µ), µ) +

∂h

∂λ
(λ(µ), µ)

∂λ(µ)

∂µ

By construction of λ(µ), the first term of the above derivative is zero. Furthermore,
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∂λ(µ)
∂µ

< 0. Hence, we need µ such that ∂h
∂λ

(λ(µ), µ) < 0. Using the bounds on λ(µ),

vmin − µ ≤ λ(µ) ≤ vmax − µ, we can show that,

∂h

∂λ
(λ(µ), µ) = β −

∑
j

f(j) log

(
λ(µ)f(j)

v(j)− µ

)
≤ β − βmax − log

(∑
j

f(j)λ(µ)

v(j)− µ

)
≤ β − βmax − log

(∑
j

λ(µ)

v(j)− µ

)
≤ β − βmax − log

(∑
j

vmin − µ
v(j)− µ

)
≤ β − βmax − log

(∑
j

vmin − µ
vmax − µ

)
< β − βmax − log

(
vmin − µ
vmax − µ

)
(n > 1)

Therefore, the sufficient condition is,

0 > β − βmax − log

(
vmin − µ
vmax − µ

)
log

(
vmin − µ
vmax − µ

)
> β − βmax(

vmin − µ
vmax − µ

)
> eβ−βmax

(vmin − µ) > eβ−βmax(vmax − µ)

vmin − eβ−βmaxvmax > µ(1− eβ−βmax)

Hence,

µ0
− =

vmin − eβ−βmaxvmax

1− eβ−βmax
> µ

By construction, the interval [µ0
−,vmin) is guaranteed to contain the global maximiser
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of σ over (−∞,vmin). The bisection algorithm is as follows:

1. Set µ+ = vmin and µ− = µ0
−. Let k = 1, µ1 = (µ+ + µ−)/2.

2. While k ≤ N :

(a) If σ
′
(µ1) > 0, set µ− = µ1, if σ

′
(µ1) < 0 then µ+ = µ1, else break

(b) k = k + 1,

(c) µk = (µ+ + µ−)/2

3. µ̂∗ = arg maxj{σ(µj)}

Lemma 3. After N ≈ log2(V/δ) where V = max
(
σ∗ − σ(µ+), σ∗ − σ(µ−)

)
, the

bisection algorithm provides optimal solution to the inner problem within an accuracy

δ > 0, i.e., σ∗ − σ(µ̂∗) ≤ δ which we call as the δ-solution.

Proof. Let the interval [µ−, µ+] from step 1 of the bisection algorithm be denoted by

G. At each iteration, the length of the interval that contains the global maximiser

of σ is exactly halved. Hence, let [µN−, µN+] be the corresponding interval after N

iterations of the bisection algorithm. Length of the interval GN is 2−N times the

length of G. Using the bisection algorithm, we know that,

∀µ : µ ∈ G \GN → σ(µ) ≤ σ(µ̂∗)

Let 2−N < α < 1. α-contraction of G to µ∗ is the segment given by points,

Gα = (1− α)µ∗ + αG =
{

(1− α)µ∗ + αz
∣∣z ∈ G}

Since, α > 2−N , we know that length of Gα > GN , in fact, length of Gα is α(µ+−µ−).

Hence, ∃y ∈ Gα such that y /∈ GN . Furthermore, ∃z ∈ G such that y = (1−α)µ∗+αz.

By the concavity of σ(µ) function,

σ(y) ≥ (1− α)σ(µ∗) + ασ(z)

σ(µ∗)− σ(y) ≤ α(σ(z)− σ(µ∗))

≤ αV
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Hence, y is an αV -solution to our problem.

σ(µ̂∗) ≥ σ(y)

σ(µ∗)− σ(µ̂∗) ≤ σ(µ∗)− σ(y) ≤ αV

Hence, sufficient condition for obtaining a δ-solution is, αV ≤ δ i.e., N ≥ log2(V/δ).

However, V is unknown by itself. But, the objective function of the inner problem,

pᵀv, is bounded from above by vmax. Therefore, the lemma still holds for V =

max
(
vmax − σ(µ+),vmax − σ(µ−)

)
.

Hence, the bisection algorithm provides an optimal solution to the inner problem

within an accuracy δ > 0. Given a v ∈ Rn
+ and δ > 0, we can use the bisection

algorithm above to find a solution σ̂P(v) = σP(v)− δP(v) where 0 < δP(v) ≤ δ. For

a total of N time steps in the finite horizon, setting δ = ε/N for each timestep, we

can compute an ε-suboptimal robust policy for the RobustEarnings problem.

4.5 Data and Experiments

We now evaluate our strategies for drivers in practice. First, we discuss how we collect

and combine the appropriate data from multiple data sources. Then, we perform a

comprehensive experimental study that provides specific insights as to how New York

City drivers can maximize their earnings.

4.5.1 Data Pre-processing

In order to evaluate our strategies, we need to construct time-evolving matrices F,

T and R as defined in Section 4.1, and C as defined in Section 4.3. For this, we use

two data sources: (1) the New York City taxi rides dataset 2 and (2) information we

obtain from the Uber platform via queries to the Uber API. 3

2http://www.nyc.gov/html/tlc/html/about/trip record data.shtml
3https://developer.uber.com/docs/riders/ride-requests/tutorials/api/introduction

http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml
https://developer.uber.com/docs/riders/ride-requests/tutorials/api/introduction
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Figure 4·1: Probability of finding a passenger in 10 minutes across
New York City zones at different times of a representative day.
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Forming time-evolving matrices C and F

Our starting point is the New York City Taxi dataset (2015-2016), which contains

yellow street-hail records of over 200,000 taxi rides per day with fields capturing

pickup and dropoff times, location co-ordinates, trip distances, and fares. Each taxi

record is accompanied with a taxi location ID for the pick-up and drop-off locations.

Each location ID is associated with one of 29 non-overlapping city zones, as defined

in the dataset. While the set of taxi rides is undoubtedly produced from a different

ridership than Uber, it nonetheless provides a useful baseline that reflects many of

the broader dynamics of ridership demand in New York City.

Given this data, we divide each 24-hour day of the week into 144 time-slices of

duration 10 minutes each, indexed by their start time. To model traffic demand in

the city at time t, the c(i, j) entry of count matrix Ct is the total number of rides from

zone i to zone j in a 30-minute long time window centered at time t. For example,

c(i, j) for the time slot [10:40, 10:50] on a Wednesday is a count of all rides from i to j

that were initiated between 10:30 and 11:00 on any Wednesday in the dataset. Since

our model disallows rides within the same zone, we ignore such rides while populating

the entries of the matrix Ct, resulting in all diagonal entries of the count matrix being

zero.

To populate the entries of the empirical transition matrix Ft, as defined in Section

4.1, we must estimate its diagonal entries, which correspond to the probability of not

finding a ride, as well as the transition probabilities. We derive these from the data

as follows. Assuming that the parameters do not change significantly within a single

time-slice, let N(λ) and N(µ) denote the number of passenger and driver arrivals in

zone i in one time unit, with independent Poisson arrival rates λ and µ respectively.

Although we assume the independence of the passenger and driver arrival processes,

we can also accommodate correlated processes with slight modification. Hence, the
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Figure 4·2: States of a skellam-distributed random variable K.

random variable K = N(λ)−N(µ) follows a Skellam distribution such that:

Pr[K = k] = e−(λ+µ)

(
λ

µ

)
Ik
(
2
√
λµ
)

where Ik(z) is the modified Bessel function of the first kind [92]. States of the random

variable K are depicted in Figure 4·2.

Whenever K < 0, there are more drivers than passengers. We assume a worst

case scenario in which a driver (conceptually) joins the end of a FIFO queue for that

zone. Hence, for k ≤ 0, the driver has to wait for (|k| + 1) passenger arrivals for a

successful passenger pickup. Then, the probability of a successful passenger pickup

is:

Pr[N(λ) = |k|+ 1] =
λ

(
|k|+1

)
e−λ(

|k|+ 1
)
!
.

Thus, we can express a diagonal entry f t(i, i) as follows:

f t(i, i) = 1−
∑
k≤0

Pr[K = k]× Pr[N(λ) ≥ |k|+ 1].

For F to be stochastic, we set every other entry f t(i, j) to:

f t(i, j) = (1− f t(i, i))× ct(i, j)∑
j c

t(i, j)
.

The matrix Ft built in this manner satisfies all our assumptions.

Figure 4·1 shows an example of varying estimated probabilities of successful pick-

ups in different zones at various times of the day derived from the New York City data
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using the methods above. As expected, we see that the probability of a successful

pickup is higher outside Manhattan in the morning, and this trend reverses in the

evening.

Forming time-evolving matrices T and R

We obtain information regarding travel times and rewards using the estimates/price

endpoint of the Uber API. The API takes longitude and latitude of pick-up and

drop-off locations and returns price estimates for all types of Uber products – UberX,

UberXL and UberBlack – together with the active surge multiplier rate at the pick-

up location at the time of query. We only focus on UberX, the most popular Uber

product. We also use the /products API endpoint to get information on the base

fare, minimum fare, cost per minute and cost per unit distance for UberX. However,

none of the Uber API endpoints provide information about the supply of drivers or

demand of passengers; we impute this information from the New York City taxi rides

dataset.

To create a representative sample of the data, we “recreated” New York City taxi

rides virtually on the Uber platform. Using the Uber API, we were able to take a New

York City taxi ride recorded in 2015, and capture the Uber attributes of that ride

exactly one year later, collecting price estimates and other data above for that virtual

ride. To respect the Uber rate limit of 1,000 API requests per hour per account, we

sub-sampled one ride between each pair of zones in the city every 15 minutes. We

implicitly assume that price estimates, travel times, and distance of preferred travel

paths by drivers do not vary significantly in 15 minutes. Every 5 minutes, we also

queried the surge multiplier active within each zone. Chen et al. [18] have observed

that 90% of the surges on Uber platform have durations lasting multiples of 5 minutes.

Using this approach, we collected data from the Uber API for a 6-month period (Oct.

2016–Mar 2017), recreating rides that originally occurred from Oct. 2015 to Mar
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2016. Thus, we built realistic estimates for r(i, j) and τ(i, j) for all pairs of zones

We take into account the Uber fee structure in New York City as reported by the

Uber API, as well as the overall cost per mile estimates provided by the American

Automobile Association (AAA) in order to build estimates for r(i, j). Finally, we

maintained same-day of week estimates, so that, for example, travel time estimates

and rewards computed for Sunday, Oct 16, 2016, were paired with frequency estimates

drawn from the New York City taxi rides dataset for Sunday, Oct. 18, 2015. In the

remainder of this section, we provide results for driving during one representative

week in October. Our results do not vary qualitatively across different weeks, with

the exception of seasonal peak days, such as New Year’s Eve.
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Figure 4·3: Daily driver earnings for different strategies averaged over different home zones on a repre-
sentative day.
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Figure 4·4: Contrast between preferred relocation destinations for drivers with relocation and flexible-
relocation strategies on a representative day.
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4.5.2 Experimental Results

For all our experiments we use a single process implementation of our algorithms on a

24-core 2.9GHz Intel Xeon E5 processor with 512GB memory. Running time for naive

and relocation is less than a minute, and about 5 minutes for flexible and flexible-

relocation. Uncertainty analysis (Section 4.5.2) with an off-the-shelf minimizer takes

around 3 hours. Our code has been made publicly available in order to encourage

reproducible research [14].

Comparison of strategies

First, we address the question: what is the best driver strategy? Intuitively, it is clear

that flexible-relocation is the best strategy, as it takes advantage of spatial as well as

temporal variations in the passenger demand across New York City. In order to verify

this intuition, we compare driver earnings across different strategies. Drivers following

the naive and the relocation strategies are assumed to drive from 9 AM to 5 PM, a

standard 8 hour workday, while those following the flexible or the flexible-relocation

strategies drive for a total of 8 hours each day with a flexible schedule.

In order to evaluate the performance of our strategies, we find the solution to

MaxEarnings and simulate 100 drivers, each randomly assigned a home zone, op-

erating on these strategies on the same day of the following week, for a total of 10

weeks. Figure 4·3 presents a box-plot of the resulting earnings. The lower and upper

edges of the boxes in Figure 4·3 indicate quartiles Q1 and Q3 respectively, and length

of whisker is 1.5 times IQR.

We observe that all “smart” strategies consistently outperform naive; as expected.

On most days, flexible-relocation is the strategy with the highest earnings. The

median earning of a driver following the naive strategy on a Sunday is $104 while

that of a driver following flexible-relocation is $177, representing a 70% increase in
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median earnings. Averaged over all days of the week, this results in a 47% increase in

median earnings per work day when following the flexible-relocation strategy. Thus,

our strategies do exploit the spatial and the temporal variation in demand across New

York City. The results also show that for a part-time Uber driver in New York City,

it is more beneficial to drive midweek, from Wednesday to Friday, and Sunday than

during Saturday and Monday.

Spatial dynamics of strategies

Next, we address the question - what are the benefits of the Relocate action? Figure

4·1 already shows the spatial variation in the demand across different New York

City zones at different times of the day. Intuitively, this spatial variation can cause

a disparity in the driver earnings based on the zone of the driver. For example,

drivers based in Manhattan should be expected to earn more than those based in

Brooklyn due to persistently higher demand in Manhattan. Similarly, Figure 4·3

shows temporal variation in earnings across days of the week. We observe that on

the days of low-demand, not only are the median earnings for relocation consistently

higher than those for naive but also the inter-quartile range (IQR) and the length of

whiskers for relocation are narrower. On days with high but localized demand like

Fridays, the relocation strategy performs on par with the flexible-relocation strategy

and significantly outperforms naive.

These observations indicate that the location-based disparity in earnings for the

naive strategy is much larger than the relocation strategy. Thus, we conclude that

smart relocations throughout the day prevent a driver from becoming “trapped” in

low-earning neighborhoods, translating into significant increases in the earnings. This

may be counterintuitive to some drivers, as a Relocate action (essentially an empty

ride) incurs a cost to the driver. Yet, the results demonstrate that these actions,

when timed appropriately, lead to earnings far higher than the costs they incur.
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Figure 4·5: Active drivers with flexible and flexible-relocation strate-
gies at different times of a representative day. Drivers adopting flexible-
relocation strategy are more active during the evening hours; x-axis:
time of the day, y-axis: percentage of drivers active on the platform.

Temporal dynamics of strategies

Intuitively, due to the periodicity of demand, we expect driver earnings to strongly

depend on the time of the day they are driving. Thus, we address the question:

what is the best time of the day to drive in order to maximize earnings? To answer

this, we simulate 1000 drivers, each randomly assigned a home zone, for each of the

flexible and flexible-relocation strategies. We solve the MaxEarnings problem for

both strategies and create a recommended plan of action for the simulated drivers.

Then, at every step of the simulation, a driver undertakes the personalized action

recommended by the strategy, corresponding to their location, the time of day and

their budget remaining.

In Figure 4·5, we plot the percentage of simulated drivers driving in the city at

different times of the day. We observe a noticeable difference between the “preferred”

driving schedules output by flexible and flexible-relocation. In particular, a high

percentage of flexible schedule drivers are active during the standard working hours

of the day from 9AM to 6PM. This also supports our choice to evaluate fixed schedule

strategies in the interval 9AM to 5PM. In contrast, the number of active drivers that
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follow flexible-relocation exhibits two distinct peaks, corresponding to the morning

and the evening rush hours. Furthermore, over 50% of flexible-relocation drivers use

their driving budget in the latter half of the day starting approximately at 3PM,

continuing through until midnight. Since flexible and flexible-relocation only differ

in the Relocate action, all observed differences are due to this action. Hence, we

can conclude that the Relocate action is most effective in the evening hours, thereby

prompting higher active percentages of flexible-relocation drivers at that time.

Preferred relocation zones

By simulating drivers, we can also compare the Relocate actions between drivers

following the relocation strategy and those following the flexible-relocation strategy.

The contrast between popular destinations of Relocate actions for drivers following

the two strategies can be seen in Figure 4·4. Drivers following the relocation strat-

egy predominantly relocate themselves to the center of Manhattan. In contrast, the

drivers following the flexible-relocation strategy do not exhibit a clear most-preferred

relocation destination. Furthermore, the number of relocations performed by the re-

location strategy drivers, surprisingly, is significantly higher than those performed by

the flexible-relocation strategy drivers. This is due to the flexible work schedule of the

latter, which allows them to drive continuously during the hours of highest demand,

reducing the frequency of Relocate actions they take.

Surge chasing

We now turn our attention to surge pricing. Surge pricing is a feature of the Uber

platform aimed at matching supply with passenger demand by increasing prices at

times of high demand. According to Uber, it incentivizes drivers to start driving

during the peak hours in order to efficiently meet demand with supply, albeit at

a higher cost to passengers. It also decreases demand, since more price-sensitive
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Figure 4·6: Active surge multiplier across New York City zones at
different times of a representative day.

customers drop out, as surge prices rise.

Figure 4·6 shows the active surge multiplier across different neighborhoods of New

York City at different times of the day. This information is readily available to the

drivers; however, due to uncertainty in the duration of surges as well as the proprietary

nature of Uber’s surge pricing algorithm, it is unclear whether drivers should relocate

themselves to surging areas in order to maximize their earnings.

Next, we address the question– Should drivers engage in surge chasing? In order

to do so, we evaluate earnings of simulated drivers in three scenarios viz., “no surge” -

where we disable the surge multiplier to compute earnings; “surge” - where the multi-

plier is used while calculating earnings; and “surge chasing” - wherein a driver located

in a non-surging zone always relocates to the zone with highest surge multiplier within

a 10-minute drive radius. Simulated driver earnings in these three scenarios for each

of the strategies are shown in Figure 4·7. We observe that blind “surge chasing” leads

to lower earnings irrespective of the strategy being followed. Figure 4·7 reinforces our

previous observation regarding the high variance of the naive strategy. At times,
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Figure 4·7: Exploring surge: Naively ‘chasing surge’ is sub-optimal
in terms of improved earnings in comparison to proposed strategies;
x-axis: driver strategies, y-axis: earnings of simulated drivers over an
8-hour workday.

drivers following the naive strategy with surge multiplier enabled may earn less than

when it is disabled. For other strategies, “surge chasing” consistently fails to provide

any tangible benefits as compared to following the pre-determined strategy. We con-

clude that actively and blindly chasing the surge is an ill-advised strategy and may

lead to losses. Furthermore, surges last for short durations, and an unsuccessful surge

chase may land a driver in a sub-optimal location with respect to longer term earn-

ings. Note that although the New York City taxi demand data strongly correlates

with active surge multipliers, we do currently model the impact of surge multiplier

on consumer demand. This should be considered a limitation of our study.

Effect of uncertainty

Our experiments indicate that our strategies always outperform a naive strategy that

is likely prevalent among Uber drivers. However, all our strategies use historical

data. Consequently, our results can potentially be sensitive to perturbations of the

empirically-observed transition matrices. Thus, we can only conclude that our results
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Figure 4·8: Sensitivity to uncertainty in parameters. Even in presence
of high levels of uncertainty in the input data, the proposed strategies
continue to outperform a naive strategy with perfect knowledge; x-axis:
level of uncertainty in the input data, y-axis: earnings of simulated
drivers over an 8-hour workday.

are robust if the drivers following one of the relocation, flexible and flexible-relocation

strategies have higher earnings than those following naive, even when the input data

is perturbed.

Hence, the question we have to address is the following: Are the conclusions we

drew above robust to perturbations of the empirical transition matrices? We do so

using the framework we developed in Section 4.3: we solve the RobustEarnings

problem for each of the four strategies for increasing levels of uncertainty (α) using the

Sequential Least Squares Programming (SLSQP) minimizer implementation provided

by Jones et al. [87].

Figure 4·8 shows the effect of increasing uncertainty on the earnings of drivers

for each of the four strategies. We observe two main takeaways. First, we find that

all strategies suffer a loss under small amounts of uncertainty, even at levels of α in

the range of 0.02, so all strategies are tuned closely to the empirical data. However,

all strategies then remain resilient to a wide range of additional uncertainty, and we
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find that the relocation, flexible and flexible-relocation strategies are most tolerant to

uncertainty in the input transition matrices. Interestingly, even with 99% uncertainty,

the flexible-relocation strategy significantly outperforms the naive strategy with no

uncertainty. This observation further supports our claim that being strategic using

historical data can significantly improve driver earnings in on-demand ride-hailing

platforms.

Chapter Summary

This chapter focussed on maximizing the earnings of an individual self-interested

driving partner of a ride-hailing MoD system. We showed that adopting a data-

driven strategic approach while driving on such platforms can significantly increase

daily earnings. Moreover, we favorably evaluated the impact of perturbations in data

distribution on the effectiveness of such strategies. One of the limitations to our

approach is that their effectiveness decreases with an increasing number of drivers

adopting the same strategy. We resolve this difficulty in Chapter 5, where we maxi-

mize the earnings of an entire fleet.
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Chapter 5

Fleet Management

Popular ride-hailing platforms, e.g., Uber, Lyft, Didi Chuxing, and Ola, have revo-

lutionized the daily commute in cities across the world. Globally valued at over $61

billion and expected to grow to over $200 billion by 2025 these platforms operate

as multi-sided marketplaces, seamlessly connecting drivers with riders through their

smartphone applications [11]. The explosive growth of these ride-hailing platforms

has motivated a wide array of questions for academic research at the intersection of

computer science and economics, as we discuss in the related work section.

A large segment of these works aims to improve the performance of the plat-

forms, ensuring high-reliability service for the passengers alongside high utilization

and earnings for the drivers. The two main thrusts are dynamic pricing and capacity

repositioning. Dynamic pricing [96, 4, 2, 13, 30] aims to balance demand and sup-

ply by increasing prices in certain neighborhoods. Intuitively, temporary increases

in prices curtail price-sensitive demand and assist the platform in ensuring a high-

reliability service. On the flip side, the potential for higher earnings also encourages

more drivers to join the platform during such “price surges”. The dynamic pric-

ing literature uses game-theoretic analyses of the ride-hailing markets to show its

effectiveness as a platform control mechanism.

The capacity repositioning approach aims to improve the platforms’ performance

by assisting drivers with recommendations for relocations inside a city. Although the

initial work in this domain has focused on modeling the driver-repositioning problems
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as combinatorial optimization problems [48, 101, 77, 95, 100], the need for optimiz-

ing large driver fleets and the availability of high-dimensional historical data has

recently led to the development of machine learning methods for the same problem

[63, 81, 57, 91, 89]. Such approaches predominantly use multi-agent coordination

reinforcement learning to solve a global capacity repositioning problem, using various

forms of attention mechanisms in neural networks to achieve coordination. By de-

sign, they make a key assumption that there is always a need for coordination in the

market. This assumption necessitates them to leverage recent breakthroughs in the

scalability of deep learning models to exploit the high-dimensional historical data.

Deep-learning based methods have a large number of hyperparameters required in

their training, making their performance susceptible to external perturbations. More-

over, the black-box coordination issue, as yet unresolved, is a potential liability when

using deep-learning based systems in domains such as this, where platform controllers

would like to understand how the choices of recommendations to human drivers were

made.

We aim to revise the capacity-repositioning approach by relaxing the assumption

that coordination is always necessary. Specifically, our approach leverages the obser-

vation that driver actions are independent at most times of the day, with coordination

required only during periodic times of peak demand, such as rush hours. Further-

more, the instances of supply-demand imbalances in a city are usually restricted to

distinct neighborhoods. We exploit this loose spatio-temporal coupling of supply and

demand to learn when and where the drivers need to coordinate, and otherwise act

independently for the rest of the time. This observation allows us to combine vanilla

reinforcement learning (i.e., not deep learning) algorithms with simple combinatorial

techniques for solving the repositioning problem. Moreover, our framework is scalable

because the sizes of the combinatorial problems we need to solve in order to achieve
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capacity repositioning are constrained by the number of imbalanced neighborhoods.

Broadly, our model is a combination of the combinatorial and machine-learning ap-

proaches to capacity repositioning.

As our framework does not rely on deep learning, we are able to explain ex-post all

the recommendations given to the drivers, taking a step in direction of transparent AI

proposed in the recent General Data Protection Regulations (GDPR) guidelines [86].

Moreover, our approach is envy-free in the sense that drivers at the same location

and time do not envy one another’s future earnings. The resulting model is relatively

parameter-free and hence generalizes well in presence of daily variations in supply and

demand. Finally, our framework is amenable to integration with any dynamic-pricing

models by easily augmenting our data with the effects of such a model.

Chapter Organization

The rest of the chapter is organized as follows. We begin by setting up the problem

of fleet management in Section 5.1 where we discuss different modeling assumptions.

Section 5.2 provides a methodical explanation of our proposed approach. We also

discuss some of the pivotal components of our approach and contrast them with

some of the related works. Finally, Section 5.3 concludes the chapter by designing

representative experiments to evaluate our fleet management framework.

5.1 Problem Setup

In this section, we describe the basics of our problem setup and provide the necessary

notation.

5.1.1 City Attributes

Throughout the chapter, we assume that the city is divided into a set of m non-

overlapping hexagonal zones denoted by H. We also assume that time t advances in
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discrete time steps i.e., T = {1, · · · , T}, a standard industry practice [17]. Finally,

we assume a total of n homogeneous drivers traveling between hexagon zones picking

up and dropping off the passengers.

Our model uses the following city matrices and vectors that are time-varying; i.e.,

their entries change at every time step. However, for notational convenience, we do

not introduce the time step t subscript unless required for context.

Demand matrix (D): A matrix D ∈ Rm×m such that each entry d(h, h′) denotes

the number of passengers requesting a ride from zone h to zone h′ at time t. With

appropriately sized hexagonal city zones, we find that ∀h ∈ H, d(h, h) = 0.

Travel time matrix (T): A matrix T ∈ Rm×m such that each entry τ(h, h′) denotes

the number of discrete time steps required for transiting from zone h to zone h′.

Reward matrix (R): A matrix R ∈ Rm×m such that each entry r(h, h′) denotes

the net reward for a taxi driver carrying a passenger from zone h to zone h′. The

net rewards include driver’s earnings for delivering the passenger at the destination

minus the sundries such as gas cost, vehicle depreciation, etc. Hence, each entry of

the matrix is of form r(h, h′) = earnings(h, h′)− cost(h, h′).

Driver actions (A): At each time step t, a driver in zone h who is not currently on

a trip can choose one of the two actions.

• Wait: A wait action a(h, h) involves waiting for a passenger in the current zone

i for the current time step. If successful, it can lead to a trip to some other zone

h′ with the driver earning a reward of r(h, h′). When the number of drivers

choosing to wait in a zone exceeds the demand of the zone at the particular

time, an unsuccessful wait may occur, and the driver earns a net reward of zero

while staying in the same zone h for the next time step.

• Relocate: A relocate action a(h, h′) involves relocation without a passenger
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from zone h to zone h′. Undertaking a relocate action costs a driver a value

denoted by cost(h, h′).

Thus, we consider a total of |A| = m2 actions. In case of a relocate action or a

successful passenger pickup to zone h′, the driver is busy traveling for next τ(h, h′)

time steps and is presented with the next action choice at time t + τ(h, h′), while in

case of an unsuccessful wait, the driver chooses the next action at time t+ 1.

5.1.2 Model Attributes

Using the city attributes from the previous section, we now define the attributes of

our model:

Policy (π): A policy function π : H × T → A recommends the best action to

drivers in every zone of the city at each time step, to maximize the model’s objective

function. We impose a constraint that all drivers in the same zone at the same time

be recommended the same action unless driver coordination is required to resolve a

supply-demand imbalance in the zone.

A driver i following a policy π performs location and time-dependent actions

represented by a 3-tuple φπt (i) = (t, h, a), where h and a are the location of the driver

and the action chosen at time t respectively. We assume that if a driver is busy at

time t, the corresponding 3-tuple is (t,∅,∅).

Driver earnings (E)

Let function E(t, h, a) denote the net earnings of a driver on taking action a at time

t while located in zone h. If the action leads a driver to zone h′, E(t, h, a) = r(h, h′).

In the case of the relocate action, net earnings simply constitute the cost of relocation

i.e., r(h, h′) = −cost(h, h′). We can denote the gross earnings of n drivers following

a policy π by: Eπ(n,D,T,R) =
∑T

t=1

∑n
i=1E

(
φπt (i)

)
, where E(t,∅,∅) = 0.



87

Supply (S)

A policy π induces the movement of drivers between different city zones through

action choices. The supply, i.e., the number of drivers at zone h at time t induced by

a policy π, is denoted using the supply function Sπ(t, h).

Demand fulfillment (F)

A driver in zone h choosing the wait action a(h, h) at time t is randomly matched

with any of the
∑

h′ dt(h, h
′) passengers requesting a ride in zone h at the same time.

Hence, a policy π, via its supply function, induces a demand fulfillment function.

Demand fulfilled in zone h at time t when drivers follow a policy π is denoted using

the demand satisfaction function F π(t, h). Obviously, ∀π∈ΠF
π(t, h) ≤

∑
h′ dt(h, h

′).

Hence, total demand fulfilled over the course of time steps t ∈ T by n drivers following

the policy π can be given by: Fπ(n,D,T,R) =
∑T

t=1

∑m
h=1 F

π(t, h).

5.1.3 Problem Statement

Based on the above definitions, we now formulate the problem that we solve.

Problem 1(MaxEarnings): Given time-varying matrices D,T,R and the number

of homogeneous drivers n, devise a policy π∗ such that

π∗ = arg max
π∈Π

Eπ(n,D,T,R). (5.1)

Replacing the driver earnings (E) by demand fulfillment (F) in the Equation (5.1)

above results in a variant of MaxEarnings problem, in which the goal is to maximize

fulfilled rides, referred to henceforth as the MaxFulfillment problem.
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Discussion

At a high level, our revenue maximization problem statement is similar to existing

work in the area. However, our modeling assumptions are significantly more realistic

than previous work, making our methods more amenable to operational deployment.

For example, whereas our work assigns drivers to rides explicitly (and allocates re-

wards accordingly), previous work performs reward allocations proportionally, in a

fluid model. In our model, when two drivers compete for a single ride from i to j, one

of the two driver gets the ride, gets paid, and ends up in j after a travel time t. In

the representative fluid model of Lin et al. [57], both drivers get half of the payment,

and two halves of drivers (conceptually) transit to j in a fixed time step, regardless

of the distance traveled. Although a fluid model such as this is tractable to solve for

and optimize around, it has strong implications on the solution space, as it notably

removes time-dependent and driver-dependent features from the model. Issues such

as studying variance of driver earnings are not possible in these models, as all drivers

starting at the same time and place will end up with identical (quantized) trajectories

and earnings.

We also note that in our framework, a wait action for an individual driver is only

successful if the driver is present in the same zone as the ride request. Hence, our

framework cannot result into the Wild Goose Chase (WGC) phenomenon described

by Castillo et al. [13], in which high demand causes depletion of idle drivers on

the streets, leading to suboptimal FCFS matches where drivers spend a significantly

higher duration of time en route to pick up passengers.

5.2 Learning Framework

In this section, we describe our approach for solving the MaxEarnings problem.

Our method is a model-based reinforcement learning approach, and its description is
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provided in Algorithm 3.

5.2.1 Model-based Reinforcement Learning Algorithm

As with any reinforcement learning approach, we train our model by allowing the

drivers to repeatedly interact with an environment in form of the city’s ride demand

data from a representative day. Each interaction, which is T timesteps long, con-

stitutes an episode of the training process. Each episode constitutes of 3 phases

described below.

ALGORITHM 3: Model-based Reinforcement Learning Algorithm

1 Initialization QI(t, h, a)← 0, QC(t, h, a)← 0, ξ(t, h)← 0;
2 for each episode e = 1, · · · , E
3 for each time step t = 1, · · · , T
4 for each driver i = 1, · · · , n
5 Generate two random numbers η0, η1 ∈ [0, 1];
6 if η0 ≤ ε
7 Choose exploratory action;
8 else
9 if η1 ≤ ξ(t, hi)

10 a = Independent action a∗ from QI ;
11 else
12 a = Coordinated action ac from QC ;

13 Receive reward E(t, hi, a);
14 Compute rebalance matrix Z;

15 for each zone h ∈ H
16 ∀t, a update QI(t, h, a) ;
17 ∀t update degree of coordination ξ(t, h) ;
18 ∀t, a update QC(t, h, a) ;

Exploratory phase (lines 5-7)

During this phase of the algorithm, drivers exhibit an exploratory behavior by choos-

ing a pseudo-random action with a probability ε. These randomly chosen actions

allow the model to explore a larger portion of the policy space, preventing its pol-
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icy from converging to a local minimum. This is similar to the ε-greedy behavior of

Q-learning [80].

Exploitative phase (lines 9-12)

During this phase of the algorithm, the rest of the drivers exhibit an exploitative

behavior using the policy learned up until the previous episode of training. The

policy recommends exploitative actions to individual drivers based upon the time of

the day and their locations, independently of each other, henceforth referred to as

independent actions. However, certain recommended actions may result in supply-

demand imbalances when a large number of drivers relocate to the same city zone with

an insufficient demand, or too few of them relocate to a zone with excess demand.

We postulate that explicit coordination is essential to prevent such supply-demand

imbalances from occurring. Hence, we introduce the degree of coordination (ξ) -

a probabilistic value that signifies the extent to which drivers located in the same

city zone need to coordinate their actions. Whenever a zone has a positive degree

of coordination, the exploitative actions recommended to a ξ fraction of drivers in

the zone are derived from solving a reward-maximizing linear program, henceforth

referred to as coordinated actions.

It should be noted that it is the explicit criterion for recommending a coordinated

action that sets our approach apart from recent works in the field of deep reinforce-

ment learning across different applications and domains.

Learning phase (lines 15-18)

Actions recommended in the exploratory and exploitative phases of the episode re-

sult in drivers picking up passengers or relocating themselves to different city zones,

thereby observing rewards of their actions (line 13). The learning phase of the algo-

rithm computes a rebalancing matrix (line 14) to use in conjunction with the observed
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rewards to further improve upon the policy.

Having developed an intuition for the major building blocks of Algorithm 3, we

now explain these phases in greater detail.

5.2.2 Exploratory Phase

Over the course of training, when a driver located in zone h chooses to explore, we

model the probability of driver’s exploratory ride distance using a Gaussian function

with a random variable K≥0. Specifically, the probability that a driver relocates to a

zone at distance k ≥ 0 is given by: Pr[K = k] = be−
k2

2c2 .

After sampling an exploration distance k, the driver chooses the actual destination

by sampling uniformly at random from all zones at distance k. When k = 0, the

driver chooses to wait in the current zone, while for k > 0, the driver chooses a

relocate action. The experiments in this chapter were all conducted using b = 0.7

and c = 1 (chosen via grid-search), allowing explorations up to 3 hexagonal zones

away. In contrast, [57] restricts drivers to single zone distance relocations, reducing

their ability to learn policies that mitigate supply-demand imbalances by relocating

supply from zones further away in a single timestep. Over the course of training, ε is

annealed exponentially from 1 to 0, thereby outputting an entirely exploitative model

at the end of the training.

5.2.3 Exploitative Phase

Exploitative behavior is manifested in the form of independent actions (line 10) and

coordinated actions (line 12) when the degree of coordination is positive. We detail

these next.
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Choice of independent action

For each independent action chosen by a driver, we record the reward earned. This

reward is then used to update the value of the action for the next episode, based on

the learning rate (α) and the discount factor (γ). These values are stored in a Q-table

denoted by QI ∈ RT×m×|A|. For each zone h, at time t, the best independent action

(a∗) is chosen by (line 10, Algorithm 3)

a∗(t, h) = arg max
a∈Ah

QI(t, h, a),

where Ah refers to the h-th row of A.

Independent learning

Based upon the observations of drivers undertaking independent actions (both ex-

ploratory and exploitative), we update the independent learning matrix (QI) as de-

scribed below.

Updating QI for wait actions

Let W(h,h′) denote the number of drivers choosing to wait in zone h at time t, and

ending up in zone h′. A successful wait generates net earnings E
(
t, h, a(h, h)

)
=

r(h, h′) and consumes a travel time τ(h, h′), while an unsuccessful wait i.e., h′ = h,

generates zero net earnings and consumes one timestep. The utility of the wait action

is therefore

U(t,h,h) =
∑
h′

W(h,h′)

[
E
(
t, h, a(h, h)

)
+ γQI(t

′, h′, a∗(t′, h′))

]
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where t′ = t + τ(h, h′) and we discount the future rewards with a factor γ. We use

the utility of the wait action to update the entry QI(t, h, h) as follows:

QI(t, h, h)← (1− α)QI(t, h, h) +
α∑

h′W(h,h′)
U(t,h,h). (5.2)

Normalizing the update term by the number of drivers choosing the wait action

captures the average utility of the wait action. The term QI(t, h, h) on the right

hand side of the equation denotes the values learned upto the previous episode of the

training, and α is the learning rate.

Updating QI for relocate actions

Let R(h,h′) denote the number of drivers relocating from zone h to zone h′. The utility

of such relocation is given by

U(t,h,h′) = R(h,h′)

[
E(t, h, a(h, h′)) + γQI(t

′, h′, a∗(t′, h′))

]
,

where t′ = t+ τ(h, h′). We use the utility of the relocate actions to update the entry

QI(t, h, h
′) of the independent table as follows:

QI(t, h, h
′)← (1− α)QI(t, h, h

′) +
α

R(h,h′)
U(t,h,h′). (5.3)

Using Equations (5.2) and (5.3), the QI matrix is updated in line 16 of Algorithm 3

using the evidence obtained via simulations in form of utilities U(t,h,h′) of both the

wait and relocate actions.

Choice of coordinated action

The choice of coordinated action is more intricate and non-standard, and we next

explain it in detail. To guide the coordinated behavior of drivers in line 12 of Al-

gorithm 3, we solve a reward-maximizing rebalancing operation between city zones
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experiencing supply-demand imbalances. There are two principal components driving

the coordinated behavior: degree of coordination (ξ) which controls the need of coor-

dination in a particular zone at a time, and coordinated learning matrix (QC) which

determines the choice of action as a response to the need of coordination. Thus,

each coordinated action is associated with a probability for it to participate in the

rebalancing operation that is stored in the matrix QC . Note that QC contains learned

probabilities, as against the usual action-value nature of QI .

Let the policy learned at the end of k-th episode during training be denoted by

πk. Following this policy induces a driver supply Sπk during the (k + 1)-th episode

of training. For each zone h, at time t, the coordinated action (ac) in line 12 of

Algorithm 3 is obtained by uniformly sampling from the probability vector QC(t, h).

Imbalance matrix (∆)

A matrix ∆ ∈ R|T |×m such that each entry δ(t, h) denotes the supply-demand imbal-

ance experienced at zone h at time t during the (k+ 1)-th episode. Specifically, each

entry of the imbalance matrix can be given by, δ(t, h) = Sπk(t, h)−
∑

h′ dt(h, h
′). We

mask the imbalance matrix using an imbalance threshold parameter Λ such that,

δ(t, h) =


δ(t, h) if

∣∣δ(t, h)
∣∣ ≥ Λ

0 otherwise.

Using this parameter allows us to control the level of imbalances that the framework

should attempt to mitigate.

Rebalancing graph (G)

Based upon the supply-demand imbalance matrix induced at the end of an episode, we

create the rebalancing graph G = (V,E) consisting of imbalanced zones as nodes and

edges as corresponding relocation actions between them. This is a bipartitle graph
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with nodes V =
{
V+ ∪ V−

}
where V+ is the set of nodes with excess supply, i.e.,

δ(t, h) > 0 and V− is the set of nodes with supply deficit, i.e., δ(t, h) < 0. Thus each

node vi ∈ V in the rebalancing graph is associated with three attribues: imbalanced

zone (vhi ), time of imbalance (vti) and magnitude of imbalance
(
δ(vti , v

h
i )
)
. The edge

set E consists of directed edges from the nodes in V+ to nodes in V− and they model

feasible relocations. Thus: E =
{
eij : vi ∈ V+, vj ∈ V−, v

t
i + τ(vhi , v

h
j ) ≤ vtj

}
. The

travel time constraint filters out edges where a relocating driver from an excess supply

node cannot reach the deficit node in time. Each edge eij is associated with utility:

U(i,j) = QI(v
t
j, v

h
j , v

h
j )︸ ︷︷ ︸

wait action at vhj

− cost(vhi , v
h
j )︸ ︷︷ ︸

relocation cost

−QI(v
t
i , v

h
i , v

h
i ).︸ ︷︷ ︸

wait action at vhi

Thus, the utility of an edge measures the net value for a driver relocating along it

during coordinated behavior.

Rebalancing operation

Given a rebalancing graph G, we wish to relocate drivers from supply excess zones to

supply deficit zones. We aim to find a matching that maximizes the net reward of all

relocations, in order to maximize the driver earnings. Such a rebalancing operation

can be achieved by solving a Minimum Cost Flow problem expressed in the form of

the linear program below.

maximize
∑

eij∈E fij × U(i,j)

s.t.,

∀eij ∈ E, fij ≥ 0

∀vi ∈ V+,
∑

vj∈V− fij ≤ δ(vti , v
h
i )

∀vj ∈ V−,
∑

vi∈V+ fij ≤ |δ(v
t
j, v

h
j )|
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Here, we calculate the number of excess drivers who should relocate from an excess

node to a deficit node and store it in the form of a flow vector f ∈ R|E| indexed along

the edges set such that fij denote the flow from vi to vj.

If the platform aims to maximize demand fulfillment, we can formulate it as a

Maximum Flow problem by setting the utility associated with each edge U(i,j) = 1.

As the constraint matrices – in both problems – are unimodal, the solutions of the

linear programs are integral flow vectors and are thus optimal. Note that the size of

the constraint matrix increases with a decrease in the Λ parameter. However, we can

greatly reduce the sizes of corresponding linear programs and hence the computation

time by solving a set of smaller linear programs; one for each connected component

of the rebalancing graph.

Coordinated learning

Based upon the computed imbalance matrix (∆) and the solution to the rebalancing

operation above, we are now in a position to update the coordinated learning matrix

(QC) and the degrees of coordination (ξ) as described below. It should be noted

that while the choice of coordinated action from the matrix QC is influenced by

the reward-maximizing rebalancing described above, the degree of coordination ξ is

merely influenced by the supply-demand imbalances induced as a result of the policy

learnt so far.

Updating QC for rebalancing operation

We capture the rebalancing operation in form of a rebalance matrix Z ∈ R|T |×m×m

where each entry ζ(t, h, h′) denotes a probability of a rebalancing relocation from zone
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h to zone h′ being required at time t. For every edge eij ∈ E, we update Z as follows,

ζ(vti , v
h
i , v

h
i ) =

δ(vti , v
h
i )−

∑
vj∈V− fij

δvti , v
h
i

ζ(vti , v
h
i , v

h
j ) =

fij
δ(vti , v

h
i )
.

Using the rebalance matrix, we update QC in line 18 of Algorithm 3 as follows,

QC(t, h, h′)← (1− α)QC(t, h, h′) + αζ(t, h, h′). (5.4)

Updating degree of coordination (ξ)

At the end of each training episode (k+ 1), we use the realized imbalance matrix (∆)

to determine the degree of coordination required within each zone at every time step.

We update the degree of coordination as follows:

ξk+1(t, h) = (1− α)ξk(t, h) + αµ(t, h), (5.5)

where the rebalancing raio µ is computed as:

µ(t, h) =


δ(t,h)
Sπk (t,h)

if δ(t, h) > 0.∣∣δ(t,h)

∣∣∑
h′ dt(h,h

′)
if δ(t, h) < 0 and ξk(t, h) > 0.

While the former condition encourages driver relocations in zones with supply excess,

the latter condition discourages it in zones with supply deficit. Thus, we use Equa-

tion (5.5) to update the degree of coordination for each zone in line 17 of Algorithm 3.

Discussion

We conclude this section by highlighting some of the features of our approach that

make it appealing to use in practice.

First of all, over the course of training, our approach learns by trialing driver
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actions over historically observed demand data and recommends strategic relocations

to drivers when there is enough evidence to do so. This is done proactively, i.e.,

with the goal of preventing such an imbalance from actually occurring. One should

contrast this with other reinforcement learning based approaches [52, 57] that try

to resolve the imbalance issues ex-post, or dynamic pricing based approaches which

assume full knowledge of future demand [58].

On deployment, our model relies only on trends learned from the historical data.

This design decision is motivated by the empirically observed strong periodicity in

demand. It makes our model relatively parameter-free, thereby providing robustness

to demand perturbations. This decision is validated by the model generalizability

experiment in Section 5.3.2, where we show that the recommendations made by our

algorithm are robust to the presence of perturbations in the demand. In contrast,

deep reinforcement learning based approaches [57, 63, 81, 89, 91] require as inputs

full knowledge of supply and demand distribution during deployment. The stochastic

gradient-descent algorithm used during training of networks uniformly samples ex-

periences observed under previous training policies, making it impossible to reliably

trace back and explain the actions recommended to the drivers. Furthermore, this

increases the sensitivity of model performance to the tuning of numerous hyperpa-

rameters, making them difficult to deploy in the real world.

A key characteristic of our approach is the explicit coordination achieved by solv-

ing a minimum cost flow problem, allowing all our recommendations to be easily

traced back and explained.

5.3 Data and Experiments

In this section, we begin by describing the pre-processing we did in order to use the

New York City Yellow taxi rides public dataset and then we evaluate our framework.
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5.3.1 Data Pre-processing

To train our model, we need to construct the time-evolving city matrices - D, R, and

T described in Section 5.1.

Hexagonal binning of New York City

We employ the popular methodology of hexagonal binning to discretize the city into

a set H of 250 non-overlapping uniform-sized hexagonal zones. The distance from the

center of a zone to its vertices is about 1 mile.

Forming time-evolving matrices

We begin with the New York City Taxi dataset (2015), which contains street-hail

records of over 200,000 taxi rides per day with information regarding pickup and

dropoff locations and times, fare, trip distances, etc., from before the significant

confounding effects of ride-sharing platforms like Uber, Lyft, etc. For each ride in

the dataset, we evaluate its pickup and dropoff zones based on location coordinates.

Assuming that passengers do not hail a taxi for short distances, we ignore a small

percentage of rides which begin and end within the same zone.

We discretize a 24-hour day into 288 time-slices of duration 5 minutes each, in-

dexed by their start time. Thus, to populate the entries of the matrices D, R and

T at time t, we use the rides from the dataset in the 5 minutes time-slice beginning

at time t. Due to variations in the popularity of particular pickup and dropoff zones

at specific times of the day, the R and T matrices obtained using this method are

sparse. However, to compute the best policies, our framework requires the availability

of complete information regarding rewards and travel times. Hence, we estimate the

missing values in these matrices using linear regression models including fixed-effects

for the time of the day, the source and destination zones To compute the travel time



100

entry τ(i, j) at time t, we fit a linear regression model

τ(i, j, t) = β0Xi,j,t + β1αi + β2αj + β3αt + εi,j,t

where Xi,j,t are the time-variant predictors, the αi, αj, and αt are time-invariant fixed-

effects for source, destination and time of the day respectively, while εi,j,t is standard

normal error. The performance of our model is not sensitive to the choice of a specific

linear regression modeling technique.

5.3.2 Experimental Results

Settings

For all experiments, we use a multiprocessor implementation of our algorithm on a

24-core 2.9 GHz Intel Xeon E5 processor with 512 GB memory. The model training

time for 100 episodes of training takes less than an hour. The model testing time is

less than 5 minutes. Our code has been made publicly available for reproducibility

purposes [34]. All our experiments use learning rate α = 0.01 and discount factor

γ = 0.99. During independent learning, the exploration factor (ε) used in ε-greedy

Q-learning decreases exponentially as the training progresses. Unless mentioned oth-

erwise, we train 5,000 drivers over 200 episodes and set the imbalance threshold (Λ)

to 2. Experimental results presented in this chapter are obtained by training models

over a representative day viz., first Monday of September 2015 with a demand of over

232,000 rides. However, our results generalize to any day.

Model performance

First, we address the question: how well does our reinforcement learning-based algo-

rithm learn the driver dispatch policy? In Figure 5·1, we observe the improvement

in mean driver earnings and demand fulfillment as the training progresses. We split

the 200 training episodes into independent learning episodes (EIL = 160) and coor-
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Figure 5·1: A representative illustration of improvement in mean
driver earnings during training; x-axis: learning episode, y-axis(left):
Number of ride requests (dotted black, green and red lines), y-
axis(r ight): average earnings (solid blue line) of the simulated drivers
over an entire day, overlap interval refers to episodes where both inde-
pendent and coordinated behavior learning are being learned.

dinated learning episodes (ECL = 60). This can be achieved by setting the degree

of coordination (ξ) to 1 until episode number E − ECL on line 9 of Algorithm 3.

Consequently, episodes [140, 160] utilize both independent and coordinated learning.

In Figure 5·1, we observe a significant improvement in the objective in the interval

denoted by a shaded region. As expected, coordinated learning appropriately relaxes

some of the constraints imposed by single-agent MDP and leads to significantly better

performance.

In Figure 5·2, we plot the total demand at various times in the day, along with

its fulfilled and unfulfilled portions by drivers following our policy. About 95% of

the total demand during the day is satisfied with our framework. We consider a

ride request fulfilled if an idle driver is present in the same zone at the time of the

request. We find that 10% of unfulfilled demand can be fulfilled by nearby drivers by

adding 10 minutes of passenger wait, and 75% of unfulfilled demand with 15 minutes
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Figure 5·2: Top: Demand fulfillment by a trained policy at different
times on a representative day; x-axis: time of the day, y-axis: number
of ride requests. Bottom: Bar-plot for waiting times for demand not
immediately fulfilled by the model.

of wait. At the beginning of a day, for lack of better alternative, we initialize drivers

uniformly across the city zones. Hence, our model requires a “warm-up” time for the

drivers to reposition themselves in order to fulfill the demand. This warm-up interval

contributes significantly to the unfulfilled demand at the beginning of the day from

12AM-1AM. One may left-pad the training interval to alleviate this issue.

The explicit coordination in our model allows us to visualize the market conditions

in which it is utilized. In Figure 5·3, we plot snapshots of coordination in form of a

heatmap with probabilities of coordinated wait actions i.e. QC(t, h, h) at 6 AM during

the early morning commute and at 6 PM during the evening commute1. Without

1More detailed visualizations depicting evolution of coordinated actions and degree of coordina-
tion across the city and through the time of the day are available at [34].
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Figure 5·3: Heatmaps of probability of coordinated wait i.e.,
QC(t, h, h) during morning commute at 6 A.M. (left) and evening com-
mute at 6 P.M. (right).

coordination, we would expect all the drivers in the city to relocate to Manhattan in

order to satisfy the extremely high volume of demand during the morning commute.

However, as observed in Figure 5·3, our model recommends a certain proportion of

drivers to wait in the outer boroughs of New York City for the early morning commute

to Manhattan. Notably, the model is able to learn demand trends in time-dependent

hotspots such as the J.F.K. airport to the south-east of the city. In contrast, during

the evening commute to outer boroughs, the model strongly recommends that the

drivers wait inside Manhattan.

Impact of independent and coordinated learning

The overlap between the independent and the coordinated learning during training

is a crucial aspect of our framework. In this section, we address the question: how

do we determine the appropriate number of independent learning and coordinated

learning episodes during training? Given a fixed number of training episodes E, we

assume that our model trains the initial EIL episodes with independent learning and

the final ECL episodes with coordinated learning. When EIL + ECL ≥ E, we have

EIL+ECL−E episodes of overlap between independent and coordinated learning. In

Figure 5·4, we use 200 episodes of training, and we vary the values of EIL and ECL in
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the range [20, 200] to achieve various overlaps2. We then plot the mean driver earnings

for each learned policy. We show that for a large interval of values of EIL and ECL,

our framework provides stable and high performance with up to $535 mean earnings

per day when EIL = 60 and ECL = 160, denoted by a green marker in the figure.

This observation supports our claim that our framework is robust to imperfections in

hyperparameter tuning. Note that we have used different values of EIL and ECL in

Figure 5·1 in order to clearly portray the incremental impact of coordinated learning

on mean driver earnings per day.

Impact of Driver Supply

We next answer the question: what is an appropriate number of drivers to fulfill

the ride demand? To study this question, we vary the driver supply in the range

[1000, 6000], where the units are individual drivers. Given a fixed supply size, we plot

the ratio of the number of successful driver waits resulting into passenger rides to

the number of unsuccessful driver waits while taking into account the overall demand

fulfillment. When the number of drivers is small compared to the demand, the drivers

should have an easier time finding a passenger. On the other hand, a city saturated

with drivers should result in a higher number of unsuccessful driver waits. In Fig-

ure 5·5, we observe that the framework validates our expectations. The “warm-up”

period described in Figure 5·2 causes underestimation of demand fulfillment while

it simultaneously causes overestimation of the number of unsuccessful driver waits.

Excluding the warm-up interval, this experiment provides evidence that over 96%

demand of New York City can be fulfilled by about 5,000 drivers. Note that in

September 2015, New York City had over 13,500 operational taxicab medallions [93].

It also justifies our decision to use 5,000 drivers in most of our experiments.

2Note that there is no overlap between the independent and the coordinated learning phases in
the lower triangle of Figure 5·4 when EIL + ECL < E.
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Figure 5·4: Performance stability over a wide range of overlaps be-
tween the independent and the coordinated learning; x-axis: number
of independent learning episodes, y-axis: number of coordinated learn-
ing episodes. The color of the contour indicates average earnings of
simulated drivers over an entire day, dotted red line refers to the main
diagonal where EIL + ECL = E, points above the main diagonal refer
to training schemes where there is an overlap between independent and
coordinated learning.

Impact of platform objectives

So far, our experiments focused on the MaxEarnings problem. A natural ques-

tion is: should a platform optimize driver dispatches to maximize their earnings or to

maximize demand fulfillment? Note that while maximizing the demand fulfillment

might help retain customers over a longer-term, it can be detrimental to drivers’ earn-

ings. To solve MaxFulfillment (see Section 5.1), the framework rewards (resp.

penalizes) a successful passenger pickup (resp. unsuccessful wait) by +1 (resp. -1) net

reward. Figure 5·6 depicts that mean driver earnings per passenger ride can be over
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a $1 lower in a policy optimized for maximizing demand fulfillment relative to one

optimized for earnings. The additional rides covered by the solution to MaxFul-

fillment may direct drivers to sub-optimal locations and compromise their future

earnings for the day. As the supply increases over the minimum number of required

drivers, the two objectives converge while a statistically significant difference in the

driver earnings per ride persists. Note that higher rewards/penalties while solving

MaxFulfillment result in larger divergence between the two objectives.

Advantage of strategic behavior

Next, we address the question: does our model provide consistently higher earnings

for all the drivers? To explore this, we model the taxi driver population of the city

as comprised of strategic drivers who follow the model recommendations and naive

drivers who act upon heuristics learned via experience. We expect the mean earnings

of drivers to decrease as the number of strategic drivers on the platform increases.

While modeling a naive driver, we assume that taxi drivers, over time, learn the

popular spots in the city. If they are unable to locate passengers reasonably quickly

in other parts of the city, they head back to the popular spots. We designate 15 zones

as popular zones based on the historical demand data. Furthermore, we assume that

an idle naive driver looking for a passenger decides to head back to one of the popular

zones with a fixed probability of 0.25. Upon choosing to relocate, the naive driver

picks the target popular zone with a probability inversely proportional to its distance

from the current location.

In Figure 5·7, we plot the earnings of the two categories of drivers while varying

the percentage of strategic drivers. The lower and upper edges of the boxes indicate

quartiles Q1 and Q3 respectively, and the length of whisker is 1.5 times IQR. As ex-

pected, an increase in the number of strategic drivers causes their individual earnings

to decline. Overall, the strategic drivers not only earn more than the naive drivers,
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Figure 5·7: Earnings advantage of the strategic drivers over the naive
drivers on a representative day; x-axis: % of fleet comprised of strategic
drivers, y-axis: earnings of simulated drivers over an entire day.

but also the variance in their earnings is significantly lower. Thus, our framework is

envy-free, i.e., drivers at the same location and time do not envy each other’s future

earnings.

Model generalizability

In this section, we explore the question of model generalizability: does our model per-

form well when deployed on days with considerably different supply-demand conditions

compared to the day it was trained on? We cross-validate our model by evaluating

the policy of a trained model on different days.

For illustrative purposes, we choose as baseline – m0 – a model trained to satisfy

the demand of 288,000 rides observed on the fourth Tuesday of September using

7,000 drivers. We test the policy π(m0) recommended by our baseline model by

deploying it on other Tuesdays of the month. Note that the observed demand, as

well as the number of active drivers might vary on other Tuesdays compared to our

baseline model. To capture this potential for change in supply, we vary the number
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of simulated drivers during testing in the range [4000, 10000]. In Figure 5·8, enclosed

within a red square box is an illustration of the generalization error associated with

deploying our baseline model’s recommended policy on the second Tuesday of the

month with just 6,000 drivers. Importantly, the policy π(m0) now attempts to fulfill

an increased demand of about 7,000 extra rides (∆demand) using 1,000 fewer drivers

(∆supply) than it was trained for. To evaluate its performance in this task, we

compare it with a model m∗ which was explicitly trained to fulfill the demand of the

second Tuesday with exactly 6000 drivers. Thus, we compute the baseline policy’s

generalization error as

%generalization error =
Fπ(m∗)−Fπ(m0)

Fπ(m∗)
,

where Fπ(m) denotes the demand fulfillment of model m.

Figure 5·8 shows that our framework generalizes well to perturbations in both

supply and demand. We also observe that decreasing the number of drivers excessively
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impacts harms its generalization performance. As a result, we recommend deploying

models trained with a reasonably higher number of drivers than minimally required so

that they generalize better in cases of varying demand. For brevity, we have presented

a single illustrative example here; the generalizability result holds true across all the

models.

Comparison with baselines
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Figure 5·9: Performance of cDQN and cA2C deep-learning ap-
proaches; x-axis: training episode, y-axis: average earnings of the sim-
ulated drivers over an entire day.

A major challenge in comparative studies in this domain is the lack of repro-

ducibility due to proprietory datasets and simulators. To the best of our knowledge,

although Lin et al. [57] uses coordinated deep reinforcement learning approach, it is

most similar to ours with respect to modeling assumptions. In the absence of the Didi

Chuxing’s proprietary driver simulator and datasets, direct comparison of our works
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is impossible. We make an effort to compare our approaches by re-implementing

their deep reinforcement learning based algorithms (cDQN and cA2C) with minimal

modifications to fit our setting which computes future driver distributions based on

simulating passenger pickups and dropoffs, instead of predicting them using propri-

etary models.

In [57], the authors do not train the neural network from its randomly initialized

state. Instead, they bootstrap the network based on a pre-trained value networks

based on historical means from the aforementioned simulator. As a direct and fair

comparison with our model which does not rely on external pre-trained inputs, our

implementations of their algorithms also attempt to learn from scratch.

Figure 5·9 shows mean driver earnings per day over the course of model training.

Even after extensive hyperparameter tuning, the baselines failed to learn meaningful

strategies, with driver earning net negative rewards of -$20 over a day. In the ab-

sence of a pre-trained value network, the algorithms proposed in [57] are unable to

explore the policy space effectively. Moreover, the reward sharing assumption used

in [57] results in a superficial coordination behavior which fails to learn in a more re-

alistic scenario such as ours, which simulates actual passenger pickups and dropoffs.

Our implementations of contextual DQN (cDQN) and contextual actor-critic (cA2C)

algorithms are publicly available at [34].

Chapter Summary

In this chapter, we considered the problem of capacity repositioning on a ride-hailing

platform to maximize welfare. We proposed a robust, explainable, and scalable

framework that combines simple combinatorial techniques with traditional tabular

Q-learning based RL algorithms. We perform a thorough experimental evaluation

of the dynamics of the fleet-management system, its effectiveness, robustness to im-

perfect hyperparameter tunings, and generalizability in the presence of extraneous
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perturbations to the input data. In course of this work, we also developed an OpenAI

gym environment3 named nyc-yellow-taxi-v0 available at [34] so that the efficacy

of any future multiagent reinforcement learning algorithm can be easily tested upon

this problem.

3OpenAI Gym is a toolkit for developing and comparing reinforcement learning algorithms [9].
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Chapter 6

Conclusion

In recent years, Mobility-on-Demand systems have radically transformed the paradigm

of urban mobility. Successful operations of MoD systems rely on solving a wide vari-

ety of problems from across multiple disciplines of sciences such as Computer Science,

Statistics, Economics, Operations Research, etc. In this dissertation, we focus on few

such problems of theoretical and practical interest.

In the first part of the dissertation, we introduce the problem of Markov Chain

Monitoring: given a distribution of items over a Markov chain, we aim to perform a

limited number of monitoring operations to predict the position of items on the chain

after one transition step with least uncertainty. We study variants of this problem and

provide efficient algorithms to solve them. Our experimental evaluation demonstrates

the superiority of the proposed algorithms compared to baselines and the practical

utility of our algorithms in a fleet monitoring operation for a bike-sharing MoD.

A natural extension of this work is to select monitoring operations under incom-

plete information for initial item distribution – which would allow the operations to

be deployed in perpetuity. Another future-work direction is to consider different types

of monitoring operations, such as those that combine knowledge of item placement

on nodes and edges. Finally, we can also consider more complex traffic models (e.g.,

involving queuing and different transition delays between nodes [27]).

Next, we shift our attention to ride-hailing services and focus on the problem of

maximizing a driver’s individual earnings on ride-hailing platforms. Our work con-
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firms the power of strategic driving behavior using data-driven projections of ridership

in the New York City area. Our first key takeaway is that a naive driver, armed with

no data, and driving a 9-5 random walk schedule, is leaving roughly a 50% pay raise

on the table by not driving more strategically. In contrast, a data-savvy driver armed

with good historical data can build a forecast and optimal contingency driving plans

with relatively little computational overhead using our dynamic programming algo-

rithms that have provable resilience to input uncertainty. Our experimental results

yield insights into the structure of highly optimized schedules, including relatively

frequent relocation, working at specific peak periods, and taking advantage of surges

when the time is ripe.

An obvious limitation of this approach is that it is tailored to the setting when

self-interested individual drivers employ the methods. If a significant percentage of

the labor supply employs sophisticated optimization methods for driving, one needs

to consider different strategies to achieve equilibria or other global objectives. Indeed,

in the long run, as drivers for ride-hailing platforms like Uber and Lyft are put out

of work by fleets of autonomous vehicles, the formulation and solution of new sets of

optimization problems along those lines are likely to become relevant as well.

In the final part of this dissertation, to alleviate the limitation of the approach

above, we study the problem of maximizing the earnings of an entire fleet of drivers

employed by ride-hailing platforms. Our work confirms that even in a high-dimensional

and big data domain such as ride-sharing, the inherent structure of the data can be

leveraged to develop a simple, interpretable, fair, and highly efficient framework to

achieve this goal. Extensive simulations based on New York City taxi datasets show

that our framework is easy to calibrate due to its robustness to imperfections in hy-

perparameter tuning. Our experiments provide evidence for the differential impact of

the platform’s objectives on driver earnings. Finally, we demonstrate that our model
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generalizes well to fluctuations in supply and demand. We also make available an

OpenAI gym environment for comparative studies.

As a final remark, as automated electric vehicle technology continues to advance,

we anticipate facing MoD operations problems related to the impact of autonomous

electric vehicles in the future. In such settings, the optimal strategies to match ve-

hicles to ride requests would have to consider additional factors such as the state of

the power grid, cost of electricity, and the inherent slow battery charging processes.

Moreover, it is unlikely that the entire human workforce would be replaced by au-

tomated vehicles instantly. In light of this, we believe that explainable algorithms

and fair compensation strategies for human drivers alongside the automated fleets

of MoDs will be exceedingly important. Based on the works in this dissertation, we

believe that the path of utilizing a diverse tool-set consisting of classic techniques like

approximation algorithms, combinatorial optimization methods, etc., alongside mod-

ern machine learning-based approaches such as reinforcement learning shows promise

in being able to tackle the multi-faceted problem of optimizing Mobility-on-Demand

systems.
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