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“In fact, if we are to understand ourselves better than we do now, I have no doubt that we 

must try to unravel all these complicated activities of the living matter in our brain.” 

- E.D. Adrian (from The Physical Background of Perception, 1947) 
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ABSTRACT 

The functional neuroanatomy of language localization in dyslexia has primarily 

been studied in the context of reading. However, dyslexia is sometimes referred to as a 

“language-based learning disability,” yet the functional signature of the core language 

comprehension network in dyslexia is far less understood. This thesis presents a series of 

studies designed to compare the functionality of the brain regions supporting linguistic 

processing between typical and impaired readers in order to characterize the cortical 

language network in dyslexia. First, we investigate the extent to which the efficiency (or 

quality of data vs. amount of scan time) of a functional language localizer based on 

passive spoken language comprehension can be maximized in Chapter 2. By demarcating 

the language network based on smaller amounts of data and testing stability and 

reliability within this framework, we found that scan time can be substantially reduced 

without sacrificing functional specialization for language. In Chapter 3, we apply the 

spoken language localizer to determine differences in functional organization of language 

in dyslexia and provide evidence that the core spoken language comprehension network 

is not markedly different between typical readers and those with dyslexia. We compared 

the individual activations from whole-brain analysis and functional profiles in the 
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canonical language-selective regions and found that the functional response of localized 

language regions in individuals with dyslexia was as selective as in typically reading 

adults. Chapter 4 follows up on the functional evidence reported in Chapter 3 to examine 

the structural connectivity within the same functional language network and additionally 

found essentially no differences between controls and dyslexia, further supporting the 

observations made in Chapter 3 that core linguistic processing is intact in dyslexia. All 

together, these findings converge on the suggestion that individuals with dyslexia do not 

rely on a separate cognitive architecture for language, potentially revealing important 

new insight into the dissociation of language specialization abilities and reading difficulty 

in dyslexia.  
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CHAPTER I: Introduction 

 

1. Origins of language mapping 

Investigating the neural basis of how we produce and comprehend language has long 

been a central part of cognitive neuroscience. Our understanding of how language is 

organized in the brain has been refined over decades as the available brain imaging 

technologies have evolved and evidence accrued across a range of disciplines, including 

neurology, linguistics, psychology, anatomy, and physiology. The earliest clinical 

discoveries of language-specialized functional neuroanatomy — mainly Broca’s area in 

left inferior frontal cortex as the epicenter for speech production (Broca, 1861) and 

Wernicke’s area in left posterior temporal cortex as the hub for speech recognition 

(Wernicke, 1874) — informed a 19th century model of the anatomical basis of language 

(Geschwind, 1970). In recent years, this classical, dichotomous conceptualization of the 

neural basis of language has fallen out of favor, as more evidence has elucidated the 

complex functional subdivisions and structural heterogeneity of both frontal and temporal 

cortical language areas (Fedorenko et al., 2012; Poeppel & Hickok, 2004; Thiel et al., 

1998; Tremblay & Dick, 2016). Methodology for delineating the brain regions supporting 

linguistic processing has been especially important clinically, as an important application 

is to develop noninvasive techniques for pre-surgical localization of language-selective 

cortex, thereby mitigating the language impairment risk of surgery (Kilbride, 2013). 

Additionally, studying various pathologies that alter language production or 

comprehension, such as aphasia and epilepsy (Baciu & Perrone-Bertolotti, 2015; 

Damasio, 1992; Hamberger, 2007) have informed existing neurological models of 
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language that were developed after observing how focal lesions impacted distinct 

operations in language (Ardila, 2015). 

The introduction of modern neuroimaging techniques has substantially advanced the 

study of brain mechanisms supporting language function because they allow for 

visualization of the brain in action. Utilizing positron emission tomography (PET) to map 

changes in cerebral blood flow ushered in a new era of cognitive neuroscience, in which 

the spatial organization of cognitive functions could be explored for the first time in the 

intact, healthy brain, by tracking where PET signals increase during specific functional 

tasks, such as language (Petersen et al., 1989; Zatorre et al., 1992). Early PET studies 

implicated several brain areas during auditory and visual word processing, including the 

left temporoparietal cortex for processing auditory word forms, the left extrastriate cortex 

for visual word forms, and the left ventral prefrontal cortex for semantic associations, 

culminating in a new anatomical model for lexical processing (Friston et al., 1991; 

Petersen & Fiez, 1993; Petersen et al., 1988, 1989; Wise, Hadar, et al., 1991). PET 

studies have been pivotal in helping uncover the essential language regions 

(Chmielowska et al., 1997), but many important populations had to be excluded from 

these experiments, such as children and women, due to the risk of the radiation dose 

necessary for PET scanning (Price, 2012). Another disadvantage intrinsic to PET studies 

is that they rely on inter-subject averaging for analyses due to inopportunity to test the 

same subjects multiple times, perhaps leading to an underestimation of the amount of 

activated cortex due to inter-individual variability (Steinmetz & Seitz, 1991; Tzourio-

Mazoyer et al., 2004). 
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2. Introduction of fMRI for localizing language 

Human brain mapping using functional magnetic resonance imaging (fMRI) was 

introduced next as a safe and noninvasive neuroimaging alternative to study brain 

function, offering higher spatial resolution for theoretical brain-behavior questions 

(Belliveau et al., 1991; Ogawa et al., 1992), and an explosion in the use of fMRI for 

studying language soon followed (J. Binder, 1997; J. R. Binder, 1997; Binder et al., 1997; 

Hinke et al., 1993; Matthews et al., 2003; Pugh et al., 1996). Initial language fMRI 

findings demonstrated that they could replicate the results of prior PET studies 

(McCarthy et al., 1993; Price et al., 1992; Wise, Chollet, et al., 1991; Wise, Hadar, et al., 

1991). The patent advantage of using fMRI technology was that it presented the 

opportunity for individuals to be tested many times and interrogate various language 

abilities, enabling more extensive data collection and opening the way to disentangle 

inter-subject variability concerns (Demonet et al., 2005; Hodge et al., 1998). The primary 

purpose of language mapping up to that point had been to preoperatively localize 

language areas in advance of brain tumor surgery, with a great deal of research conducted 

to seek the best neuroimaging technique for functional mapping of language-receptive 

areas, including PET (Liotti et al., 1994; Papathanassiou et al., 2000), task-based fMRI 

(Giussani et al., 2010; Manan et al., 2020; Wilson et al., 2017), resting-state fMRI 

(Hacker et al., 2019), electrocorticography (Swift et al., 2018; Wen et al., 2017), and 

MEG (Grummich et al., 2006; Lee et al., 2006). Clinical studies frequently examine the 

validity of task-based fMRI reliability as a tool for identifying the critical pieces of 

language cortex before operating on brain lesions (Giussani et al., 2010; Lurito et al., 
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2000; Petrella et al., 2006). Multiple measures have been used to calculate the sensitivity 

and specificity of the neural response to language in fMRI studies in detecting language 

areas, but no definitive agreement has been reached on which language tasks to 

administer in the scanner to define the language areas, such as verb generation or object 

naming, or whether the reliability of fMRI in mapping language areas before surgery is 

sufficient (e.g., Benjamin et al., 2017; Giussani et al., 2010; Wilson et al., 2017). 

 

3. Standard group analysis vs. individual functional localization 

While the development of fMRI as a universal neuroimaging touchstone has opened 

unprecedented new avenues for the study of the mind and brain, the interpretation of 

functional neuroimaging results has notable caveats attached. fMRI studies are generally 

based on individual activation maps that are aligned to a common brain space, and 

statistical inference is performed across participants by comparing the magnitude of 

response to each condition in each voxel. The inherent predicament of pinpointing brain 

locations as the source of certain cognitive mechanisms to generalize across individuals is 

that each person’s brain is structurally (and perhaps organizationally) unique, even 

though the anatomical structures are analogous (Kherif et al., 2003). The predominant 

methodology used in fMRI to address this matter is using an automated algorithm to 

match each subject’s brain to a standard anatomical brain template (e.g., MNI coordinate 

space: Devlin & Poldrack, 2007; Poldrack et al., 2011) based on local signal intensity, 

aligning all subjects’ brains by stereotaxic coordinates that are associated with particular 

cytoarchitectonic markers (Amunts et al., 1999; Amunts & Zilles, 2001). However, this 
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procedure of normalization to a standard brain space, which can involve translating, 

rotating, or warping individual brain images to match the template volume, involves 

many approximations and assumptions that may not accurately reflect the underlying, 

individual functional neuroanatomy. Discrete anatomical structures do not always occupy 

the same space relative to the coordinate system across individuals (Frost & Goebel, 

2012). Imperfect registration is not an uncommon problem and can be a critical one when 

it comes to performing statistical inference on whole-brain voxels in group analysis; for 

example, when regional functional profiles are averaged across subjects where 

anatomical discrepancies exist in the group, any group effects that are computed will 

average together any atypical activation within the samples, thereby reducing the 

functional resolution and statistical sensitivity of the analysis (Nieto-Castañón & 

Fedorenko, 2012; Swallow et al., 2003). 

For probing high-level cognitive processes, such as selectivity for faces or social 

cognition (Kanwisher et al., 1997; Saxe & Kanwisher, 2003), an alternative approach has 

been proposed for analyzing the functional responses profile across brain regions of a 

priori hypothetical interest, namely, by using functional landmarks to confine the 

hypothesis space (Saxe et al., 2006). Functional landmarks combine anatomical and 

functional response constraints by using macroneuroanatomical (e.g., gyral and sulcal) 

markers and robust functional profiles in individual subjects to delineate the relevant 

cortical architecture. Instead of extracting only the combined effects of spatially 

overlapping activation patterns across subjects or using group activation ROIs, the 

individualized functional localization method circumvents the confound of between-
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subject variability in functional neuroanatomy by first identifying the brain regions 

responsive to the cognitive process of interest via functional contrast in individual brains 

and then averaging the neural responses for the process targeted by the localizer as basis 

for group-level statistical inference for wider generalization. For language in particular, 

the individual-subjects functional localizer has reliably defined the distinct brain regions 

showing strong selectivity for linguistic input independent of stimuli materials and 

presentation modality (Fedorenko et al., 2011; Fedorenko et al., 2010; Scott et al., 2017). 

The functional language localizer has been regularly deployed to define language-

sensitive regions in individual subjects to examine theoretical questions regarding the 

dissociation of language from other related cognitive mechanisms, and while it is a 

tractably short scanner task for the normal adult population, neuroimaging research with 

special and pediatric populations brings additional challenges that may make functional 

localizers less attractive tools. In Chapter 2 of this thesis, I investigate whether the spoken 

language localizer can be shortened in duration without sacrificing functional resolution 

or statistical sensitivity, which would make it more appealing for us to use in scenarios 

where scan time with a subject is especially precious or limited. Building upon this work, 

I examine how the functional language localizer can be applied to study the cortical 

language network in dyslexia in Chapters 3 and 4. 

 

4. Language and reading: network organization 

Recent advances in functional neuroimaging methods have revealed that cognitive 

functions are organized in large-scale brain networks of functionally interacting and 
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anatomically interconnected brain regions (McIntosh, 2000; Mesulam, 1990; Power et al., 

2011). One of these neurofunctionally-connected systems is the core language network, 

consisting of sets of individual cortical regions and subregions that coactivate during 

higher-level linguistic processing. Numerous studies have found that language 

comprehension recruits a left-lateralized frontotemporal network in the adult brain, 

supporting linguistic functions like lexical and semantic processing (Bates et al., 2003; 

Binder et al., 1997; Fedorenko et al., 2011; Fedorenko & Thompson-Schill, 2014; 

Menenti et al., 2011; Skeide & Friederici, 2016) but does not activate during other high-

level cognitive processes such as arithmetic operations, working memory, inhibitory 

control, and music perception (Fedorenko et al., 2020; Fedorenko et al., 2012; Fedorenko 

& Varley, 2016; Monti et al., 2012). The question remains regarding the precise 

functional architecture of the core language network, including whether linguistic 

computations are divided into focal subsets (Goucha & Friederici, 2015; Matchin et al., 

2021; Vandenberghe et al., 2002; Wilson et al., 2018) or widely distributed across the 

network (Bautista & Wilson, 2016; Siegelman et al., 2019; Vigneau et al., 2006). The 

distinctiveness of the core language network is supported by anatomical and functional 

connectivity analysis (Park et al., 2020; Saur et al., 2008; Tie et al., 2014). While the 

development of the network throughout childhood is not as well-understood due to the 

difficulty of functional neuroimaging in children, the studies that have mapped the 

organization of language function in infant brains and adolescents did show the 

emergence of the language network at a young age and its similarity to adult counterparts 

(Dehaene-Lambertz & Spelke, 2015; Holland et al., 2007; Rosselli et al., 2014), with the 
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responsiveness of temporal areas coming online first and frontal areas increasingly 

recruited across development. 

It is to be noted at this point that language processing obviously subsumes multiple 

intricate computations to execute all of the subprocesses involved in language, but for 

this dissertation, I will principally discuss the response properties of the language 

network from the holistic perspective of the entire language comprehension process, 

focusing on the functional response of the language network to spoken language 

comprehension in toto, without differentiating sub- or component processes. This 

network perspective has become a common one to characterize language, as recent 

studies have described (e.g., Fedorenko & Thompson-Schill, 2014). 

 

4.1. Reading network 

Overlapping and intersecting with the core language network is the neural circuitry 

organization developed by the maturation of literacy, or the reading network (Dehaene et 

al., 2010; Fiez & Petersen, 1998; Price, 2012; Price & Mechelli, 2005; Wandell & 

Yeatman, 2013). Reading is a multifaceted process that engages a left-lateralized network 

of occipitotemporal, temporoparietal, and inferior frontal cortices while processing 

visual, phonological, and semantic information (Price, 2012). Aptly described as the 

‘confluence of vision and language’ (Yeatman & White, 2021), the unique challenge of 

reading is that it transforms a complex array of characters in written form into sound and 

meaning mostly originally learned during spoken language comprehension. Accessing 

language through print requires the involvement of a host of neural mechanisms, 
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including spatial vision, attentional control, object recognition, and perpetual learning, in 

addition to the characteristic computations involved in parsing linguistic meaning, like 

syntactic and lexical processing. This sequence of operations to convert visual features 

into language for skilled and fluent reading relies on rapid coordination between cortical 

regions specialized for processing visual, auditory, and linguistic information. Two 

distinct neural routes characterize the compound mechanism of reading: a dorsal 

phonological system and a ventral orthographic system (Coltheart et al., 2001; Jobard et 

al., 2003; Schlaggar & McCandliss, 2007; Simos, Breier, Wheless, et al., 2000). Studies 

have also shown that this functional network for reading is shaped by experience during 

development, demonstrating that left occipitotemporal cortex becomes increasingly 

specialized for text as a child learns to read (Ben-Shachar et al., 2011; Brem et al., 2009; 

Dehaene-Lambertz et al., 2018) and progressively more connected to speech processing 

areas (Dehaene et al., 2015; Schlaggar & McCandliss, 2007). A crucial node of the 

reading network is the visual word form area (VWFA), the region in the ventral 

occipitotemporal cortex that selectively responds to written letter strings and mediates 

word recognition (Ben-Shachar et al., 2011; Brem et al., 2009; Cohen et al., 2000; Cohen 

et al., 2008; Cohen et al., 2002; Dehaene & Cohen, 2011; Fiez & Petersen, 1998). 

Functional specialization of the VWFA word-selective regions is akin to neural category 

selectivity for other visual stimuli, such as the face-selective fusiform gyrus (Kanwisher 

et al., 1997; McCarthy et al., 1997; McKone et al., 2012), and functional connectivity 

studies have shown that the left hippocampus, left lateral temporal, and left prefrontal 

cortices are correlated with VWFA activation during visual word processing (Reinke et 
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al., 2008). Other subprocesses required for reading, such as phonological and semantic 

processing of words, are subserved by various portions of left temporoparietal cortex 

(Glezer et al., 2016; He et al., 2013; Pugh et al., 2001; Sandak et al., 2004). This 

collection of left-hemisphere cortical regions is coactivated during the process of reading, 

much like the core language network activation during language comprehension, each 

forming its own but related neurofunctional systems. The next section surveys the effect 

of functional and structural abnormalities within the reading network, resulting in the 

reading disorder of dyslexia. 

 

5. Developmental dyslexia 

Developmental dyslexia is a neurobiological reading disorder that is characterized by 

slow and inaccurate word recognition, but its etiology is still not established (Peterson & 

Pennington, 2012). Because it is the most prevalent neurodevelopmental disorder, 

affecting 5-17% of children and reading difficulties persisting into adulthood 

(McCandliss & Noble, 2003; Shaywitz, 1998; Shaywitz & Shaywitz, 2003), the potential 

causes of dyslexia have been extensively researched. Family history of dyslexia increases 

the risk of finding this disorder in children (Fisher & Francks, 2006), such that a child 

with an affected parent has a 40-60% chance of developing dyslexia (Schumacher et al., 

2007). Studies have reported that difficulty with reading fluency exists independently of 

sensory abilities or literacy education and is unassociated with other cognitive abilities 

such as intelligence (Tanaka et al., 2011). Because reading is a highly complex behavior 

that requires coordination among multiple brain systems to be properly developed and 



 

 

11 

achieve accurate reading, several prominent theories exist for where the deficit could lie 

(Goswami, 2015). 

 While some neurobiological theories, such as low-level sensory (Eden et al., 

2004; Eden et al., 1996; Vidyasagar & Pammer, 2010), cerebellar and magnocellular 

theories (Stein, 2001), hypothesize a specific psychobiological etiology of dyslexia, the 

prevailing view is that dyslexia is caused by an underlying deficit in phonological coding, 

i.e., encoding, accessing, and manipulating the sounds of spoken language (Ramus et al., 

2003; Torgesen et al., 1994; Vellutino et al., 2004; Wagner et al., 1997), including 

positing that the deficit is specifically in the ability to access intact phonological 

representations for metalinguistic tasks (i.e., those that require cognitive access to 

phonological information beyond what is needed for ecological speech comprehension) 

(Boets et al., 2013; cf. Boada & Pennington, 2006). In addition to competing core deficit 

models explaining dyslexia, ample evidence also favors a multifactorial understanding of 

dyslexia, such that the degree of reading difficulties one experiences are determined by 

the probabilistic outcome of a combination of multiple deficits intersecting (Norton et al., 

2014; O'Brien & Yeatman, 2021; Peterson & Pennington, 2012; Ramus, 2001a). 

 

5.1. Functional studies of dyslexia 

 A large number of prior studies on the neural bases of dyslexia have revealed 

distinct functional and structural substrates associated with disorder in reading. 

Functional MRI studies have reported clear functional differences for individuals with 

dyslexia compared to typically skilled readers during reading and phonological awareness 
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tasks, including hypoactivation in left temporoparietal and occipitotemporal cortices 

(Eden et al., 2004; Paulesu et al., 2001; Pugh et al., 2000; Shaywitz et al., 2006; Shaywitz 

et al., 2004; Simos et al., 2006), as well as greater activation in the corresponding right-

hemisphere regions (Pugh et al., 2000; Simos, Breier, Fletcher, et al., 2000; Waldie et al., 

2013). Consistent hypoactivation patterns during reading-related tasks have been found in 

multiple nodes of the reading network: phonological processing in temporoparietal 

cortex, orthographic processing in parietal and ventral occipitotemporal cortex, and 

semantic processing in the angular gyrus and hippocampus regions (Paz-Alonso et al., 

2018). Meta-analyses of neuroimaging studies substantiated reporting of underactivation 

in the two posterior left hemisphere regions, most consistently in the temporoparietal 

region for phonological processing and phoneme-to-grapheme conversion and the 

occipitotemporal region for orthographic encoding (whole word recognition), as well as 

aberrant activation in left inferior frontal gyrus, including reports of regional 

hyperactivation (Hoeft, Meyler, et al., 2007; Richlan et al., 2009).  

 

5.2.Structural studies of dyslexia 

 Abnormalities in gross anatomy have also been demonstrated in prior studies of 

dyslexia. Whole-brain gray matter volume (GMV) differences have been found in both 

children and adults with dyslexia in bilateral temporal lobe structures (inferior, middle, 

and superior gyri), inferior parietal lobes, and cerebellum using voxel-based 

morphometry (VBM) (Evans et al., 2014; Linkersdorfer et al., 2012; Richlan et al., 2013). 

For example, bilaterally reduced GMV in posterior cortical regions were found in pre-
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reading kindergarteners (Raschle et al., 2011) and in prefrontal and parietotemporal 

regions for children with maternal histories of reading difficulties (Black et al., 2012). 

VBM analyses have additionally found smaller GMV in right superior temporal gyrus 

(STG) and left superior temporal sulcus (STS) (Richlan et al., 2013), as well as less white 

matter volume in left temporoparietal regions in children with dyslexia (Eckert et al., 

2005). Importantly, structural gray matter differences in dyslexia tend to co-localize with 

regions that show functional differences (Linkersdorfer et al., 2012; Silani et al., 2005) 

and connectivity abnormalities (Vandermosten, Boets, Wouters, et al., 2012). 

 Diffusion tensor imaging (DTI) studies have demonstrated differences in white 

matter integrity between dyslexia and typical reading, especially in left temporoparietal 

and frontal areas (Klingberg et al., 2000; Vandermosten, Boets, Poelmans, et al., 2012). 

Robust findings of decreased fractional anisotropy (FA) in dyslexia, indicating structural 

differences in white matter integrity or organization, have been shown in left superior 

longitudinal fasciculus, including arcuate fasciculus, and corona radiata fibers, which 

have been correlated with phonological and orthographic impairments (Hoeft et al., 2011; 

Vandermosten, Boets, Poelmans, et al., 2012). Other studies have associated FA values 

with reading skill in left temporoparietal tracts (Odegard et al., 2009) and detected loss of 

connections between the temporoparietal and frontal areas (Boets, 2014), further 

suggesting that the reading network is widely disrupted in dyslexia. However, the extent 

to which these disruptions play a causal role in negatively affecting the development of 

accurate and fluent reading skills versus reflect differences in brain development as a 

function of reading experiences remains an important area of inquiry. 
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6. Dissertation studies 

This thesis investigates the optimal implementation of the spoken functional language 

localizer and its application to the study of the functional signatures of language 

selectivity in the brain in dyslexia. Chapter 2 examines the extent to which the efficiency 

(i.e., quality of the data vs. the amount of scan time) of a functional language localizer 

can be maximized by subdividing the collected data from one scanning session and 

determining the pros and cons of demarcating the language network based on smaller 

amounts of data (i.e., reduced scan time). Chapter 3 utilizes the language localizer to 

examine the differences in functional organization of language in dyslexia and provides 

evidence that functional selectivity of the core language network is not markedly 

different between typical readers and those with dyslexia. Chapter 4 examines structural 

connectivity within the functional language network, finding few differences and 

supporting the observations made in Chapter 3. Finally, Chapter 5 summarizes the 

empirical findings presented in this dissertation and contextualizes these results within 

the larger framework of what the localization of language-selective regions can 

potentially tell us about language-related disorders. 
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CHAPTER II: Efficient functional localization of language regions in the brain 

 

1.  Introduction 

In pursuit of better understanding the neural bases of complex cognitive processes, a 

major question in neuroimaging has been whether specialized functions can be 

selectively attributed to distinct brain regions. Functional localizers have been deployed 

and refined as reliable tools for identifying cortical regions responsible for numerous 

mental operations, including those selectively responsive to faces (Fox et al., 2009; 

Kanwisher et al., 1997), human bodies (Downing et al., 2001; Ross et al., 2020), voices 

(Belin et al., 2000), printed words (Cohen et al., 2002; Dehaene et al., 2002), and core 

linguistic processing (Fedorenko et al., 2011; Fedorenko et al., 2010). Demarcating these 

brain regions using functional magnetic resonance imaging (fMRI) and characterizing 

their response selectivity to different kinds of stimuli or mental operations plays a key 

role in understanding the neural organization of cognition. Particularly, functional 

localizers allow experimenters to define these regions based on the patterns of functional 

selectivity in the brains of individuals and compare the neural response properties of 

brain tissue across subjects based on its similar functional characterization rather than 

corresponding locations in stereotaxic space. In this way, functional localization should 

help overcome the substantial variability in structure-function correspondence across 

individual brains that is obfuscated by the traditional group analyses, which are based on 

strict stereotactic voxelwise correspondence across brains (Fedorenko, 2021). Moreover, 

functional localizers offer considerable potential to help paint a clearer picture of the 

functional architecture of the cortical language network, where traditional group analyses 
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have led to many conflicting conclusions about response selectivity (Fedorenko et al., 

2011; Nieto-Castañón & Fedorenko, 2012). To do this, localizers utilize a well-designed 

fMRI task to broadly target the cognitive process of interest and define the brain areas 

that are primarily responsive to that stimulus or task, and then sample the response within 

those areas to other stimuli or tasks to determine their response selectivity or pattern of 

information processing. 

The most widely deployed version of a functional localizer for language employs an 

in-scanner reading task to target the contrast between processing meaningful sentences 

vs. pronounceable nonword sequences, in order to identify the brain regions sensitive to 

word- and sentence-level meaning (Fedorenko et al., 2010). This localizer contrast has 

proven to be effective in distinguishing the regions specialized for higher-level linguistic 

processing over other linked cognitive functions such as working memory and executive 

control in frontal, temporal, and parietal association cortices, forming the cortical 

language network that is wholly activated when the human brain is processing linguistic 

stimuli (Blank et al., 2014; Fedorenko et al., 2012). For example, empirical evidence 

from studies utilizing the language localizer to test various hypotheses has shown 

language and thought are subserved by distinct brain regions (Fedorenko & Varley, 

2016), the segregation of lexico-semantic vs. syntactic processing within the left 

frontotemporal language network (Fedorenko et al., 2020), and the functional 

dissociation between the language, domain-general multiple demand, and default mode 

networks in cognitive labor (Diachek et al., 2020; Mineroff et al., 2018). 

However, the real- and pseudoword reading tasks are not particularly well-suited to 
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research involving young children and other special populations who either struggle with 

reading, have not yet learned to read, or have difficulties with sustained attention to a 

task. To address these limitations, an auditory version of the language localizer was 

developed, which contrasts neural activation during passive listening to brief recordings 

of meaningful speech vs. incomprehensible degraded speech (Scott et al., 2017). While 

the auditory localizer eschews many of the literacy and cognitive demands of its 

predecessor, its prescribed duration of 12.5 minutes is onerous in the context of 

neuroimaging research on pediatric and special populations, for whom compliance with 

the in-scanner environment can be challenging, making every minute of scan time 

precious. Given the practical challenges of carrying out various research goals with these 

subject groups, as well as the monetary cost of using the MRI scanner (e.g., Meissner et 

al., 2020), making localization of language-responsive brain regions in individual 

subjects as efficient as possible is imperative for more widespread adoption of the 

functional localizer technique in neuroimaging research with these populations. 

Furthermore, any improvement in localizer efficiency offers both economic and 

theoretical benefit to researchers: For instance, in a study with two groups of 20 subjects, 

reducing localizer scan time by 50% saves over $2000 in scanner operating costs, which 

can then be applied to obtaining additional, theoretically-motivated neuroimaging data. 

In this study, we aimed to characterize spatial extent and response properties of the 

language-responsive cortical areas identified by parametrically reducing the amount of 

scan time of the functional language localizer described by Scott et al. (2017). 

Specifically, we examined how the individual activation maps for the language localizer 



 

 

18 

contrast and the functionally defined regions-of-interest varied as a function of the 

quantity of data utilized in the analysis by systematically dividing the data into subsets to 

compare against the full dataset. Stability of the localizer in terms of spatial location and 

overlap was measured for the decreasing amounts of data, as well as test-retest reliability 

between runs to draw both quantitative and qualitative conclusions on the robustness of 

the data and efficacy of minimizing the localizer’s length by reducing the number of 

experimental blocks included in the data analysis (Friston et al., 1999). Therefore, this 

study offers a novel empirical method for determining the extent to which the scan time 

of the language localizer can be condensed based on a comprehensive comparative 

analysis of the degree to which sensitivity and specificity change as a function of the 

amount of data compared to the full-duration localizer. We believe that these findings 

will be useful for other researchers by providing both quantitative and heuristic 

guidelines for optimizing the amount of scan time they wish to devote to a functional 

localizer task. 

 

2. Materials and Methods 

2.1. Participants 

Twenty-four adults (13 female, 11 male; age 19–32; M = 23.5 years) completed this 

study. All participants were self-reported English speakers who had no history of speech, 

language, hearing, or neurological disorder or any reading, cognitive, or motor 

developmental difficulties. Four participants reported a tendency towards left-

handedness. All participants gave informed, written consent approved and overseen by 
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the Institutional Review Board at Boston University and received monetary compensation 

for their participation.  

 

2.2. In-Scanner Tasks 

Each participant performed two tasks as part of this study: a passive listening task to 

localize the language network (Scott et al., 2017) and a spatial working memory task as a 

non-linguistic control for the functional response profiles derived from the auditory 

language localizer (from Scott, 2020; see also Fedorenko et al., 2011). All participants 

who completed the language localizer and the working memory task also performed a 

number of additional tasks for separate studies, with each scanning session lasting 

approximately 2 hours (20 minutes of structural data collection and 90–100 min of task-

based fMRI). 
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Figure 1. Language localizer and task design. (A) Each run was subdivided into four spans of 

decreasing amounts of data (Run 1 is shown). The task consisted of passive listening during 

blocks of intact (Int) and degraded (Dg) speech, as well as resting baseline fixation (+). (B) A 

brief sample of the auditory stimuli from the Intact speech condition, showing the dynamics of 

the intensity envelope and spectrotemporal features (spectrogram) of the phrase, “I would say I’m 

a cat person,” comprising approximately 1.3 s of an 18-s intact speech block. (C) The 

corresponding stimulus from the Degraded speech condition, in which the speech stimulus was 

low-pass filtered and white noise was added with a temporally-modulated envelope matching that 

of the intact speech. (A participant heard either the intact or degraded stimulus based on a 

particular source recording, thereby preserving the total incomprehensibility of degraded speech 

stimuli.) (D) An example 3-item (low-load) visual-spatial working memory trial is shown; the 

correct response is “different.” 

 

2.2.1. Language Localizer 

Participants passively listened to engaging excerpts of natural speech from various 

long-form interviews and podcasts (e.g., TED Talks, The Moth Podcast) and acoustically 

degraded versions of those excerpts in a blocked design (Scott et al., 2017). The 
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degradation procedure involved creating a low-pass filtered copy of each clip, using a 

pass-band frequency of 500 Hz, as well as a white noise track, which was multiplied by 

the amplitude envelope of the intact clip to produce variations in the noise volume. The 

noise track was then low-pass filtered to ‘soften’ the highest frequencies using a pass-

band frequency of 8,000 Hz and a stop frequency of 10,000 Hz and added to the low-pass 

filtered copies of the clips to construct muffled, unintelligible degraded versions of each 

intact clip of speech, effectively serving as a control for low-level acoustic features of 

speech in the localizer. The experience of stimuli in the degraded speech condition is like 

listening to garbled, unintelligible radio transmissions. All materials for this spoken 

language localizer, including scripts and transcriptions of the speech excerpts, are 

available online.1 

 Each stimulus was an 18-second audio clip, consisting of either intact or degraded 

speech. The duration of the full language localizer was 12 min 18s, with each of the two 

runs lasting 6min 8sec and consisting of 16 stimulus blocks (8 intact speech and 8 

degraded) and 5 fixation blocks (14-second rest blocks in which participants heard no 

stimuli). Condition order was counterbalanced across runs and participants. 

 

2.2.2. Spatial Working Memory 

 Extensive research has shown that the cortical networks for language and domain-

general “multiple demand” cognitive tasks like spatial working memory are strictly 

 
1 https://evlab.mit.edu/papers/Scott_CogNeuro 
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dissociated (Diachek et al., 2020; Mineroff et al., 2018). To determine whether the brain 

areas identified by the various parameterizations of the language localizer retained their 

selective response to linguistic stimuli, we also measured participants’ brain responses to 

a spatial working memory task (akin to Corsi Blocks). In this task, participants were 

instructed to recall sequentially presented dots in a 3 × 3 grid (Scott, 2020) under two 

levels of working memory load: In the low-load condition (3-item sequences) or the high-

load condition (6-item sequences), participants were presented with two sequences of 

dots and asked to identify at the end of each trial whether the second sequence was 

identical to the first. Each dot in the first sequence was illuminated in red for 500 ms, 

followed by a 1.5s retention interval presentation of the empty grid, and then each dot in 

the second sequence was illuminated in blue for 500 ms. Participants responded to this 

two-alternative forced choice task by button press when they saw the words “SAME OR 

DIFFERENT” presented on screen. The high > low working memory-load contrast is 

intended to identify regions that are responsive to increased demands on spatial working 

memory, which traditionally activates the multiple demand (MD) network (Blank et al., 

2014; Diachek et al., 2020; Mineroff et al., 2018). 

Condition order was counterbalanced across the two runs and participants. Each 

condition included five blocks (4 trials per block) and five, 15-s blocks of rest with low-

load blocks lasting 24 s and high-load blocks lasting 36 s. Each run lasted 6:18, and all 

participants completed two runs of the task. 
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2.3. MRI Data Acquisition 

Structural and functional data were acquired on a whole-body Siemens Trio 3T 

scanner with a 32-channel head coil at the Athinoula A. Martinos Imaging Center at the 

McGovern Institute for Brain Research at MIT. Participants were situated in a head-first 

supine position in the scanner. Auditory stimuli were presented over Sensimetrics MRI-

compatible Model S14 headphones and visual cues were presented over an in-scanner 

projector screen. T1-weighted high-resolution structural images, including a T1-weighted 

magnetization-prepared rapid gradient-echo (MPRAGE) anatomical volume (TR = 2530 

ms, TE = [1.64, 3.50, 5.36, 7.22 ms], TI = 1400 ms, flip angle = 7.0°, voxel resolution = 

1.0 mm isotropic, FOV = 256 × 256, 176 sagittal slices) and a T2-weighted anatomical 

volume (TR= 3200 ms, TE = 454 ms, voxel resolution = 1.0 mm isotropic, FOV = 256 × 

256, 176 sagittal slices) were collected prior to functional imaging.  

Functional, blood oxygenation level dependent (BOLD) data were acquired using a 

continuously-sampled, simultaneous multislice, T2*-weighted gradient-echo planar 

imaging (EPI) scans (TR = 750 ms, TE = 30 ms, flip angle = 90°, voxel resolution = 3.0 

mm isotropic, 10% slice gap, FOV = 72 × 72, 45 slices, 5 simultaneous slices). 484 

volumes were acquired during each of the two runs of language localizer and 504 

volumes during the two runs of spatial working memory task. 

 

2.4. MRI Data Analysis 

In order to systematically compare the stability and reliability of shorter versions of 

the language localizer to its full duration, we subdivided each 6:03- (16-block-) run of the 
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localizer into four separate scans of parametrically increasing duration (Fig. 1A; Table 

1). These spans comprised the first 25% of the data collection in each run, the first 50%, 

the first 75%, and finally the entire dataset (100%). All subdivisions of the dataset 

maintained the ratio of intact to degraded speech and stimulation to rest. Data 

subdivisions were created from each subject’s unpreprocessed nifti files; functional 

preprocessing, within-subject modelling, and group analyses were performed for each 

localizer duration separately. (The spatial working memory task data were not 

subdivided.) 

 

Data analyzed Volumes  Duration Blocks (per condition) 

100% (full dataset) 484 6:03 16 (8/8) 

75% 367 4:35 12 (6/6) 

50% 252 3:09 8 (4/4) 

25% 138 1:44 2 (2/2) 

 
Table 1. Data analyzed (per run) for each subdivision of the localizer. 

 

 Functional MRI data were processed using FSL v5.0.72. Each participant’s data were 

motion corrected within each run and spatially smoothed with a 6 mm FWHM Gaussian 

filter and then modeled using a boxcar regressor. The two contrasts of interest were 

computed for each participant: intact > degraded speech for the language localizer and 

high > low load for the spatial working memory task. Normalization was completed via 

image registration from native EPI space volumes into common MNI-space with 

isotropic voxels of 2 cubic millimeters. Nonlinear transformation was applied using 

 
2 https://fsl.fmrib.ox.ac.uk 
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ANTS v.1.93 (Avants et al., 2011) for accurate coregistration between the high-resolution 

structural anatomy and functional data. Individual subjects’ statistical maps were created 

after transformed contrast images were combined across runs in fixed-effects analyses. 

 

2.4.1. Group-constrained subject-specific (GCSS) analysis 

 To determine the consistency of the localizer in identifying the brain regions 

responsive to language, functional parcels were defined at each span of data length (25%, 

50%, 75%, and 100% of the data from each run) using the group-constrained subject-

specific (GCSS) approach (Fedorenko et al., 2010; Julian et al., 2012). The GCSS 

parcellation procedure consisted of first thresholding the individual subjects’ smoothed 

activation maps for the relevant contrast of intact > degraded speech at p < 0.0001 (this 

stringent threshold selected for the most meaningful set of parcels). The thresholded 

maps were then binarized and overlaid on top of one another in common stereotaxic 

(MNI) space to great a probabilistic overlap map, in which each voxel indicates the 

number of subjects who had significant activation at that voxel for the given contrast. 

After smoothing the probabilistic overlap map with a Gaussian kernel of 6 mm FWHM, a 

watershed image segmentation algorithm (Meyer, 1991) was employed to divide the 

group map into group-level partitions, called functional parcels, that follow the 

topographical information in the map to find the subregions of significant activation. The 

key language-sensitive parcels were determined by locating the voxels of peak activation 

 
3 https://picsl.upenn.edu/software/ants 
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as the nucleus of each subregion and expanding the borders of each partition to all 

surrounding voxels showing nonzero intersection (defined as a subject having > 1 supra-

threshold voxel within the borders of the partition), then limiting the scope of our 

analysis to those parcels where greater than or equal to 80% of subjects showed relevant 

activation (Fedorenko et al., 2010; Julian et al., 2012). Intersecting this map with the 

individual subjects’ activation maps provides information on not only the points of high 

inter-subject overlap but also the distribution of individual activations around the high 

overlap points. 

 We then obtained individual-subject functional regions-of-interest (fROIs) within 

these parcels by intersecting them with their individual activation map for the relevant 

contrast (intact > degraded), sorting the voxels based on their t-values, and selecting the 

top 10% of voxels within each mask as that participant’s fROI. This approach guarantees 

that fROIs can be individually defined and encompass the same size across participants, 

allowing for generalization of these results (Nieto-Castañón & Fedorenko, 2012). Four 

sets of fROIs were defined for both-run comparisons as well as separate fROIs for Run 1 

and Run 2 in order to perform test-retest reliability analyses. For the task selectivity 

analyses, we also employed an across-runs cross-validation procedure to ensure that the 

specific data used to define the fROIs for each participant were not the same data used to 

estimate the responses (e.g., Kriegeskorte et al., 2009). Here, fROIs were defined for each 

participant based on data from only the first run, and their responses were then estimated 

using data from the second run of the condition for both the language and spatial working 

memory tasks. These response magnitudes were then averaged and utilized in linear 
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mixed-effects regression models implemented with the lmer toolbox in R, as described 

below. 

 We measured the spatial overlap between each smaller span of data and the full data 

using the Jaccard index (Jaccard, 1908), a common method for estimating spatial overlap 

for whole brain-level activation in reliability studies (Maitra, 2010; Rombouts et al., 

1998). The Jaccard index is computed as the total number of samples in two sets divided 

by the common samples shared by both sets and is thus interpreted as the percentage of 

shared significant voxels, reflecting the correspondence of two samples with respect to 

the spatial distribution, regardless of activation amplitudes within the samples (e.g., 

Kampa et al., 2020). 

 

 

3. Results 

3.1. Parcellation of language regions and their functional selectivity 

 Application of the GCSS procedure to the auditory language localizer led to 

identifying the language-selective functional parcels, consistent with the major 

components of the cortical language network, as reported in previous studies (Fedorenko 

et al., 2010; Nieto-Castañón & Fedorenko, 2012; Scott et al., 2017). Ten parcels emerged 

for the full dataset based on two runs of the language localizer: six in the left hemisphere 

and four in the right hemisphere (Fig. 2A). These included the anterior and posterior 

portions of left superior temporal gyrus (STG), left inferior frontal gyrus (IFG) pars 

opercularis (po) and pars triangularis (pt), left superior frontal gyrus (SFG), left 
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precentral gyrus (PreCG), the anterior, mid and posterior portions of the right STG, and 

right cerebellum (Fig. 2A). We repeated the GCSS procedure separately for each 

subdivision of the dataset. The parcellation based on 75% of the data was essentially 

identical to that of the full dataset (Fig. 2B). The parcellation based on the first 50% of 

the data differed only in a more granular parcellation of left STG, which now included 

three parcels (anterior, mid, and posterior; Fig. 2C) compared to the two obtained using 

more data. The parcellation based on only the first 25% of the data in each run was the 

most different: Parcels for SFG and cerebellum did not reach the inclusion threshold, and 

parcellation of left STG was again more granular, including an additional parcel specific 

to the temporal pole (TP) (Fig. 2D). 

 The hallmark of a functional localizer is that it should identify neural tissue that is 

selectively responsive to a stimulus or cognitive operation of interest. To test whether the 

selectivity of the regions identified by the localizer differed as a function of the amount of 

data used to define them, we defined individual fROIs in the parcels derived from each 

subdivision of the data and tested the responses (fMRI activation magnitude) in these 

fROIs to the contrasts of interest for language (intact vs. degraded speech) and spatial 

working memory (high vs. low working memory load). These values were analyzed using 

linear-mixed effects models, with fMRI response magnitude as the dependent variable, 

fixed factors of condition (intact vs. degraded (language) or high vs. low load (spatial 

working memory); sum-coded contrast) and localizer duration (full, 75%, 50%, 25%; 

treatment-coded contrast with “full” as the baseline level), and a random effects structure 

including by-subject and by-parcel intercepts. 
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 Testing the contrasts on the model of the language localizer revealed a significant 

main effect of condition (β = 42.12, s.e. = 2.81, t = 15.02, p << 0.0001), such that there 

was greater activation to intact vs. degraded speech. The overall fMRI response 

magnitude measured using the first 25% of the localizer data was greater than that using 

the full dataset (effect of duration; β = 10.98, s.e. = 4.21, t = 2.61 p < 0.01), but did not 

differ between either the 50% or 75% durations and the full dataset. Critically, there was 

no condition × duration interaction for any of the reduced durations vs. the full dataset 

(full vs. 25%: β = -0.72, s.e. = 3.97, t = -0.18, p = 0.86; full vs. 50%: β = -3.17, s.e. = 

3.88, t = -0.82, p = 0.41; full vs. 75%: β = -2.34, s.e. = 3.97, t = -0.60, p = 0.55), 

indicating that the amount of data used to determine the parcels and fROIs had no effect 

on the selectivity of the response of these fROIs to the intact vs. degraded speech contrast 

(Fig. 2, middle column). That is, even when localized using 25% of the data, the 

responses to language vs. non-language stimuli in these fROIs were just as strong as 

when localized using 300% more scan time. 

 Next, testing the contrasts on the model of the spatial working memory task revealed 

no effect of condition (β = 0.33, s.e. = 1.35, t = 0.25, p = 0.81), such that the response of 

language fROIs overall did not differ between high vs. low spatial working memory load. 

There was also no effect of duration, (all |β| < 0.61, all |t| < 0.32, all p > 0.75). Again, 

critically, there was no condition × duration interaction for any of the reduced durations 

vs. the full dataset (full vs. 25%: β = -1.58, s.e. = 1.91, t = -0.83, p = 0.41; full vs. 50%: β 

= 0.12, s.e. = 1.87, t = 0.07, p = 0.95; full vs. 75%: β = 0.19, s.e. = 1.91, t = 0.10, p = 

0.92). That is, language fROIs showed no difference in their responsiveness to the spatial 
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working memory task regardless of how much or little of the localizer data had been used 

to define them (Fig. 2, right column). Even when localized using just 25% of the data, 

these language fROIs showed no additional selectivity for a multiple-demand task 

(Fedorenko et al., 2010; Nieto-Castañón & Fedorenko, 2012; Saxe et al., 2006). 

Figure 2. Functional selectivity of language fROIs by localizer scan time. Glass brains show 

the location of the group-constrained parcellation based on (A) the full scan time from both runs 

of the localizer (16 blocks / condition and 12:06 total scan time), (B) the first 75% of each 

localizer run (12 blocks / condition and 9:10 total scan time), (C) the first 50% of each localizer 

run (8 blocks / condition and 6:18 total scan time), and (D) the first 25% of each localizer run (4 

blocks / condition and 3:28 total scan time). From within each parcel, subject-specific fROIs were 

obtained and used to independently sample the fMRI response magnitude from each condition of 

the language localizer and spatial working memory task. The mean response magnitude across 

participants in each parcel for (a) degraded vs. intact speech and (b) low vs. high working 

memory load is shown for each level of data subselection. (Note that the y-axis limits differ, but 

the scale is the same, so bar magnitudes are comparable across the two tasks.) Parcellation was 
mostly robust to the amount of data, excepting the loss of some parcels (SFG, cerebellum) and 

more granular parcellation of left STG with smaller amounts of data. The pattern of selectivity 
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across parcels was not affected by the amount of data. Parcels that were not attested for a 

particular localizer duration are marked “n/a.” 

 

 

3.2. Stability of language regions identified by shortened localizers 

 As the amount of localizer data used to obtain the group-level parcellation led to only 

modest differences in the regions identified, and it had no effect on the task selectivity of 

individual-level fROIs derived from those parcellations, we next examined the extent to 

which the shortened version of the localizer identified the same neural tissue as the full-

length localizer. First, we compared individual subjects’ whole-brain activation maps 

obtained from the full localizer to those obtained from the three shorter versions. For 

each pairwise comparison (full vs. 75%, full vs. 50%, full vs. 25%), we identified the 

voxels that were significantly activated in common between the shorter and full localizer 

(i.e., true positives), the voxels that were active in the full localizer but not in the 

shortened one (i.e., false negatives or Type-I errors), and the voxels that were active in 

the shorter localizer but not the full dataset (i.e., false positives, or Type-II errors) (Fig. 

3). We compared the true positive rate (true positive voxels in the reduced localizer out 

of positive voxels in the full localizer), and false positive rate (false positive voxels in the 

reduced localizer out of non-activated voxels in the full localizer) across the whole brain 

as a function of localizer duration using a series of linear-mixed effects models, with the 

categorical fixed factor of duration (25%, 50%, 75%; contrast-coded for sequential 

differences), and a random effects structure including by-participant intercepts. 

The whole-brain true-positive rate was strongly affected by the amount of localizer 

data (Fig. 3A-C, left column), increasing significantly as the duration of the localizer 
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runs went from 1:44 to 3:09 (mean across subjects 39.4% vs. 62.2%; %; β = 0.23, s.e. = 

0.04, t = 5.56, p << 0.0001) and again when the localizer runs were increased from 3:09 

to 4:35 (62.2% vs. 75.7%; β = 0.14, s.e. = 0.04, t = 3.29, p < 0.002). The whole-brain 

false-positive rate was likewise significantly reduced as the amount of localizer data 

increased from 1:44 to 3:09 per run (mean across subjects 2.93% vs. 1.27%; β = -0.02, 

s.e. = 0.006, t = -2.72, p < 0.01), but was not further reduced when the localizer duration 

increased from 3:09 to 4:35 (1.27% vs. 0.98%; β = -0.003, s.e. = 0.006 t = -0.48, p = 

0.63) (Fig. 3A-C, right column). In post hoc models that added parcel as a categorical 

fixed factor, we found no parcel-by-duration interaction effect for either the true positive 

rate (p = 0.57) or the false positive rate (p = 0.42), suggesting that the change in Type-I 

and Type-II errors did not obtain differently across the various language areas (Fig. 

3D,E). 
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Figure 3. Whole-brain patterns of significant voxelwise activation with reduced localizer 

scan time. (A-C) The proportion of subjects for whom the activation obtained in each voxel from 

the reduced versions of the localizer reflects true positive activation (probability that activation 

for a subject in a given voxel was significant in both the full-length localizer and the 

corresponding reduced-length localizer); false negative activation (probability that activation for 

a subject in a given voxel was significant in the full-length localizer, but not the shorter version); 

and false positive activation (probability that activation for a subject in a given voxel was 

significant in the reduced-length localizer, but not the full-length version). Increasing scan time 

led to more true positives (i.e., fewer false negative) and fewer false positives. (Individual subject 

maps were thresholded voxelwise at p < 0.0001 (uncorrected); glass brains show the maximum 

value across the collapsed dimension for each view.) (D) (E) 

 

 

 We next quantified the patterns of spatial convergence between language-selective 

voxels identified by each shortened localizer vs. the full localizer. In particular, because 

the effects shown in Fig. 4 reflect voxels localized using the same voxelwise p-value 
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threshold between full and shorter localizers, we were interested in whether relaxing the 

statistical threshold of the shorter localizers would lead to greater convergence in the 

voxels identified as significant in the intact > degraded contrast. We quantified the spatial 

overlap between voxels localized by the full and reduced localizer across the whole brain 

using the Jaccard index (JI) statistic — the proportion of voxels identified in common 

between both localizers (the contrast maps’ intersection) and total voxels identified by 

either localizer (their union). To test the effect of statistical thresholding on sensitivity 

and specificity, we parametrically varied the voxelwise threshold of each localizer map in 

six steps between p = 0.0001 and p = 0.05 and calculated the whole-brain JI values for 

each participant at each pairwise combination of localizer thresholds. The pairwise 

comparisons of significant voxel overlap are illustrated in Figure 4A. To help make the 

JI values more tangible, in Fig. 4B we show a single subject’s pairwise overlap maps for 

each localizer duration, with each input map thresholded at p < 0.001. 

 If reducing the statistical threshold of the shortened localizer led to greater overlap 

with the full localizer, we would have expected to see greater JI values in off-diagonal 

cells in the upper triangle of the matrices (i.e., where the threshold of the shortened 

localizer was more liberal than in the full localizer). This pattern was not observed; 

instead, the greatest JI values were always seen on the matrix diagonal, suggesting that 

statistical thresholding did not penalize the shortened localizers’ true positive voxels. 

Furthermore, the spatial overlap between the voxels identified by the full localizer and 

either the 75%-duration or 50%-duration localizers tended to be greatest at the most 

conservative thresholds (p = 0.001 and below), further suggesting that more liberal 
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statistical thresholding does not improve localizer accuracy. However, this pattern was 

reversed for the 25%-duration localizer, which showed the greatest overlap with the full 

localizer at the most liberal p-values (p = 0.005 and above), which may reflect the greater 

propensity for false positives (i.e., more activated voxels overall), found in the 25%-

duration localizer. 

 Since the group parcellations obtained from each localizer duration were extremely 

similar (Fig. 2), a more important question to testing the stability of the shortened 

localizers in identifying the peak language-selective voxels is not the extent of activation 

overlap across the entire brain, but rather the within-subject convergence in the voxels 

that are selected to form the subject-specific fROI within each parcel across localizer 

durations. From the parcellation based on the full localizer duration (Fig. 2A), we 

quantified the spatial overlap in the subject-specific fROIs obtained within each parcel 

for each shortened localizer duration vs. the full dataset. We examined how the fROI 

convergence within each parcel changed as a function of localizer duration in a linear-

mixed effects model with the categorical fixed factors of duration (25%, 50%, 75%; 

contrast-coded for sequential differences), parcel (all 10 parcels), and their interaction; 

and a random effects structure including by-participant intercepts. This model reveals 

significant increase in the fROI overlap vs. the full localizer as the shortened localizer 

duration went from 25% to 50% (t(667) = 11.71, p ≪ 0.0001) and again from 50% to 

75% (t(667) = 7.69, p ≪ 0.0001). However, there was no duration x parcel interaction, 

indicating the pattern of improved spatial convergence was common across all parcels (p 

= 0.99) (Fig. 4C). The improvement in fROI convergence for a representative subject is 
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shown in Fig. 4D. The effects of parcel were also significant, such that the fROIs in 

some parcels were significantly more likely to overlap across the full and short localizers 

than average (lh.STG.a and lh.STG.p), whereas others were significantly less likely to 

overlap than average (lh.PreCG, lh.SFG, and rh.Cereb). 

 

 

Figure 4. Patterns of spatial convergence between the shortened localizers and the full 

dataset. (A) The extent of spatial overlap in whole-brain activation between the reduced 

localizers and the full dataset was quantified by the Jaccard index (JI) at various voxelwise 

thresholds (the mean value across participants is shown). (B) To help reify what the whole-brain 

JI values represent, here we show glass brains from a single representative subject depicting the 

extent of activation observed in either the reduced or the full localizer (union) compared to 

activation observed in both durations (intersection). (C) The spatial overlap (within participant) 

of the individually-defined fROIs obtained from each parcel at each reduced duration compared 

to those obtained from the full-length localizer. To facilitate comparison, the parcellation from 

the full localizer were used to define all fROIs. Bar plots show the mean across participants; error 

bars show ± SEM across participants. (D) As in C, coronal slices centered on the lh.IFG.po parcel 

depict the location of voxels in the fROI from one representative subject in either the reduced or 

full localizer (union) or common to both durations (intersection). Note the degree of overlap at 

even JI = 0.535. 

  



 

 

37 

3.3. Reliability of language regions identified in reduced data 

 In most cases, researchers will want to obtain two separate runs of a functional 

localizer, in order to identify fROIs and test hypotheses about their functional response 

profiles in independent data (Julian et al., 2012). We therefore tested the extent to which 

the identification of language-selective voxels (across the whole brain and for the fROIs 

within each parcel) were reliable across two separate runs of each localizer duration. 

Across the whole brain, language-selective voxels were identified based on the intact > 

degraded contrast at voxelwise thresholds that varied in six steps from p = 0.05 to p = 

0.0001, and the spatial convergence in activation between runs was quantified using the 

Jaccard index. Larger JI values indicate more overlap and thus more reliable whole-brain 

activation between runs. We analyzed these data in a linear mixed effects model with 

fixed factors of run duration (1:44, 3:09, 4:35, and 6:03; contrast-coded for sequential 

differences), threshold (log p-value), and their interaction, and a random effects structure 

including by-participant intercepts. The reliability of whole-brain activation between runs 

(Fig. 5A) significantly increased as the localizer run duration increased from 1:44 to 3:09 

(t(545) = 2.59, p < 0.02), but longer runs did not result in more consistent activation 

patterns (3:09 vs. 4:35: t(545) = 0.24, p = 0.81; 4:35 vs. 6:03: t(545) = -0.29, p = 0.77). 

There was no overall effect of threshold p-value on activation reliability (t(545) = 0.34, p 

= 0.74), but this factor did interact with span length: Between-run activation became less 

reliable with more conservative thresholds for runs of 1:44 compared to 3:09 (t(545) = -

2.17, p = 0.03), but the between-run reliability was not differently affected by threshold 

for longer runs (3:09 vs. 4:35: t(545) = -1.645, p = 0.10; 4:35 vs. 6:03: t(545) = 0.38, p = 
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0.70). 

 The selection of an fROI within a parcel depends on the pattern of activation in 

that parcel, with the voxels most responsive to the target contrast (intact > degraded) 

comprising the fROI. To ascertain how the pattern of voxel activation between runs 

varied as a function of localizer duration, for each subject we calculated the pairwise 

correlation across all voxels within each parcel between Run 1 and Run 2 of each 

duration of the localizer. Larger correlation coefficients indicate more similar patterns of 

activation between runs, and thus greater test-retest reliability of the activation within a 

parcel. We analyzed these data in a linear mixed effects model with fixed factors of 

duration (as above; contrast coded for sequential differences), parcel (the 10 parcels from 

the full 6:03 localizer), and their interaction, and a random effects structure including by-

participant intercepts. The between-run reliability of activation pattern within each parcel 

(Fig. 5B) significantly increased as the localizer run duration increased from 1:44 to 3:09 

(t(545) = 3.97, p < 0.0001), but longer runs did not result in more consistent activation 

patterns (3:09 vs. 4:35: t(545) = 0.12, p = 0.99; 4:35 vs. 6:03: t(545) = -0.61, p = 0.54). 

There was no duration x parcel interaction, such that this pattern of Run1-Run2 

reliability asymptote at 3:09 was observed across all parcels. However, there were effects 

of parcel, such that activation in some parcels was overall more reliable than average 

(lh.IFG.po, lh.STG.a, lh.STG.p, rh.STG.m) and was overall less reliable than average in 

others (lh.PreCG, lh.SFG, rh.Cereb). 

Finally, we investigated whether the between-run reliability in which particular 

voxels were selected for the fROI changed as a function of localizer duration. For each 
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localizer duration, within each parcel, the spatial convergence in voxels selected for the 

fROI was quantified using the Jaccard index. Larger JI values indicate more overlap and 

thus more reliable fROI sampling between runs. We analyzed these data in a linear mixed 

effects model with fixed factors of duration (as above; contrast coded for sequential 

differences), parcel (the unique parcels from each localizer duration), and their 

interaction, and a random effects structure including by-participant intercepts. The 

between-run reliability of fROI selection (Fig. 5C) was not affected by localizer duration 

(1:44 to 3:09: (t(545) = -0.41, p = 0.68; 3:09 to 4:35: t(545) = 0.17, p = 0.86; 4:35 to 

6:03: t(545) = -0.03, p = 0.98). There was also no duration x parcel interaction, 

suggesting that test-retest fROI selection reliability was not greater in some parcels than 

others (p = 1). Finally, there were significant effects of parcel, such that fROI selection 

was more reliable than average in lh.STG.p, and significantly less reliable than average in 

rh.Cereb. 
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Figure 5. Test-retest reliability between runs. (A) The quantified spatial overlap in whole-brain 

activation (intact > degraded speech, at various voxelwise thresholds) between Run 1 and Run 2 

for the full and reduced localizers. (B) The similarity of activation patterns within each parcel 

between Run 1 and Run 2, operationalized as the voxelwise correlation in contrast values (intact 

> degraded) between runs. (C) The quantified spatial overlap (within participants) in the location 

of the fROIs for each parcel defined using the data from Run 1 vs. Run 2 for the full and reduced 

localizers. Some parcels were not found for some localizer durations (see Fig. 2), as indicated 

here with “∅”. For all plots, the mean across participants is shown; error bars show ± SEM across 

participants. 

 

 

4. Discussion 

 The current study examined how the stability and reliability of the auditory 

functional localizer varied as a function of the amount of data included in the analysis by 

measuring the consistency of activation patterns and noting to what extent they were 

affected by reducing the amount of data to 75%, 50%, or 25% of the full amount of data 
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collected. Our comparative, multi-pronged approach for stability and reliability 

assessment involved (a) characterizing the functional response profiles for each 

subdivision of data, (b) comparing the spatial overlap of whole-brain activations as well 

as individual subjects’ fROIs, and (c) determining the differences in the localizer’s test-

retest reliability for decreasing amounts of data. Taken together, our results provide 

support for the idea that the duration of the functional language localizer can be shortened 

from a total scan time duration of 12:06 to either 9:10 or 6:18 while maintaining highly 

convergent spatial and functional response profiles to a longer localizer. Moreover, the 

degree of functional selectivity of the language network remained constant even with as 

little as 3:28 total scan time. An important caveat in selecting an appropriate amount of 

scan time for the localizer concerns how it will be used — whether in research or clinical 

settings. If the goal is to use the language localizer to characterize the functional 

signature of the brain’s language network in a group of participants, scan time can be 

reduced by as much as 75% and still fulfill its scientific purpose. However, if the 

localizer is intended to comprehensively demarcate language-selective cortex (i.e., to 

minimize the spatial extent of false negatives), it would be advisable to obtain as much 

data as possible. 

Specialization for linguistic processing was consistent throughout all reduced 

durations. Comparison of the resulting parcellation from the GCSS procedure applied to 

each subdivision of data revealed that, for all parcels, the responsive profile reflecting 

language comprehension (passive listening to intact vs. degraded speech) was statistically 

indistinguishable regardless of the amount of data used to define or test the language 



 

 

42 

network. Furthermore, reducing data to even 25% of the original localizer did not reduce 

the language network’s selectivity for linguistic processing: Language-network fROIs 

were similarly non-responsive to a spatial working memory task, even when defined 

based only 1:44 of scan time. In other words, all reduced localizer durations were equally 

selective for language and non-selective for working memory. The evident similarities in 

functional profiles across the data subsets inspire confidence that, for the purpose of the 

quickly and reliably identifying the most important regions of language cortex, 

shortening the duration to even 25% of the full duration (or 3:28 total scan time) 

accomplishes that feat. 

Language-network parcellation based on 75% of the localizer was essentially 

identical to that of the full dataset, while the 50%-duration differed in only one aspect 

(more granular parcellation of the left STG), and the 25%-duration had a few more 

differences (missing the SFG and right cerebellum parcels and including the temporal 

pole) (see Fig. 2D). However, some of these differences may be related to inclusionary 

thresholding for parcels: parcels defined using a smaller amount of scan time may also 

benefit from a relaxed inclusion criterion (e.g., 70% instead of the usual 80% of subjects). 

We have made the data from this experiment available via public repository so that other 

researchers who are interested in other parameterizations of these thresholds can see what 

works best for their use case. 

At the same time, cutting down scan time does sacrifice precision in identifying the 

full extent of the neural tissue that is activated by the language localizer contrast. 

Implementing whole-brain spatial overlap analysis for the individual subjects’ activation 
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maps revealed consistent improvements in identifying the spatial extent of language-

responsive voxels as the amount of data used in the localizer contrast increased. This 

pattern continued as expected for the spatial convergence measures between the 

language-selective voxels identified by each shortened localizer vs. the full localizer (i.e., 

significant increase in voxel overlap for each iterative increase in amount of data 

included) and when additionally testing the effect of statistical thresholding with pairwise 

comparison of voxelwise thresholds of each localizer map (see Fig. 4), there was no 

surprising effect of the conservativeness of the threshold on localizer consistency. With 

the notable exception of the shortest localizer duration, which was overall much less 

specific in the pattern of activated voxels, using more rigorous statistical thresholding led 

to greater convergence between shorter and longer localizers in the whole-brain extent of 

language-related activation. By this metric, the lack of precision in identifying the same 

activated voxels throughout the entire brain for the 25%-duration and even the 50%-

duration localizer could be regarded as a bottom line when deciding whether to cut scan 

time. Contrasting the spatial convergence between each subject’s fROIs (for the given 

language-selective parcels) across the separate durations also showed significant increase 

in localizer accuracy as the localizer duration increased from 25% to 50% and from 50% 

to 75% of the full duration, while some parcels exhibited the most convergence, like the 

anterior and posterior portions of the left STG, the fROIs in left precentral gyrus, left 

SFG, and right cerebellum did not overlap as much throughout the reduced localizers as 

in the other parcels.  

Between-run test-retest reliability analysis also revealed that the 75%-duration 
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localizer was almost identical to the full duration localizer in spatial convergence in 

whole-brain activation across the six tested voxelwise thresholds (from p = 0.05 to p = 

0.0001). The only localizer duration that showed significant decrease of between-run 

reliability in whole-brain activation was the shortest 25%-duration localizer. We also 

found that longer runs did not result in more consistent test-retest reliability within 

parcels, with the exception of the 25%-duration localizer, and surprisingly, no difference 

in the spatial convergence in voxels selected for the individual fROIs across all the 

shortened localizers. These findings demonstrate the reliability of the language localizer 

to identify the cortical regions most selective for linguistic processing in even the 

smallest amounts of data available. Using the Jaccard index as the indicative measure for 

quantifying reliability of activation between runs is a somewhat novel one in the context 

of language and the functional localizer, as previous studies have often measured 

correlation between neural activation patterns using the Dice coefficient (e.g., Wilson et 

al., 2017) or Pearson correlations (e.g., Berman et al., 2010); using the Jaccard index 

offers precise information on the spatial correspondence between the activation maps 

regardless of activation amplitudes within the samples (Kampa et al., 2020). 

Additionally, in contrast to prior studies investigating reliability of functional localizers, 

our analyses were confined to utilizing the data collected from one scanning session (as 

opposed to comparing data across multiple scanning sessions (e.g., Kawabata Duncan & 

Devlin, 2011)); this data were systematically divided in order to evaluate whether the 

functional localization method could be optimized for cost-efficiency. Ascertaining 

reliability (also known as test-retest reproducibility) of the localizer is a critical step in 
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promoting wider adoption of the functional language localizer across various research 

settings, and the present study provides a series of novel methods to determine such 

metrics for any amount of data available. 

While the heuristic is that more data is always better, the acquisition of neuroimaging 

data is costly in terms of both monetary expense and human time and effort, and 

pragmatic and economic considerations necessarily impose trade-offs on how much data 

can be collected during any particular fMRI session or task. For instance, while longer 

localizers may lead to more accurate localization in an ideal situation, they also increase 

the likelihood of participant noncompliance when working with children and other 

special populations, which could vitiate the localizer entirely. The experimental or 

clinical objective for using the functional language localizer should be a paramount 

consideration when deciding how much scan time is appropriate. The most common 

research purpose for deploying the functional language localizer has been to examine 

how the core language network is dissociable from other functional networks, such as the 

multiple demand and default mode networks (Blank et al., 2014; Mineroff et al., 2018) or 

discern which linguistic subprocesses are subserved by the language-responsive fROIs, 

like sentence-level prosody (Fedorenko et al., 2015). If scarcity of time is a critical matter 

in these experiments, the 75%-duration localizer is essentially just as good as the full 

duration localizer at defining language-selective parcels. A researcher could also use an a 

priori set of parcels from a larger group4, in which case the 25%-duration localizer is just 

as effective for defining individual fROIs in which to characterize the language network’s 

 
4 For instance, those available at http://evlab.mit.edu/funcloc/ 
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functional response profile. But if the researcher is experimentally more interested in, for 

instance, the particular locations of the fROIs within each parcel, or subjects’ whole-brain 

activation patterns, then collecting more data offers advantages for reliability and 

precision. For such cases, all of the methodology and results we have presented here offer 

comprehensive evidence for researchers and clinicians to review in order to facilitate 

their decision-making. 

Our initial motivation for conducting this methodological study arose from observing 

the practical complexities of administering the functional language localizer to pediatric 

and special populations while collecting enough usable data. Scanning children has long 

been a tricky predicament for experimenters due to their inclination to move while being 

scanned, causing motion artifact as an unnecessary confound to data analysis (Pujol et al., 

2014), and therefore require special attentiveness to make them comfortable in their 

surroundings, such as implementing mock-scan protocols prior to the real experiment or 

incorporating breaks to achieve high-quality data during a long MRI scan session (Greene 

et al., 2016; Horien et al., 2020; Meissner et al., 2020; O'Shaughnessy et al., 2008). In the 

aim to include more difficult-to-scan populations and mitigate the risks of obtaining 

unusable data in expensive scanning sessions, shortening scan time can maximize the 

accessibility of participants that can be scanned and thus promote the widespread 

adoption of the functional language localizer technique. A final caveat of this study is 

that it was conducted in adults, and it may be the case that other unknown factors affect 

the choice to collect more or less data in children. For instance, if functional response 

inside the language network in children is inherently less reliable compared to adults, 
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then scanning less (and increasing compliance) and may not be more beneficial compared 

to scanning longer (and improving the precision of the measurement). 

 

5. Conclusions 

Reliably locating the functionally distinct language-responsive regions of cortex can 

be accomplished with a fast and effective functional localizer. In this study, we examined 

the stability of the spoken language localizer as a function of the amount of data included 

in the analysis as well as discrepancies in accuracy for between-run test-retest reliability 

in decreasing amounts of data. The extensive spatial overlap of the reduced localizer 

language-selective regions and robust similarity of the functional response profiles 

between the data subsets suggest that the identification of the brain regions selective for 

linguistic processing is still reliable with tractably short scans, while considering the 

precision trade-offs involved in escalating reduction. Thus, our findings provide new 

insight into methodological concerns when using the functional language localizer in 

broad research and clinical settings.
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CHAPTER III: Functional selectivity of the cortical language network is intact in 

dyslexia 

1. Introduction 

 Developmental dyslexia is a prevalent neurobiological disorder characterized by a 

specific reading impairment (Shaywitz & Shaywitz, 2003; Shaywitz et al., 1998) with a 

genetic component (Fisher & Francks, 2006; Galaburda et al., 2006; Kere, 2014), 

affecting 5–17% of children (Shaywitz, 1998). Decades of careful research have led to 

the general consensus that the core deficit in dyslexia is phonological in nature, 

specifically in phonological awareness (PA), which is a strong predictor of reading 

fluency (Kovelman et al., 2012; Norton et al., 2014; Ramus, 2001b; Ziegler & Goswami, 

2005). Individuals with dyslexia have also been found to exhibit a multitude of (meta-

)linguistic and reading-related deficits: verbal short-term memory (Brady et al., 1983; 

Trecy et al., 2013), auditory working memory (Conway et al., 2008), semantic processing 

(Poldrack et al., 1999; Schulz et al., 2008), rapid automatized naming (RAN) (Norton & 

Wolf, 2012), and silent reading (Gagliano et al., 2015). In addition to neurolinguistic 

impairments, behavioral differences have been demonstrated in various cognitive skills 

putatively unrelated to reading or language, such as perceptual learning and voice 

identification (e.g., Ahissar et al., 2000; Giraud & Ramus, 2013; Perrachione et al., 2011; 

Sperling et al., 2005) as well as auditory and visual sensory processing (Centanni et al., 

2016; Greve & Fischl, 2009; Hari et al., 2001; Heiervang et al., 2002; Wright et al., 

2000). 

 Nevertheless, persistent inaccuracy and dysfluency in single word reading remains 
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the foremost behavioral marker of dyslexia. Reading is a complex and multifaceted 

operation that is only fully acquired after repeated practice and explicit instruction over 

years, unlike learning a spoken language, which develops spontaneously and ecologically 

in young children without formal or explicit training. Developing accurate and fluent 

reading ability necessitates relying on phonological awareness (i.e., the ability to identify 

and manipulate units of spoken language) and on orthographic knowledge (i.e., the ability 

to recognize letter combinations or whole words) along with general language skills such 

as expressive and receptive language, vocabulary, morphology, and syntax (Price & 

Mechelli, 2005; Snowling et al., 2000; Vellutino et al., 2004). Differences in reading 

behavior for individuals with dyslexia include slowness in speeded lexical retrieval (i.e., 

rapid serial naming of letters and numbers) and deficits in letter knowledge in addition to 

weak phonological awareness (Peterson & Pennington, 2012; Torppa et al., 2006). 

 Notable differences in brain structure and function have been found for children and 

adults with dyslexia compared to typical readers (Gabrieli, 2009; Pugh et al., 2001; 

Sandak et al., 2004; Shaywitz et al., 2006), with pronounced disruptions found in the 

neural circuits engaged in reading, predominantly left-lateralized temporoparietal, 

occipitotemporal, and inferior frontal cortices (D'Mello & Gabrieli, 2018; Paulesu et al., 

2014). A distinctive area of the left fusiform gyrus in left occipitotemporal cortex, also 

known as the visual word form area (VWFA), has been designated as the region 

responsible for recognizing orthographic stimuli (Brem et al., 2009; Cohen & Dehaene, 

2004; Dehaene & Cohen, 2011; Zhang et al., 2018), while each of the other regions is 

selective for other subprocesses required for reading, such as phonological coding and 
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grapheme-to-phoneme mapping in temporoparietal cortex and multiple skilled word 

reading-related processes in frontal cortex, including phonological and semantic 

processing of words and articulatory processes in inferior frontal cortices (Glezer et al., 

2016; He et al., 2013; Pugh et al., 2001; Sandak et al., 2004). This neurofunctional 

system of left-hemisphere regions supports the complex process of reading, comprising 

the so-called reading network (Pugh, 2006; Richlan, 2012; Turkeltaub et al., 2003). 

These reading pathways can be further segregated into a dorsal stream involved in 

phonology and a ventral stream containing the VWFA in left occipitotemporal cortex 

(Glezer et al., 2016; Jobard et al., 2003; Pugh et al., 2001; Schlaggar & McCandliss, 

2007). 

 Functional MRI studies have demonstrated clear functional differences for 

individuals with dyslexia compared to typically skilled readers during reading and 

phonological awareness tasks, including hypoactivation in the left temporoparietal and 

occipitotemporal cortices (Eden et al., 2004; Paulesu et al., 2001; Pugh et al., 2000; 

Shaywitz et al., 2006; Shaywitz et al., 2004; Simos et al., 2006) as well as greater 

activation in the corresponding right-hemisphere regions (Pugh et al., 2000; Simos, 

Breier, Fletcher, et al., 2000; Waldie et al., 2013). Consistent hypoactivation patterns 

during reading-related tasks have been found in multiple nodes of the reading network: 

phonological processing in temporoparietal cortex, orthographic processing in parietal 

and ventral occipitotemporal cortex, and semantic processing in the angular gyrus and 

hippocampus regions (Paz-Alonso et al., 2018). Meta-analyses of neuroimaging studies 

substantiated reporting of underactivation in the two posterior left hemisphere regions, 
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most consistently in the temporoparietal region for phonological processing and 

phoneme-to-grapheme conversion and the occipitotemporal region for orthographic 

encoding (whole word recognition), as well as aberrant activation in the left hemisphere 

inferior frontal gryus, including reports of regional hyperactivation (Hoeft, Meyler, et al., 

2007; Richlan et al., 2009). 

 While the composition and integration of the reading network in dyslexia has been 

well-studied up to this point (e.g., Christodoulou et al., 2014; Meri et al., 2020; Waldie et 

al., 2017), the specific functionality of the core language network itself has not been as 

systematically investigated. Reading-related neural circuitry is evidently different from 

that of spoken language comprehension, as the visual word identification and processing 

center in the occipitotemporal cortex is intrinsic to reading. Decided interest in the visual 

word form system has materially influenced studies of dyslexia, but exploring possible 

dysfunction within the confines of the left inferior frontal and bilateral superior temporal 

regions that primarily comprise the core language comprehension network (Fedorenko et 

al., 2010; Ferstl et al., 2008; Friederici, 2011; Skeide & Friederici, 2016; Vigneau et al., 

2006) could reveal key evidence on where, with greater spatial specificity, disruptions lie 

in the neurofunctional bases of dyslexia. 

 Importantly, traditional group-level analysis has principally been utilized in fMRI 

studies to uncover significant differences in the various clusters of activation related to 

reading and linguistic processing in dyslexia. Distinguishing contrasting patterns using a 

regions-of-interest (ROI) approach has previously been employed for specifically the 

VWFA and demonstrated a disruption in the posterior-to-anterior gradient of increasing 
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word selectivity in medial left occipitotemporal cortex (Brem et al., 2009; Cohen et al., 

2008; Olulade et al., 2013; Vinckier et al., 2007), but not for the nodes of the language 

network outside of reading. Seminal knowledge could be discovered by constraining the 

hypothesis space even further to just the individual-defined functional regions-of-interest 

(fROIs) as the discrete functional subunits to base our analysis, in order to account for 

highly heterogeneous functional responses within the language-selective regions. 

Therefore, the present study offers two advances over the prior fMRI studies for 

investigating the language network in dyslexia: (1) the use of the auditory language 

localizer to exclude the visual word form system critical to reading but known to be 

dysfunctional in dyslexia, and (2) the application of individual-specific fROIs as the basis 

for measuring the differences between individuals with and without dyslexia, as doing so 

provides a new layer of inspection on the subject level that mere group-level random 

effects analysis alone cannot provide. 

 Here, we examine the differences in functional language organization in dyslexia by 

investigating the language network independent from the reading network and probing 

whether the core language areas themselves differ in their functional response in 

individuals with dyslexia vs. their typically reading peers, when functionally defined in 

individual brains, and assessed the differences in the consistency of the fROIs between 

dyslexics and controls. We examined the degree of inter-subject variability in defining 

the linguistic areas between the two groups, primarily employing the GCSS approach and 

comparing divergence in spatial location of the defined fROIs as well as selectivity for 

language and working memory and whole-brain univariate analysis measuring the group 
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differences. By determining and differentiating the individual functional profiles within 

the canonical language regions, we aim to provide finer detail on how linguistic 

processing is localized in dyslexic brains and thereby characterize the cortical language 

network in dyslexia. 

 

2. Materials and Methods 

2.1. Participants 

 Twenty-three adults with developmental dyslexia (18 female, 5 male; age 19-28; M = 

22.4 years) and twenty-four control adults (13 female, 11 male; age 19-32; M = 23.1 

years) participated in this study. All participants were self-reported native English 

speakers with no history of neurological disorder or hearing impairment. Four control 

participants and two dyslexia participants reported a tendency for left-handedness. 

Cognitive scores were collected from all participants and averaged across each group 

(Table 2). All participants gave informed, written consent approved and overseen by the 

Institutional Review Board at Boston University and received monetary compensation for 

their participation. 
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Table 2. Behavioral characterization of the control and dyslexia groups. 

  Control Dyslexia 

Test Subtest Mean SD Mean SD 

KBIT Nonverbal IQ 

Verbal IQ 

115.01 

108.25 

15.11 

11.37 

109.50 

104.58 

10.64 

10.41 

WAIS-IV Digit Span Total 11.88 3.07 8.54 2.39 

CTOPP Elision 10.69 1.08 8.58 1.69 

 Blending Words 13.19 2.37 11.25 3.45 

 Nonword Repetition 

Phonological Awareness 

Phonological Memory 

Alternate Phonological 

Awareness 

8.06 

109.75 

101.38 

108.50 

1.88 

8.59 

13.08 

10.90 

6.00 

97.42 

85.42 

89.79 

1.59 

12.54 

13.43 

13.01 

WRMT-R/NU Word Identification 

Word Attack 

109.25 

102.31 

10.48 

9.63 

92.87 

80.37 

9.53 

13.05 

TOWRE Sight Word Efficiency 106.87 15.34 82.12 13.49 

 Phonemic Decoding Efficiency 104.75 9.37 

 

83.46 8.95 

CELF 

 

 

 

 

 

TOAL 

 

Formulating Sentences 

Repeating Sentences 

Understanding Spoken 

Paragraphs 

Semantic Relationships 

Core Language Score 

Word Opposites 

Word Derivations 

Spoken Analogies 

Spoken Language Composite 

 

12.31 

11.25 

9.44 

 

12.25 

108.44 

11.94 

11.25 

11.5 

 

107.5 

2.89 

2.54 

1.71 

 

2.11 

8.41 

2.17 

1.98 

2.91 

 

11.03 
 

11.63 

9.75 

8.21 

 

10.42 

99.5 

9.37 

9.38 

9.25 

 

97.08 

1.91 

2.31 

1.91 

 

2.32 

9.15 

2.55 

2.08 

2.42 

 

11.49 

 

Abbreviations: KBIT: Kaufman Brief Intelligence Test – Second Edition (Kaufman & Kaufman, 

2004); WAIS-IV: Wechsler Adult Intelligence Scale – Fourth Edition (Wechsler, 2008); CTOPP: 

Comprehensive Test of Phonological Processing (Wagner, Torgesen, & Rashotte, 1999); WRMT-

R/NU: Woodcock Reading Mastery Tests – Revised/Normative Update (Woodcock, 1998); 

TOWRE: Test of Word Reading Efficiency (Torgesen, Wagner, & Rashotte, 1999); CELF: Clinical 
Evaluation of Language Fundamentals – Fifth Edition (Wiig, Semel, & Secord, 2013); TOAL: Test 

of Adolescent and Adult Language – Fourth Edition (Hammill, Brown, Larsen, & Wiederholt, 

2007). 
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2.2. In-Scanner Tasks 

 Each participant performed two tasks as part of this study: a passive listening task to 

localize the language network (Scott et al., 2017) and a spatial working memory task as a 

non-linguistic control for the functional response profiles derived from the auditory 

language localizer (from Scott, 2020; see also Fedorenko et al., 2011). All participants 

who completed the language localizer and the working memory task also performed a 

number of additional tasks for separate studies, with each scanning session lasting 

approximately 2 hours (20 minutes of structural data collection and 90-100 min of task-

based fMRI). 

 The tasks used in this study have been discussed previously in this text. Please see 

§2.2.2.1 for the design of the spoken language localizer and §2.2.2.2 for the design of the 

spatial working memory task. 

 

2.3. MRI Data Acquisition 

Structural and functional data were acquired on a whole-body Siemens Trio 3T 

scanner with a 32-channel head coil at the Athinoula A. Martinos Imaging Center at the 

McGovern Institute for Brain Research at MIT. Participants were situated in a head-first 

supine position in the scanner. Auditory stimuli were presented over Sensimetrics MRI-

compatible Model S14 headphones and visual cues were presented over an in-scanner 

projector screen. T1-weighted high-resolution structural images, including a T1-weighted 

magnetization-prepared rapid gradient-echo (MPRAGE) anatomical volume (TR = 2530 

ms, TE = [1.64, 3.50, 5.36, 7.22 ms], TI = 1400 ms, flip angle = 7.0°, voxel resolution = 
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1.0 mm isotropic, FOV = 256 × 256, 176 sagittal slices) and a T2-weighted anatomical 

volume (TR= 3200 ms, TE = 454 ms, voxel resolution = 1.0 mm isotropic, FOV = 256 × 

256, 176 sagittal slices) were collected prior to functional imaging.  

 Functional, blood oxygenation level dependent (BOLD) data were acquired using a 

continuously-sampled, simultaneous multislice, T2*-weighted gradient-echo planar 

imaging (EPI) scans (TR = 750 ms, TE = 30 ms, flip angle = 90°, voxel resolution = 3.0 

mm isotropic, 10% slice gap, FOV = 72 × 72, 45 slices, 5 simultaneous slices). 484 

volumes were acquired during each of the two runs of language localizer and 504 

volumes during the two runs of spatial working memory task. 

 

2.4. MRI Data Analysis 

2.4.1. Preprocessing and single-subject modelling 

Functional MRI data were processed using FSL v5.0.75. Each participant’s data were 

motion corrected within each run and spatially smoothed with a 6 mm FWHM Gaussian 

filter and then modeled using a boxcar regressor. The two contrasts of interest were 

computed for each participant: intact > degraded speech for the language localizer and 

high > low load for the spatial working memory task. Normalization was completed via 

image registration from native EPI space volumes into common MNI-space with 

isotropic voxels of 2 cubic millimeters. Nonlinear transformation was applied using 

ANTS v.1.96 (Avants et al., 2011) for accurate coregistration between the high-resolution 

 
5 https://fsl.fmrib.ox.ac.uk 
6 https://picsl.upenn.edu/software/ants 
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structural anatomy and functional data. Individual subjects’ statistical maps were created 

after transformed contrast images were combined across runs in fixed-effects analyses. 

 

2.4.2. Group-constrained subject-specific (GCSS) analysis 

 To determine the consistency of the localizer in identifying the brain regions 

responsive to language, functional parcels were defined for the dyslexia and control 

groups using the group-constrained subject-specific (GCSS) approach (Fedorenko et al., 

2010; Julian et al., 2012). The GCSS parcellation procedure consisted of first 

thresholding the individual subjects’ smoothed activation maps for the relevant contrast 

of intact > degraded speech at p < 0.0001 (this stringent threshold selected for the most 

meaningful set of parcels). The thresholded maps were then binarized and overlaid on top 

of one another in common stereotaxic (MNI) space to create a probabilistic overlap map, 

which shows each voxel containing information about the number of subjects that have 

activation in that voxel for the given contrast. After smoothing the probabilistic overlap 

map with a Gaussian kernel of 6 mm FWHM, a watershed image segmentation algorithm 

(Meyer, 1991) was employed to divide the group map into group-level partitions, or 

functional parcels, that follow the topographical information in the map to find the 

subregions of significant activation. The key language-sensitive parcels were determined 

by locating the voxels of peak activation as the nucleus of each subregion and expanding 

the borders of each partition to all surrounding voxels showing nonzero intersection 

(defined as a subject having > 1 suprathreshold voxel within the borders of the partition) 

then limiting the scope of our analysis to those parcels where greater than or equal to 
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80% of subjects showed relevant activation (Fedorenko et al., 2010; Julian et al., 2012; 

Nieto-Castañón & Fedorenko, 2012). Intersecting this map with the individual subjects’ 

activation maps provides information on not only the points of high inter-subject overlap 

but also the distribution of individual activations around the high overlap points. 

 

2.4.3. fROI definition and sampling 

 We then obtained individual-subject functional regions-of-interest (fROIs) within these 

parcels by intersecting them with their individual activation map for the relevant contrast 

(intact > degraded), sorting the voxels based on their t-values, and selecting the top 10% 

of voxels within each mask as that participant’s fROI. This approach guarantees that fROIs 

can be individually defined and encompass the same size across participants, allowing for 

generalization of these results (Nieto-Castañón & Fedorenko, 2012). fROIs were defined 

based on the parcellation from the control group and sampled for both-run comparisons as 

well as separate fROI sets for Run 1 and Run 2. For the task selectivity comparisons, we 

also employed an across-runs cross validation procedure to ensure that the specific data 

used to define the fROIs for each participant were not the same data used to estimate the 

responses (Kriegeskorte et al., 2009). Here, fROIs were defined for each participant based 

on data from only the first run, and their responses were then estimated using data from the 

second run of the condition for both the language and spatial working memory tasks. These 

response magnitudes were then averaged and utilized in linear mixed-effects regression 

models implemented with the lmer toolbox in R, including fixed effects for span, condition, 

and fROI, and a random intercept of participant. 
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3. Results 

3.1. Univariate group activation and difference in controls vs. dyslexia 

 Whole-brain group analyses tested the controls vs. dyslexia activation differences for 

the critical contrast of intact > degraded speech from the language localizer. We observed 

significant clusters of language comprehension-related activation for both controls and 

dyslexia in bilateral STG and left IFG pars opercularis and pars triangularis regions, with 

no group-level differences that survived volumetric cluster-level FWE correction (p = 

0.05) for multiple comparisons (Figure 6). The uncorrected data displayed a few minor 

differences in some of the language-relevant cortical regions: left PT, right STG, and left 

precentral gyrus (PreCG) showed slightly greater activation in the controls group than in 

dyslexia, but these highly localized differences spatially extend and were of small 

magnitude, suggesting that these may only be spurious differences related to spatial 

variation in the averaged response across individuals in the two groups, rather than true 

group differences. Given this possible obfuscation of the loci of functional activations in 

univariate analysis due to inter-subject variability, we next employed the GCSS method 

and obtained individually-defined fROIs to paint a more nuanced picture of the functional 

organization of language selectivity in controls vs. dyslexia. 
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Figure 6. The average cortical language network did not differ between the control and 

dyslexia groups. Group-level activation measured in the volume is projected to the cortical 

surface for display. The color scale indicates the uncorrected voxelwise significance; regions of 

significant group-level activation after volumetric cluster-level FWE correction (p = 0.05) are 

outlined in black. In both the (A) control and (B) dyslexia groups, the intact > degraded contrast 

was significant in bilateral STG and left IFG. PreCG activation found in both groups did not 

reach the univariate cluster threshold for significance. (C) Despite some small and local 

differences (control > dyslexia), such as left PT, no region showed a significant group difference 

in the intact > degraded contrast after correction for multiple comparisons. 
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3.2. GCSS parcellation in controls vs. dyslexia 

 Nine significant language-selective parcels emerged in which greater than 80% of 

subjects in the control group showed statistically significant differences in response to the 

intact > degraded contrast after completing the GCSS parcellation procedure (Fig. 7A): 

an anterior and posterior superior temporal gyrus parcel in each hemisphere (rh and lh 

STG.a and STG.p), two left inferior frontal gyrus (lh.IFG.pt and lh.IFG,po) parcels, one 

left superior frontal gyrus (lh.SFG) parcel, one left precentral gyrus (lh.PreCG) parcel, 

and one right cerebellar (rh.Cereb) parcel. The same procedure identified twelve parcels 

for the dyslexia group, which shared the nine parcels identified in the control group 

(bilateral STG, left IFG pars opercularis and left IFG pars triangularis, left SFG, left 

PreCG, right Cereb), as well as three additional parcels that met the inclusion threshold 

(Fig. 7B). The dyslexia group parcellation also resulted in more granular parcellation of 

the left temporal lobe, including separate parcellation of left temporal pole (lh.TP) from 

left anterior STG and left angular gyrus (lh.AngG) from left posterior STG. A right IFG 

pars triangularis parcel was also found in the dyslexia group but not observed in the 

control group. Critically, the GCSS parcellation identified some canonical language areas 

that were not identified in the univariate group analysis, including the left STG, left 

PreCG, and right Cereb. 
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Figure 7. GCSS parcellation of the cortical language network. Glass brains show the parcels 

where significant intact > degraded voxels could be found for at least 80% of the participants in 

either group. (A) The control group parcellation identified canonical language areas, including 

some not found in the univariate group analysis (e.g., lh.SFG, lh.PreCG, rh.Cereb). (B) The 

parcellation in the dyslexia group was very similar, notwithstanding more granular parcellation of 

left temporal lobe, including separate parcellation of lh.TP (from lh.STG.a) and lh.AngG (from 

lh.STG.p). A parcel for rh.IFG.po was also found in dyslexia. Legend: parcels in italics were 

found in the dyslexia group only. 

 

3.3. fROI selectivity in controls vs. dyslexia 

An extensive literature shows that the cortical language network is selective for 

linguistic information to the exclusion of other task demands (e.g., Blank et al., 2014; 

Fedorenko et al., 2011; Fedorenko & Varley, 2016). We tested whether the selectivity of 

individually-defined, putatively language-selective fROIs differed in individuals with 

dyslexia vs. controls. We defined individual fROIs for all participants based on the 

control group parcellation (Fig. 7A), and tested the response (fMRI activation magnitude) 

in these fROIs to the contrasts of interest for language (intact vs. degraded speech) and 

spatial working memory (high vs. low working memory load). To maintain independence 

of the selection and test data, fROIs were defined based on the intact > degraded contrast 

from the first run of the language localizer, and used to sample the fMRI response 

magnitude values from the second run (and vice-versa). These values were analyzed 
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using linear-mixed effects models, with fMRI response magnitude as the dependent 

variable, categorical fixed factors of condition (intact vs. degraded (language) or high vs. 

low load (spatial working memory); sum-coded contrast), group (control vs. dyslexia; 

sum-coded contrast), and parcel (the 9 parcels from the control group parcellation; sum-

coded contrast), and a random effects structure including by-subject intercepts. 

The mean responses to the intact and degraded speech conditions in the fROIs of each 

parcel are shown in Fig. 8A. An analysis of variance (ANOVA) on the model of the 

language localizer data revealed a significant effect of condition (F(1,697) = 405.05, p ≪ 

0.0001), due to greater activation to intact vs. degraded speech across all parcels. There 

was no main effect of group (F(1,41) = 1.52, p = 0.22), such that the mean activation 

magnitude did not differ between the control and dyslexia groups overall. There was a 

significant effect of parcel (F(8,697) = 76.42, p ≪ 0.0001), such that the mean activation 

in some parcels (e.g., in STG) was greater than in others (e.g., cerebellum) overall. 

However, there was no condition × group interaction (F(1,697) = 0.72, p = 0.40), such 

that the intact > degraded contrast did not differ between the control or dyslexia groups 

across the language network overall. Likewise, the group × parcel interaction was not 

significant (F(8,697) = 1.04, p = 0.40), indicating that the overall fMRI response 

magnitude did not differ between groups in the fROIs in each parcel. There was a 

condition × parcel interaction (F(8,697) = 5.17, p < 0.0001), such that some parcels (e.g., 

those in the left hemisphere) showed greater language selectivity than others (e.g., those 

in the right). However, there was no group × parcel × condition interaction (F(8,697) = 

0.36, p = 0.94), such that there was no difference in the degree of language selectivity of 
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some parcels vs. others parcels between the two groups. In sum, selectivity for intact vs. 

degraded speech within the various nodes of the brain’s language network — functionally 

defined within individual subjects’ own brains — does not appear to differ in dyslexia. 

 

 

Figure 8. Functional selectivity of the cortical language network in control and dyslexia. Bar 

plots show the mean fMRI response magnitude across subjects from each level of the tasks 

obtained from the subject-specific fROIs within each language parcel. Error bars show + 1 s.e.m. 

across subjects. (A) Both the control (blue) and dyslexia (red) groups showed a high degree of 

selectivity for intact vs. degraded speech in each language fROI, with no difference between 

groups. (B) Likewise, both the control and dyslexia groups showed no difference in the (lack of) 

selectivity of these regions for the hard vs. easy spatial working memory task manipulation. 

 

The mean responses in the language-defined fROIs of each parcel to the high- and 

low-load conditions from the spatial working memory task are shown in Fig. 8B. An 

analysis of variance (ANOVA) on the model of the spatial working memory task 
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revealed only a weak effect of condition (F(1,731) = 3.84, p = 0.05), due to slightly more 

deactivation to the hard vs. easy working memory load conditions overall across the 

parcels. There was no main effect of group (F(1,41) = 0.61, p = 0.44), such that the mean 

activation magnitude did not differ between the control and dyslexia groups overall. 

There was a significant effect of parcel (F(8,731) = 51.38, p ≪ 0.0001), such that the 

mean activation in some parcels (e.g., lh.PreCG) was greater than in others (e.g., lh.SFG) 

overall. However, there was no condition × group interaction (F(1,731) = 0.07, p = 0.79), 

such that activation to the high- vs. low-load conditions in the spatial working memory 

task did not differ between the control or dyslexia groups across the language network 

overall. Likewise, the group × parcel interaction was not significant (F(8,731) = 1.23, p = 

0.28), indicating that the overall fMRI response magnitude did not differ between groups 

in the fROIs in each parcel. There was again a condition × parcel interaction (F(8,731) = 

4.34, p < 0.0001), such that some parcels (e.g., lh.SFG and lh.PreCG) showed opposite 

patterns of response to the high- vs. low-load contrast. (This result likely owes to the fact 

that lh.SFG, despite showing positive selectivity for language, is in part of the brain 

known as the default mode network, which shows task-related deactivation to many tasks, 

such as spatial working memory (Raichle, 2015), whereas lh.PreCG may show positive 

selectivity to both language and spatial working memory tasks due to its role in working 

memory sequencing (Noyce et al., 2017)). However, there was again no group × parcel × 

condition interaction (F(8,731) = 0.68, p = 0.71), such that there was no difference in (the 

absence of) spatial working memory selectivity of some language parcels vs. others 

between the two groups. In sum, there is a similar lack of differentiated response within 
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the individually-defined language network for high- vs. low-spatial working memory 

load between individuals with vs. without dyslexia. 

 

 

4. Discussion 

The goal of the present study was to compare the functional organization of the 

cortical language network between typical readers and adults with dyslexia by 

emphasizing the patterns of language-selective response localized in individual brains. 

The auditory language localizer was utilized to demonstrate that natural language 

comprehension activated a left-lateralized language network in both the controls and 

dyslexia groups, well-established in many previous studies (e.g., Fedorenko et al., 2011; 

Scott et al., 2017), and that the functional response profiles of individual-localized fROIs 

in this network did not differ between groups. We used traditional whole-brain analysis to 

identify the voxels that were activated by the passive listening task, as well as the GCSS 

approach to identify the discrete parcels expressly selective to the same language task. 

Taking the parcels defined by the control group, we generated individually-defined fROIs 

within each subject in order to compare the BOLD responses to the language localizer 

task and spatial working memory task. Importantly, we found that the control and 

dyslexia fROIs did not differ in their selective response to the intact vs. degraded speech 

task and non-selective response to hard vs. easy load levels of the spatial working 

memory task. In all of the measures we employed, the functionality of the core language 

network did not differ between groups. Our findings reveal that the functional response of 

the brain’s language network to ecological spoken language comprehension is intact in 
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dyslexia.  

How does this lack of empirical difference in language localization inform our current 

understanding of the etiology of dyslexia? These results using the spoken language 

localizer task suggest that the difficulties that individuals with dyslexia experience when 

learning to read is likely attributable to dysfunction of some process or learning 

mechanism that lies outside the core language comprehension function of the brain’s 

language network, for example in other parts of the reading network, or the mechanism 

for integrating the visual areas culturally appropriated by reading to those that were 

evolved to process spoken language. In recent years, there remains plenty of debate on 

the causes for the specific reading impairment characteristic of dyslexia, including the 

predominant phonological deficit theory (Snowling et al., 2000; Temple et al., 2001; 

Torgesen et al., 1994; Wagner, 1986; Wagner et al., 1997), sensory impairment 

hypotheses (Amitay et al., 2002; Vidyasagar & Pammer, 2010), multiple cognitive deficit 

models (Pennington, 2006; van Bergen et al., 2014), and a neural noise hypothesis, which 

postulates that excess neural noise disrupts neural synchrony and detrimentally alters the 

neural dynamics that support language and sensory processing in dyslexia (Hancock et 

al., 2017). Several studies have reported evidence of auditory deficits in the dyslexia 

population, ranging from temporal processing (De Martino et al., 2001; Rey et al., 2002) 

to discrimination of frequency and intensity (France et al., 2002) and categorical 

perception of phonemes and non-speech analogues (Breier et al., 2001; Serniclaes et al., 

2001), while other studies have rebutted the theory of any auditory, visual, or motor 

deficit as the foremost cause for dyslexia, instead referring to findings of group difference 
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in solely phonological skill when all factors were considered simultaneously (Kronbichler 

et al., 2002; Ramus et al., 2003). A closer look at the auditory deficit studies also 

revealed that poor performance in individuals with dyslexia could have been due to poor 

reliability of the tasks used and possible measurement error from low number of trials per 

subject, with meta-analyses showing that a total of only 39% of dyslexics had an 

observed auditory deficit when data were collapsed across the multiple studies (Ramus, 

2003). Our findings seem to corroborate this theory that the neurological explanation for 

the reading impairment is non-auditory and non-speech perception-based, and could be 

interpreted to be aligned with recent neuroimaging evidence showing phonological 

representations in adult dyslexic readers are exactly as robust and distinct as those in 

typical readers but are less accessible for higher-order phonological processing (Boets, 

2014; Boets et al., 2013). The lack of difference in linguistic processing and functional 

localization of language-sensitive brain regions between controls and dyslexia could 

indicate that the quality of phonological representations in individuals with dyslexia is 

unaffected but dysfunction in left frontotemporal brain connections is the reason for 

discrepancies in reading. Future work on auditory speech processing combined with 

specifically employing phonological tasks in this context in dyslexia will be necessary to 

parse some of these ideas further. 

The key findings from this study help to elucidate some aspects of the traditional 

conceptualization of dyslexia. As described earlier in this chapter, the identification of the 

core language comprehension network was comparable between the control and dyslexia 

groups. The canonical left inferior frontal and left superior temporal regions were 
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robustly localized by both groups, in both the univariate and group-constrained 

parcellation analysis, constituting the stable core of the functional language network 

(Bassett et al., 2013; Fedorenko & Thompson-Schill, 2014). The topography of this 

perisylvian network, as extensively reported in prior studies (e.g., Fedorenko et al., 2010; 

Friederici, 2011), starts from left STG (in which language-specific activation is present 

very early in infants and young toddlers when listening to auditorily presented sentences; 

e.g., Dehaene-Lambertz & Spelke, 2015; Redcay et al., 2008), and extends during 

development into inferior parietal cortex and frontal regions, such as left IFG pars 

triangularis (Friederici et al., 2011; Skeide et al., 2014). The responsiveness of the 

specific subparts of left IFG has shown age-related effects (Enge et al., 2020; Qi et al., 

2021), developing into left IFG pars opercularis as an established core region for sentence 

processing in adults. Dynamic network analyses have shown that this left superior 

temporal cortex is the central core of the functional language network (Chai et al., 2016) 

and its reliable identification in both groups signals that basic neural response during 

ecological spoken language comprehension does not differ with respect to reading ability 

or impairment. 

Moreover, the functional response profile of the language network was the same in 

both groups, based on the observed similarities of the fROIs’ response magnitudes to the 

two levels of the language (intact vs. degraded speech) and working memory (high vs. 

low memory load) tasks. This similar functional recruitment is congruous with prior work 

on language network activation in dyslexia; for example, some reports have indicated that 

controls and individuals with dyslexia recruit a comparable network of cortical areas 
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during listeners’ exposure to text and ambiguous speech sounds (Romanovska et al., 

2021). Basic listening comprehension tasks are surprisingly uncommon in neuroimaging 

studies of dyslexia; since reading-related difficulties are the most prominent feature of 

dyslexia, the vast majority of such studies have prioritized relating difficulties with 

reading to variability in response in the reading network, particularly in the VWFA and 

ventral occipitotemporal cortex. Nonetheless, it is widely acknowledged that the most 

prominent core deficit in dyslexia is related to phonological processing (Ramus et al., 

2003; Shaywitz, 1998; Vellutino et al., 2004), which is fundamentally a linguistic 

operation. Consequently, it was critical to assay whether or how the basic response 

properties of the brain’s language comprehension network differed in dyslexia. 

Utilizing auditory stimuli that assessed spoken language comprehension, as opposed 

to visual (print) stimuli that are common of many other neuroimaging experiments 

investigating high-level language processing in dyslexia (Meyler et al., 2007), could 

account for why our data show no difference in language responsiveness in between the 

controls and dyslexia groups (versus those that have reported underactivation in 

language-responsive regions). Other studies have frequently reported atypically small or 

absent functional activation in the left temporoparietal cortex in dyslexia, including 

posterior superior and middle temporal gyri, during (meta-)linguistic tasks, such as 

decoding words and letters to ascertain the brain bases of impaired phonological 

processing (Shaywitz & Shaywitz, 2005; Vellutino et al., 2004). Less activation has also 

been seen among dyslexic readers in left angular gyrus at the letter and single word 

reading levels (Pugh et al., 2000; Shaywitz et al., 1998). For visual sentence reading, 
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decreased activation has been shown in inferior parietal and frontal regions, such that a 

positive linear relationship was found between reading ability and activity in left 

posterior middle temporal and postcentral gyri in both poor and skilled readers (Meyler et 

al., 2007). Taking all of this evidence into consideration, these reports of functional 

hypoactivation in dyslexia seem to be at odds with our findings which report functional 

activation in response to language comprehension were largely the same between groups. 

However, we believe this incongruity could possibly shed light on the distribution of 

linguistic or non-linguistic based deficits in dyslexia. Since this study examined broad 

response of the language network during passive comprehension of auditory language, 

and not reading-related activation to language comprehension, we believe our findings 

more accurately reflect the “true” response of the cortical language network during 

language comprehension, as opposed to one that is tainted by processing difficulties or 

bottlenecks in dyslexia related to extracting linguistic information from print — the 

hallmark difficulty in this disorder. 

We also observed outlying differences in comparing individual fROIs that may 

support the peripheral nature of these ROI in language network dynamics. The three 

fROIs that showed sufficient activation to be labeled as significant parcels for the 

dyslexia group were left TP, left angular gyrus, and right IFG. These results are 

somewhat surprising in the context of dyslexia for several reasons. Planum temporale 

(the superior aspect of bilateral superior temporal regions that lies just posterior to 

Heschl’s gyrus), for example, has shown to have a positive linear relationship with 

reading acquisition. Correlations have been found between BOLD responses evoked by 
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spoken words (phonemes) in left PT and increased reading ability, indicating a 

refinement in phonological awareness induced by alphabetic literacy (Dehaene et al., 

2015). Moreover, studies on children with dyslexia have found reduced responses to 

speech alone in subparts of left PT (Blau et al., 2009; Monzalvo et al., 2012; van 

Atteveldt et al., 2004); however, no definitive conclusions have been made about whether 

this phonemic relationship in PT is a consequence or a cause of their abnormal reading 

acquisition. Other studies have shown changes in the response profiles of auditory 

language areas in individuals as a consequence of learning to read (reviewed in Dehaene 

et al., 2015). Incidentally, left angular gyrus and the left anterior temporal lobe have been 

shown to be functionally heterogeneous and the two regions differ from the rest of the 

left hemisphere language fROIs in network activity profile (Baylis et al., 1987; Binney et 

al., 2010; Chai et al., 2016). The left angular gyrus seems to be only transiently engaged 

in language processing, suggesting that it may be less functionally specialized for 

language compared to the rest of the canonical language fROIs (Chai et al., 2016) and 

ample evidence has shown that it does not strongly couple with the rest of the left 

hemisphere language fROIs (Blank et al., 2014; Mahowald & Fedorenko, 2016). This 

specific region has also been implicated in a broad range of cognitive functions, like 

semantic processing and social cognition (Seghier, 2013), and suggested to play a role in 

information transmission across systems (Tomasi & Volkow, 2012) and language 

acquisition (Meyler et al., 2007). The left anterior pole has also been displayed to be 

dissociated from core (e.g., inferior frontal and posterior temporal) language regions in 

their dynamic functional connectivity profiles, while other studies have indicated that 



 

 

73 

parts of the anterior temporal lobe are an integral part of the language network (Chang et 

al., 2015; Wong & Gallate, 2012). These two left hemisphere regions appear to be part of 

the flexible periphery of the classic language network rather than the stable core, which 

may explain why they showed greater activation in the dyslexia group than the controls, 

since these regions have also exhibited aberrant activation patterns in reading studies as 

well. Future work needs to be done to disentangle the functional responses of the various 

subparts within these ROIs to clarify how these regions are specialized. 

The other notable outcome from the individual fROI results was the manifestation of 

the right IFG parcel in dyslexia. Right hemispheric activation has long been a murky 

matter of exploration in the dyslexia neuroimaging literature, with meta-analyses noting 

that right hemisphere activation results have actually been largely inconsistent across 

studies (Richlan et al., 2009). Certain studies have found that individuals with dyslexia 

exhibited hyperactivation in the right hemisphere in response to reading tasks, implying a 

compensatory mechanism for reduced activation in the left hemisphere (Waldie et al., 

2013), as well as evidence of a positive association between reading improvement and 

greater right prefrontal activation during a phonological reading task in dyslexia (Hoeft et 

al., 2011). Other studies have found a linkage between reading ability and activation in 

right inferior parietal lobule (Meyler et al., 2007). These right hemisphere regions have 

also been signified as part of the flexible periphery of the language network, because they 

are less specialized for language than the core regions (Chai et al., 2016; Fedorenko & 

Thompson-Schill, 2014). Thus, it is not unsurprising that multiple individuals with 

dyslexia exhibited increased activation in right IFG area in response to the language 
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localizer comprehension task, which was elucidated by comparing individual functional 

profiles rather than from the averaged group activations. It is worth noting here that 

response in this parcel was not unique to the dyslexia group: 16 out of the 24 (67%) 

subjects in the control group also showed significant activation in a corresponding right 

IFG parcel defined in the control group. In a test of proportions, the likelihood of right 

IFG activation did not differ between control and dyslexia (χ2 = 0.84, p = 0.36). 

 Regardless of these few differences in parcellation in the dyslexia subjects, our results 

demonstrate that anatomical distribution and functional response profiles of the language 

network in controls and dyslexia are fundamentally similar. This finding is particularly 

interesting for the study of the etiology of dyslexia because it suggests that the 

impairment in reading ability associated with dyslexia may not be the result of 

dysfunction of core language network computations or processes. Instead, the difficulty 

learning to read may reside either on the periphery of the language network or in the 

mechanisms that are involved in the visual decoding of print (such as the VWFA), or the 

integration of visual print information with phonological information in the language 

network (e.g., Saygin et al., 2016). 

 

5. Conclusions 

The cortical language network in dyslexia can be identified through use of the 

auditory functional language localizer. In this study, we employed the language localizer 

to activate the language processing network for controls and individuals with dyslexia to 

compare the degree of functional specialization for language within the two groups. We 
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showed that the coactivation of the functional language network and the selectivity of 

functional response profiles within the language-selective regions of interest did not 

differ for individuals with dyslexia. These findings suggest that the functionality of the 

core language comprehension network in dyslexia is intact and that the dysfunction in 

reading development may therefore lie outside this facet of the brain’s support for 

fundamental linguistic processing. 
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CHAPTER IV: Structural connectivity within the cortical language network in 

dyslexia 

1. Introduction 

Neuroimaging studies of developmental dyslexia have established functional and 

anatomical abnormalities within left hemisphere language areas, their right hemisphere 

homologues, and throughout the reading network (Richlan, 2012; Schlaggar & 

McCandliss, 2007; Shaywitz et al., 2006). While the structural integrity of important 

connective tracts for language like left arcuate fasciculus has been extensively studied, 

the question of connectivity among the functional nodes of the language network 

themselves has been underexplored. Our goal was to uncover whether group-level 

differences in average properties of long axonal connections between regions in fact 

reflect differences in the intricate neural architectures in individuals with dyslexia rather 

than possibly reflecting sampling or registration issues as been seen in traditional group 

analysis. As we have seen in Chapter 3, functional selectivity of the cortical language 

network was essentially similar between the control and dyslexia groups, with functional 

language areas localized within individual brains. In this chapter, we follow up on those 

results by examining whether there are group-level differences in structural connectivity 

among the language regions identified in individual brains. 

Structural MRI investigations of brain differences between dyslexia and typical 

reading have reported notable differences in macroanatomy, such as reduced gray matter 

volume in largely the same areas that exhibit functional differences, namely the 

temporoparietal and occipitotemporal cortices, including the VWFA (Brown et al., 2001; 
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Hoeft, Meyler, et al., 2007; Hoeft, Ueno, et al., 2007; Kronbichler et al., 2008). Previous 

meta-analyses have identified consistent findings such as less gray matter volume in 

bilateral supramarginal gyrus, right superior temporal gyrus, left inferior temporal gyrus, 

left fusiform gyrus, and bilateral cerebellum in dyslexia (Linkersdorfer et al., 2012), as 

well as in left superior temporal sulcus and right superior temporal gyrus in both adults 

and children with dyslexia (Richlan et al., 2013). 

In addition to the relationships between anatomical morphometry and reading 

impairment, cross-sectional and longitudinal studies examining the white matter tracts 

implicated in reading have shown differences in dyslexia, including predicting changes in 

reading from diffusion metrics. Microstructural properties of white matter pathways are 

commonly measured by diffusion-weighted imaging (DWI), a non-invasive structural 

MRI method that can estimate brain connectivity in vivo by indirectly measuring the 

direction of water diffusivity in the myelinated axons that constitute white matter tissue 

(Basser et al., 1994; Behrens, Johansen-Berg, et al., 2003; Behrens, Woolrich, et al., 

2003). DWI acquisition enables evaluation of the structural properties and directional 

orientation of white matter tracts by estimating a model per voxel and calculating the 

direction of greatest diffusion to find the principal fiber orientation direction (Behrens et 

al., 2007; Lazar, 2010; Vandermosten, Boets, Poelmans, et al., 2012). Multiple 

independent DTI studies on microstructural properties of reading-related pathways have 

consistently found reduced fractional anisotropy (FA) in left temporoparietal regions in 

dyslexia (Beaulieu et al., 2005; Deutsch et al., 2005; Klingberg et al., 2000; Niogi & 

McCandliss, 2006; Richards et al., 2008; Rimrodt et al., 2010; Steinbrink et al., 2008), 
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specifically left arcuate fasciculus, superior longitudinal fasciculus, and inferior 

longitudinal fasciculus, often associated with phonological and orthographic impairments 

(e.g., Hoeft et al., 2011; Langer et al., 2017; Myers et al., 2014; Vandermosten, Boets, 

Poelmans, et al., 2012; Wang et al., 2017), and in left inferior frontal gyrus (Deutsch et 
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These anatomical connectivity measures have provided useful evidence in 

determining differences in brain-behavior relationships for readers with dyslexia 

compared to typical readers. White matter organization measures have been crucial in 

showing how literacy experience shapes the key neural circuits involved in reading (Ben-

Shachar et al., 2007; Travis et al., 2017; Vandermosten, Boets, Wouters, et al., 2012; 

Wandell & Yeatman, 2013; see Yeatman & White, 2021 for a review) including 

predicting reading outcomes longitudinally in children with dyslexia (Hoeft et al., 2011; 

Wang et al., 2017), predicting change in reading scores within non-impaired readers 

(Myers et al., 2014; Yeatman et al., 2011), predicting change in reading skills after 

intervention, and even correlation with socioeconomic status, suggesting that 

environmental factors impact the development of the reading-related neural pathways 

(Ozernov-Palchik et al., 2019). 

However, while prior DTI-tractography studies have demonstrated reduced strength 

of white matter connections between brain regions that are important for reading in 

dyslexia, these neuroanatomical investigations have focused primarily on connections 

between key nodes in the cortical reading network — a distributed network of cerebral 

cortical regions that are functionally coactivated during reading (Price, 2012). Studying 
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reading circuitry in general fundamentally includes the VWFA in left ventral 

occipitotemporal cortex, as visual word recognition is a critical, initial step in the reading 

process. Most DTI studies of dyslexia that have utilized tractography have primarily 

reported lower FA in left arcuate fasciculus in impaired readers (Rimrodt et al., 2010; 

Vandermosten, Boets, Poelmans, et al., 2012). However, because these prior studies have 

focused on specifically reading-related areas, which overlap in part but also dissociate in 

part from the classic frontotemporal language network, we know little about the 

structural integrity of the core areas for spoken language comprehension in dyslexia. 

Furthermore, prior studies have not reconstructed white matter pathways based on 

functional regions of interest (fROIs) for processes of interest that have been identified in 

individual brains. Building analyses from individual fROIs (as opposed to group-defined 

ROIs) enables more careful characterization of each component of the language network, 

as well as clearer visualization of the relationships among them without the possibility of 

obfuscation due to inter-subject variability from traditional group averaging methods. 

In this study, we employed DWI probabilistic tractography to examine the structural 

connectivity between the fROIs comprising the core language network based on within 

subject functional localization. In Chapter 3, we identified the principal anatomical 

components of the language network using group-constrained subject-specific (GCSS) 

parcellation and defined language-selective fROIs within each broader functionally-

defined partition individually in each subject. Here, we use probabilistic tractography to 

test whether the patterns of pairwise connectivity between each of the fROIs within the 

language network differ between the dyslexia and control groups. We use the FDT-
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probtrackx approach implemented in the software library FSL. Probtrackx is a fully 

probabilistic framework presented for estimating local probability density functions on 

parameters of interest in a model of diffusion (Behrens et al., 2007). This technique is 

applied to the estimation of parameters in the diffusion tensor model to determine global 

connectivity, i.e., the probability of the existence of a connection through the data field, 

between any two distant points. 

 By comparing the patterns of pairwise connectivity between the various nodes of the 

cortical language network, we could test a number of hypotheses. First, despite the 

similar functional response profile of these areas during spoken language comprehension, 

it might be the case that there is a widespread reduction in structural connectivity 

between cortical language regions. In this case, the lack of global connectivity may 

explain the difficulty that individuals with dyslexia have in repurposing some of the hubs 

of the cortical language network for reading behaviors. Second, instead of widespread 

connectivity reduction, it may be the case that the connectivity pattern of language 

regions differs in a more localized way — such as reduced connectivity between frontal 

and temporal fROIs — which might suggest a specific pattern of disconnection that 

stands in the way of developing fast and accurate reading skills (Klingberg et al., 2000; 

Rimrodt et al., 2010). Or, third, it might be the case that anatomical connectivity of the 

cortical language network is, like its functional selectivity, essentially intact in dyslexia. 

This would suggest that the difficulties related to learning to read are not the result of 

disruption to the neural circuitry intrinsic to spoken language comprehension, but instead 

may reflect potential difficulty learning to integrate this network into an evolutionary 
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separate network responsible for visual recognition (see Dehaene, 2011). 

 

2. Materials and Methods 

2.1. Participants 

The participants recruited in this study were the same as described in §3.2.1.  

2.2.MRI Data Acquisition 

Data were acquired on a whole-body Siemens Trio 3T scanner with a 32-channel 

head coil at the Athinoula A. Martions Imaging Center at the McGovern Institute for 

Brain Research at MIT. Participants were situated in a head-first supine position in the 

scanner. Please see §3.2.3 for all functional data acquisition parameters. T1-weighted 

high-resolution structural images, including a T1-weighted, magnetization-prepared rapid 

gradient-echo (MPRAGE) anatomical volume (TR = 2530 ms, TE = [1.64, 3.50, 5.36, 

7.22 ms], TI = 1400 ms, flip angle = 7.0°, voxel resolution = 1.0 mm isotropic, FOV = 

256 × 256, 176 sagittal slices) and a T2-weighted anatomical volume (TR= 3200 ms, TE 

= 454 ms, voxel resolution = 1.0 mm isotropic, FOV = 256 × 256, 176 sagittal slices) 

were collected prior to functional imaging. We obtained six non-diffusion-weighted 

reference volumes (b = 0) and 66 diffusion-weighted volumes per b = 1000 s/mm2 with 

acquisition parameters: TR= 4400 ms, TE = 88 ms, flip angle = 90°, voxel resolution = 

2.0 mm3, FOV = 240 × 240, 66 transverse slices, 2 simultaneous slices. 
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2.3. MRI Data Analysis 

2.3.1. Preprocessing for probabilistic tractography 

Diffusion-weighted images were registered to the b = 0 images for motion and eddy 

current distortions. Registration transform was computed in two steps using FreeSurfer’s 

bbregister (Greve & Fischl, 2009), by mapping each participant’s b = 0 image to their 

native structural scan and again to the FSL MNI-152 template. All participants’ images 

were manually checked for registration errors. The samples used to run the tractography 

analyses were modelled using Bayesian Estimation of Diffusion Parameters Obtained 

using Sampling Techniques (BEDPOSTX), which crosses fibers within each voxel of the 

brain and the algorithm of which determines the number of crossing fibers per voxel, 

fitting the ball-and-stick model of diffusion to each individual’s DW image. We 

employed the FDT-probtrackx (Behrens et al., 2007) probabilistic tractography method to 

estimate the connectivity between our regions of interest. The seed and target masks were 

attributed by creating white matter masks individually for each subject, based on the 

fROIs defined by the language localizer contrast. 

 

2.3.2. fROI masks for tractography 

The functional regions-of-interest (fROIs) forming the seeds for probabilistic 

tractography analysis in the present study were derived from the language-selective 

parcels generated by group-constrained subject-specific (GCSS) analysis, as described 

previously in §3.2.4.2. The parcels were derived from the functional language localizer 
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contrast, in which 80% or more of subjects showed significant activation for the intact > 

degraded speech contrast, defining the probabilistic regions supporting language 

comprehension while listening to speech. These regions were identified in §3.3.2 as 

follows: left inferior frontal gyrus (IFG) pars opercularis and pars triangularis, bilateral 

superior temporal gyri (STG), left planum temporale (PT), left precentral gyrus (PreCG), 

and a region in the right cerebellum.  

Within each parcel, individual-subject fROIs were generated as the top 10% of voxels 

within the partition boundaries in each subject’s statistical map for the intact > degraded 

speech contrast. That way, the voxels most sensitive to the language localizer contrast are 

allowed to be analyzed together within the topographical boundaries of the predefined 

parcels, without requiring that specific voxels to each fROI are identical in each subject. 

These fROIs were further validated in §3.2.4.3, where we tested the mean activation of 

each fROI during other conditions to assess each selectivity to other types of stimuli and 

tasks.  

 

2.3.3. Probabilistic tractography analysis 

Probabilistic tractography was conducted by defining the seed regions as the 

individual-subject language-selective fROIs, or the mask files from which the streamlines 

originated. To compute the probability of connection from each fROI white matter mask, 

5000 samples were drawn from the connectivity distribution from each seed voxel in 

each fROI mask. We generated a ROIxROI connectivity matrix from each subject, which 

quantifies the number of streamlines seeded in one ROI that terminated in another ROI. 
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Since we had nine language fROIs in our study, this resulted in a 9x9 matrix where each 

row quantifies how many streamlines seeded in a certain ROI reached each of the other 

ROIs. Seed regions were transformed from MNI space to diffusion space via ANTS non-

linear transform before the probtrackx command was run. 

 

3. Results 

We investigated the structural connectivity of the language network in two ways. 

First, we calculated patterns of whole-brain connectivity from each parcel to visualize the 

structural connectivity of that parcel in anatomical space. In each parcel, we obtained the 

whole-brain connectivity for each subject, based on streamlines seeded from the subject’s 

individually defined fROI. We normalized these voxelwise connectivity values by the 

number of voxels in the fROI to obtain a measure of probabilistic connectivity. These 

maps were projected to MNI space and averaged across subjects. This procedure was 

repeated for each parcel. The connectivity maps for each parcel from the control group 

are depicted in Figure 9. Each parcel shows a distinct pattern of connectivity to the rest 

of the brain. For instance, the left anterior STG parcel shows extensive connections 

within STG, as well as to left IFG and left inferior parietal lobe, while the left IFG 

parcels show connections most prominently to other frontal lobe areas, left anterior 

temporal lobe, and transcallosal connections to right frontal lobe. Other patterns of 

connectivity are evident in the figure as well. 
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Figure 9. Whole-brain structural connectivity from each node of the language network. The 

probabilistic connectivity of each node of the language network is shown. Figures depict the 

mean connectivity across participants from the control group. The connectivity map for each 

parcel is based on streamlines seeded from each subject’s individually defined fROI for that 

parcel. 

 

Second, we quantified whether structural connectivity within the language network 

itself differed between individuals in the control and dyslexia groups. We used FDT 

probtrackx to obtain the probabilistic connectivity for each subject, seeded from each of 

their individually defined language fROIs, and count the proportion of streamlines that 

terminated in each of their other eight language network fROIs. For each seed fROI, we 

normalized the number of streamlines terminating in each of the other fROIs by the 

number of voxels in the seed fROI to obtain a measure of probabilistic connectivity. 

Because the normalized number of streamlines varied by many orders of magnitude 

across fROI pairs, we transformed these values using their base-10 logarithm. This 

resulted in a 9x9 connectivity matrix for each subject reflecting the pairwise connectivity 

of each pair of fROIs. By definition, streamlines seeded in an fROI never terminated in 

the same fROI, so the diagonal of this matrix contained no data. We assumed a priori that 

the connectivity patterns were not unidirectional (i.e., the connectivity from lh.IFG.po to 

lh.STG.a should be the same as from lh.STG.a to lh.IFG.po), and so we averaged 

connectivity values across contingent fROI pairs. For each unique cell in the matrix (i.e., 

the lower triangle), we tested differences in the mean connectivity values between the 

control and dyslexia groups using a series of independent-sample t-tests. With n=36 

unique tests, we adopted a Bonferroni-corrected α-criterion of p = 0.0014 for significant 

differences between groups. 
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 The pattern of connectivity between language network fROIs for each group is 

shown in Figure 10. This pattern is highly similar between the two groups. The strongest 

connections were observed between anterior and posterior STG fROIs within each 

hemisphere, with minimal connectivity between hemispheres in temporal regions. Left 

STG fROIs were also highly interconnected with left frontal fROIs. This connectivity 

showed a distinct anterior-posterior gradient: left posterior STG was more connected to 

left IFG pars triangularis (lh.IFG.pt), whereas left anterior STG was more connected to 

left IFG pars opercularis (lh.IFG.po) and left precentral gyrus (lh.PreCG). There were 

also strong connections among left frontal regions, with the strongest between lh.IFG.pt 

and lh.IFG.po. Lh.PreCG was more strongly connected to lh.IFG.po than lh.IFG.pt — 

consistent with the dissociated pattern of connectivity these regions showed with the two 

left STG parcels. Right cerebellum showed the least integration with the rest of the 

language network, demonstrating primarily right hemisphere connectivity. Both right 

STG parcels showed little direct connectivity to left hemisphere structures. 

Group differences (Fig. 10, rightmost matrix) in inter-areal connectivity were 

minimal. Only one parcel pair (lh.STG.a to SFG) showed a group difference at 

uncorrected p < 0.05, and no parcel pairs showed a significant group difference when 

adjusting for multiple comparisons. Examining the distribution of connectivity 

differences between all parcel pairs (Fig. 11) showed no consistent skew towards a subtle 

increase or decrease in structural connectivity of the language network in dyslexia. 
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Figure 10. Structural connectivity of the language network does not differ in dyslexia. The 

left matrices show the fROI-fROI probabilistic connectivity matrices for each group. Each cell 

depicts the mean of the probabilistic connectivity values (log proportion of streamlines seeded in 

each fROI that terminated in each other fROI) across participants in that group. The right matrix 

shows the pairwise difference (independent-sample t-test) for each node in the network. Warm 

colors show greater connectivity in the control group, cool colors show greater connectivity in 

dyslexia. By definition, streamlines did not start and terminate in the same fROI, so there are no 

data in the matrix diagonals. 

 

 

Figure 11. Distribution of connectivity differences between groups across all language 

parcel fROI pairs. This histogram shows the distribution of values in the group difference 

(control > dyslexia) matrix in Fig. 2. Values exceeding uncorrected p < 0.05 will be outside of the 

blue dashed lines. No comparisons exceeded the Bonferroni-corrected p < 0.001, depicted by the 

red dashed lines. There is also no evidence of an overall skew towards hypo- or hyperconnectivity 

in dyslexia. 
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4. Discussion 

In this study, we investigated whether structural connectivity measures corroborated 

our findings of the similarity of the cortical language network between controls and 

dyslexia. By employing white matter probabilistic tractography to compare the quantity 

of anatomical connections between the language-sensitive fROIs for each group, we 

found that there was essentially no difference between the connectivity patterns. Group 

statistical analysis showed no significant difference in any of the fROI-pairwise 

comparisons for streamlines extending from each region, indicating that interareal 

structural connectivity within the core language network is essentially intact in dyslexia. 

This lack of disruption to the circuitry intrinsic to spoken language comprehension 

suggests that any structural dysfunction in dyslexia does not lie within the core language 

network itself. This finding may initially seem at odds with much of the previous 

literature on anatomical connectivity in dyslexia, which has indicated atypical or reduced 

connectivity patterns related to the left-lateralized language regions (e.g., Boets et al., 

2013). However, the majority of these studies have focused on the pivotal components of 

the visual-modality reading network, particularly with respect to the important connective 

white matter tracts like arcuate fasciculus (reviewed in Vandermosten, Boets, Wouters, et 

al., 2012). In addition, it is important to note that prior dyslexia probabilistic tractography 

studies have consistently reported decreased fractional anisotropy (FA) in left 

temporoparietal regions, including the left IFG as an area of focal difference in white 

matter microstructure as well as fiber orientation in the region (Gold et al., 2007; 

Klingberg et al., 2000; Qiu et al., 2008; Richards et al., 2008; Rimrodt et al., 2010). The 
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present study is limited to evaluating the quantity of connections by comparing the 

number of streamlines between fROIs, as opposed to drawing conclusions on the quality 

of the connectivity, such as in these prior DTI studies that have found atypical FA in 

major white matter tracts. Our method endeavors to resolve the specific question of 

whether the interareal connectivity between the language-defined regions shows any 

group differences when examined on the level of individual brains. 

 Also in contrast to previous work, the seeds used in our tractography analysis 

were not solely anatomically defined, but based on individually defined fROIs derived 

from the whole-brain functional parcellation of language areas using the auditory 

language localizer contrast. Here, we determined that the specific patterns of connectivity 

from each language parcel to the rest of the parcels within the core language network 

were highly similar between the controls and dyslexia groups (based on the controls 

parcellation as described in Chapter 3). Robust patterns emerged from the ROIxROI 

analysis, including the strong connectivity between the anterior and posterior STG fROIs 

and between the two left IFG regions, as well as minimal connectivity between the right 

STG parcels and the rest of the left hemisphere structures. A distinct anterior-posterior 

gradient was also found. All of these fROI-fROI patterns were found equally in the 

dyslexia group as in the controls group, providing further evidence that structural 

connectivity of the language network does not differ in dyslexia. Future empirical 

research examining the structural integrity of extrinsic connections from the individually-

defined fROIs to other parts of the brain, such as the anatomical relationship between 

language and domain-general regions of interest, as well as the possibility of impairment 
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in network-level connections will be required to comprehensively understand the 

microanatomical differences in the cortical language network in dyslexia. 

 

5. Conclusions 

Structural connectivity measures have revealed important findings in previous 

neuroanatomical studies of dyslexia. In this study, we employed DWI probabilistic 

tractography to measure the probable streamlines between the language-selective 

functional regions of interest (defined in the previous chapter) in a ROIxROI pairwise 

comparison analysis. We found that the anatomical connectivity between these regions 

constituting the core language network was essentially the same between typical readers 

and individuals with dyslexia. No atypical patterns of connectivity were detected. These 

findings provide further evidence that the functionality of the core language 

comprehension network in dyslexia is intact. 
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CHAPTER V: Conclusions 

Characterizing the functional language architecture in dyslexia is a complex 

neuroimaging endeavor that requires the aggregation of multiple lines of evidence. The 

studies presented in this thesis advance the framework of how the cognitive architecture 

for language is structured and activated in dyslexia. Implementation of the individual 

functional localization approach enabled detailed investigation into the brain regions that 

are coactivated for spoken language comprehension in dyslexia. We have demonstrated a 

lack of difference in functional specialization and anatomical connectivity within the 

language network for the task of listening to speech between typical readers and those 

with dyslexia, indicating that functional response of the brain’s language network during 

ecological spoken language comprehension is intact in dyslexia 

 

1. Optimizing efficiency of the functional language localizer 

The development of fMRI as a universal neuroimaging technique has opened myriad 

avenues for the study of the mind and brain. Interpretation of fMRI results largely 

comprises surmising the spatial sources of cognitive mechanisms in the brain by 

comparing the magnitude of BOLD responses in each voxel to separate conditions and 

inferring these patterns of activation across general populations. However, 

neuroanatomical structures do not always occupy the same precise space relative to the 

normalization coordinate system in individuals (Frost & Goebel, 2012) and thus, 

averaging functional responses based on stereotactic coordinates could obscure any 

atypical activation within the samples, thereby reducing the functional resolution and 
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statistical sensitivity of the analysis (Nieto-Castañón & Fedorenko, 2012).  

As an alternative approach for probing high-level cognitive processes, the individual 

functional localization method circumvents this confound of variability in functional 

neuroanatomy by using the combination of macroneuroanatomical markers and 

functional response constraints to initially delineate the relevant cortical architecture in 

individual subjects and then averaging the neural responses for group-level statistical 

inference within these confines. The functional language localizer is known to reliably 

define the distinct brain regions showing strong selectivity for linguistic processing and 

can therefore be applied to constrain the hypothesis space for a priori language-related 

theoretical questions regarding the dissociation of language from other related cognitive 

mechanisms (Fedorenko et al., 2010). 

While the functional language localizer has been regularly deployed for this purpose 

as a tractably short scanner task for the normal adult population, it is a less widely used 

tool for application to diverse and pediatric populations. In Chapter 2 of this thesis, we 

asked whether the spoken language localizer, which originally spans 12 min 3s in full 

duration, could be shortened to allow for wider adoption of this tool in scenarios where 

scan time with a subject is especially precious or limited. By comparing the consistency 

of individual functional response profiles and whole-brain activation patterns when the 

amount of language localizer data was reduced to 75%, 50%, or 25% of the full duration, 

we found that shortening scan time to 75% or 50% did not sacrifice reliable identification 

of the language-selective fROIs or specialization for linguistic processing. We provided 

evidence that the duration of the functional localizer can be shortened from a total scan 
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time of 12:06 to either 9:10 or 6:18 while maintaining highly convergent spatial and 

functional profiles to the full localizer, though we also found a significant drop in 

precision in identifying the full extent of the neural tissue that is activated by the 

language localizer contrast. In fact, even reducing scan time to 25% (1:44 per run) 

allowed identification of voxels that were just as language-selective as those identified 

from much longer scanning sessions, suggesting that even a coarse mapping of the 

cortical language network is sufficient for identifying language-selective tissue in 

individual brains. These findings demonstrate that experimenter confidence can be high 

for cases where utilizing a reduced localizer would be eminently beneficial for special 

populations. Optimized efficiency for the functional localizer can possibly mitigate the 

pragmatic and economic concerns that impose real-world trade-offs on how much data 

can be collected during a particular fMRI session.  

 

2. Functional language architecture in dyslexia 

 The application of this spoken functional language localizer to the dyslexia 

population allows for detailed investigation of the role of pure language in this reading 

disorder. In the studies described in Chapters 3 and 4, we scanned adults with dyslexia 

for this language localizer contrast (intact > degraded speech) to investigate the language 

network independent from the reading network and determine whether the functional 

response profiles in individuals with dyslexia differed within the core language regions. 

By emphasizing the patterns of language-selective response localized in individual 

brains, we found that the identification of the language-selective fROIs was mostly the 
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same between typical readers and individuals with dyslexia and that these individual 

fROIs’ selective response to the intact vs. degraded speech task and non-selective 

response to the hard vs. easy load levels of the spatial memory task were equivalent. Our 

findings demonstrated that the functionality of the core language network, primarily 

composed of the bilateral STG regions, left IFG regions, left PreCG, left SFG, and right 

cerebellum, did not differ for dyslexia and therefore suggest that the difficulties that 

individuals with dyslexia experience when learning to read are likely attributable to 

dysfunction of some process or learning mechanism that lies outside of the core language 

comprehension function of the brain’s language network. The marginal differences 

between groups in the number of subjects who localized the left PT, left angular gyrus, 

and right IFG pars opercularis parcels provide evidence that those specific regions could 

be part of the more domain-general periphery of the language network, rather than 

inclusion in the functionally specialized core regions (Fedorenko & Thompson-Schill, 

2014). Structural connectivity evidence in Chapter 4 further corroborated this finding that 

the organization of the functional language network was essentially the same between 

controls and dyslexia. Probabilistic tractography analysis revealed no differences between 

any of the ROIxROI pairwise comparisons within the network, indicating no disruptions 

in the connectivity of these language-selective regions to each other. Together, these 

findings have shown that the network properties of functional language organization are 

comparable for controls and dyslexia, and the basic neural response during ecological 

spoken language comprehension does not differ with respect to reading ability or 

impairment. Ultimately, therefore, the challenges that individuals with dyslexia 
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experience during reading development may reflect challenges integrating this new skill 

into an otherwise intact language network, and suggest that future work may look outside 

of core language processing to identify which mechanisms for learning to read are 

disrupted in dyslexia.
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APPENDIX A 

Group-constrained subject-specific (GCSS) analysis identifies all of the discrete 

partitions that are activated by a plurality of subjects, not just the 80% suprathreshold 

majority discussed within the main text of this dissertation. The following tables were 

generated from the algorithm as detailed in §2.2.2.1 and identifies every parcel that 

exhibited functional response (p < 0.0001) in more than one participant: columns below 

list the number of subjects with significant voxels in each parcel, the number of voxels in 

the parcel, as well as the labels of the parcels’ major anatomical regional designations 

based on the Harvard Oxford Atlas packaged with FSL. The parcels that met the 80% 

majority significance threshold are indicated by a * next to their number in the first 

column. 

 
Table A. All parcels obtained by the 25%-duration localizer (Chapter 2). 

# 

# Subjects 

in parcel 

# Voxels 

in parcel Region of peak activation Region of intersection 

1* 23 2467 Left_Superior_Temporal_Gyrus_a

nterior_division 

Left_Superior_Temporal_Gyrus_po

sterior_division 

2* 24 4165 Left_Superior_Temporal_Gyrus_p

osterior_division 

Left_Angular_Gyrus 

3* 24 1353 Left_Temporal_Pole Left_Temporal_Pole 

4* 23 2161 Right_Superior_Temporal_Gyrus

_anterior_division 

Right_Superior_Temporal_Gyrus_p

osterior_division 

5* 23 1524 Right_Temporal_Pole Right_Temporal_Pole 

6* 22 466 Left_Temporal_Pole Left_Temporal_Pole 

7* 20 1170 Right_Superior_Temporal_Gyrus

_posterior_division 

Right_Superior_Temporal_Gyrus_p

osterior_division 

8 18 1277 Left_Superior_Frontal_Gyrus Left_Frontal_Pole 

9* 21 794 Left_Inferior_Frontal_Gyrus_pars

_triangularis 

Left_Inferior_Frontal_Gyrus_pars_t

riangularis 

10* 21 744 Left_Inferior_Frontal_Gyrus_pars

_triangularis 

Left_Inferior_Frontal_Gyrus_pars_t

riangularis 

11* 21 1054 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

12 13 246 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

13 13 371 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

14 16 605 Right_CrusII Right_CrusII 
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15 16 317 Left_Frontal_Pole Left_Frontal_Pole 

16 10 113 Left_Lateral_Occipital_Cortex_su

peroir_division 

Left_Lateral_Occipital_Cortex_supe

roir_division 

17 14 326 Right_Frontal_Pole Right_Frontal_Pole 

18 12 897 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

19 9 469 Left_Lateral_Occipital_Cortex_su

peroir_division 

Left_Lateral_Occipital_Cortex_supe

roir_division 

20 12 511 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

21 13 376 Right_CrusII Right_CrusII 

22 14 892 Left_Cingulate_Gyrus_posterior_

division 

Left_Cingulate_Gyrus_posterior_di

vision 

23 13 434 Right_Angular_Gyrus Right_Angular_Gyrus 

24 12 1315 Left_Intracalcarine_Cortex Left_Intracalcarine_Cortex 

25 11 160 Right_Inferior_Frontal_Gyrus_par

s_triangularis 

Right_Inferior_Frontal_Gyrus_pars

_triangularis 

26 12 478 Right_Inferior_Frontal_Gyrus_par

s_triangularis 

Right_Inferior_Frontal_Gyrus_pars

_opercularis 

27 9 95 Left_Cingulate_Gyrus_posterior_

division 

Left_Cingulate_Gyrus_posterior_di

vision 

28 10 89 Left_Parietal_Operculum_Cortex Left_Parietal_Operculum_Cortex 

29 10 384 Right_Intracalcarine_Cortex Right_Intracalcarine_Cortex 

30 13 552 Left_Paracingulate_Gyrus Left_Frontal_Medial_Cortex 

31 9 124 Right_Heschl's_Gyrus_(includes_

H1_and_H2) 

Right_Central_Opercular_Cortex 

32 9 100 Right_Frontal_Pole Right_Frontal_Pole 

33 9 296 Right_Cuneal_Cortex Right_Cuneal_Cortex 

34 5 92 Right_Middle_Frontal_Gyrus Right_Middle_Frontal_Gyrus 

35 7 169 Right_Frontal_Medial_Cortex Right_Frontal_Medial_Cortex 

36 10 173 Left_Occipital_Pole Left_Occipital_Pole 

37 9 124 Right_Inferior_Frontal_Gyrus_par

s_triangularis 

Right_Frontal_Pole 

38 7 60 Right_Angular_Gyrus Right_Angular_Gyrus 

39 13 122 Left_Temporal_Fusiform_Cortex_

posterior_division 

Left_Temporal_Fusiform_Cortex_p

osterior_division 

40 8 98 Left_Thalamus Left_Thalamus 

41 6 104 Right_Occipital_Pole Right_Occipital_Pole 

42 6 187 Left_Paracingulate_Gyrus Left_Paracingulate_Gyrus 

43 10 84 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

44 7 42 Left_Frontal_Medial_Cortex Left_Frontal_Pole 

45 9 154 Right_Occipital_Pole Right_Occipital_Pole 

46 10 78 Brain-Stem Brain-Stem 

47 6 72 Left_Cingulate_Gyrus_posterior_

division 

Left_Cingulate_Gyrus_posterior_di

vision 

48 9 56 Right_Cingulate_Gyrus_posterior

_division 

Right_Cingulate_Gyrus_posterior_d

ivision 

49 6 105 Left_Precuneous_Cortex Left_Precuneous_Cortex 

50 6 100 Right_Superior_Frontal_Gyrus Right_Superior_Frontal_Gyrus 

51 7 57 Left_CrusII Left_CrusII 

52 9 37 Left_Amygdala Left_Amygdala 

53 3 20 Right_Cuneal_Cortex Right_Cuneal_Cortex 
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54 5 54 Left_Superior_Parietal_Lobule Left_Superior_Parietal_Lobule 

55 5 107 Left_Frontal_Pole Left_Frontal_Pole 

56 7 26 Right_Postcentral_Gyrus Right_Postcentral_Gyrus 

57 6 14 Left_Cerebral_White_Matter Left_Cerebral_White_Matter 

58 5 26 Left_Occipital_Pole Left_Occipital_Pole 

59 8 16 Right_VIIIa Right_VIIIa 

60 5 30 Right_Superior_Frontal_Gyrus Right_Superior_Frontal_Gyrus 

61 3 17 Right_Postcentral_Gyrus Right_Postcentral_Gyrus 

62 4 80 Left_Paracingulate_Gyrus Left_Paracingulate_Gyrus 

63 4 16 Left_Occipital_Fusiform_Gyrus Left_Occipital_Fusiform_Gyrus 

64 8 45 Right_Occipital_Fusiform_Gyrus Right_Occipital_Fusiform_Gyrus 

65 5 25 Right_Superior_Frontal_Gyrus Right_Superior_Frontal_Gyrus 

66 5 36 Right_Lateral_Occipital_Cortex_i

nferior_division 

Right_Occipital_Fusiform_Gyrus 

67 5 8 Left_Lateral_Occipital_Cortex_in

ferior_division 

Left_Lateral_Occipital_Cortex_infe

rior_division 

68 4 10 Right_Precentral_Gyrus Right_Precentral_Gyrus 

69 4 5 Left_Cerebral_White_Matter Left_Cerebral_White_Matter 

70 5 13 Right_Occipital_Fusiform_Gyrus Right_Occipital_Fusiform_Gyrus 

71 4 5 Right_Middle_Frontal_Gyrus Right_Middle_Frontal_Gyrus 

72 3 1 Right_Thalamus Right_Thalamus 

73 3 1 Right_CrusII Right_CrusII 
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APPENDIX B 

Table B. All parcels obtained by the 50%-duration localizer (Chapter 2). 

# 

# Subjects 

in parcel 

# Voxels 

in parcel Region of peak activation Region of intersection 

1* 24 2966 Left_Superior_Temporal_Gyrus_an

terior_division 

Left_Superior_Temporal_Gyrus_

posterior_division 

2* 24 2327 Left_Temporal_Pole Left_Temporal_Pole 

3* 24 2688 Right_Superior_Temporal_Gyrus_a

nterior_division 

Right_Superior_Temporal_Gyrus

_posterior_division 

4* 24 4955 Left_Superior_Temporal_Gyrus_po

sterior_division 

Left_Supramarginal_Gyrus_post

erior_division 

5* 24 1670 Right_Temporal_Pole Right_Temporal_Pole 

6* 24 2027 Right_Superior_Temporal_Gyrus_p

osterior_division 

Right_Superior_Temporal_Gyrus

_posterior_division 

7* 23 953 Left_Frontal_Orbital_Cortex Left_Frontal_Pole 

8* 23 1104 Left_Inferior_Frontal_Gyrus_pars_t

riangularis 

Left_Inferior_Frontal_Gyrus_par

s_triangularis 

9* 20 1676 Right_CrusI Right_CrusII 

10* 21 799 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

11* 23 1796 Left_Frontal_Pole Left_Frontal_Pole 

12 17 381 Left_Angular_Gyrus Left_Lateral_Occipital_Cortex_s

uperior_division 

13 14 339 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

14 16 458 Brain-Stem Brain-Stem 

15 17 272 Left_Frontal_Pole Left_Frontal_Pole 

16 13 365 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

17 12 231 Left_Temporal_Pole Left_Temporal_Pole 

18 13 490 Left_CrusII Left_CrusII 

19 11 1043 Left_Intracalcarine_Cortex Left_Intracalcarine_Cortex 

20 11 154 Left_Cerebral_White_Matter Left_Cerebral_White_Matter 

21 11 1584 Right_Intracalcarine_Cortex Right_Intracalcarine_Cortex 

22 13 648 Left_Thalamus Left_Thalamus 

23 14 262 Left_Cingulate_Gyrus_posterior_di

vision 

Left_Precuneous_Cortex 

24 12 225 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

25 15 126 Left_Amygdala Left_Amygdala 

26 9 320 Left_Cingulate_Gyrus_posterior_di

vision 

Left_Precuneous_Cortex 

27 14 221 Right_Inferior_Frontal_Gyrus_pars

_triangularis 

Right_Inferior_Frontal_Gyrus_pa

rs_triangularis 

28 10 233 Left_Precuneous_Cortex Left_Precuneous_Cortex 

29 9 128 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

30 13 174 Right_Frontal_Orbital_Cortex Right_Frontal_Orbital_Cortex 

31 14 254 Right_Angular_Gyrus Right_Angular_Gyrus 

32 9 224 Right_Middle_Frontal_Gyrus Right_Middle_Frontal_Gyrus 

33 7 33 Left_Amygdala Left_Cerebral_Cortex 

34 8 76 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

35 10 59 Right_Frontal_Pole Right_Frontal_Pole 
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36 10 96 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

37 4 55 Left_Precuneous_Cortex Left_Precuneous_Cortex 

38 10 67 Right_VIIIa Right_VIIIa 

39 6 228 Left_Occipital_Pole Left_Occipital_Pole 

40 7 36 Left_Temporal_Fusiform_Cortex_p

osterior_division 

Left_Temporal_Fusiform_Cortex

_posterior_division 

41 6 64 Right_Thalamus Right_Thalamus 

42 5 44 Right_Lateral_Occipital_Cortex_in

ferior_division 

Right_Lateral_Occipital_Cortex_

inferior_division 

43 8 90 Right_Caudate Right_Caudate 

44 8 30 Left_Inferior_Temporal_Gyrus_te

mporooccipital_part 

Left_Inferior_Temporal_Gyrus_t

emporooccipital_part 

45 3 66 Left_Occipital_Fusiform_Gyrus Left_Occipital_Fusiform_Gyrus 

46 6 35 Left_Parahippocampal_Gyrus_post

erior_division 

Left_Parahippocampal_Gyrus_po

sterior_division 

47 5 63 Left_Paracingulate_Gyrus Left_Paracingulate_Gyrus 

48 10 83 Right_Frontal_Medial_Cortex Right_Frontal_Medial_Cortex 

49 5 13 Right_Cingulate_Gyrus_posterior_

division 

Right_Cingulate_Gyrus_posterio

r_division 

50 3 3 Right_Amygdala Right_Amygdala 

51 3 3 Right_Frontal_Pole Right_Frontal_Pole 

52 3 4 Right_Superior_Frontal_Gyrus Right_Superior_Frontal_Gyrus 

53 4 3 Left_Lateral_Occipital_Cortex_sup

eroir_division 

Left_Lateral_Occipital_Cortex_s

uperoir_division 

54 4 2 Left_Cingulate_Gyrus_posterior_di

vision 

Left_Cingulate_Gyrus_posterior_

division 
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APPENDIX C 

Table C. All parcels obtained by the 75%-duration localizer (Chapter 2). 

# 

# Subjects 

in parcel 

# Voxels in 

parcel Region of peak activation Region of intersection 

1* 24 6261 Left_Superior_Temporal_Gyrus_a

nterior_division 

Left_Temporal_Pole 

2* 24 3446 Right_Superior_Temporal_Gyrus_

anterior_division 

Right_Superior_Temporal_Gyru

s_posterior_division 

3* 24 5448 Left_Superior_Temporal_Gyrus_p

osterior_division 

Left_Supramarginal_Gyrus_post

erior_division 

4* 24 1880 Right_Temporal_Pole Right_Temporal_Pole 

5* 24 2020 Right_Superior_Temporal_Gyrus_

posterior_division 

Right_Superior_Temporal_Gyru

s_posterior_division 

6* 23 876 Left_Inferior_Frontal_Gyrus_pars_

triangularis 

Left_Frontal_Pole 

7* 23 1296 Left_Inferior_Frontal_Gyrus_pars_

triangularis 

Left_Inferior_Frontal_Gyrus_par

s_triangularis 

8* 20 1568 Right_CrusII Right_CrusII 

9* 22 933 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

10* 20 1467 Left_Frontal_Pole Left_Frontal_Pole 

11 14 254 Left_Lateral_Occipital_Cortex_sup

eroir_division 

Left_Lateral_Occipital_Cortex_s

uperoir_division 

12 15 327 Brain-Stem Brain-Stem 

13 15 306 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

14 14 433 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

15 11 568 Left_CrusII Left_CrusII 

16 17 255 Left_Frontal_Pole Left_Frontal_Pole 

17 16 332 Left_Thalamus Left_Cerebral_White_Matter 

18 15 277 Right_Inferior_Frontal_Gyrus_pars

_triangularis 

Right_Inferior_Frontal_Gyrus_p

ars_triangularis 

19 12 94 Brain-Stem Brain-Stem 

20 12 454 Left_Thalamus Left_Thalamus 

21 15 174 Left_Amygdala Left_Amygdala 

22 14 1551 Left_Precuneous_Cortex Left_Precuneous_Cortex 

23 12 274 Left_Cingulate_Gyrus_posterior_di

vision 

Left_Precuneous_Cortex 

24 16 257 Right_Inferior_Frontal_Gyrus_pars

_triangularis 

Right_Inferior_Frontal_Gyrus_p

ars_triangularis 

25 15 285 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

26 6 227 Left_Intracalcarine_Cortex Left_Intracalcarine_Cortex 

27 8 549 Left_Occipital_Pole Left_Occipital_Pole 

28 13 155 Left_Caudate Left_Caudate 

29 13 246 Left_Temporal_Fusiform_Cortex_

posterior_division 

Left_Temporal_Fusiform_Cortex

_posterior_division 

30 6 870 Right_Intracalcarine_Cortex Right_Intracalcarine_Cortex 

31 7 73 Right_Caudate Right_Caudate 

32 8 97 Left_Parahippocampal_Gyrus_post

erior_division 

Left_Parahippocampal_Gyrus_p

osterior_division 
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33 8 141 Right_Middle_Frontal_Gyrus Right_Middle_Frontal_Gyrus 

34 9 78 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

35 6 28 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

36 8 22 Right_VIIIa Right_VIIIa 

37 7 33 Left_Inferior_Temporal_Gyrus_te

mporooccipital_part 

Left_Inferior_Temporal_Gyrus_t

emporooccipital_part 

38 10 28 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

39 5 35 Right_Middle_Frontal_Gyrus Right_Middle_Frontal_Gyrus 

40 9 25 Right_Lateral_Occipital_Cortex_su

peroir_division 

Right_Lateral_Occipital_Cortex_

superoir_division 

41 7 77 Left_Frontal_Medial_Cortex Left_Frontal_Medial_Cortex 

42 7 28 Right_Cingulate_Gyrus_posterior_

division 

Right_Cingulate_Gyrus_posterio

r_division 

43 3 75 Left_Occipital_Fusiform_Gyrus Left_Occipital_Fusiform_Gyrus 

44 7 78 Right_Occipital_Pole Right_Occipital_Pole 

45 3 30 Left_Occipital_Pole Left_Occipital_Pole 

46 6 2 Brain-Stem Brain-Stem 

47 3 13 Right_Superior_Frontal_Gyrus Right_Superior_Frontal_Gyrus 

48 3 7 Left_Lingual_Gyrus Left_Lingual_Gyrus 

49 6 1 Brain-Stem Brain-Stem 
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APPENDIX D 

Table D. All parcels obtained by the 100%-duration localizer (Chapter 2). 

# # Subjects 

in parcel 

# Voxels 

in parcel Region of peak activation Region of intersection 

1* 24 6912 Left_Superior_Temporal_Gyrus_ante

rior_division 

Left_Temporal_Pole 

2* 24 5702 Left_Superior_Temporal_Gyrus_post

erior_division 

Left_Lateral_Occipital_Cortex

_superoir_division 

3* 24 2672 Right_Superior_Temporal_Gyrus_an

terior_division 

Right_Superior_Temporal_Gyr

us_anterior_division 

4* 24 2067 Right_Temporal_Pole Right_Temporal_Pole 

5* 24 2620 Right_Superior_Temporal_Gyrus_po

sterior_division 

Right_Superior_Temporal_Gyr

us_posterior_division 

6* 23 1360 Left_Inferior_Frontal_Gyrus_pars_tri

angularis 

Left_Inferior_Frontal_Gyrus_p

ars_triangularis 

7* 24 904 Left_Inferior_Frontal_Gyrus_pars_tri

angularis 

Left_Frontal_Pole 

8* 23 2248 Left_Frontal_Pole Left_Frontal_Pole 

9* 21 1187 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

10* 21 1867 Right_CrusI Right_CrusII 

11 13 326 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

12 18 473 Brain-Stem Brain-Stem 

13 13 525 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

14 15 316 Left_Cerebral_White_Matter Left_Cerebral_White_Matter 

15 11 766 Left_CrusII Left_CrusII 

16 13 311 Right_Inferior_Frontal_Gyrus_pars_t

riangularis 

Right_Inferior_Frontal_Gyrus_

pars_triangularis 

17 14 243 Left_Amygdala Left_Amygdala 

18 11 241 Left_Cingulate_Gyrus_posterior_divi

sion 

Left_Cingulate_Gyrus_posterio

r_division 

19 16 309 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

20 14 242 Left_Caudate Left_Caudate 

21 13 307 Right_Inferior_Frontal_Gyrus_pars_t

riangularis 

Right_Inferior_Frontal_Gyrus_

pars_triangularis 

22 10 164 Left_Thalamus Left_Thalamus 

23 9 214 Left_Intracalcarine_Cortex Left_Intracalcarine_Cortex 

24 12 227 Right_Middle_Frontal_Gyrus Right_Middle_Frontal_Gyrus 

25 13 76 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

26 8 588 Right_Supracalcarine_Cortex Right_Intracalcarine_Cortex 

27 9 87 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

28 5 206 Right_Intracalcarine_Cortex Right_Intracalcarine_Cortex 

29 8 194 Left_Intracalcarine_Cortex Left_Intracalcarine_Cortex 

30 7 80 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

31 15 323 Right_Lateral_Occipital_Cortex_sup

eroir_division 

Right_Angular_Gyrus 

32 8 312 Left_Cingulate_Gyrus_posterior_divi

sion 

Left_Precuneous_Cortex 

33 9 183 Left_Precuneous_Cortex Left_Precuneous_Cortex 
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34 9 60 Right_Caudate Right_Caudate 

35 10 106 Left_Temporal_Fusiform_Cortex_po

sterior_division 

Left_Temporal_Fusiform_Cort

ex_posterior_division 

36 9 34 Right_VIIIa Right_VIIIa 

37 8 73 Right_Precentral_Gyrus Right_Precentral_Gyrus 

38 8 143 Left_Parahippocampal_Gyrus_poster

ior_division 

Left_Parahippocampal_Gyrus_

posterior_division 

39 8 33 Left_Inferior_Temporal_Gyrus_temp

orooccipital_part 

Left_Inferior_Temporal_Gyrus

_temporooccipital_part 

40 5 82 Right_Intracalcarine_Cortex Right_Intracalcarine_Cortex 

41 4 46 Left_Lingual_Gyrus Left_Occipital_Fusiform_Gyru

s 

42 6 43 Right_Frontal_Medial_Cortex Right_Frontal_Medial_Cortex 

43 5 34 Right_Superior_Frontal_Gyrus Right_Superior_Frontal_Gyrus 

44 8 22 Right_Amygdala Right_Amygdala 

45 4 7 Left_Precuneous_Cortex Left_Precuneous_Cortex 

46 5 13 Right_Frontal_Pole Right_Frontal_Pole 

47 4 5 Right_Cingulate_Gyrus_posterior_di

vision 

Right_Cingulate_Gyrus_poste

rior_division 
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APPENDIX E 

Table E. All parcels obtained for the control participants (Chapter 3). 

# 

# Subjects 

in parcel 

# Voxels 

in parcel Region of peak activation Region of intersection 

1* 24 7154 Left_Superior_Temporal_Gyrus_an

terior_division 

Left_Temporal_Pole 

2* 24 5988 Left_Superior_Temporal_Gyrus_po

sterior_division 

Left_Lateral_Occipital_Cortex_s

uperoir_division 

3* 24 5453 Right_Superior_Temporal_Gyrus_a

nterior_division 

Right_Temporal_Pole 

4* 23 2098 Right_Superior_Temporal_Gyrus_p

osterior_division 

Right_Superior_Temporal_Gyru

s_posterior_division 

5* 23 1599 Left_Inferior_Frontal_Gyrus_pars_t

riangularis 

Left_Inferior_Frontal_Gyrus_pa

rs_triangularis 

6* 22 920 Left_Frontal_Orbital_Cortex Left_Frontal_Pole 

7* 24 2407 Left_Frontal_Pole Left_Frontal_Pole 

8* 22 1793 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

9* 22 1514 Right_CrusII Right_CrusII 

10 19 380 Brain-Stem Brain-Stem 

11 15 398 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

12 16 551 Right_Inferior_Frontal_Gyrus_pars

_triangularis 

Right_Inferior_Frontal_Gyrus_p

ars_triangularis 

13 13 591 Left_CrusII Left_CrusII 

14 12 442 Left_Cingulate_Gyrus_posterior_di

vision 

Left_Precuneous_Cortex 

15 17 438 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

16 17 572 Left_Cerebral_White_Matter Left_Cerebral_White_Matter 

17 18 327 Left_Caudate Left_Thalamus 

18 16 420 Right_Inferior_Frontal_Gyrus_pars

_triangularis 

Right_Middle_Frontal_Gyrus 

19 17 425 Right_Angular_Gyrus Right_Angular_Gyrus 

20 13 516 Left_Precuneous_Cortex Left_Precuneous_Cortex 

21 11 162 Right_Frontal_Pole Right_Superior_Frontal_Gyrus 

22 16 298 Left_Temporal_Fusiform_Cortex_p

osterior_division 

Left_Temporal_Fusiform_Corte

x_posterior_division 

23 15 160 Right_Precentral_Gyrus Right_Precentral_Gyrus 

24 9 51 Right_Caudate Right_Caudate 

25 12 37 Right_VIIIa Right_VIIIa 

26 7 47 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

27 7 122 Left_Intracalcarine_Cortex Left_Intracalcarine_Cortex 

28 5 36 Right_Frontal_Medial_Cortex Right_Frontal_Medial_Cortex 

29 8 18 Right_Amygdala Right_Amygdala 

30 3 2 Left_Temporal_Fusiform_Cortex_a

nterior_division 

Left_Temporal_Fusiform_Corte

x_anterior_division 
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APPENDIX F 

Table F. All parcels obtained for the dyslexia participants (Chapter 3). 

# 

# Subjects 

in parcel 

# Voxels 

in parcel Region of peak activation Region of intersection 

1* 23 5745 Left_Superior_Temporal_Gyrus_po

sterior_division 

Left_Temporal_Pole 

2* 23 2636 Left_Superior_Temporal_Gyrus_po

sterior_division 

Left_Middle_Temporal_Gyrus_p

osterior_division 

3* 21 1593 Left_Temporal_Pole Left_Temporal_Pole 

4* 23 4816 Right_Superior_Temporal_Gyrus_p

osterior_division 

Right_Superior_Temporal_Gyrus

_posterior_division 

5* 22 2659 Right_Temporal_Pole Right_Temporal_Pole 

6* 23 2811 Left_Angular_Gyrus Left_Lateral_Occipital_Cortex_s

uperoir_division 

7* 21 1826 Left_Inferior_Frontal_Gyrus_pars_

opercularis 

Left_Inferior_Frontal_Gyrus_par

s_opercularis 

8* 19 1473 Right_CrusII Right_CrusII 

9* 21 932 Left_Inferior_Frontal_Gyrus_pars_t

riangularis 

Left_Frontal_Pole 

10* 19 1881 Left_Middle_Frontal_Gyrus Left_Middle_Frontal_Gyrus 

11* 20 2970 Left_Frontal_Pole Left_Frontal_Pole 

12 16 422 Brain-Stem Brain-Stem 

13 16 1061 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

14 13 524 Left_CrusI Left_CrusII 

15* 19 1149 Right_Inferior_Frontal_Gyrus_pars

_triangularis 

Right_Inferior_Frontal_Gyrus_pa

rs_triangularis 

16 13 206 Right_VIIIa Right_VIIIa 

17 12 994 Left_Caudate Left_Thalamus 

18 18 865 Left_Cingulate_Gyrus_posterior_di

vision 

Left_Cingulate_Gyrus_posterior_

division 

19 17 570 Left_Amygdala Left_Cerebral_White_Matter 

20 13 550 Right_Angular_Gyrus Right_Angular_Gyrus 

21 12 166 Right_Frontal_Pole Right_Frontal_Pole 

22 15 316 Left_Paracingulate_Gyrus Left_Frontal_Medial_Cortex 

23 14 444 Left_Temporal_Fusiform_Cortex_p

osterior_division 

Left_Temporal_Fusiform_Cortex

_posterior_division 

24 12 364 Right_Precentral_Gyrus Right_Precentral_Gyrus 

25 8 284 Right_Frontal_Pole Right_Frontal_Pole 

26 8 64 Right_Frontal_Pole Right_Frontal_Pole 

27 8 44 Left_VIIIa Left_VIIIa 

28 6 220 Right_Intracalcarine_Cortex Right_Intracalcarine_Cortex 

29 7 51 Right_Precuneous_Cortex Right_Precuneous_Cortex 

30 12 70 Left_Superior_Frontal_Gyrus Left_Superior_Frontal_Gyrus 

31 6 92 Right_Caudate Right_Cerebral_White_Matter 

32 5 18 Left_Intracalcarine_Cortex Left_Intracalcarine_Cortex 

33 5 6 Right_Amygdala Right_Amygdala 

34 5 3 Right_VI Right_VI 

 



 

 

108 

BIBLIOGRAPHY 

Ahissar, M., Protopapas, A., Reid, M., & Merzenich, M. M. (2000). Auditory processing 

parallels reading abilities in adults. Proceedings of the National Academy of 

Sciences of the United States of America, 97(12), 6832-6837. 

https://doi.org/10.1073/pnas.97.12.6832  

Amitay, S., Ben-Yehudah, G., Banai, K., & Ahissar, M. (2002). Disabled readers suffer 

from visual and auditory impairments but not from a specific magnocellular 

deficit. Brain, 125(Pt 10), 2272-2285. https://doi.org/10.1093/brain/awf231  

Amunts, K., Schleicher, A., Burgel, U., Mohlberg, H., Uylings, H. B., & Zilles, K. 

(1999). Broca's region revisited: cytoarchitecture and intersubject variability. 

Journal of Comparative Neurology, 412(2), 319-341. 

https://doi.org/10.1002/(sici)1096-9861(19990920)412:2<319::aid-

cne10>3.0.co;2-7  

Amunts, K., & Zilles, K. (2001). Advances in cytoarchitectonic mapping of the human 

cerebral cortex. Neuroimaging Clininics of North America, 11(2), 151-169, vii. 

https://www.ncbi.nlm.nih.gov/pubmed/11489732  

Ardila, A. (2015). A Proposed Neurological Interpretation of Language Evolution. 

Behavioural Neurology, 2015, 872487. https://doi.org/10.1155/2015/872487  

Avants, B. B., Tustison, N. J., Song, G., Cook, P. A., Klein, A., & Gee, J. C. (2011). A 

reproducible evaluation of ANTs similarity metric performance in brain image 

registration. Neuroimage, 54(3), 2033-2044. 

https://doi.org/10.1016/j.neuroimage.2010.09.025  

Baciu, M., & Perrone-Bertolotti, M. (2015). What do patients with epilepsy tell us about 

language dynamics? A review of fMRI studies. Reviews in the Neurosciences, 

26(3), 323-341. https://doi.org/10.1515/revneuro-2014-0074  

Basser, P. J., Mattiello, J., & LeBihan, D. (1994). MR diffusion tensor spectroscopy and 

imaging. Biophysical Journal, 66(1), 259-267. https://doi.org/10.1016/S0006-

3495(94)80775-1  

Bassett, D. S., Wymbs, N. F., Rombach, M. P., Porter, M. A., Mucha, P. J., & Grafton, S. 

T. (2013). Task-based core-periphery organization of human brain dynamics. 

PLoS Computational Biology, 9(9), e1003171. 

https://doi.org/10.1371/journal.pcbi.1003171  

Bates, E., Wilson, S. M., Saygin, A. P., Dick, F., Sereno, M. I., Knight, R. T., & 

Dronkers, N. F. (2003). Voxel-based lesion-symptom mapping. Nature 

Neuroscience, 6(5), 448-450. https://doi.org/10.1038/nn1050  

https://doi.org/10.1073/pnas.97.12.6832
https://doi.org/10.1093/brain/awf231
https://doi.org/10.1002/(sici)1096-9861(19990920)412:2
https://www.ncbi.nlm.nih.gov/pubmed/11489732
https://doi.org/10.1155/2015/872487
https://doi.org/10.1016/j.neuroimage.2010.09.025
https://doi.org/10.1515/revneuro-2014-0074
https://doi.org/10.1016/S0006-3495(94)80775-1
https://doi.org/10.1016/S0006-3495(94)80775-1
https://doi.org/10.1371/journal.pcbi.1003171
https://doi.org/10.1038/nn1050


 

 

109 

Bautista, A., & Wilson, S. M. (2016). Neural responses to grammatically and lexically 

degraded speech. Language, Cognition and Neuroscience, 31(4), 567-574. 

https://doi.org/10.1080/23273798.2015.1123281  

Baylis, G. C., Rolls, E. T., & Leonard, C. M. (1987). Functional subdivisions of the 

temporal lobe neocortex. Journal of Neuroscience, 7(2), 330-342. 

https://www.ncbi.nlm.nih.gov/pubmed/3819816  

Beaulieu, C., Plewes, C., Paulson, L. A., Roy, D., Snook, L., Concha, L., & Phillips, L. 

(2005). Imaging brain connectivity in children with diverse reading ability. 

Neuroimage, 25(4), 1266-1271. https://doi.org/10.1016/j.neuroimage.2004.12.053  

Behrens, T. E., Berg, H. J., Jbabdi, S., Rushworth, M. F., & Woolrich, M. W. (2007). 

Probabilistic diffusion tractography with multiple fibre orientations: What can we 

gain? Neuroimage, 34(1), 144-155. 

https://doi.org/10.1016/j.neuroimage.2006.09.018  

Behrens, T. E., Johansen-Berg, H., Woolrich, M. W., Smith, S. M., Wheeler-Kingshott, 

C. A., Boulby, P. A., Barker, G. J., Sillery, E. L., Sheehan, K., Ciccarelli, O., 

Thompson, A. J., Brady, J. M., & Matthews, P. M. (2003). Non-invasive mapping 

of connections between human thalamus and cortex using diffusion imaging. 

Nature Neuroscience, 6(7), 750-757. https://doi.org/10.1038/nn1075  

Behrens, T. E., Woolrich, M. W., Jenkinson, M., Johansen-Berg, H., Nunes, R. G., Clare, 

S., Matthews, P. M., Brady, J. M., & Smith, S. M. (2003). Characterization and 

propagation of uncertainty in diffusion-weighted MR imaging. Magnetic 

Resonance in Medicine, 50(5), 1077-1088. https://doi.org/10.1002/mrm.10609  

Belin, P., Zatorre, R. J., Lafaille, P., Ahad, P., & Pike, B. (2000). Voice-selective areas in 

human auditory cortex. Nature, 403(6767), 309-312. 

https://doi.org/10.1038/35002078  

Belliveau, J. W., Kennedy, D. N., Jr., McKinstry, R. C., Buchbinder, B. R., Weisskoff, R. 

M., Cohen, M. S., Vevea, J. M., Brady, T. J., & Rosen, B. R. (1991). Functional 

mapping of the human visual cortex by magnetic resonance imaging. Science, 

254(5032), 716-719. https://doi.org/10.1126/science.1948051  

Ben-Shachar, M., Dougherty, R. F., Deutsch, G. K., & Wandell, B. A. (2011). The 

development of cortical sensitivity to visual word forms. Journal of Cognitive 

Neuroscience, 23(9), 2387-2399. https://doi.org/10.1162/jocn.2011.21615  

Ben-Shachar, M., Dougherty, R. F., & Wandell, B. A. (2007). White matter pathways in 

reading. Current Opinion in Neurobiology, 17(2), 258-270. 

https://doi.org/10.1016/j.conb.2007.03.006  

https://doi.org/10.1080/23273798.2015.1123281
https://www.ncbi.nlm.nih.gov/pubmed/3819816
https://doi.org/10.1016/j.neuroimage.2004.12.053
https://doi.org/10.1016/j.neuroimage.2006.09.018
https://doi.org/10.1038/nn1075
https://doi.org/10.1002/mrm.10609
https://doi.org/10.1038/35002078
https://doi.org/10.1126/science.1948051
https://doi.org/10.1162/jocn.2011.21615
https://doi.org/10.1016/j.conb.2007.03.006


 

 

110 

Benjamin, C. F., Walshaw, P. D., Hale, K., Gaillard, W. D., Baxter, L. C., Berl, M. M., 

Polczynska, M., Noble, S., Alkawadri, R., Hirsch, L. J., Constable, R. T., & 

Bookheimer, S. Y. (2017). Presurgical language fMRI: Mapping of six critical 

regions. Human Brain Mapping, 38(8), 4239-4255. 

https://doi.org/10.1002/hbm.23661  

Berman, M. G., Park, J., Gonzalez, R., Polk, T. A., Gehrke, A., Knaffla, S., & Jonides, J. 

(2010). Evaluating functional localizers: the case of the FFA. Neuroimage, 50(1), 

56-71. https://doi.org/10.1016/j.neuroimage.2009.12.024  

Binder, J. (1997). Functional magnetic resonance imaging. Language mapping. 

Neurosurgery Clinics of North America, 8(3), 383-392. 

https://www.ncbi.nlm.nih.gov/pubmed/9188545  

Binder, J. R. (1997). Neuroanatomy of language processing studied with functional MRI. 

Clinical Neuroscience, 4(2), 87-94. 

https://www.ncbi.nlm.nih.gov/pubmed/9059758  

Binder, J. R., Frost, J. A., Hammeke, T. A., Cox, R. W., Rao, S. M., & Prieto, T. (1997). 

Human brain language areas identified by functional magnetic resonance imaging. 

Journal of Neuroscience, 17(1), 353-362. 

https://www.ncbi.nlm.nih.gov/pubmed/8987760  

Binney, R. J., Embleton, K. V., Jefferies, E., Parker, G. J., & Ralph, M. A. (2010). The 

ventral and inferolateral aspects of the anterior temporal lobe are crucial in 

semantic memory: evidence from a novel direct comparison of distortion-

corrected fMRI, rTMS, and semantic dementia. Cerebral Cortex, 20(11), 2728-

2738. https://doi.org/10.1093/cercor/bhq019  

Black, J. M., Tanaka, H., Stanley, L., Nagamine, M., Zakerani, N., Thurston, A., Kesler, 

S., Hulme, C., Lyytinen, H., Glover, G. H., Serrone, C., Raman, M. M., Reiss, A. 

L., & Hoeft, F. (2012). Maternal history of reading difficulty is associated with 

reduced language-related gray matter in beginning readers. Neuroimage, 59(3), 

3021-3032. https://doi.org/10.1016/j.neuroimage.2011.10.024  

Blank, I., Kanwisher, N., & Fedorenko, E. (2014). A functional dissociation between 

language and multiple-demand systems revealed in patterns of BOLD signal 

fluctuations. Journal of Neurophysiology, 112(5), 1105-1118. 

https://doi.org/10.1152/jn.00884.2013  

Blau, V., van Atteveldt, N., Ekkebus, M., Goebel, R., & Blomert, L. (2009). Reduced 

neural integration of letters and speech sounds links phonological and reading 

deficits in adult dyslexia. Current Biology, 19(6), 503-508. 

https://doi.org/10.1016/j.cub.2009.01.065  

https://doi.org/10.1002/hbm.23661
https://doi.org/10.1016/j.neuroimage.2009.12.024
https://www.ncbi.nlm.nih.gov/pubmed/9188545
https://www.ncbi.nlm.nih.gov/pubmed/9059758
https://www.ncbi.nlm.nih.gov/pubmed/8987760
https://doi.org/10.1093/cercor/bhq019
https://doi.org/10.1016/j.neuroimage.2011.10.024
https://doi.org/10.1152/jn.00884.2013
https://doi.org/10.1016/j.cub.2009.01.065


 

 

111 

Boada, R., & Pennington, B. F. (2006). Deficient implicit phonological representations in 

children with dyslexia. Journal of Experimental Child Psychology, 95(3), 153-

193. https://doi.org/10.1016/j.jecp.2006.04.003  

Boets, B. (2014). Dyslexia: reconciling controversies within an integrative developmental 

perspective. Trends in Cognitive Sciences, 18(10), 501-503. 

https://doi.org/10.1016/j.tics.2014.06.003  

Boets, B., Op de Beeck, H. P., Vandermosten, M., Scott, S. K., Gillebert, C. R., Mantini, 

D., Bulthe, J., Sunaert, S., Wouters, J., & Ghesquiere, P. (2013). Intact but less 

accessible phonetic representations in adults with dyslexia. Science, 342(6163), 

1251-1254. https://doi.org/10.1126/science.1244333  

Brady, S., Shankweiler, D., & Mann, V. (1983). Speech perception and memory coding 

in relation to reading ability. Journal of Experimental Child Psychology, 35(2), 

345-367. https://doi.org/10.1016/0022-0965(83)90087-5  

Breier, J. I., Gray, L., Fletcher, J. M., Diehl, R. L., Klaas, P., Foorman, B. R., & Molis, 

M. R. (2001). Perception of voice and tone onset time continua in children with 

dyslexia with and without attention deficit/hyperactivity disorder. Journal of 

Experimental Child Psychology, 80(3), 245-270. 

https://doi.org/10.1006/jecp.2001.2630  

Brem, S., Halder, P., Bucher, K., Summers, P., Martin, E., & Brandeis, D. (2009). Tuning 

of the visual word processing system: distinct developmental ERP and fMRI 

effects. Human Brain Mapping, 30(6), 1833-1844. 

https://doi.org/10.1002/hbm.20751  

Broca, P. (1861). Remarques sur le siege de la faculté du langage articulé; suivies d’une 

observation d’aphémie (perte de la parole). Bulletins de la Société Anatomique 

(Paris), 6, 330-357, 398-407.  

Brown, W. E., Eliez, S., Menon, V., Rumsey, J. M., White, C. D., & Reiss, A. L. (2001). 

Preliminary evidence of widespread morphological variations of the brain in 

dyslexia. Neurology, 56(6), 781-783. https://doi.org/10.1212/wnl.56.6.781  

Centanni, T. M., Booker, A. B., Chen, F., Sloan, A. M., Carraway, R. S., Rennaker, R. L., 

LoTurco, J. J., & Kilgard, M. P. (2016). Knockdown of Dyslexia-Gene Dcdc2 

Interferes with Speech Sound Discrimination in Continuous Streams. Journal of 

Neuroscience, 36(17), 4895-4906. https://doi.org/10.1523/JNEUROSCI.4202-

15.2016  

Chai, L. R., Mattar, M. G., Blank, I. A., Fedorenko, E., & Bassett, D. S. (2016). 

Functional Network Dynamics of the Language System. Cerebral Cortex, 26(11), 

4148-4159. https://doi.org/10.1093/cercor/bhw238  

https://doi.org/10.1016/j.jecp.2006.04.003
https://doi.org/10.1016/j.tics.2014.06.003
https://doi.org/10.1126/science.1244333
https://doi.org/10.1016/0022-0965(83)90087-5
https://doi.org/10.1006/jecp.2001.2630
https://doi.org/10.1002/hbm.20751
https://doi.org/10.1212/wnl.56.6.781
https://doi.org/10.1523/JNEUROSCI.4202-15.2016
https://doi.org/10.1523/JNEUROSCI.4202-15.2016
https://doi.org/10.1093/cercor/bhw238


 

 

112 

Chang, E. F., Raygor, K. P., & Berger, M. S. (2015). Contemporary model of language 

organization: an overview for neurosurgeons. Journal of Neurosurgery, 122(2), 

250-261. https://doi.org/10.3171/2014.10.JNS132647  

Chmielowska, J., Maisog, J. M., & Hallett, M. (1997). Analysis of single-subject data 

sets with a low number of PET scans. Human Brain Mapping, 5(6), 445-453. 

https://doi.org/10.1002/(SICI)1097-0193(1997)5:6<445::AID-HBM5>3.0.CO;2-3  

Christodoulou, J. A., Del Tufo, S. N., Lymberis, J., Saxler, P. K., Ghosh, S. S., 

Triantafyllou, C., Whitfield-Gabrieli, S., & Gabrieli, J. D. (2014). Brain bases of 

reading fluency in typical reading and impaired fluency in dyslexia. PLoS One, 

9(7), e100552. https://doi.org/10.1371/journal.pone.0100552  

Cohen, L., & Dehaene, S. (2004). Specialization within the ventral stream: the case for 

the visual word form area. Neuroimage, 22(1), 466-476. 

https://doi.org/10.1016/j.neuroimage.2003.12.049  

Cohen, L., Dehaene, S., Naccache, L., Lehericy, S., Dehaene-Lambertz, G., Henaff, M. 

A., & Michel, F. (2000). The visual word form area: spatial and temporal 

characterization of an initial stage of reading in normal subjects and posterior 

split-brain patients. Brain, 123 ( Pt 2), 291-307. 

https://doi.org/10.1093/brain/123.2.291  

Cohen, L., Dehaene, S., Vinckier, F., Jobert, A., & Montavont, A. (2008). Reading 

normal and degraded words: contribution of the dorsal and ventral visual 

pathways. Neuroimage, 40(1), 353-366. 

https://doi.org/10.1016/j.neuroimage.2007.11.036  

Cohen, L., Lehericy, S., Chochon, F., Lemer, C., Rivaud, S., & Dehaene, S. (2002). 

Language-specific tuning of visual cortex? Functional properties of the Visual 

Word Form Area. Brain, 125(Pt 5), 1054-1069. 

https://doi.org/10.1093/brain/awf094  

Coltheart, M., Rastle, K., Perry, C., Langdon, R., & Ziegler, J. (2001). DRC: a dual route 

cascaded model of visual word recognition and reading aloud. Psychological 

Review, 108(1), 204-256. https://doi.org/10.1037/0033-295x.108.1.204  

Conway, T., Heilman, K. M., Gopinath, K., Peck, K., Bauer, R., Briggs, R. W., Torgesen, 

J. K., & Crosson, B. (2008). Neural substrates related to auditory working 

memory comparisons in dyslexia: an fMRI study. Journal of the International 

Neuropsychological Society, 14(4), 629-639. 

https://doi.org/10.1017/S1355617708080867  

https://doi.org/10.3171/2014.10.JNS132647
https://doi.org/10.1002/(SICI)1097-0193(1997)5:6
https://doi.org/10.1371/journal.pone.0100552
https://doi.org/10.1016/j.neuroimage.2003.12.049
https://doi.org/10.1093/brain/123.2.291
https://doi.org/10.1016/j.neuroimage.2007.11.036
https://doi.org/10.1093/brain/awf094
https://doi.org/10.1037/0033-295x.108.1.204
https://doi.org/10.1017/S1355617708080867


 

 

113 

D'Mello, A. M., & Gabrieli, J. D. E. (2018). Cognitive Neuroscience of Dyslexia. 

Language, Speech, and Hearing Services in Schools, 49(4), 798-809. 

https://doi.org/10.1044/2018_LSHSS-DYSLC-18-0020  

Damasio, A. R. (1992). Aphasia. New England Journal of Medicine, 326(8), 531-539. 

https://doi.org/10.1056/NEJM199202203260806  

De Martino, S., Espesser, R., Rey, V., & Habib, M. (2001). The "temporal processing 

deficit" hypothesis in dyslexia: new experimental evidence. Brain and Cognition, 

46(1-2), 104-108. https://doi.org/10.1016/s0278-2626(01)80044-0  

Dehaene, S. (2011). Reading as neuronal recycling: A universal brain organization 

underlying reading acquisition. In Dyslexia across languages: Orthography and 

the brain–gene–behavior link. (pp. 102-116). Paul H Brookes Publishing.  

Dehaene, S., & Cohen, L. (2011). The unique role of the visual word form area in 

reading. Trends in Cognitive Sciences, 15(6), 254-262. 

https://doi.org/10.1016/j.tics.2011.04.003  

Dehaene, S., Cohen, L., Morais, J., & Kolinsky, R. (2015). Illiterate to literate: 

behavioural and cerebral changes induced by reading acquisition. Nature Reviews.  

Neuroscience, 16(4), 234-244. https://doi.org/10.1038/nrn3924  

Dehaene, S., Le Clec, H. G., Poline, J. B., Le Bihan, D., & Cohen, L. (2002). The visual 

word form area: a prelexical representation of visual words in the fusiform gyrus. 

Neuroreport, 13(3), 321-325. https://doi.org/10.1097/00001756-200203040-

00015  

Dehaene, S., Pegado, F., Braga, L. W., Ventura, P., Nunes Filho, G., Jobert, A., Dehaene-

Lambertz, G., Kolinsky, R., Morais, J., & Cohen, L. (2010). How learning to read 

changes the cortical networks for vision and language. Science, 330(6009), 1359-

1364. https://doi.org/10.1126/science.1194140  

Dehaene-Lambertz, G., Monzalvo, K., & Dehaene, S. (2018). The emergence of the 

visual word form: Longitudinal evolution of category-specific ventral visual areas 

during reading acquisition. PLoS Biology, 16(3), e2004103. 

https://doi.org/10.1371/journal.pbio.2004103  

Dehaene-Lambertz, G., & Spelke, E. S. (2015). The Infancy of the Human Brain. 

Neuron, 88(1), 93-109. https://doi.org/10.1016/j.neuron.2015.09.026  

Demonet, J. F., Thierry, G., & Cardebat, D. (2005). Renewal of the neurophysiology of 

language: functional neuroimaging. Physiological Reviews, 85(1), 49-95. 

https://doi.org/10.1152/physrev.00049.2003  

https://doi.org/10.1044/2018_LSHSS-DYSLC-18-0020
https://doi.org/10.1056/NEJM199202203260806
https://doi.org/10.1016/s0278-2626(01)80044-0
https://doi.org/10.1016/j.tics.2011.04.003
https://doi.org/10.1038/nrn3924
https://doi.org/10.1097/00001756-200203040-00015
https://doi.org/10.1097/00001756-200203040-00015
https://doi.org/10.1126/science.1194140
https://doi.org/10.1371/journal.pbio.2004103
https://doi.org/10.1016/j.neuron.2015.09.026
https://doi.org/10.1152/physrev.00049.2003


 

 

114 

Deutsch, G. K., Dougherty, R. F., Bammer, R., Siok, W. T., Gabrieli, J. D., & Wandell, 

B. (2005). Children's reading performance is correlated with white matter 

structure measured by diffusion tensor imaging. Cortex, 41(3), 354-363. 

https://doi.org/10.1016/s0010-9452(08)70272-7  

Devlin, J. T., & Poldrack, R. A. (2007). In praise of tedious anatomy. Neuroimage, 37(4), 

1033-1041; discussion 1050-1038. 

https://doi.org/10.1016/j.neuroimage.2006.09.055  

Diachek, E., Blank, I., Siegelman, M., Affourtit, J., & Fedorenko, E. (2020). The 

Domain-General Multiple Demand (MD) Network Does Not Support Core 

Aspects of Language Comprehension: A Large-Scale fMRI Investigation. Journal 

of Neuroscience, 40(23), 4536-4550. https://doi.org/10.1523/JNEUROSCI.2036-

19.2020  

Downing, P. E., Jiang, Y., Shuman, M., & Kanwisher, N. (2001). A cortical area 

selective for visual processing of the human body. Science, 293(5539), 2470-

2473. https://doi.org/10.1126/science.1063414  

Eckert, M. A., Leonard, C. M., Wilke, M., Eckert, M., Richards, T., Richards, A., & 

Berninger, V. (2005). Anatomical signatures of dyslexia in children: unique 

information from manual and voxel based morphometry brain measures. Cortex, 

41(3), 304-315. https://doi.org/10.1016/s0010-9452(08)70268-5  

Eden, G. F., Jones, K. M., Cappell, K., Gareau, L., Wood, F. B., Zeffiro, T. A., Dietz, N. 

A., Agnew, J. A., & Flowers, D. L. (2004). Neural changes following remediation 

in adult developmental dyslexia. Neuron, 44(3), 411-422. 

https://doi.org/10.1016/j.neuron.2004.10.019  

Eden, G. F., VanMeter, J. W., Rumsey, J. M., & Zeffiro, T. A. (1996). The visual deficit 

theory of developmental dyslexia. Neuroimage, 4(3 Pt 3), S108-117. 

https://doi.org/10.1006/nimg.1996.0061  

Enge, A., Friederici, A. D., & Skeide, M. A. (2020). A meta-analysis of fMRI studies of 

language comprehension in children. Neuroimage, 215, 116858. 

https://doi.org/10.1016/j.neuroimage.2020.116858  

Evans, T. M., Flowers, D. L., Napoliello, E. M., & Eden, G. F. (2014). Sex-specific gray 

matter volume differences in females with developmental dyslexia. Brain 

Structure and Function, 219(3), 1041-1054. https://doi.org/10.1007/s00429-013-

0552-4  

Fedorenko, E., Behr, M. K., & Kanwisher, N. (2011). Functional specificity for high-

level linguistic processing in the human brain. Proceedings of the National 

https://doi.org/10.1016/s0010-9452(08)70272-7
https://doi.org/10.1016/j.neuroimage.2006.09.055
https://doi.org/10.1523/JNEUROSCI.2036-19.2020
https://doi.org/10.1523/JNEUROSCI.2036-19.2020
https://doi.org/10.1126/science.1063414
https://doi.org/10.1016/s0010-9452(08)70268-5
https://doi.org/10.1016/j.neuron.2004.10.019
https://doi.org/10.1006/nimg.1996.0061
https://doi.org/10.1016/j.neuroimage.2020.116858
https://doi.org/10.1007/s00429-013-0552-4
https://doi.org/10.1007/s00429-013-0552-4


 

 

115 

Academy of Sciences of the United States of America, 108(39), 16428-16433. 

https://doi.org/10.1073/pnas.1112937108  

Fedorenko, E., Blank, I. A., Siegelman, M., & Mineroff, Z. (2020). Lack of selectivity for 

syntax relative to word meanings throughout the language network. Cognition, 

203, 104348. https://doi.org/10.1016/j.cognition.2020.104348  

Fedorenko, E., Duncan, J., & Kanwisher, N. (2012). Language-selective and domain-

general regions lie side by side within Broca's area. Current Biology, 22(21), 

2059-2062. https://doi.org/10.1016/j.cub.2012.09.011  

Fedorenko, E., Hsieh, P. J., & Balewski, Z. (2015). A possible functional localizer for 

identifying brain regions sensitive to sentence-level prosody. Language, 

Cognition and Neuroscience, 30(1-2), 120-148. 

https://doi.org/10.1080/01690965.2013.861917  

Fedorenko, E., Hsieh, P. J., Nieto-Castanon, A., Whitfield-Gabrieli, S., & Kanwisher, N. 

(2010). New method for fMRI investigations of language: defining ROIs 

functionally in individual subjects. Journal of Neurophysiology, 104(2), 1177-

1194. https://doi.org/10.1152/jn.00032.2010  

Fedorenko, E., & Thompson-Schill, S. L. (2014). Reworking the language network. 

Trends in Cognitive Sciences, 18(3), 120-126. 

https://doi.org/10.1016/j.tics.2013.12.006  

Fedorenko, E., & Varley, R. (2016). Language and thought are not the same thing: 

evidence from neuroimaging and neurological patients. Annals of the New York 

Academy of Sciences, 1369(1), 132-153. https://doi.org/10.1111/nyas.13046  

Ferstl, E. C., Neumann, J., Bogler, C., & von Cramon, D. Y. (2008). The extended 

language network: a meta-analysis of neuroimaging studies on text 

comprehension. Human Brain Mapping, 29(5), 581-593. 

https://doi.org/10.1002/hbm.20422  

Fiez, J. A., & Petersen, S. E. (1998). Neuroimaging studies of word reading. Proceedings 

of the National Academy of Sciences of the United States of America, 95(3), 914-

921. https://doi.org/10.1073/pnas.95.3.914  

Fisher, S. E., & Francks, C. (2006). Genes, cognition and dyslexia: learning to read the 

genome. Trends in Cognitive Sciences, 10(6), 250-257. 

https://doi.org/10.1016/j.tics.2006.04.003  

Fox, C. J., Iaria, G., & Barton, J. J. (2009). Defining the face processing network: 

optimization of the functional localizer in fMRI. Human Brain Mapping, 30(5), 

1637-1651. https://doi.org/10.1002/hbm.20630  

https://doi.org/10.1073/pnas.1112937108
https://doi.org/10.1016/j.cognition.2020.104348
https://doi.org/10.1016/j.cub.2012.09.011
https://doi.org/10.1080/01690965.2013.861917
https://doi.org/10.1152/jn.00032.2010
https://doi.org/10.1016/j.tics.2013.12.006
https://doi.org/10.1111/nyas.13046
https://doi.org/10.1002/hbm.20422
https://doi.org/10.1073/pnas.95.3.914
https://doi.org/10.1016/j.tics.2006.04.003
https://doi.org/10.1002/hbm.20630


 

 

116 

France, S. J., Rosner, B. S., Hansen, P. C., Calvin, C., Talcott, J. B., Richardson, A. J., & 

Stein, J. F. (2002). Auditory frequency discrimination in adult developmental 

dyslexics. Perception & Psychophysics, 64(2), 169-179. 

https://doi.org/10.3758/bf03195783  

Friederici, A. D. (2011). The brain basis of language processing: from structure to 

function. Physiological Reviews, 91(4), 1357-1392. 

https://doi.org/10.1152/physrev.00006.2011  

Friederici, A. D., Brauer, J., & Lohmann, G. (2011). Maturation of the language network: 

from inter- to intrahemispheric connectivities. PLoS One, 6(6), e20726. 

https://doi.org/10.1371/journal.pone.0020726  

Friston, K. J., Frith, C. D., Liddle, P. F., & Frackowiak, R. S. (1991). Investigating a 

network model of word generation with positron emission tomography. 

Proceedings. Biological Sciences, 244(1310), 101-106. 

https://doi.org/10.1098/rspb.1991.0057  

Friston, K. J., Zarahn, E., Josephs, O., Henson, R. N., & Dale, A. M. (1999). Stochastic 

designs in event-related fMRI. Neuroimage, 10(5), 607-619. 

https://doi.org/10.1006/nimg.1999.0498  

Frost, M. A., & Goebel, R. (2012). Measuring structural-functional correspondence: 

spatial variability of specialised brain regions after macro-anatomical alignment. 

Neuroimage, 59(2), 1369-1381. https://doi.org/10.1016/j.neuroimage.2011.08.035  

Gabrieli, J. D. (2009). Dyslexia: a new synergy between education and cognitive 

neuroscience. Science, 325(5938), 280-283. 

https://doi.org/10.1126/science.1171999  

Gagliano, A., Ciuffo, M., Ingrassia, M., Ghidoni, E., Angelini, D., Benedetto, L., 

Germano, E., & Stella, G. (2015). Silent reading fluency: Implications for the 

assessment of adults with developmental dyslexia. Journal of Clinical and 

Experimental Neuropsychology, 37(9), 972-980. 

https://doi.org/10.1080/13803395.2015.1072498  

Galaburda, A. M., LoTurco, J., Ramus, F., Fitch, R. H., & Rosen, G. D. (2006). From 

genes to behavior in developmental dyslexia. Nature Neuroscience, 9(10), 1213-

1217. https://doi.org/10.1038/nn1772  

Geschwind, N. (1970). The organization of language and the brain. Science, 170(3961), 

940-944. https://doi.org/10.1126/science.170.3961.940  

https://doi.org/10.3758/bf03195783
https://doi.org/10.1152/physrev.00006.2011
https://doi.org/10.1371/journal.pone.0020726
https://doi.org/10.1098/rspb.1991.0057
https://doi.org/10.1006/nimg.1999.0498
https://doi.org/10.1016/j.neuroimage.2011.08.035
https://doi.org/10.1126/science.1171999
https://doi.org/10.1080/13803395.2015.1072498
https://doi.org/10.1038/nn1772
https://doi.org/10.1126/science.170.3961.940


 

 

117 

Giraud, A. L., & Ramus, F. (2013). Neurogenetics and auditory processing in 

developmental dyslexia. Current Opinion in Neurobiology, 23(1), 37-42. 

https://doi.org/10.1016/j.conb.2012.09.003  

Giussani, C., Roux, F. E., Ojemann, J., Sganzerla, E. P., Pirillo, D., & Papagno, C. 

(2010). Is preoperative functional magnetic resonance imaging reliable for 

language areas mapping in brain tumor surgery? Review of language functional 

magnetic resonance imaging and direct cortical stimulation correlation studies. 

Neurosurgery, 66(1), 113-120. 

https://doi.org/10.1227/01.NEU.0000360392.15450.C9  

Glezer, L. S., Eden, G., Jiang, X., Luetje, M., Napoliello, E., Kim, J., & Riesenhuber, M. 

(2016). Uncovering phonological and orthographic selectivity across the reading 

network using fMRI-RA. Neuroimage, 138, 248-256. 

https://doi.org/10.1016/j.neuroimage.2016.05.072  

Gold, B. T., Powell, D. K., Xuan, L., Jiang, Y., & Hardy, P. A. (2007). Speed of lexical 

decision correlates with diffusion anisotropy in left parietal and frontal white 

matter: evidence from diffusion tensor imaging. Neuropsychologia, 45(11), 2439-

2446. https://doi.org/10.1016/j.neuropsychologia.2007.04.011  

Goswami, U. (2015). Sensory theories of developmental dyslexia: three challenges for 

research. Nature Reviews. Neuroscience, 16(1), 43-54. 

https://doi.org/10.1038/nrn3836  

Goucha, T., & Friederici, A. D. (2015). The language skeleton after dissecting meaning: 

A functional segregation within Broca's Area. Neuroimage, 114, 294-302. 

https://doi.org/10.1016/j.neuroimage.2015.04.011  

Greene, D. J., Black, K. J., & Schlaggar, B. L. (2016). Considerations for MRI study 

design and implementation in pediatric and clinical populations. Developmental 

Cognitive Neuroscience, 18, 101-112. https://doi.org/10.1016/j.dcn.2015.12.005  

Greve, D. N., & Fischl, B. (2009). Accurate and robust brain image alignment using 

boundary-based registration. Neuroimage, 48(1), 63-72. 

https://doi.org/10.1016/j.neuroimage.2009.06.060  

Grummich, P., Nimsky, C., Pauli, E., Buchfelder, M., & Ganslandt, O. (2006). 

Combining fMRI and MEG increases the reliability of presurgical language 

localization: a clinical study on the difference between and congruence of both 

modalities. Neuroimage, 32(4), 1793-1803. 

https://doi.org/10.1016/j.neuroimage.2006.05.034  

https://doi.org/10.1016/j.conb.2012.09.003
https://doi.org/10.1227/01.NEU.0000360392.15450.C9
https://doi.org/10.1016/j.neuroimage.2016.05.072
https://doi.org/10.1016/j.neuropsychologia.2007.04.011
https://doi.org/10.1038/nrn3836
https://doi.org/10.1016/j.neuroimage.2015.04.011
https://doi.org/10.1016/j.dcn.2015.12.005
https://doi.org/10.1016/j.neuroimage.2009.06.060
https://doi.org/10.1016/j.neuroimage.2006.05.034


 

 

118 

Hacker, C. D., Roland, J. L., Kim, A. H., Shimony, J. S., & Leuthardt, E. C. (2019). 

Resting-state network mapping in neurosurgical practice: a review. Neurosurgical 

Focus, 47(6), E15. https://doi.org/10.3171/2019.9.FOCUS19656  

Hamberger, M. J. (2007). Cortical language mapping in epilepsy: a critical review. 

Neuropsychology Review, 17(4), 477-489. https://doi.org/10.1007/s11065-007-

9046-6  

Hancock, R., Pugh, K. R., & Hoeft, F. (2017). Neural Noise Hypothesis of 

Developmental Dyslexia. Trends in Cognitive Sciences, 21(6), 434-448. 

https://doi.org/10.1016/j.tics.2017.03.008  

Hari, R., Renvall, H., & Tanskanen, T. (2001). Left minineglect in dyslexic adults. Brain, 

124(Pt 7), 1373-1380. https://doi.org/10.1093/brain/124.7.1373  

He, Q., Xue, G., Chen, C., Chen, C., Lu, Z. L., & Dong, Q. (2013). Decoding the 

neuroanatomical basis of reading ability: a multivoxel morphometric study. 

Journal of Neuroscience, 33(31), 12835-12843. 

https://doi.org/10.1523/JNEUROSCI.0449-13.2013  

Heiervang, E., Stevenson, J., & Hugdahl, K. (2002). Auditory processing in children with 

dyslexia. Journal of Child Psychology and Psychiatry, 43(7), 931-938. 

https://doi.org/10.1111/1469-7610.00097  

Hinke, R. M., Hu, X., Stillman, A. E., Kim, S. G., Merkle, H., Salmi, R., & Ugurbil, K. 

(1993). Functional magnetic resonance imaging of Broca's area during internal 

speech. NeuroReport, 4(6), 675-678. https://doi.org/10.1097/00001756-

199306000-00018  

Hodge, C. J., Jr., Huckins, S. C., Szeverenyi, N. M., Fonte, M. M., Dubroff, J. G., & 

Davuluri, K. (1998). Patterns of lateral sensory cortical activation determined 

using functional magnetic resonance imaging. Journal of Neurosurgery, 89(5), 

769-779. https://doi.org/10.3171/jns.1998.89.5.0769  

Hoeft, F., McCandliss, B. D., Black, J. M., Gantman, A., Zakerani, N., Hulme, C., 

Lyytinen, H., Whitfield-Gabrieli, S., Glover, G. H., Reiss, A. L., & Gabrieli, J. D. 

(2011). Neural systems predicting long-term outcome in dyslexia. Proceedings of 

the National Academy of Sciences of the United States of America, 108(1), 361-

366. https://doi.org/10.1073/pnas.1008950108  

Hoeft, F., Meyler, A., Hernandez, A., Juel, C., Taylor-Hill, H., Martindale, J. L., 

McMillon, G., Kolchugina, G., Black, J. M., Faizi, A., Deutsch, G. K., Siok, W. 

T., Reiss, A. L., Whitfield-Gabrieli, S., & Gabrieli, J. D. (2007). Functional and 

morphometric brain dissociation between dyslexia and reading ability. 

https://doi.org/10.3171/2019.9.FOCUS19656
https://doi.org/10.1007/s11065-007-9046-6
https://doi.org/10.1007/s11065-007-9046-6
https://doi.org/10.1016/j.tics.2017.03.008
https://doi.org/10.1093/brain/124.7.1373
https://doi.org/10.1523/JNEUROSCI.0449-13.2013
https://doi.org/10.1111/1469-7610.00097
https://doi.org/10.1097/00001756-199306000-00018
https://doi.org/10.1097/00001756-199306000-00018
https://doi.org/10.3171/jns.1998.89.5.0769
https://doi.org/10.1073/pnas.1008950108


 

 

119 

Proceedings of the National Academy of Sciences of the United States of America, 

104(10), 4234-4239. https://doi.org/10.1073/pnas.0609399104  

Hoeft, F., Ueno, T., Reiss, A. L., Meyler, A., Whitfield-Gabrieli, S., Glover, G. H., 

Keller, T. A., Kobayashi, N., Mazaika, P., Jo, B., Just, M. A., & Gabrieli, J. D. 

(2007). Prediction of children's reading skills using behavioral, functional, and 

structural neuroimaging measures. Behavioral Neuroscience, 121(3), 602-613. 

https://doi.org/10.1037/0735-7044.121.3.602  

Holland, S. K., Vannest, J., Mecoli, M., Jacola, L. M., Tillema, J. M., Karunanayaka, P. 

R., Schmithorst, V. J., Yuan, W., Plante, E., & Byars, A. W. (2007). Functional 

MRI of language lateralization during development in children. International 

Journal of Audiology, 46(9), 533-551. 

https://doi.org/10.1080/14992020701448994  

Horien, C., Fontenelle, S. t., Joseph, K., Powell, N., Nutor, C., Fortes, D., Butler, M., 

Powell, K., Macris, D., Lee, K., Greene, A. S., McPartland, J. C., Volkmar, F. R., 

Scheinost, D., Chawarska, K., & Constable, R. T. (2020). Low-motion fMRI data 

can be obtained in pediatric participants undergoing a 60-minute scan protocol. 

Scientific Reports, 10(1), 21855. https://doi.org/10.1038/s41598-020-78885-z  

Jaccard, P. (1908). Nouvelles recherches sur la distribution florale. Bulletin de la Société 

Vaudoise des Sciences Naturelles, 44, 223-270.  

Jobard, G., Crivello, F., & Tzourio-Mazoyer, N. (2003). Evaluation of the dual route 

theory of reading: a metanalysis of 35 neuroimaging studies. Neuroimage, 20(2), 

693-712. https://doi.org/10.1016/S1053-8119(03)00343-4  

Julian, J. B., Fedorenko, E., Webster, J., & Kanwisher, N. (2012). An algorithmic method 

for functionally defining regions of interest in the ventral visual pathway. 

Neuroimage, 60(4), 2357-2364. https://doi.org/10.1016/j.neuroimage.2012.02.055  

Kampa, M., Schick, A., Sebastian, A., Wessa, M., Tuscher, O., Kalisch, R., & Yuen, K. 

(2020). Replication of fMRI group activations in the neuroimaging battery for the 

Mainz Resilience Project (MARP). Neuroimage, 204, 116223. 

https://doi.org/10.1016/j.neuroimage.2019.116223  

Kanwisher, N., McDermott, J., & Chun, M. M. (1997). The fusiform face area: a module 

in human extrastriate cortex specialized for face perception. Journal of 

Neuroscience, 17(11), 4302-4311. 

https://www.ncbi.nlm.nih.gov/pubmed/9151747  

Kawabata Duncan, K. J., & Devlin, J. T. (2011). Improving the reliability of functional 

localizers. Neuroimage, 57(3), 1022-1030. 

https://doi.org/10.1016/j.neuroimage.2011.05.009  

https://doi.org/10.1073/pnas.0609399104
https://doi.org/10.1037/0735-7044.121.3.602
https://doi.org/10.1080/14992020701448994
https://doi.org/10.1038/s41598-020-78885-z
https://doi.org/10.1016/S1053-8119(03)00343-4
https://doi.org/10.1016/j.neuroimage.2012.02.055
https://doi.org/10.1016/j.neuroimage.2019.116223
https://www.ncbi.nlm.nih.gov/pubmed/9151747
https://doi.org/10.1016/j.neuroimage.2011.05.009


 

 

120 

Kere, J. (2014). The molecular genetics and neurobiology of developmental dyslexia as 

model of a complex phenotype. Biochemical and Biophysical Research 

Communications, 452(2), 236-243. https://doi.org/10.1016/j.bbrc.2014.07.102 

Kherif, F., Poline, J. B., Meriaux, S., Benali, H., Flandin, G., & Brett, M. (2003). Group 

analysis in functional neuroimaging: selecting subjects using similarity measures. 

Neuroimage, 20(4), 2197-2208. https://doi.org/10.1016/j.neuroimage.2003.08.018  

Kilbride, R. D. (2013). Intraoperative functional cortical mapping of language. Journal of 

Clinical Neurophysiology, 30(6), 591-596. 

https://doi.org/10.1097/01.wnp.0000436900.48243.9f  

Klingberg, T., Hedehus, M., Temple, E., Salz, T., Gabrieli, J. D., Moseley, M. E., & 

Poldrack, R. A. (2000). Microstructure of temporo-parietal white matter as a basis 

for reading ability: evidence from diffusion tensor magnetic resonance imaging. 

Neuron, 25(2), 493-500. https://doi.org/10.1016/s0896-6273(00)80911-3  

Kovelman, I., Norton, E. S., Christodoulou, J. A., Gaab, N., Lieberman, D. A., 

Triantafyllou, C., Wolf, M., Whitfield-Gabrieli, S., & Gabrieli, J. D. (2012). Brain 

basis of phonological awareness for spoken language in children and its 

disruption in dyslexia. Cerebral Cortex, 22(4), 754-764. 

https://doi.org/10.1093/cercor/bhr094  

Kriegeskorte, N., Simmons, W. K., Bellgowan, P. S., & Baker, C. I. (2009). Circular 

analysis in systems neuroscience: the dangers of double dipping. Nature 

Neuroscience, 12(5), 535-540. https://doi.org/10.1038/nn.2303  

Kronbichler, M., Hutzler, F., & Wimmer, H. (2002). Dyslexia: verbal impairments in the 

absence of magnocellular impairments. NeuroReport, 13(5), 617-620. 

https://doi.org/10.1097/00001756-200204160-00016  

Kronbichler, M., Wimmer, H., Staffen, W., Hutzler, F., Mair, A., & Ladurner, G. (2008). 

Developmental dyslexia: gray matter abnormalities in the occipitotemporal 

cortex. Human Brain Mapping, 29(5), 613-625. 

https://doi.org/10.1002/hbm.20425  

Langer, N., Peysakhovich, B., Zuk, J., Drottar, M., Sliva, D. D., Smith, S., Becker, B. L., 

Grant, P. E., & Gaab, N. (2017). White Matter Alterations in Infants at Risk for 

Developmental Dyslexia. Cerebral Cortex, 27(2), 1027-1036. 

https://doi.org/10.1093/cercor/bhv281  

Lazar, M. (2010). Mapping brain anatomical connectivity using white matter 

tractography. NMR in Biomedicine, 23(7), 821-835. 

https://doi.org/10.1002/nbm.1579  

https://doi.org/10.1016/j.neuroimage.2003.08.018
https://doi.org/10.1097/01.wnp.0000436900.48243.9f
https://doi.org/10.1016/s0896-6273(00)80911-3
https://doi.org/10.1093/cercor/bhr094
https://doi.org/10.1038/nn.2303
https://doi.org/10.1097/00001756-200204160-00016
https://doi.org/10.1002/hbm.20425
https://doi.org/10.1093/cercor/bhv281
https://doi.org/10.1002/nbm.1579


 

 

121 

Lee, D., Sawrie, S. M., Simos, P. G., Killen, J., & Knowlton, R. C. (2006). Reliability of 

language mapping with magnetic source imaging in epilepsy surgery candidates. 

Epilepsy & Behavior, 8(4), 742-749. https://doi.org/10.1016/j.yebeh.2006.02.012  

Linkersdorfer, J., Lonnemann, J., Lindberg, S., Hasselhorn, M., & Fiebach, C. J. (2012). 

Grey matter alterations co-localize with functional abnormalities in 

developmental dyslexia: an ALE meta-analysis. PLoS One, 7(8), e43122. 

https://doi.org/10.1371/journal.pone.0043122  

Liotti, M., Gay, C. T., & Fox, P. T. (1994). Functional imaging and language: evidence 

from positron emission tomography. Journal of Clinical Neurophysiology, 11(2), 

175-190. https://www.ncbi.nlm.nih.gov/pubmed/8051303  

Lurito, J. T., Lowe, M. J., Sartorius, C., & Mathews, V. P. (2000). Comparison of fMRI 

and intraoperative direct cortical stimulation in localization of receptive language 

areas. Journal of Computer Assisted Tomograpy, 24(1), 99-105. 

https://doi.org/10.1097/00004728-200001000-00021  

Mahowald, K., & Fedorenko, E. (2016). Reliable individual-level neural markers of high-

level language processing: A necessary precursor for relating neural variability to 

behavioral and genetic variability. Neuroimage, 139, 74-93. 

https://doi.org/10.1016/j.neuroimage.2016.05.073  

Maitra, R. (2010). A re-defined and generalized percent-overlap-of-activation measure 

for studies of fMRI reproducibility and its use in identifying outlier activation 

maps. Neuroimage, 50(1), 124-135. 

https://doi.org/10.1016/j.neuroimage.2009.11.070  

Manan, H. A., Franz, E. A., & Yahya, N. (2020). Utilization of functional MRI language 

paradigms for pre-operative mapping: a systematic review. Neuroradiology, 

62(3), 353-367. https://doi.org/10.1007/s00234-019-02322-w  

Matchin, W., Basilakos, A., Ouden, D. D., Stark, B. C., Hickok, G., & Fridriksson, J. 

(2021). Functional differentiation in the language network revealed by lesion-

symptom mapping. Neuroimage, 247, 118778. 

https://doi.org/10.1016/j.neuroimage.2021.118778  

Matthews, P. M., Adcock, J., Chen, Y., Fu, S., Devlin, J. T., Rushworth, M. F., Smith, S., 

Beckmann, C., & Iversen, S. (2003). Towards understanding language 

organisation in the brain using fMRI. Human Brain Mapping, 18(3), 239-247. 

https://doi.org/10.1002/hbm.10099  

McCandliss, B. D., & Noble, K. G. (2003). The development of reading impairment: a 

cognitive neuroscience model. Mental Retardation and Developmental 

Disabilities Research Reviews, 9(3), 196-204. https://doi.org/10.1002/mrdd.10080  

https://doi.org/10.1016/j.yebeh.2006.02.012
https://doi.org/10.1371/journal.pone.0043122
https://www.ncbi.nlm.nih.gov/pubmed/8051303
https://doi.org/10.1097/00004728-200001000-00021
https://doi.org/10.1016/j.neuroimage.2016.05.073
https://doi.org/10.1016/j.neuroimage.2009.11.070
https://doi.org/10.1007/s00234-019-02322-w
https://doi.org/10.1016/j.neuroimage.2021.118778
https://doi.org/10.1002/hbm.10099
https://doi.org/10.1002/mrdd.10080


 

 

122 

McCarthy, G., Blamire, A. M., Rothman, D. L., Gruetter, R., & Shulman, R. G. (1993). 

Echo-planar magnetic resonance imaging studies of frontal cortex activation 

during word generation in humans. Proceedings of the National Academy of 

Sciences of the United States of America, 90(11), 4952-4956. 

https://doi.org/10.1073/pnas.90.11.4952  

McCarthy, G., Puce, A., Gore, J. C., & Allison, T. (1997). Face-specific processing in the 

human fusiform gyrus. Journal of Cognitive Neuroscience, 9(5), 605-610. 

https://doi.org/10.1162/jocn.1997.9.5.605  

McIntosh, A. R. (2000). Towards a network theory of cognition. Neural Networks, 13(8-

9), 861-870. https://doi.org/10.1016/s0893-6080(00)00059-9  

McKone, E., Crookes, K., Jeffery, L., & Dilks, D. D. (2012). A critical review of the 

development of face recognition: experience is less important than previously 

believed. Cognitive Neuropsychology, 29(1-2), 174-212. 

https://doi.org/10.1080/02643294.2012.660138  

Meissner, T. W., Walbrin, J., Nordt, M., Koldewyn, K., & Weigelt, S. (2020). Head 

motion during fMRI tasks is reduced in children and adults if participants take 

breaks. Developmental Cognitive Neuroscience, 44, 100803. 

https://doi.org/10.1016/j.dcn.2020.100803  

Menenti, L., Gierhan, S. M., Segaert, K., & Hagoort, P. (2011). Shared language: overlap 

and segregation of the neuronal infrastructure for speaking and listening revealed 

by functional MRI. Psychological Science, 22(9), 1173-1182. 

https://doi.org/10.1177/0956797611418347  

Meri, R., Farah, R., & Horowitz-Kraus, T. (2020). Children with dyslexia utilize both 

top-down and bottom-up networks equally in contextual and isolated word 

reading. Neuropsychologia, 147, 107574. 

https://doi.org/10.1016/j.neuropsychologia.2020.107574  

Mesulam, M. M. (1990). Large-scale neurocognitive networks and distributed processing 

for attention, language, and memory. Annals of Neurology, 28(5), 597-613. 

https://doi.org/10.1002/ana.410280502  

Meyer, F. (1991). Un algorithme optimal pour la ligne de partage des eaux. 8me Congrés 

de Reconnaissance des Formes et Intelligence Artificielle. Vol. 2, pp 847–857. 

Lyon, France 

Meyler, A., Keller, T. A., Cherkassky, V. L., Lee, D., Hoeft, F., Whitfield-Gabrieli, S., 

Gabrieli, J. D., & Just, M. A. (2007). Brain activation during sentence 

comprehension among good and poor readers. Cerebral Cortex, 17(12), 2780-

2787. https://doi.org/10.1093/cercor/bhm006  

https://doi.org/10.1073/pnas.90.11.4952
https://doi.org/10.1162/jocn.1997.9.5.605
https://doi.org/10.1016/s0893-6080(00)00059-9
https://doi.org/10.1080/02643294.2012.660138
https://doi.org/10.1016/j.dcn.2020.100803
https://doi.org/10.1177/0956797611418347
https://doi.org/10.1016/j.neuropsychologia.2020.107574
https://doi.org/10.1002/ana.410280502
https://doi.org/10.1093/cercor/bhm006


 

 

123 

Mineroff, Z., Blank, I. A., Mahowald, K., & Fedorenko, E. (2018). A robust dissociation 

among the language, multiple demand, and default mode networks: Evidence 

from inter-region correlations in effect size. Neuropsychologia, 119, 501-511. 

https://doi.org/10.1016/j.neuropsychologia.2018.09.011  

Monti, M. M., Parsons, L. M., & Osherson, D. N. (2012). Thought beyond language: 

neural dissociation of algebra and natural language. Psychological Science, 23(8), 

914-922. https://doi.org/10.1177/0956797612437427  

Monzalvo, K., Fluss, J., Billard, C., Dehaene, S., & Dehaene-Lambertz, G. (2012). 

Cortical networks for vision and language in dyslexic and normal children of 

variable socio-economic status. Neuroimage, 61(1), 258-274. 

https://doi.org/10.1016/j.neuroimage.2012.02.035  

Myers, C. A., Vandermosten, M., Farris, E. A., Hancock, R., Gimenez, P., Black, J. M., 

Casto, B., Drahos, M., Tumber, M., Hendren, R. L., Hulme, C., & Hoeft, F. 

(2014). White matter morphometric changes uniquely predict children's reading 

acquisition. Psychological Science, 25(10), 1870-1883. 

https://doi.org/10.1177/0956797614544511  

Nieto-Castañón, A., & Fedorenko, E. (2012). Subject-specific functional localizers 

increase sensitivity and functional resolution of multi-subject analyses. 

Neuroimage, 63(3), 1646-1669. https://doi.org/10.1016/j.neuroimage.2012.06.065  

Niogi, S. N., & McCandliss, B. D. (2006). Left lateralized white matter microstructure 

accounts for individual differences in reading ability and disability. 

Neuropsychologia, 44(11), 2178-2188. 

https://doi.org/10.1016/j.neuropsychologia.2006.01.011  

Norton, E. S., Black, J. M., Stanley, L. M., Tanaka, H., Gabrieli, J. D., Sawyer, C., & 

Hoeft, F. (2014). Functional neuroanatomical evidence for the double-deficit 

hypothesis of developmental dyslexia. Neuropsychologia, 61, 235-246. 

https://doi.org/10.1016/j.neuropsychologia.2014.06.015  

Norton, E. S., & Wolf, M. (2012). Rapid automatized naming (RAN) and reading 

fluency: implications for understanding and treatment of reading disabilities. 

Annual Review of Psychology, 63, 427-452. https://doi.org/10.1146/annurev-

psych-120710-100431  

Noyce, A. L., Cestero, N., Michalka, S. W., Shinn-Cunningham, B. G., & Somers, D. C. 

(2017). Sensory-Biased and Multiple-Demand Processing in Human Lateral 

Frontal Cortex. Journal of Neuroscience, 37(36), 8755-8766. 

https://doi.org/10.1523/JNEUROSCI.0660-17.2017  

https://doi.org/10.1016/j.neuropsychologia.2018.09.011
https://doi.org/10.1177/0956797612437427
https://doi.org/10.1016/j.neuroimage.2012.02.035
https://doi.org/10.1177/0956797614544511
https://doi.org/10.1016/j.neuroimage.2012.06.065
https://doi.org/10.1016/j.neuropsychologia.2006.01.011
https://doi.org/10.1016/j.neuropsychologia.2014.06.015
https://doi.org/10.1146/annurev-psych-120710-100431
https://doi.org/10.1146/annurev-psych-120710-100431
https://doi.org/10.1523/JNEUROSCI.0660-17.2017


 

 

124 

O'Brien, G., & Yeatman, J. D. (2021). Bridging sensory and language theories of 

dyslexia: Toward a multifactorial model. Developmental Science, 24(3), e13039. 

https://doi.org/10.1111/desc.13039  

O'Shaughnessy, E. S., Berl, M. M., Moore, E. N., & Gaillard, W. D. (2008). Pediatric 

functional magnetic resonance imaging (fMRI): issues and applications. Journal 

of Child Neurology, 23(7), 791-801. https://doi.org/10.1177/0883073807313047  

Odegard, T. N., Farris, E. A., Ring, J., McColl, R., & Black, J. (2009). Brain connectivity 

in non-reading impaired children and children diagnosed with developmental 

dyslexia. Neuropsychologia, 47(8-9), 1972-1977. 

https://doi.org/10.1016/j.neuropsychologia.2009.03.009  

Ogawa, S., Tank, D. W., Menon, R., Ellermann, J. M., Kim, S. G., Merkle, H., & 

Ugurbil, K. (1992). Intrinsic signal changes accompanying sensory stimulation: 

functional brain mapping with magnetic resonance imaging. Proceedings of the 

National Academy of Sciences of the United States of America, 89(13), 5951-

5955. https://doi.org/10.1073/pnas.89.13.5951  

Olulade, O. A., Flowers, D. L., Napoliello, E. M., & Eden, G. F. (2013). Developmental 

differences for word processing in the ventral stream. Brain and Language, 

125(2), 134-145. https://doi.org/10.1016/j.bandl.2012.04.003  

Ozernov-Palchik, O., Norton, E. S., Wang, Y., Beach, S. D., Zuk, J., Wolf, M., Gabrieli, 

J. D. E., & Gaab, N. (2019). The relationship between socioeconomic status and 

white matter microstructure in pre-reading children: A longitudinal investigation. 

Human Brain Mapping, 40(3), 741-754. https://doi.org/10.1002/hbm.24407  

Papathanassiou, D., Etard, O., Mellet, E., Zago, L., Mazoyer, B., & Tzourio-Mazoyer, N. 

(2000). A common language network for comprehension and production: a 

contribution to the definition of language epicenters with PET. Neuroimage, 

11(4), 347-357. https://doi.org/10.1006/nimg.2000.0546  

Park, K. Y., Lee, J. J., Dierker, D., Marple, L. M., Hacker, C. D., Roland, J. L., Marcus, 

D. S., Milchenko, M., Miller-Thomas, M. M., Benzinger, T. L., Shimony, J. S., 

Snyder, A. Z., & Leuthardt, E. C. (2020). Mapping language function with task-

based vs. resting-state functional MRI. PLoS One, 15(7), e0236423. 

https://doi.org/10.1371/journal.pone.0236423  

Paulesu, E., Danelli, L., & Berlingeri, M. (2014). Reading the dyslexic brain: multiple 

dysfunctional routes revealed by a new meta-analysis of PET and fMRI activation 

studies. Frontiers in Human Neuroscience, 8, 830. 

https://doi.org/10.3389/fnhum.2014.00830  

https://doi.org/10.1111/desc.13039
https://doi.org/10.1177/0883073807313047
https://doi.org/10.1016/j.neuropsychologia.2009.03.009
https://doi.org/10.1073/pnas.89.13.5951
https://doi.org/10.1016/j.bandl.2012.04.003
https://doi.org/10.1002/hbm.24407
https://doi.org/10.1006/nimg.2000.0546
https://doi.org/10.1371/journal.pone.0236423
https://doi.org/10.3389/fnhum.2014.00830


 

 

125 

Paulesu, E., Demonet, J. F., Fazio, F., McCrory, E., Chanoine, V., Brunswick, N., Cappa, 

S. F., Cossu, G., Habib, M., Frith, C. D., & Frith, U. (2001). Dyslexia: cultural 

diversity and biological unity. Science, 291(5511), 2165-2167. 

https://doi.org/10.1126/science.1057179  

Paz-Alonso, P. M., Oliver, M., Lerma-Usabiaga, G., Caballero-Gaudes, C., Quinones, I., 

Suarez-Coalla, P., Dunabeitia, J. A., Cuetos, F., & Carreiras, M. (2018). Neural 

correlates of phonological, orthographic and semantic reading processing in 

dyslexia. NeuroImage. Clinical, 20, 433-447. 

https://doi.org/10.1016/j.nicl.2018.08.018  

Pennington, B. F. (2006). From single to multiple deficit models of developmental 

disorders. Cognition, 101(2), 385-413. 

https://doi.org/10.1016/j.cognition.2006.04.008  

Perrachione, T. K., Del Tufo, S. N., & Gabrieli, J. D. (2011). Human voice recognition 

depends on language ability. Science, 333(6042), 595. 

https://doi.org/10.1126/science.1207327  

Petersen, S. E., & Fiez, J. A. (1993). The processing of single words studied with 

positron emission tomography. Annual Review of Neuroscience, 16, 509-530. 

https://doi.org/10.1146/annurev.ne.16.030193.002453  

Petersen, S. E., Fox, P. T., Posner, M. I., Mintun, M., & Raichle, M. E. (1988). Positron 

emission tomographic studies of the cortical anatomy of single-word processing. 

Nature, 331(6157), 585-589. https://doi.org/10.1038/331585a0  

Petersen, S. E., Fox, P. T., Posner, M. I., Mintun, M., & Raichle, M. E. (1989). Positron 

emission tomographic studies of the processing of singe words. Journal of 

Cognitive Neuroscience, 1(2), 153-170. https://doi.org/10.1162/jocn.1989.1.2.153  

Peterson, R. L., & Pennington, B. F. (2012). Developmental dyslexia. Lancet, 379(9830), 

1997-2007. https://doi.org/10.1016/S0140-6736(12)60198-6  

Petrella, J. R., Shah, L. M., Harris, K. M., Friedman, A. H., George, T. M., Sampson, J. 

H., Pekala, J. S., & Voyvodic, J. T. (2006). Preoperative functional MR imaging 

localization of language and motor areas: effect on therapeutic decision making in 

patients with potentially resectable brain tumors. Radiology, 240(3), 793-802. 

https://doi.org/10.1148/radiol.2403051153  

Poeppel, D., & Hickok, G. (2004). Towards a new functional anatomy of language. 

Cognition, 92(1-2), 1-12. https://doi.org/10.1016/j.cognition.2003.11.001  

Poldrack, R. A., Kittur, A., Kalar, D., Miller, E., Seppa, C., Gil, Y., Parker, D. S., Sabb, 

F. W., & Bilder, R. M. (2011). The cognitive atlas: toward a knowledge 

https://doi.org/10.1126/science.1057179
https://doi.org/10.1016/j.nicl.2018.08.018
https://doi.org/10.1016/j.cognition.2006.04.008
https://doi.org/10.1126/science.1207327
https://doi.org/10.1146/annurev.ne.16.030193.002453
https://doi.org/10.1038/331585a0
https://doi.org/10.1162/jocn.1989.1.2.153
https://doi.org/10.1016/S0140-6736(12)60198-6
https://doi.org/10.1148/radiol.2403051153
https://doi.org/10.1016/j.cognition.2003.11.001


 

 

126 

foundation for cognitive neuroscience. Frontiers in Neuroinformatics, 5, 17. 

https://doi.org/10.3389/fninf.2011.00017  

Poldrack, R. A., Wagner, A. D., Prull, M. W., Desmond, J. E., Glover, G. H., & Gabrieli, 

J. D. (1999). Functional specialization for semantic and phonological processing 

in the left inferior prefrontal cortex. NeuroImage, 10(1), 15-35. 

https://doi.org/10.1006/nimg.1999.0441  

Power, J. D., Cohen, A. L., Nelson, S. M., Wig, G. S., Barnes, K. A., Church, J. A., 

Vogel, A. C., Laumann, T. O., Miezin, F. M., Schlaggar, B. L., & Petersen, S. E. 

(2011). Functional network organization of the human brain. Neuron, 72(4), 665-

678. https://doi.org/10.1016/j.neuron.2011.09.006  

Price, C., Wise, R., Ramsay, S., Friston, K., Howard, D., Patterson, K., & Frackowiak, R. 

(1992). Regional response differences within the human auditory cortex when 

listening to words. Neuroscience Letters, 146(2), 179-182. 

https://doi.org/10.1016/0304-3940(92)90072-f  

Price, C. J. (2012). A review and synthesis of the first 20 years of PET and fMRI studies 

of heard speech, spoken language and reading. NeuroImage, 62(2), 816-847. 

https://doi.org/10.1016/j.neuroimage.2012.04.062  

Price, C. J., & Mechelli, A. (2005). Reading and reading disturbance. Current Opinion in 

Neurobiology, 15(2), 231-238. https://doi.org/10.1016/j.conb.2005.03.003  

Pugh, K. (2006). A neurocognitive overview of reading acquisition and dyslexia across 

languages. Developmental Science, 9(5), 448-450; discussion 451-443. 

https://doi.org/10.1111/j.1467-7687.2006.00528.x  

Pugh, K. R., Mencl, W. E., Jenner, A. R., Katz, L., Frost, S. J., Lee, J. R., Shaywitz, S. E., 

& Shaywitz, B. A. (2001). Neurobiological studies of reading and reading 

disability. Journal of Communication Disorders, 34(6), 479-492. 

https://doi.org/10.1016/s0021-9924(01)00060-0  

Pugh, K. R., Mencl, W. E., Shaywitz, B. A., Shaywitz, S. E., Fulbright, R. K., Constable, 

R. T., Skudlarski, P., Marchione, K. E., Jenner, A. R., Fletcher, J. M., Liberman, 

A. M., Shankweiler, D. P., Katz, L., Lacadie, C., & Gore, J. C. (2000). The 

angular gyrus in developmental dyslexia: task-specific differences in functional 

connectivity within posterior cortex. Psychological Science, 11(1), 51-56. 

https://doi.org/10.1111/1467-9280.00214  

Pugh, K. R., offywitz, B. A., Shaywitz, S. E., Fulbright, R. K., Byrd, D., Skudlarski, P., 

Shankweiler, D. P., Katz, L., Constable, R. T., Fletcher, J., Lacadie, C., 

Marchione, K., & Gore, J. C. (1996). Auditory selective attention: an fMRI 

https://doi.org/10.3389/fninf.2011.00017
https://doi.org/10.1006/nimg.1999.0441
https://doi.org/10.1016/j.neuron.2011.09.006
https://doi.org/10.1016/0304-3940(92)90072-f
https://doi.org/10.1016/j.neuroimage.2012.04.062
https://doi.org/10.1016/j.conb.2005.03.003
https://doi.org/10.1111/j.1467-7687.2006.00528.x
https://doi.org/10.1016/s0021-9924(01)00060-0
https://doi.org/10.1111/1467-9280.00214


 

 

127 

investigation. NeuroImage, 4(3 Pt 1), 159-173. 

https://doi.org/10.1006/nimg.1996.0067  

Pujol, J., Macia, D., Blanco-Hinojo, L., Martinez-Vilavella, G., Sunyer, J., de la Torre, 

R., Caixas, A., Martin-Santos, R., Deus, J., & Harrison, B. J. (2014). Does 

motion-related brain functional connectivity reflect both artifacts and genuine 

neural activity? NeuroImage, 101, 87-95. 

https://doi.org/10.1016/j.neuroimage.2014.06.065  

Qi, T., Schaadt, G., & Friederici, A. D. (2021). Associated functional network 

development and language abilities in children. NeuroImage, 242, 118452. 

https://doi.org/10.1016/j.neuroimage.2021.118452  

Qiu, D., Tan, L. H., Zhou, K., & Khong, P. L. (2008). Diffusion tensor imaging of normal 

white matter maturation from late childhood to young adulthood: voxel-wise 

evaluation of mean diffusivity, fractional anisotropy, radial and axial diffusivities, 

and correlation with reading development. NeuroImage, 41(2), 223-232. 

https://doi.org/10.1016/j.neuroimage.2008.02.023  

Raichle, M. E. (2015). The brain's default mode network. Annual Review of 

Neuroscience, 38, 433-447. https://doi.org/10.1146/annurev-neuro-071013-

014030  

Ramus, F. (2001a). Dyslexia. Talk of two theories. Nature, 412(6845), 393-395. 

https://doi.org/10.1038/35086683  

Ramus, F. (2001b). Outstanding questions about phonological processing in dyslexia. 

Dyslexia, 7(4), 197-216. https://doi.org/10.1002/dys.205  

Ramus, F. (2003). Developmental dyslexia: specific phonological deficit or general 

sensorimotor dysfunction? Current Opinion in Neurobiology, 13(2), 212-218. 

https://doi.org/10.1016/s0959-4388(03)00035-7  

Ramus, F., Rosen, S., Dakin, S. C., Day, B. L., Castellote, J. M., White, S., & Frith, U. 

(2003). Theories of developmental dyslexia: insights from a multiple case study 

of dyslexic adults. Brain, 126(Pt 4), 841-865. 

https://doi.org/10.1093/brain/awg076  

Raschle, N. M., Chang, M., & Gaab, N. (2011). Structural brain alterations associated 

with dyslexia predate reading onset. NeuroImage, 57(3), 742-749. 

https://doi.org/10.1016/j.neuroimage.2010.09.055  

Redcay, E., Haist, F., & Courchesne, E. (2008). Functional neuroimaging of speech 

perception during a pivotal period in language acquisition. Developmental 

Science, 11(2), 237-252. https://doi.org/10.1111/j.1467-7687.2008.00674.x  

https://doi.org/10.1006/nimg.1996.0067
https://doi.org/10.1016/j.neuroimage.2014.06.065
https://doi.org/10.1016/j.neuroimage.2021.118452
https://doi.org/10.1016/j.neuroimage.2008.02.023
https://doi.org/10.1146/annurev-neuro-071013-014030
https://doi.org/10.1146/annurev-neuro-071013-014030
https://doi.org/10.1038/35086683
https://doi.org/10.1002/dys.205
https://doi.org/10.1016/s0959-4388(03)00035-7
https://doi.org/10.1093/brain/awg076
https://doi.org/10.1016/j.neuroimage.2010.09.055
https://doi.org/10.1111/j.1467-7687.2008.00674.x


 

 

128 

Reinke, K., Fernandes, M., Schwindt, G., O'Craven, K., & Grady, C. L. (2008). 

Functional specificity of the visual word form area: general activation for words 

and symbols but specific network activation for words. Brain and Language, 

104(2), 180-189. https://doi.org/10.1016/j.bandl.2007.04.006  

Rey, V., De Martino, S., Espesser, R., & Habib, M. (2002). Temporal processing and 

phonological impairment in dyslexia: effect of phoneme lengthening on order 

judgment of two consonants. Brain and Language, 80(3), 576-591. 

https://doi.org/10.1006/brln.2001.2618  

Richards, T., Stevenson, J., Crouch, J., Johnson, L. C., Maravilla, K., Stock, P., Abbott, 

R., & Berninger, V. (2008). Tract-based spatial statistics of diffusion tensor 

imaging in adults with dyslexia. AJNR. American Journal of Neuroradiology, 

29(6), 1134-1139. https://doi.org/10.3174/ajnr.A1007  

Richlan, F. (2012). Developmental dyslexia: dysfunction of a left hemisphere reading 

network. Frontiers in Human Neuroscience, 6, 120. 

https://doi.org/10.3389/fnhum.2012.00120  

Richlan, F., Kronbichler, M., & Wimmer, H. (2009). Functional abnormalities in the 

dyslexic brain: a quantitative meta-analysis of neuroimaging studies. Human 

Brain Mapping, 30(10), 3299-3308. https://doi.org/10.1002/hbm.20752  

Richlan, F., Kronbichler, M., & Wimmer, H. (2013). Structural abnormalities in the 

dyslexic brain: a meta-analysis of voxel-based morphometry studies. Human 

Brain Mapping, 34(11), 3055-3065. https://doi.org/10.1002/hbm.22127  

Rimrodt, S. L., Peterson, D. J., Denckla, M. B., Kaufmann, W. E., & Cutting, L. E. 

(2010). White matter microstructural differences linked to left perisylvian 

language network in children with dyslexia. Cortex, 46(6), 739-749. 

https://doi.org/10.1016/j.cortex.2009.07.008  

Romanovska, L., Janssen, R., & Bonte, M. (2021). Cortical responses to letters and 

ambiguous speech vary with reading skills in dyslexic and typically reading 

children. NeuroImage. Clinical, 30, 102588. 

https://doi.org/10.1016/j.nicl.2021.102588  

Rombouts, S. A., Barkhof, F., Hoogenraad, F. G., Sprenger, M., & Scheltens, P. (1998). 

Within-subject reproducibility of visual activation patterns with functional 

magnetic resonance imaging using multislice echo planar imaging. Magnetic 

Resonance Imaging, 16(2), 105-113. https://doi.org/10.1016/s0730-

725x(97)00253-1  

https://doi.org/10.1016/j.bandl.2007.04.006
https://doi.org/10.1006/brln.2001.2618
https://doi.org/10.3174/ajnr.A1007
https://doi.org/10.3389/fnhum.2012.00120
https://doi.org/10.1002/hbm.20752
https://doi.org/10.1002/hbm.22127
https://doi.org/10.1016/j.cortex.2009.07.008
https://doi.org/10.1016/j.nicl.2021.102588
https://doi.org/10.1016/s0730-725x(97)00253-1
https://doi.org/10.1016/s0730-725x(97)00253-1


 

 

129 

Ross, P., de Gelder, B., Crabbe, F., & Grosbras, M. H. (2020). A dynamic body-selective 

area localizer for use in fMRI. MethodsX, 7, 100801. 

https://doi.org/10.1016/j.mex.2020.100801  

Rosselli, M., Ardila, A., Matute, E., & Velez-Uribe, I. (2014). Language Development 

across the Life Span: A Neuropsychological/Neuroimaging Perspective. 

Neuroscience Journal, 2014, 585237. https://doi.org/10.1155/2014/585237  

Sandak, R., Mencl, W. E., Frost, S. J., Rueckl, J. G., Katz, L., Moore, D. L., Mason, S. 

A., Fulbright, R. K., Constable, R. T., & Pugh, K. R. (2004). The neurobiology of 

adaptive learning in reading: a contrast of different training conditions. Cognitive, 

Affective & Behavioral Neuroscience, 4(1), 67-88. 

https://doi.org/10.3758/cabn.4.1.67  

Saur, D., Kreher, B. W., Schnell, S., Kummerer, D., Kellmeyer, P., Vry, M. S., Umarova, 

R., Musso, M., Glauche, V., Abel, S., Huber, W., Rijntjes, M., Hennig, J., & 

Weiller, C. (2008). Ventral and dorsal pathways for language. Proceedings of the 

National Academy of Sciences of the United States of America, 105(46), 18035-

18040. https://doi.org/10.1073/pnas.0805234105  

Saxe, R., Brett, M., & Kanwisher, N. (2006). Divide and conquer: a defense of functional 

localizers. NeuroImage, 30(4), 1088-1096; discussion 1097-1089. 

https://doi.org/10.1016/j.neuroimage.2005.12.062  

Saxe, R., & Kanwisher, N. (2003). People thinking about thinking people. The role of the 

temporo-parietal junction in "theory of mind". NeuroImage, 19(4), 1835-1842. 

https://doi.org/10.1016/s1053-8119(03)00230-1  

Saygin, Z. M., Osher, D. E., Norton, E. S., Youssoufian, D. A., Beach, S. D., Feather, J., 

Gaab, N., Gabrieli, J. D., & Kanwisher, N. (2016). Connectivity precedes function 

in the development of the visual word form area. Nature Neuroscience, 19(9), 

1250-1255. https://doi.org/10.1038/nn.4354  

Schlaggar, B. L., & McCandliss, B. D. (2007). Development of neural systems for 

reading. Annual Review of Neuroscience, 30, 475-503. 

https://doi.org/10.1146/annurev.neuro.28.061604.135645  

Schulz, E., Maurer, U., van der Mark, S., Bucher, K., Brem, S., Martin, E., & Brandeis, 

D. (2008). Impaired semantic processing during sentence reading in children with 

dyslexia: combined fMRI and ERP evidence. NeuroImage, 41(1), 153-168. 

https://doi.org/10.1016/j.neuroimage.2008.02.012  

Schumacher, J., Hoffmann, P., Schmal, C., Schulte-Korne, G., & Nothen, M. M. (2007). 

Genetics of dyslexia: the evolving landscape. Journal of Medical Genetics, 44(5), 

289-297. https://doi.org/10.1136/jmg.2006.046516  

https://doi.org/10.1016/j.mex.2020.100801
https://doi.org/10.1155/2014/585237
https://doi.org/10.3758/cabn.4.1.67
https://doi.org/10.1073/pnas.0805234105
https://doi.org/10.1016/j.neuroimage.2005.12.062
https://doi.org/10.1016/s1053-8119(03)00230-1
https://doi.org/10.1038/nn.4354
https://doi.org/10.1146/annurev.neuro.28.061604.135645
https://doi.org/10.1016/j.neuroimage.2008.02.012
https://doi.org/10.1136/jmg.2006.046516


 

 

130 

Scott, T. L. (2020). Neural bases of phonological working memory. Doctoral dissertation 

– Boston University. https://open.bu.edu/handle/2144/41116 

Scott, T. L., Gallee, J., & Fedorenko, E. (2017). A new fun and robust version of an fMRI 

localizer for the frontotemporal language system. Cognitive Neuroscience, 8(3), 

167-176. https://doi.org/10.1080/17588928.2016.1201466  

Seghier, M. L. (2013). The angular gyrus: multiple functions and multiple subdivisions. 

Neuroscientist, 19(1), 43-61. https://doi.org/10.1177/1073858412440596  

Serniclaes, W., Sprenger-Charolles, L., Carre, R., & Demonet, J. F. (2001). Perceptual 

discrimination of speech sounds in developmental dyslexia. Journal of Speech, 

Language, and Hearing Research, 44(2), 384-399. https://doi.org/10.1044/1092-

4388(2001/032)  

Shaywitz, B. A., Lyon, G. R., & Shaywitz, S. E. (2006). The role of functional magnetic 

resonance imaging in understanding reading and dyslexia. Developmental 

Neuropsychology, 30(1), 613-632. https://doi.org/10.1207/s15326942dn3001_5  

Shaywitz, B. A., Shaywitz, S. E., Blachman, B. A., Pugh, K. R., Fulbright, R. K., 

Skudlarski, P., Mencl, W. E., Constable, R. T., Holahan, J. M., Marchione, K. E., 

Fletcher, J. M., Lyon, G. R., & Gore, J. C. (2004). Development of left 

occipitotemporal systems for skilled reading in children after a phonologically- 

based intervention. Biological Psychiatry, 55(9), 926-933. 

https://doi.org/10.1016/j.biopsych.2003.12.019  

Shaywitz, S. E. (1998). Dyslexia. New England Journal of Medicine, 338(5), 307-312. 

https://doi.org/10.1056/NEJM199801293380507  

Shaywitz, S. E., & Shaywitz, B. A. (2003). Dyslexia (specific reading disability). 

Pediatrics in Review, 24(5), 147-153. https://doi.org/10.1542/pir.24-5-147  

Shaywitz, S. E., & Shaywitz, B. A. (2005). Dyslexia (specific reading disability). 

Biological Psychiatry, 57(11), 1301-1309. 

https://doi.org/10.1016/j.biopsych.2005.01.043  

Shaywitz, S. E., Shaywitz, B. A., Pugh, K. R., Fulbright, R. K., Constable, R. T., Mencl, 

W. E., Shankweiler, D. P., Liberman, A. M., Skudlarski, P., Fletcher, J. M., Katz, 

L., Marchione, K. E., Lacadie, C., Gatenby, C., & Gore, J. C. (1998). Functional 

disruption in the organization of the brain for reading in dyslexia. Proceedings of 

the National Academy of Sciences of the United States of America, 95(5), 2636-

2641. https://doi.org/10.1073/pnas.95.5.2636  

Siegelman, M., Blank, I. A., Mineroff, Z., & Fedorenko, E. (2019). An Attempt to 

Conceptually Replicate the Dissociation between Syntax and Semantics during 

https://doi.org/10.1080/17588928.2016.1201466
https://doi.org/10.1177/1073858412440596
https://doi.org/10.1044/1092-4388(2001/032
https://doi.org/10.1044/1092-4388(2001/032
https://doi.org/10.1207/s15326942dn3001_5
https://doi.org/10.1016/j.biopsych.2003.12.019
https://doi.org/10.1056/NEJM199801293380507
https://doi.org/10.1542/pir.24-5-147
https://doi.org/10.1016/j.biopsych.2005.01.043
https://doi.org/10.1073/pnas.95.5.2636


 

 

131 

Sentence Comprehension. Neuroscience, 413, 219-229. 

https://doi.org/10.1016/j.neuroscience.2019.06.003  

Silani, G., Frith, U., Demonet, J. F., Fazio, F., Perani, D., Price, C., Frith, C. D., & 

Paulesu, E. (2005). Brain abnormalities underlying altered activation in dyslexia: 

a voxel based morphometry study. Brain, 128(Pt 10), 2453-2461. 

https://doi.org/10.1093/brain/awh579  

Simos, P. G., Breier, J. I., Fletcher, J. M., Foorman, B. R., Bergman, E., Fishbeck, K., & 

Papanicolaou, A. C. (2000). Brain activation profiles in dyslexic children during 

non-word reading: a magnetic source imaging study. Neuroscience Letters, 

290(1), 61-65. https://doi.org/10.1016/s0304-3940(00)01322-7  

Simos, P. G., Breier, J. I., Wheless, J. W., Maggio, W. W., Fletcher, J. M., Castillo, E. 

M., & Papanicolaou, A. C. (2000). Brain mechanisms for reading: the role of the 

superior temporal gyrus in word and pseudoword naming. NeuroReport, 11(11), 

2443-2447. https://doi.org/10.1097/00001756-200008030-00021  

Simos, P. G., Fletcher, J. M., Denton, C., Sarkari, S., Billingsley-Marshall, R., & 

Papanicolaou, A. C. (2006). Magnetic source imaging studies of dyslexia 

interventions. Developmental Neuropsychology, 30(1), 591-611. 

https://doi.org/10.1207/s15326942dn3001_4  

Skeide, M. A., Brauer, J., & Friederici, A. D. (2014). Syntax gradually segregates from 

semantics in the developing brain. NeuroImage, 100, 106-111. 

https://doi.org/10.1016/j.neuroimage.2014.05.080  

Skeide, M. A., & Friederici, A. D. (2016). The ontogeny of the cortical language 

network. Nature Reviews. Neuroscience, 17(5), 323-332. 

https://doi.org/10.1038/nrn.2016.23  

Snowling, M., Bishop, D. V., & Stothard, S. E. (2000). Is preschool language impairment 

a risk factor for dyslexia in adolescence? Journal of Child Psychology and 

Psychiatry, 41(5), 587-600. https://doi.org/10.1111/1469-7610.00651  

Sperling, A. J., Lu, Z. L., Manis, F. R., & Seidenberg, M. S. (2005). Deficits in 

perceptual noise exclusion in developmental dyslexia. Nature Neuroscience, 8(7), 

862-863. https://doi.org/10.1038/nn1474  

Stein, J. (2001). The magnocellular theory of developmental dyslexia. Dyslexia, 7(1), 12-

36. https://doi.org/10.1002/dys.186  

Steinbrink, C., Vogt, K., Kastrup, A., Muller, H. P., Juengling, F. D., Kassubek, J., & 

Riecker, A. (2008). The contribution of white and gray matter differences to 

https://doi.org/10.1016/j.neuroscience.2019.06.003
https://doi.org/10.1093/brain/awh579
https://doi.org/10.1016/s0304-3940(00)01322-7
https://doi.org/10.1097/00001756-200008030-00021
https://doi.org/10.1207/s15326942dn3001_4
https://doi.org/10.1016/j.neuroimage.2014.05.080
https://doi.org/10.1038/nrn.2016.23
https://doi.org/10.1111/1469-7610.00651
https://doi.org/10.1038/nn1474
https://doi.org/10.1002/dys.186


 

 

132 

developmental dyslexia: insights from DTI and VBM at 3.0 T. Neuropsychologia, 

46(13), 3170-3178. https://doi.org/10.1016/j.neuropsychologia.2008.07.015  

Steinmetz, H., & Seitz, R. J. (1991). Functional anatomy of language processing: 

neuroimaging and the problem of individual variability. Neuropsychologia, 

29(12), 1149-1161. https://doi.org/10.1016/0028-3932(91)90030-c  

Swallow, K. M., Braver, T. S., Snyder, A. Z., Speer, N. K., & Zacks, J. M. (2003). 

Reliability of functional localization using fMRI. NeuroImage, 20(3), 1561-1577. 

https://doi.org/10.1016/s1053-8119(03)00436-1  

Swift, J. R., Coon, W. G., Guger, C., Brunner, P., Bunch, M., Lynch, T., Frawley, B., 

Ritaccio, A. L., & Schalk, G. (2018). Passive functional mapping of receptive 

language areas using electrocorticographic signals. Clinical Neurophysiology, 

129(12), 2517-2524. https://doi.org/10.1016/j.clinph.2018.09.007  

Tanaka, H., Black, J. M., Hulme, C., Stanley, L. M., Kesler, S. R., Whitfield-Gabrieli, S., 

Reiss, A. L., Gabrieli, J. D., & Hoeft, F. (2011). The brain basis of the 

phonological deficit in dyslexia is independent of IQ. Psychological Science, 

22(11), 1442-1451. https://doi.org/10.1177/0956797611419521  

Temple, E., Poldrack, R. A., Salidis, J., Deutsch, G. K., Tallal, P., Merzenich, M. M., & 

Gabrieli, J. D. (2001). Disrupted neural responses to phonological and 

orthographic processing in dyslexic children: an fMRI study. NeuroReport, 12(2), 

299-307. https://doi.org/10.1097/00001756-200102120-00024  

Thiel, A., Herholz, K., von Stockhausen, H. M., van Leyen-Pilgram, K., Pietrzyk, U., 

Kessler, J., Wienhard, K., Klug, N., & Heiss, W. D. (1998). Localization of 

language-related cortex with 15O-labeled water PET in patients with gliomas. 

NeuroImage, 7(4 Pt 1), 284-295. https://doi.org/10.1006/nimg.1998.0334  

Tie, Y., Rigolo, L., Norton, I. H., Huang, R. Y., Wu, W., Orringer, D., Mukundan, S., Jr., 

& Golby, A. J. (2014). Defining language networks from resting-state fMRI for 

surgical planning--a feasibility study. Human Brain Mapping, 35(3), 1018-1030. 

https://doi.org/10.1002/hbm.22231  

Tomasi, D., & Volkow, N. D. (2012). Resting functional connectivity of language 

networks: characterization and reproducibility. Molecular Psychiatry, 17(8), 841-

854. https://doi.org/10.1038/mp.2011.177  

Torgesen, J. K., Wagner, R. K., & Rashotte, C. A. (1994). Longitudinal studies of 

phonological processing and reading. Journal of Learning Disabilities, 27(5), 

276-286; discussion 287-291. https://doi.org/10.1177/002221949402700503  

https://doi.org/10.1016/j.neuropsychologia.2008.07.015
https://doi.org/10.1016/0028-3932(91)90030-c
https://doi.org/10.1016/s1053-8119(03)00436-1
https://doi.org/10.1016/j.clinph.2018.09.007
https://doi.org/10.1177/0956797611419521
https://doi.org/10.1097/00001756-200102120-00024
https://doi.org/10.1006/nimg.1998.0334
https://doi.org/10.1002/hbm.22231
https://doi.org/10.1038/mp.2011.177
https://doi.org/10.1177/002221949402700503


 

 

133 

Torppa, M., Poikkeus, A. M., Laakso, M. L., Eklund, K., & Lyytinen, H. (2006). 

Predicting delayed letter knowledge development and its relation to grade 1 

reading achievement among children with and without familial risk for dyslexia. 

Developmental Psychology, 42(6), 1128-1142. https://doi.org/10.1037/0012-

1649.42.6.1128  

Travis, K. E., Adams, J. N., Kovachy, V. N., Ben-Shachar, M., & Feldman, H. M. (2017). 

White matter properties differ in 6-year old Readers and Pre-readers. Brain 

Structure and Function, 222(4), 1685-1703. https://doi.org/10.1007/s00429-016-

1302-1  

Trecy, M. P., Steve, M., & Martine, P. (2013). Impaired short-term memory for order in 

adults with dyslexia. Research in Developmental Disabilities, 34(7), 2211-2223. 

https://doi.org/10.1016/j.ridd.2013.04.005  

Tremblay, P., & Dick, A. S. (2016). Broca and Wernicke are dead, or moving past the 

classic model of language neurobiology. Brain and Language, 162, 60-71. 

https://doi.org/10.1016/j.bandl.2016.08.004  

Turkeltaub, P. E., Gareau, L., Flowers, D. L., Zeffiro, T. A., & Eden, G. F. (2003). 

Development of neural mechanisms for reading. Nature Neuroscience, 6(7), 767-

773. https://doi.org/10.1038/nn1065  

Tzourio-Mazoyer, N., Josse, G., Crivello, F., & Mazoyer, B. (2004). Interindividual 

variability in the hemispheric organization for speech. NeuroImage, 21(1), 422-

435. https://doi.org/10.1016/j.neuroimage.2003.08.032  

van Atteveldt, N., Formisano, E., Goebel, R., & Blomert, L. (2004). Integration of letters 

and speech sounds in the human brain. Neuron, 43(2), 271-282. 

https://doi.org/10.1016/j.neuron.2004.06.025  

van Bergen, E., van der Leij, A., & de Jong, P. F. (2014). The intergenerational multiple 

deficit model and the case of dyslexia. Frontiers in Human Neuroscience, 8, 346. 

https://doi.org/10.3389/fnhum.2014.00346  

Vandenberghe, R., Nobre, A. C., & Price, C. J. (2002). The response of left temporal 

cortex to sentences. Journal of Cognitive Neuroscience, 14(4), 550-560. 

https://doi.org/10.1162/08989290260045800  

Vandermosten, M., Boets, B., Poelmans, H., Sunaert, S., Wouters, J., & Ghesquiere, P. 

(2012). A tractography study in dyslexia: neuroanatomic correlates of 

orthographic, phonological and speech processing. Brain, 135(Pt 3), 935-948. 

https://doi.org/10.1093/brain/awr363  

https://doi.org/10.1037/0012-1649.42.6.1128
https://doi.org/10.1037/0012-1649.42.6.1128
https://doi.org/10.1007/s00429-016-1302-1
https://doi.org/10.1007/s00429-016-1302-1
https://doi.org/10.1016/j.ridd.2013.04.005
https://doi.org/10.1016/j.bandl.2016.08.004
https://doi.org/10.1038/nn1065
https://doi.org/10.1016/j.neuroimage.2003.08.032
https://doi.org/10.1016/j.neuron.2004.06.025
https://doi.org/10.3389/fnhum.2014.00346
https://doi.org/10.1162/08989290260045800
https://doi.org/10.1093/brain/awr363


 

 

134 

Vandermosten, M., Boets, B., Wouters, J., & Ghesquiere, P. (2012). A qualitative and 

quantitative review of diffusion tensor imaging studies in reading and dyslexia. 

Neuroscience and Biobehavioral Reviews, 36(6), 1532-1552. 

https://doi.org/10.1016/j.neubiorev.2012.04.002  

Vellutino, F. R., Fletcher, J. M., Snowling, M. J., & Scanlon, D. M. (2004). Specific 

reading disability (dyslexia): what have we learned in the past four decades? 

Journal of Child Psychology and Psychiatry, 45(1), 2-40. 

https://doi.org/10.1046/j.0021-9630.2003.00305.x  

Vidyasagar, T. R., & Pammer, K. (2010). Dyslexia: a deficit in visuo-spatial attention, 

not in phonological processing. Trends in Cognitive Sciences, 14(2), 57-63. 

https://doi.org/10.1016/j.tics.2009.12.003  

Vigneau, M., Beaucousin, V., Herve, P. Y., Duffau, H., Crivello, F., Houde, O., Mazoyer, 

B., & Tzourio-Mazoyer, N. (2006). Meta-analyzing left hemisphere language 

areas: phonology, semantics, and sentence processing. NeuroImage, 30(4), 1414-

1432. https://doi.org/10.1016/j.neuroimage.2005.11.002  

Vinckier, F., Dehaene, S., Jobert, A., Dubus, J. P., Sigman, M., & Cohen, L. (2007). 

Hierarchical coding of letter strings in the ventral stream: dissecting the inner 

organization of the visual word-form system. Neuron, 55(1), 143-156. 

https://doi.org/10.1016/j.neuron.2007.05.031  

Wagner, R. K. (1986). Phonological processing abilities and reading: implications for 

disabled readers. Journal of Learning Disabilities, 19(10), 623-630. 

https://doi.org/10.1177/002221948601901009  

Wagner, R. K., Torgesen, J. K., Rashotte, C. A., Hecht, S. A., Barker, T. A., Burgess, S. 

R., Donahue, J., & Garon, T. (1997). Changing relations between phonological 

processing abilities and word-level reading as children develop from beginning to 

skilled readers: a 5-year longitudinal study. Developmental Psychology, 33(3), 

468-479. https://doi.org/10.1037//0012-1649.33.3.468  

Waldie, K. E., Haigh, C. E., Badzakova-Trajkov, G., Buckley, J., & Kirk, I. J. (2013). 

Reading the wrong way with the right hemisphere. Brain Science, 3(3), 1060-

1075. https://doi.org/10.3390/brainsci3031060  

Waldie, K. E., Wilson, A. J., Roberts, R. P., & Moreau, D. (2017). Reading network in 

dyslexia: Similar, yet different. Brain and Language, 174, 29-41. 

https://doi.org/10.1016/j.bandl.2017.07.004  

Wandell, B. A., & Yeatman, J. D. (2013). Biological development of reading circuits. 

Current Opinion in Neurobiology, 23(2), 261-268. 

https://doi.org/10.1016/j.conb.2012.12.005  

https://doi.org/10.1016/j.neubiorev.2012.04.002
https://doi.org/10.1046/j.0021-9630.2003.00305.x
https://doi.org/10.1016/j.tics.2009.12.003
https://doi.org/10.1016/j.neuroimage.2005.11.002
https://doi.org/10.1016/j.neuron.2007.05.031
https://doi.org/10.1177/002221948601901009
https://doi.org/10.1037/0012-1649.33.3.468
https://doi.org/10.3390/brainsci3031060
https://doi.org/10.1016/j.bandl.2017.07.004
https://doi.org/10.1016/j.conb.2012.12.005


 

 

135 

Wang, Y., Mauer, M. V., Raney, T., Peysakhovich, B., Becker, B. L. C., Sliva, D. D., & 

Gaab, N. (2017). Development of Tract-Specific White Matter Pathways During 

Early Reading Development in At-Risk Children and Typical Controls. Cerebral 

Cortex, 27(4), 2469-2485. https://doi.org/10.1093/cercor/bhw095  

Wen, J., Yu, T., Li, Y., & Li, X. (2017). Using electrocorticography for presurgical 

language mapping in epilepsy patients. Journal of Clinical Neuroscience, 44, 320-

322. https://doi.org/10.1016/j.jocn.2017.06.015  

Wernicke, C. (1874). Der aphasische symptomencomplex: eine psychologische studie auf 

anatomischer basis., 91-145. (In G.H. Eggert [Ed.], Wernicke’s works on aphasia: 

a sourcebook and review).  

Wilson, S. M., Bautista, A., & McCarron, A. (2018). Convergence of spoken and written 

language processing in the superior temporal sulcus. NeuroImage, 171, 62-74. 

https://doi.org/10.1016/j.neuroimage.2017.12.068  

Wilson, S. M., Bautista, A., Yen, M., Lauderdale, S., & Eriksson, D. K. (2017). Validity 

and reliability of four language mapping paradigms. NeuroImage. Clinical, 16, 

399-408. https://doi.org/10.1016/j.nicl.2016.03.015  

Wise, R., Chollet, F., Hadar, U., Friston, K., Hoffner, E., & Frackowiak, R. (1991). 

Distribution of cortical neural networks involved in word comprehension and 

word retrieval. Brain, 114 ( Pt 4), 1803-1817. 

https://doi.org/10.1093/brain/114.4.1803  

Wise, R., Hadar, U., Howard, D., & Patterson, K. (1991). Language activation studies 

with positron emission tomography. Ciba Foundation Symposium, 163, 218-228; 

discussion 228-234. https://doi.org/10.1002/9780470514184.ch13  

Wong, C., & Gallate, J. (2012). The function of the anterior temporal lobe: a review of 

the empirical evidence. Brain Research, 1449, 94-116. 

https://doi.org/10.1016/j.brainres.2012.02.017  

Wright, B. A., Bowen, R. W., & Zecker, S. G. (2000). Nonlinguistic perceptual deficits 

associated with reading and language disorders. Current Opinion in 

Neurobiology, 10(4), 482-486. https://doi.org/10.1016/s0959-4388(00)00119-7  

Yeatman, J. D., Dougherty, R. F., Rykhlevskaia, E., Sherbondy, A. J., Deutsch, G. K., 

Wandell, B. A., & Ben-Shachar, M. (2011). Anatomical properties of the arcuate 

fasciculus predict phonological and reading skills in children. Journal of 

Cognitive Neuroscience, 23(11), 3304-3317. 

https://doi.org/10.1162/jocn_a_00061  

https://doi.org/10.1093/cercor/bhw095
https://doi.org/10.1016/j.jocn.2017.06.015
https://doi.org/10.1016/j.neuroimage.2017.12.068
https://doi.org/10.1016/j.nicl.2016.03.015
https://doi.org/10.1093/brain/114.4.1803
https://doi.org/10.1002/9780470514184.ch13
https://doi.org/10.1016/j.brainres.2012.02.017
https://doi.org/10.1016/s0959-4388(00)00119-7
https://doi.org/10.1162/jocn_a_00061


 

 

136 

Yeatman, J. D., & White, A. L. (2021). Reading: The Confluence of Vision and 

Language. Annual Review of Vision Science, 7, 487-517. 

https://doi.org/10.1146/annurev-vision-093019-113509  

Zatorre, R. J., Evans, A. C., Meyer, E., & Gjedde, A. (1992). Lateralization of phonetic 

and pitch discrimination in speech processing. Science, 256(5058), 846-849. 

https://doi.org/10.1126/science.1589767  

Zhang, B., He, S., & Weng, X. (2018). Localization and Functional Characterization of 

an Occipital Visual Word form Sensitive Area. Scientific Reports, 8(1), 6723. 

https://doi.org/10.1038/s41598-018-25029-z  

Ziegler, J. C., & Goswami, U. (2005). Reading acquisition, developmental dyslexia, and 

skilled reading across languages: a psycholinguistic grain size theory. 

Psychological Bulletin, 131(1), 3-29. https://doi.org/10.1037/0033-2909.131.1.3  

 

 

https://doi.org/10.1146/annurev-vision-093019-113509
https://doi.org/10.1126/science.1589767
https://doi.org/10.1038/s41598-018-25029-z
https://doi.org/10.1037/0033-2909.131.1.3


 137 

CURRICULUM VITAE 



 

 

138 


	“In fact, if we are to understand ourselves better than we do now, I have no doubt that we must try to unravel all these complicated activities of the living matter in our brain.”
	ACKNOWLEDGMENTS
	ABSTRACT
	TABLE OF CONTENTS
	LIST OF TABLES
	LIST OF FIGURES
	LIST OF ABBREVIATIONS
	CHAPTER I: Introduction
	1. Origins of language mapping
	2. Introduction of fMRI for localizing language
	3. Standard group analysis vs. individual functional localization
	4. Language and reading: network organization
	4.1. Reading network

	5. Developmental dyslexia
	5.1.  Functional studies of dyslexia
	5.2. Structural studies of dyslexia

	6. Dissertation studies

	CHAPTER II: Efficient functional localization of language regions in the brain
	1.  Introduction
	2. Materials and Methods
	2.1. Participants
	2.2. In-Scanner Tasks
	2.2.1. Language Localizer
	2.2.2. Spatial Working Memory
	2.3. MRI Data Acquisition
	2.4. MRI Data Analysis
	2.4.1. Group-constrained subject-specific (GCSS) analysis

	3. Results
	3.1. Parcellation of language regions and their functional selectivity
	3.2. Stability of language regions identified by shortened localizers
	3.3. Reliability of language regions identified in reduced data

	4. Discussion
	5. Conclusions

	CHAPTER III: Functional selectivity of the cortical language network is intact in dyslexia
	1. Introduction
	2. Materials and Methods
	2.1. Participants
	2.2. In-Scanner Tasks
	2.3. MRI Data Acquisition
	2.4. MRI Data Analysis
	2.4.2. Group-constrained subject-specific (GCSS) analysis
	2.4.3. fROI definition and sampling

	3. Results
	3.1. Univariate group activation and difference in controls vs. dyslexia
	3.2. GCSS parcellation in controls vs. dyslexia
	3.3. fROI selectivity in controls vs. dyslexia

	4. Discussion
	5. Conclusions

	CHAPTER IV: Structural connectivity within the cortical language network in dyslexia
	1. Introduction
	2. Materials and Methods
	2.1.  Participants
	2.2. MRI Data Acquisition
	2.3.  MRI Data Analysis
	2.3.1. Preprocessing for probabilistic tractography
	2.3.2. fROI masks for tractography
	2.3.3. Probabilistic tractography analysis

	3. Results
	4. Discussion
	5. Conclusions

	CHAPTER V: Conclusions
	1. Optimizing efficiency of the functional language localizer
	2. Functional language architecture in dyslexia

	APPENDIX A
	APPENDIX B
	APPENDIX C
	APPENDIX D
	APPENDIX E
	APPENDIX F
	BIBLIOGRAPHY
	CURRICULUM VITAE



