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Abstract

Rapid changes are observed in oceanic and coastal environments around the world due
to global temperatures increases, ocean acidification and changing weather patterns -
anthropogenic climate change. These changes have large effects on the ecosystems of
the ocean. In order to understand the effects and possibly mitigate their consequences,
it is necessary to increase and improve the environmental monitoring of the ocean. Op-
tical properties of natural waters within the visible spectrum is closely linked to proper-
ties of phytoplankton, the foundation of oceanic ecosystems, as well as other particles
on the micrometer and sub-micrometer scale in the water mass. Optical measurements
can thus give us valuable information about the particle content of the water and the
state of the ecosystem.

The volume scattering function (VSF) is a fundamental optical property describing
how much light is scattered by a medium and in what direction the light is scattered. In
natural waters, by far most of the light is scattered in the very forward direction, which
makes it technically challenging to measure the VSF. The LISST-VSF is the first com-
mercially available instrument for field measurements of the VSF over a large angular
domain. To trust the measurements, it is important to validate the performance of in-
strument and identify any error sources, in particular the valid range of the instrument,
given that scattering coefficients of natural waters can span three orders of magnitude.

In this thesis, I have characterised LISST-VSF measurements using both in situ
measurements of highly contrasting water types, controlled laboratory measurements,
and Monte Carlo simulations of instrument geometry. Similar aspects have been in-
vestigated for the LISST-200X, which measures the VSF at angles 0.04-13◦ at 670
nm.

In Paper I, these two instruments are calibrated and validated using polymer beads
and in situ measurements spanning from clear waters on the North Pole to highly turbid
glacial meltwater. The measurements demonstrated that due to instrument design, the
LISST-200X only gives valid scattering measurements in moderate-to-turbid waters.
The LISST-VSF gives valid measurements also in clear waters (however with a loss in
precision), but is limited by multiple scattering errors in more turbid waters.

Multiple scattering effects on LISST-VSF measurements are investigated in detail
in in Paper II and III. For this purpose, a Monte Carlo simulation was developed and
validated with experimental data, and subsequently used to simulate LISST-VSF mea-
surements with Fournier-Forand and Henyey-Greenstein phase functions. We demon-
strated that the multiple scattering can yield uncertainties of 10% when the scattering
coefficient is 1 m−1, which significantly restricts the accurate measurement range of
LISST-VSF. LISST-200X is less affected by this error due to its shorter path length.

Scattering can be an error source for other optical measurements as well. In Paper
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IV, we attempt to correct in situ depth profiles of absorption coefficients measured with
the ac-s instrument using VSF measurements collected with the LISST-VSF in coastal
waters. We show that this method does not show a clear and consistent improvement
over existing methods, which are simpler to use but make strong assumptions about
absorption and scattering properties. The discrepancies in the VSF correction can be
attributed to several different confounding factors, such as spatial variability and mul-
tiple scattering, which are exceedingly propagated to the corrected absorption values.
Nevertheless, VSF measurements are found useful to analyze the scattering error. We
show that the VSF between 5-90◦ can contribute significantly to the scattering error,
depending on the phase function and the reflectance efficiency of the reflective tube.
Moreover, by simulating the VSF wavelength-dependency using Mie theory, we show
that particle sub-populations with diameters close to the wavelength can explain why
scaling the scattering error with the scattering coefficient sometimes fails.
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Chapter 1

Introduction

In 2015, scientists discovered that the estimated number of trees on Earth, 400 billion,
was a severe underestimation (Crowther et al., 2015). By comparing satellite data with
on-the-ground tree counting in various regions, they uncovered that the global num-
ber of trees was nearly an order of magnitude larger, approximately 3 trillion trees.
In the same study, the authors also found that this number has fallen with about 46%
since the beginning of human civilization. Another study determined that there is now
nearly an order of magnitude more humans (in biomass) than all wild mammals com-
bined (Bar-On et al., 2018). Humans are greatly affecting the natural environments on
Earth, and monitoring the biosphere accurately is a considerable challenge to this day.
Increased and improved observations of the Earth are vital to understand and possibly
mitigate ecological changes due to climate change or other environmental disruptions
(Guo et al., 2015; Ryabinin et al., 2019).

Figure 1.1: A Sentinel-2 ocean color image (color-enhanced) shows the considerable impact terrestrial
run-off have on the surrounding coastal waters in the Arctic archipelago of Svalbard, Norway. The
Arctic region is already strongly affected by climate change, and fundamental ecological changes are
expected in the upcoming decades due to decreasing sea-ice and glaciers.

The ocean covers 71% of the surface of the Earth and is of great economic and
social value in addition to its immeasurable ecological importance (Costanza, 1999).
While the ocean may seem unchangeable and limitless in size, it can be and is affected
by human activity. Ocean resources can be depleted, pollution disrupts the ocean envi-
ronment, and anthropogenic climate change has a wide range of physical and chemical
manifestations in the ocean, leading to cascading consequences throughout the ocean
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ecosystem. However, ocean environments have been severely under-sampled, espe-
cially the biogeochemical properties (Claustre et al., 2020). Thus, there is a knowledge
gap concerning the sustainable human activity in the ocean. How can we utilize the
ocean without damaging it? United Nations has proclaimed a Decade of Ocean Science
for Sustainable Development from 2021 to 2030, aiming to narrow this knowledge gap
(Ryabinin et al., 2019). Knowledge of the ocean is stated as a "pre-requisite to the de-
velopment of sustainable ocean economic policies and ecosystem-based management.
[. . . ] One cannot manage what one cannot measure.".

Our monitoring of biogeochemical properties and ecosystem dynamics of the ocean
is less developed than of physical quantities such as temperature, salinity, waves and
currents (Claustre et al., 2020). The physical properties are measured with instru-
mentation validated to very high accuracy, which can be deployed on a large variety
of sensor platforms. The measurements are used to understand processes and trends,
and assimilated into advanced numerical models for ocean circulation that are built on
decades of theoretical and observational research (Johnson et al., 2021). Ocean circu-
lation is thus well-constrained within the field of physical oceanography, meanwhile
the biogeochemical dynamics of the ocean require inherently an interdisciplinary ap-
proach. There are many more variables involved, which have complex relationships
and are often difficult to measure even in a laboratory. Optical measurements have con-
tributed greatly to the current knowledge on primary productivity and the biological
carbon pump of the ocean, especially through the use of satellite observations starting
in the 1970s (Blondeau-Patissier et al., 2014). We have also learned a lot about the re-
lationships between optical and biogeochemical properties through shipborne surveys,
which has formed the foundation for satellite observations using visible light, ocean
color remote sensing. In the past decade, optical measurements have been increasingly
deployed on autonomous platforms, which opens up new regions of the ocean for envi-
ronmental monitoring using optics. Monitoring of coastal regions may benefit greatly
from ocean color satellite observations, but coastal waters are considerably more opti-
cally complex and thereby more difficult to measure accurately than the open ocean.

Absorption and scattering govern underwater light propagation (Mobley, 1994).
These inherent optical properties (IOPs) are difficult to measure in situ with high de-
tail and accuracy. The fundamental scattering property is the volume scattering func-
tion (VSF), which describes how much light is scattered in each direction. This is a
multidimensional property depending both on scattering angle and wavelength, and is
particularly challenging to measure due to the extreme dynamical range present in a
single measurement. The particulate VSF dominates scattering in the ocean and is gov-
erned by particle size, composition and inner structure. VSF measurements may thus
provide detailed observations of suspended particles in the ocean. Due to the technical
challenges, instrumentation for measuring the full VSF in situ has been scarce, but a
recently released commercial instrument, the LISST-VSF (Sequoia Sci.), can measure
the VSF across a wide angular domain in situ down to a depth of 50 metres (Slade et al.,
2013). These measurements will also improve ocean color satellite observations and
other in situ optical measurements, which are more routinely measured. However, these
new instruments need to be validated and characterised to know that the measurements
are robust and accurate. In situ optical measurements often demand assumptions about
the optical properties of the water and involve confounding factors and uncertainties,
which must be tested and identified.
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In this thesis, I have evaluated LISST-VSF and LISST-200X measurements across
the entire validity range of the instrument. This includes identifying a variety of pos-
sible error sources in situ, establishing measurement limits and replicating validation
studies within the measurement range. Fieldwork has been conducted in the central
Arctic Ocean, from the marginal ice zone to to the ice-covered North Pole, and in
coastal waters in Western Norway and Svalbard, covering almost the entire range of
scattering properties possible to find in natural waters. Laboratory bench-top measure-
ments with a wide range of polymer bead sizes and concentrations have also been used
to calibrate and validate instrument performance. A Monte Carlo simulation of the
LISST-VSF instrument has been developed and used to investigate effects of multi-
ple scattering on the VSF measurements. In addition, LISST-VSF measurements have
been used to correct depth-resolved absorption measurements made with the widely
used ac-s instrument. This correction method should in principle correct the absorption
without any assumptions about the IOPs. It is compared with simpler empirical models
in optically and spatially complex coastal waters.

Objectives and structure

The main objective of this doctoral study is to assess whether VSF measurements with
the recently released LISST-VSF and LISST-200X instruments are trustworthy and
accurate in a wide range of natural waters.

To address and expand upon the main objective, the doctoral study is organized into
the following secondary goals:

• Goal I: Find valid measurement ranges of the LISST-VSF and LISST-200X in
natural waters.

• Goal II: Identify key error sources in the scattering measurements of the LISST-
VSF and LISST-200X instruments.

• Goal III: Quantify the effect of multiple scattering on the measured volume scat-
tering functions.

• Goal IV: Assess whether measured volume scattering functions be used to cor-
rect ac-s absorption measurements, in particular depth profiles. Does this correc-
tion method yield more accurate absorption coefficients than existing empirical
methods?

The thesis is outlined as follows. First, there is section detailing the scientific back-
ground of the study, including a brief history of marine optics, why it is more important
than ever to monitor the ocean, and the state-of-the-art of in situ scattering and ab-
sorption measurements in the ocean. A short review on how absorption and scattering
properties are connected to the observed light propagation in the ocean is given, in ad-
dition to an overview of different measurement platforms. Then follows a description
of the LISST instruments and how the scattering data is processed into volume scat-
tering measurements, and their error sources. Furthermore, I include a treatment of
how scattering causes inaccuracies in ac-9/s measurements and how they are corrected.
Afterwards, an introduction to each of the four publications is given, before I give my
concluding remarks of the doctoral study and my outlook for further research. The final
part of the thesis is the scientific results, consisting of the four publications.



4 Introduction



Chapter 2

Scientific background

Figure 2.1: The first instrument for measuring underwater optics was the simple Secchi disk from the
19th century. Photograph from Pitarch (2020), used with permission.

2.1 A short view back to the past

Marine optics is relatively young branch of science, being on the intersect be-
tween physics and oceanography, but observations of the transparency of water have
been found in ship logbooks from many ocean explorations throughout the centuries
(Pitarch, 2020). During a Russian expedition to find the Northeast passage in 1815-
1818, the German naturalist Adelbert von Chamisso found a method of measuring wa-
ter transparency quantitatively by lowering a whitened disk down to the depth to where
it vanishes in the surrounding water (Wernand, 2010). The method was adapted by sev-
eral other ocean expeditions in the 1800s, using everything from painted iron pots to
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dinner plates as optical instrumentation (Wernand, 2010). Angelo Secchi, most famous
as a founding figure of modern astronomy, standardised and made rigorous studies of
the method in 1865 and 1866 (Chinnici and Consolmagno, 2021; Pitarch, 2020). The
measurement is henceforth known as the Secchi depth and is measured using a Secchi
disk.

The Challenger expedition of 1872-1876 is considered the birth of modern oceanog-
raphy with systematic surveys of the large ocean, measuring important ocean currents
such as the Gulf Stream (Apel, 1987). Another remarkable transition point in the his-
tory of ocean exploration was the Fram expedition of 1893-1896. The expedition would
explore one of the last white spots on the world map by crossing the Arctic Ocean,
and hopefully reach the North Pole on the way. Earlier it was actually theorized that
the Greenland landmass reached all the way to the North Pole. However, they found
the Arctic Ocean to be deeper than their 3400 metres of measurement wire, and they
did novel measurements of salinity using electrical conductivity (Baker, 1981; Hunt-
ford, 1997). Nansen’s observations of wind and ocean currents in the high Arctic led
Swedish oceanographer Vagn Walfrid Ekman to apply classical fluid mechanics to the
atmosphere-ocean boundary, and found that wind and the Coriolis force can drive cir-
culation in upper ocean (Apel, 1987).

The two world wars accelerated the development of ocean science. Submarines and
amphibious operations made it important to have more knowledge of the ocean than
the enemy, and successful developments such as the sonar and wave propagation paved
the way for ambitious and technologically advanced ocean science after World War II
(Apel, 1987; Munk, 2013). Marine optics, or optical oceanography, also advanced into
the modern era during the post-war decades. Some measurements on the vertical and
spectral distribution of the underwater light field (apparent optical properties, see 2.3.3)
were done in the inter-water years, in particular after the discovery of the photoelectric
effect (Antoine et al., 2014; Jerlov, 1968). There were even a few studies on light
scattering and transmittance in water, but the research was experimental in nature and
had often military applications.

In the 1960s, there was a change in direction towards more fundamental research on
the optical properties of natural waters, including detailed measurements on absorption
and scattering properties (Antoine et al., 2014; Zaneveld, 2013). Theoretical or empiri-
cal relationships were found between the first fragmented IOP measurements and ocean
constituents like suspended particles and water itself, for instance by applying electro-
magnetic theory to particle properties like size and refractive index (Antoine et al.,
2014). Considerable progress was also made on computing the underwater light field
using radiative transfer modelling. This became even more relevant after the launch
of the Coastal Zone Color Scanner in 1978, the first radiometer designed for satellite
remote sensing of ocean color (Hovis et al., 1980).

In 1970, Clarke et al. demonstrated that it was possible to estimate chlorophyll
concentration from surface reflectance measurements made from an aircraft. After the
emergence of remote sensing using satellites, global observations of chlorophyll could
be made from satellite imagery. Ocean color remote sensing (visual spectrum satel-
lite observation) is now widely used for environmental monitoring (Blondeau-Patissier
et al., 2014). In the past decades, a considerable part of the research conducted within
marine optics has been directed towards validating and improving the accuracy of these
observations (Werdell et al., 2018). A wide assortment of advanced in situ optical in-
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strumentation has also been been developed to fill the knowledge gaps of the optical
ocean, see section 2.3 (Moore et al., 2009). Nevertheless, the simple Secchi-disk mea-
surements are still useful 200 years after their invention, especially when looking at
long-term trends connected to climate change (Opdal et al., 2019).

Figure 2.2: Phytoplankton and other oceanic particles are now routinely observed from space with
satellites measuring visible light, here an illustration showing the Sentinel-3 satellite passing over
Barents Sea. Copyright: ESA/ATG medialab.

2.2 The changing marine environment

Despite its somewhat opaque and homogeneous appearance to a person on a ship or
on the shore, the ocean is a highly diverse and dynamic environment driven by a large
number of complex physical processes such as the Coriolis force, differences in radia-
tive forcing, interactions with the atmosphere and the ocean bottom, tidal forces, and
internal processes such as viscous forcing and diffusion (Apel, 1987). The processes
span spatial scales from global to microscopic (Basterretxea et al., 2020).

Life exists at all depths of the ocean, from the surface to the bottom of the Mari-
ana Trench more than ten thousand metres below (Takami et al., 1997). The majority
of marine life is concentrated near the surface where light is available for photosyn-
thesis. Microscopic marine plants, phytoplankton, forms the backbone of the marine
ecosystem and contributes about half of the global primary production. On the other
hand, only ∼1% of the plant biomass in the biosphere is phytoplankton, and the entire
phytoplankton biomass is renewed (produced and consumed) every 2-6 days (Behren-
feld, 2014; Behrenfeld and Falkowski, 1997). The rapid turnover makes phytoplankton
highly sensitive to environmental changes compared to other types of biomass, and be-
cause the biomass consists of microscopic particles diffused in the water mass, it is
difficult to monitor (Behrenfeld et al., 2016). Phytoplankton biomass can be consumed
by other organisms, or it can sink down to the bottom of the deep ocean, acting as a car-
bon sink. The biological carbon pump of the ocean is a complicated process and there
are still considerable knowledge gaps (Siegel et al., 2016).

The ocean is changing. In the past decades, an increase in ocean temperatures have
been observed globally (Wijffels et al., 2016), as well as a rise in average sea-level
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(Nerem et al., 2018), a dramatic loss of sea-ice (Onarheim et al., 2018; Polyakov et al.,
2017), ocean acidification (Doney et al., 2009), and increased stratification (Li et al.,
2020). Stratification inhibits transportation processes in the ocean, consequently will a
stronger stratification yield less nutrients in the upper ocean (Moore et al., 2018), less
dissolved oxygen (Keeling et al., 2010), and thus dramatically changed conditions for
marine ecosystems (Behrenfeld et al., 2016; Doney et al., 2012). All of these observed
changes are manifestations of anthropogenic climate change (IPCC, 2021). Human ac-
tivity is also disrupting marine ecosystems in other ways, for instance through pollution
and over-fishing (Crain et al., 2008).

Coastal environments are of particular importance both ecologically, economically
and socially, with their large biodiversity and often high population densities (Martínez
et al., 2007). Coastal waters interact with land and the bathymetry, for instance through
terrestrial run-off or coastal upwelling, which adds additional layers of complexity to
our understanding of the physical and biological processes (Cloern et al., 2014; John-
son et al., 1999). Terrestrial run-off and upwelling processes provide important nu-
trients for ecosystems, but also suspended particles that inhibit light from penetrating
deep into the water masses. The euphotic zone depth, the maximum depth considered
to have enough light to support photosyntesis, ranges from less than 5 meters to 200
meters depending on the water constituents (Lee et al., 2007; Morel et al., 2007). The
underwater light environment has also been impacted by climate changes. An increase
in precipitation has led to more terrestrial discharge from rivers or glaciers, yielding
higher concentrations of particulate and dissolved matter in coastal waters, which in
turn increases the light attenuation (Frigstad et al., 2020). This phenomenon is called
darkening and is expected to have wide-ranging consequences in coastal marine ecosys-
tems (Opdal et al., 2019).

The ocean is a diverse and dynamic environment, both on shorter and longer time
scales. It is also chronically under-sampled (Claustre et al., 2020). The transport of
light into the ocean is crucial for marine ecosystems, but marine life also modifies the
light transport, together with other types of particles and dissolved matter. It is conse-
quently important to understand optical properties of natural waters and their optically
active constituents, both to know more about the interaction between light and the ocean
environment and to measure properties of the ocean more effectively.

2.3 Inherent optical properties

Consider a beam of light passing through a small volume of water, which contains vari-
ous particles or dissolved substances. What can happen to the light in this beam? Most
of the light will pass through undisturbed. Some of the light will change direction,
most likely due to particles in the water. This is called scattering. Another fraction
of the light will be absorbed by the water volume, such that radiant energy is trans-
formed into thermal or chemical energy. Absorption and scattering are the primary
processes for radiative transport in the ocean (Mobley, 1994). Other minor processes
include fluorescence, bioluminescence and Raman scattering. The principle of radia-
tive transfer modelling is to divide the ocean into many small water volumes with fixed
absorption and scattering properties, and from that simulate the propagation of light
through the water column. Accurate measurements of absorption and scattering prop-
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Figure 2.3: The major physical processes for light transport in natural waters. Light passing through
a (very small) volume of water can either be scattered, absorbed, or transmitted.

erties are consequently of high importance for modelling the behaviour of light in the
ocean. Moreover, absorption and scattering properties are governed by the properties
of particles and dissolved matter in the water, as well as water itself. This means that
IOP measurements can serve as useful proxies for observing the state of the ocean.

2.3.1 Scattering
Scattering is a phenomenon deeply engrained into electromagnetic theory (Mishchenko,
2009), but also of uttermost importance in environmental optics. All natural light vis-
ible around us except direct sunlight is due to scattering. When describing nature we
need more simplified models compared to those found in electromagnetic theory, and
typically electric and magnetic components are neglected. The most fundamental def-
inition of scattering commonly given within optical oceanography literature is the vol-
ume scattering function β (θ ,λ ) (or VSF). The VSF describes the magnitude and an-
gular distribution of scattered light from an arbitrary light beam. It is mathematically
defined as

β (θ ,λ ) =
∂ I

E∂V
. (2.1)

Here, E is the irradiance of an incident beam entering an infinitesimal volume dV ,
dI is the radiant intensity of the scattered light in the direction θ . In natural waters,
scattering is assumed to occur due to randomly oriented particles. Consequently, the
VSF depends only on θ , the angle between the direction of the incident light and the
direction of the scattered light, and the wavelength λ .

In natural waters, the VSF is typically extremely forward-peaked (up to ∼107 times
larger at small angles than at large angles), meaning that most of the scattered light
will barely change direction. Nevertheless, large-angle scattering is disproportionally
important for ocean color remote sensing, which depends on scattering causing water-
leaving radiances that are detectable from satellite (Werdell et al., 2018). The shape and
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properties of the backward VSF (>90◦) have thus been of considerable research inter-
est (Mobley et al., 2002; Stramski et al., 2004; Sullivan and Twardowski, 2009; Zhang
et al., 2021). The shape of the full VSF is often assumed to have a low spectral de-
pendence, while the magnitude often vary with wavelength. The scattering coefficient
b describes the VSF magnitude, and is calculated from integrating the VSF over all
angles,

b(λ ) = 2π

∫ 180◦

0◦
β (θ ,λ )sinθdθ . (2.2)

The scattering coefficient is a somewhat more intuitive physical parameter. Over a
certain path length L, the fraction of a light beam which has not been scattered is given
by e−bL. This is the Beer-Lambert law for scattering. Due to the forward-peaked VSF
in natural waters, most of the scattering coefficient will be decided by the small-angle
VSF (less than ∼10◦). The shape of the VSF is commonly described using the phase
function,

p(θ ,λ ) =
β (θ ,λ )

b(λ )
. (2.3)

Furthermore, the backscattering coefficient is computed by integrating VSF over all
angles above 90◦,

bb = 2π

∫ 180◦

90◦
β (θ)sinθdθ , (2.4)

and the shape of the backward VSF is often described by the shape factor χp(θ) =
bb/2πβ (θ).

Figure 2.4: The VSF of monodisperse polymer beads at 515 nm plotted together with corresponding
LISST-VSF measurements. The VSF varies considerably with particle size.
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Given that the structure, size and composition (real and imaginary refractive in-
dex) is known, the VSF and absorption of a single particle can be computed using
electromagnetic theory (Mishchenko et al., 1996). This is however far too demanding
and impractical for most purposes. A very practical theoretical model is Mie scat-
tering, which is the analytical solution of scattering from homogeneous spheres (Mie,
1908). It depends only on particle diameter and concentration, the refractive index of
the spheres and the surrounding medium, and the vacuum wavelength of the incom-
ing light. It has been shown to be accurate for monodisperse polymer spheres, note the
variation with particle diameter in Figure 2.4. The relatively cost-effective computa-
tion means that it can be used to model spectral scattering from distributions of particles
(Boss and Pegau, 2001; Twardowski et al., 2001; Ulloa et al., 1994), as well as com-
puting particle size distributions from inversion of scattering measurements (Agrawal
and Pottsmith, 2000). The validity of the Mie scattering for modelling ocean particles
has been challenged, as spheres are generally not representative of oceanic particles,
but it has shown a surprising ability to retrieve physical characteristics of non-spherical
particles (Clavano et al., 2007; Karp-Boss et al., 2007). In the backward direction,
structural complexity of phytoplankton cells has been found to explain observed dis-
crepancies between measured backscattering in the open ocean and predictions by Mie
scattering (Organelli et al., 2018).

Figure 2.5: Illustration plot of the key governing factors for the VSF which can be modelled with Mie
theory. The black line shows the baseline case, with Junge slope J = 3.8, and relative refractive index
n = 1.03. The relative refractive index is increased to 1.1 for the blue line, the red line shows the VSF
if an imaginary refractive index is introduced (n = 0.001) and the green shows the VSF if the laser
wavelength is increased to 700 nm. The two dashed black lines shows the VSF if (1) the Junge slope is
increased to J = 4.5 yielding more small particles, or (2) a subpopulation of 5 µm particles (median
diameter) has been added.

Mie scattering modelling can aid in understanding the effects of four different pa-
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rameters on the VSF; the particle size (distribution), the real (bulk) refractive index, the
imaginary (bulk) refractive index, and the wavelength. These effects are illustrated in
Figure 2.5. The baseline case (black line) is based on a power law-distribution (Junge
slope J = 3.8), with a relative refractive index n = 1.03, and the wavelength 515 nm. A
power law-distribution means that the number concentration of particles with diame-
ter D follow the distribution n(D) ∝ D−J. The resulting VSF is reasonably realistic for
natural waters. When the refractive index is increased to 1.1 (blue), there is more scat-
tering at all angles larger than 3◦. Consequently, backscattering coefficients can vary
considerably with the refractive index. The imaginary refractive index (red line) have
more subtle effect on the VSF, shown in the figure to slightly decrease scattering be-
tween 0.3◦ and 10◦, however absorption effects on the VSF can vary considerably with
particle size (Slade and Boss, 2006).

The particle size distribution affects the VSF at all angles. A smaller average par-
ticle size (J = 4.5, dashed line) yields both an increase in backward scattering and
decreased forward scattering in Figure 2.5. On the other hand, by adding a narrowly
log-normal distributed sub-population of 5 µm median size particles to the baseline
case, we see an increased VSF within a relatively narrow angular domain. Forward
scattering of visible light is particularly sensitive to the particle size of particles within
the size range ∼1-300µm, which forms the underlying principle for measuring particle
size distributions using LISST-instruments. According to Mie theory, the VSF do not
actually depend on particle size, but the size parameter x = 2πDnw/λ , where D is the
particle diameter, nw is the refractive index of water, and λ is the vacuum wavelength
of the incident light. Thus, a narrow size distribution may actually depend strongly on
the wavelength. However, for power-law size distributions the wavelength-dependence
is relatively weak, as seen in Figure 2.5. This is consistent with the Fournier-Forand
phase function, which is a widely used approximate model of the VSF in natural wa-
ters (Fournier and Forand, 1994). It is based on the assumption that particles follow
a power-law distribution, and yields a spectrally independent phase function which is
governed by the Junge slope and bulk refractive index.

Our current knowledge about the full VSF in the ocean comes from a relatively
limited set of measurements. Few instruments have been available, and in situ mea-
surements have been difficult to conduct with the existing instrumentation. The largest
technical challenge when designing a VSF instrument is the dynamical range of the
VSF, making the instruments impractically large or yielding a slow sampling rate (Slade
et al., 2013). Thus, the early VSF measurements made by Petzold in the 1970s has had
a prominent position within the ocean optics community, which otherwise has relied
mostly on approximate models of the VSF (Petzold, 1972). The Multispectral Volume
Scattering Meter (MVSM) is a prototype scattering meter measuring the VSF at eight
different wavelengths, but only above 10◦, which excludes a large portion of the scat-
tering (Lee and Lewis, 2003). The Multi-Angle Scattering Optical Tool (MASCOT)
is another in situ VSF instrument, measuring at 658 nm between 10-170◦ (Sullivan
and Twardowski, 2009). The only commercially available instrument for measuring
the VSF over a large angular domain is the LISST-VSF. It measures the angular do-
main 0.09-150◦) at a single wavelength, 515 nm, down to a depth of 50 m. Other
LISST-instruments can give VSF measurements of forward scattering (<15◦), but re-
quires specialized calibration for correct absolute values (Slade and Boss, 2006).

On the other hand, optical instruments for measuring other scattering properties
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have been widely used for many years. Attenuation, the sum of the scattering and
absorption coefficient, is in principle easy to measure as it only requires accurate mea-
surements of an incident and transmitted light beam, and thus many attenuation meters
(transmissiometers) exists. As scattering is the dominating physical process compared
to absorption in parts of the visible spectrum, the scattering coefficient may be approx-
imated by the measured attenuation coefficient at certain wavelengths. Instruments
like the Sea-Bird ac-9 or ac-s measures both the absorption and attenuation coefficient
over many wavelengths, enabling more accurate scattering coefficient measurements
by computing b = c−a (Twardowski et al., 1999).

The backscattering coefficient is another commonly measured optical property, in
particular after the inclusion in the biogeochemical-Argo program (Roemmich et al.,
2019). However, for backscattering sensors the measured property is actually not the
backscattering coefficient, but a VSF value across a narrow angular domain, typically in
the region 115◦ to 140◦. Studies have shown that the shape of the VSF varies relatively
little in this angular region, and there is thus a strong relationship between the measured
VSF and the backscattering coefficient (Boss and Pegau, 2001; Chami et al., 2006a;
Oishi, 1990; Sullivan and Twardowski, 2009; Zhang et al., 2021). Based on this, several
commercial backscattering meters have been developed, such as the ECO-BB (WET
Labs) and Hydroscat (HOBI Labs), which measures the backscattering multi-spectrally.

Turbidimeters are similar to backscattering sensors, but measures the scattering
close to 90◦ (correspondingly called side-scattering), normally at relatively long wave-
lengths such as 860 nm. Turbidity measurements are typically not calibrated to any
physical properties, but to empirically determined units such as NTU or FTU. A recent
study by Wong et al. (2020) demonstrated that a turbidimeter can be used to measure
the backscattering coefficient by finding a relationship between NTU and bb from in
situ and laboratory measurements. However, both VSF measurements and theory sug-
gests that the relationship between side-scattering (VSF at 90◦) and the backscattering
coefficient is weaker than the relationship at 120◦. Differences in particle composi-
tion and size distribution can lead to large uncertainties in the bb-value derived from
side-scattering. Nevertheless, turbidimeters persists as one of the most widely used
environmental optics instrumentation due to their application for cost-effective water
quality measurements.

Scattering measurements have been found to be useful and accurate proxies for
different particulate properties in natural waters. Several studies have shown that sus-
pended particulate matter (SPM) concentration has strong relationships with the atten-
uation, scattering and backscattering coefficient as well as turbidity (Boss et al., 2009a;
Neukermans et al., 2012; Reynolds et al., 2016). Moreover, the attenuation coefficient
often follows a power law dependence on wavelength,

cp(λ ) ∝ λ
−γ . (2.5)

The spectral slope γ has been found to correlate with particle size both through obser-
vations and in theory (Boss et al., 2001; Slade and Boss, 2015). A similar relationship
has also been observed for the backscattering coefficient (Slade and Boss, 2015). How-
ever, a recent study by Organelli et al. (2020) shows that these relationships are not
necessarily valid in all ocean environments. Whether the backscattering ratio bb/b is
wavelength-independent or not has been the subject of some debate in the ocean op-
tics community, with several studies supporting wavelength-independence (Huot et al.,



14 Scientific background

2008; Slade and Boss, 2015; Ulloa et al., 1994; Whitmire et al., 2007, 2010), while
other studies show that there can be non-negligible spectral dependence (Antoine et al.,
2011; Chami et al., 2005; McKee et al., 2009; Soja-Woźniak et al., 2019; Sun et al.,
2019). For the full VSF, a spectrally independent bb/b strongly implies limited spec-
tral variation of the phase function. By using the backscattering ratio together with the
Junge slope (derived from the attenuation slope), the bulk refractive index can be es-
timated, enabling assessments whether the suspended particles consist of organic and
inorganic matter (Twardowski et al., 2001). Other recent studies support the notion that
the backscattering ratio is closely related to the particle composition (Soja-Woźniak
et al., 2019; Sun et al., 2019).

Forward scattering has a strong relationship with particle size due to diffraction phe-
nomena; Fraunhofer diffraction theory or anomalous diffraction can largely explain the
forward scattering observed in natural waters (Agrawal et al., 2008; Agrawal and Pott-
smith, 2000; Clavano et al., 2007; van de Hulst, 1981). Consequently, there has been
considerable interest in developing inversion methods for estimating the particle size
distribution from in situ scattering measurements, such as Laser In-Situ Scattering and
Transmissometry (LISST) series of instruments (Sequoia Sci.). These instruments have
been widely used over the past decades and validated for use in varied hydrographic
environments (Agrawal et al., 2008; Agrawal and Pottsmith, 2000; Boss et al., 2018a;
Felix et al., 2018). While providing considerably more detailed information than other
optical measurements about particles on the micrometer scale, the LISST particle size
distribution measurements approximates all particles in the ocean as sphere-like (only
one parameter describes the size). Moreover, the estimates may contain artifacts due
to particles smaller or larger than the measurement limit, and considers the relative re-
fractive index to be invariant even though it may have a significant effect for smaller
particles (Andrews et al., 2010; Davies et al., 2012).

As we have seen, a significant amount of information may be possible to obtain from
parts of the VSF, or other scattering measurements. This implies that measurements of
the full VSF can be used as a powerful optical tool for measuring suspended parti-
cle properties. While the LISST-instruments estimates particle size distributions from
scattering at angles ∼0.1◦-15◦, relatively few studies have applied inversion methods
to VSF measurements covering larger angular domains. In a series of articles, Zhang
et al. (2011; 2012; 2013; 2014) and Twardowski et al. (2012) have developed inversion
techniques for estimating subpopulations of oceanic particulate and dissolved matter,
as well as bubbles. With more widely available VSF instrumentation, this method can
be further developed and become a powerful tool for estimations of ocean constituents.

Looking beyond the normal VSF properties observed in natural seawaters, the abil-
ity of ocean constituents to polarize scattered light is growing subject of interest, in
particular with upcoming remote sensing missions with capability of monitoring the
polarized components of ocean color (Werdell et al., 2019). The LISST-VSF instru-
ment can in fact measure linear and circular polarization properties of natural waters,
however there are still few studies utilizing these measurements (Koestner et al., 2020;
Slade et al., 2013). Further work is required for validating and characterizing LISST-
VSF polarization measurements, as well as exploring the physical properties governing
polarization.
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2.3.2 Absorption
Absorption properties of ocean constituents have been measured extensively for many
years due to its explicit relationship with photosynthesis. Similar to plants on land,
phytoplankton converts light to chemical energy using chlorophyll pigments which ab-
sorbs light. Phytoplankton are microscopic organisms that cannot be seen with the
naked eye, but their collective influence on the surface ocean can often be visible, even
from space. By using remote sensing satellite products, the primary productivity of
phytoplankton has been estimated to approximately equal to the primary productivity
of terrestrial plants (Field et al., 1998).

Figure 2.6: Wavelength-dependent absorption properties of phytoplankton, non-algal particles and
colored dissolved organic matter (CDOM). These are measurements from a water sample collected
during the UAK 2020 cruise (Petit et al., 2021).

Chlorophyll pigments have very specific absorption spectra, the chlorophyll influ-
ence on measured absorption is often obvious even to untrained eyes. Other oceanic
constituents have more subtle wavelength dependencies, see Figure 2.6. Non-water ab-
sorption in natural waters is considered to come from three types of optically active
constituents, which are to some extent defined operationally from the measurement
techniques. Colored dissolved organic matter (CDOM) is the constituent yielding non-
water absorption of water that has been filtered through a 0.2 (or 0.7) µm filter (Werdell
et al., 2018). The absorption of CDOM typically follows an exponential curve,

aCDOM = aRefe−S(λ−λRef), (2.6)

where the spectral slope S can be linked to the origin of the particles (Nima et al.,
2019). The water constituents that does not pass the 0.7 µm filter is defined as par-
ticulate matter. The absorption properties of these particles are computed from mea-
surements made on these samples, both before and after a bleaching process. This
separates the absorption properties of pigmented and non-pigmented particulate mat-
ter. The former corresponds to phytoplankton absorption (which is removed by the
bleaching), while the latter is defined as non-algal particle absorption. Non-algal parti-
cles absorb light similarly to CDOM, but with a different spectral slope and with often
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non-negligible absorption at near-infrared wavelengths (Werdell et al., 2018). Phyto-
plankton absorption is connected to the various pigments present, and can be used to
characterize phytoplankton populations (Chase et al., 2013). In the open ocean, con-
centrations and thereby absorption properties of the ocean constituents tend to co-vary,
which enables retrieval of primary productivity from ocean color products (Bricaud
et al., 1998). By contrast, in optically complex waters characteristic of coastal environ-
ments, terrestrial input yields less interlinked concentrations of the water constituents
(Blondeau-Patissier et al., 2014; Mobley et al., 2004). Consequently, more refined re-
trieval algorithms are needed for coastal waters. This requires extensive absorption
measurements of high accuracy and resolution.

Laboratory absorption measurements of water samples has been conducted using
benchtop spectrophotometers (as described above) since the 1980s, with refined instru-
mentation and well-characterized uncertainties (Werdell et al., 2018). These measure-
ments are however time- and resource-demanding, and are based on collecting water
samples from discrete depths. Consequently, the spatial resolution is limited. In situ
absorption measurements have by large been conducted using the ac-9 or ac-s instru-
ments (Sea-Bird Sci.) in the past decades. Absorption and attenuation coefficients
are measured with multi- (ac-9) or hyperspectral (ac-s) resolution with a sampling rate
of ∼4 Hz, enabling fine-scale resolution in profiling deployments (Twardowski et al.,
1999). The instruments have also been used in underway flow-through systems and
mooring deployments, and by installing 0.2 µm filter cartridges on the inlet allows the
dissolved matter absorption to be measured (Slade et al., 2010). The ac-9/s absorption
measurements have been used to estimate chlorophyll concentration in various oceans
environments (Boss et al., 2007; Dall’Olmo et al., 2009; Liu et al., 2018). Approaches
to retrieve even more information using inversion methods have been tested (Ramírez-
Pérez et al., 2018). Most of the measurement uncertainties are well-characterized, in-
cluding instrument drift and temperature and salinity corrections (Sullivan et al., 2006;
Twardowski et al., 1999). However, the most significant error source, scattered light
leading to errors in the absorption measurements, is still an ongoing area of research,
in particular for use in coastal waters (Kostakis et al., 2021; Röttgers et al., 2013; Stock-
ley et al., 2017). Current correction methods require either strong assumptions about
scattering and near-infrared absorption, or detailed knowledge about the (hyperspec-
tral) VSF. This topic is covered in detail in Section 3.4.

2.3.3 Radiative transport
Given that we know the optical properties of the water column, in addition to the prop-
erties of the incident light (wavelength-dependent intensity and direction), we will be
able to model the light field of entire water column. The light field is described by
the radiance L(x,θ ,ϕ,λ ), which can briefly be described as the intensity of light (units
[W/m2sr]) at the wavelength λ , in the direction given by the polar and azimuthal an-
gles θ and ϕ , at the position x in the water column. The radiance is an apparent optical
property (AOP), a property which depends both on IOPs and the incident light field.
Other AOPs such as irradiance can be computed from the radiance. These proper-
ties are measured using passive measurements of the natural light field due to the sun.
When we compute the light field, we need to take into account both the internal ocean
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properties and boundary conditions such as the ocean bottom, air-sea surface, and the
atmosphere.

There are three main approaches for computation of radiative transport. The first is
simplified analytical solutions from formulating the optical processes as a differential
equation, namely the radiative transfer equation (RTE). These solutions were popu-
lar before the computer era, and require substantial approximations and very simple
boundary conditions. They can nevertheless provide useful insights into the transport
processes. For instance, Gershun’s law (1939) can provide accurate estimates of the
water absorption properties using passive optical measurements (Kostakis et al., 2021).

The second approach is numerical solutions to the radiative transfer equation. Due
to the vast limitations of the analytical solutions, numerically modelling has become
by far the most used tool within ocean optics, especially when considering the atmo-
sphere and the ocean as a coupled system, which is important for remote sensing (Jin
and Stamnes, 1994). It is however computationally intensive, in particular for three-
dimensional geometries or time-dependent processes (Stamnes and Stamnes, 2016).

The third approach is Monte Carlo methods. Here, a statistical interpretation of
absorption and scattering is used to conduct (in practice) ray-tracing of the light, which
are consistent with Monte Carlo methodology where a large number of simulations
are run to find probability distributions, see section 3.2. It is easily extended to three-
dimensional geometries (Stamnes and Stamnes, 2016), making the method valuable for
simulating instruments, see for instance Doxaran et al. (2016); Kirk (1992); Piskozub
et al. (2004). On the other hand, Monte Carlo has only been used in a limited number of
studies for solving the radiative transfer equation in the ocean, see Gordon and Boynton
(1998); Zhai et al. (2008), but it has been used extensively for LIDAR studies (Liu et al.,
2019; Poole et al., 1981).

Figure 2.7: Inherent and apparent optical properties are connected to the state of the ocean (prop-
erties of optically active constituents) and ocean color satellite observations through the illustrated
framework.
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Inherent and apparent optical properties form a well-defined framework for describ-
ing the field of marine optics, which is illustrated in Figure 2.7. If we know the IOPs
of the water column and boundary conditions, we can use radiative transfer modelling
to calculate the oceanic AOPs, which furthermore can be used to model the reflected
signal observed by satellites. By extension, concentrations and properties of the opti-
cally active constituents in the ocean (the "state of the ocean") can in principle be used
to model the IOPs. All of these modelling efforts go under the term forward modelling,
as the computations are generally well-defined in this direction. Modelling in the other
direction, e.g. calculating IOPs from AOPs, is called inverse modelling and is consider-
ably more challenging as the problem is often not well-posed, for instance can different
sets of IOPs give the same AOPs (Werdell et al., 2018).

2.4 Instrumentation platforms

Ocean color satellites systems have been a central instrumentation platform for opti-
cal oceanography observations since the late 1970s, providing passive multispectral
ocean color images of the Earth (Chai et al., 2020). By applying atmospheric cor-
rections, the images are processed into estimates of the oceanic spectral water-leaving
radiance (Blondeau-Patissier et al., 2014). Further estimates can then be made on ma-
rine biogeochemical and optical properties of the ocean, either by utilizing empirical
relationships or radiative transfer modelling. The latter is of particular interest because
it builds directly on our physical understanding of processes driving light propagation
in the ocean (absorption and scattering) and their connection to biogeochemical prop-
erties of interest, and may be easier generalized to larger geographical areas (Werdell
et al., 2018). Ocean color satellite observations have been highly successful in pro-
viding global and basin-scale estimates of for instance chl-a, showing seasonal and
multidecadal trends. There are considerable research efforts directed towards improv-
ing ocean color products, in particular in coastal waters that are much more optically
complex than the open ocean. In addition to the lack of vertical information, inter-
ference from cloud cover and low zenith-angles are inherent problems for ocean color
observations, especially at high latitudes that are of increasing importance for global
primary productivity (Chai et al., 2020; Kulk et al., 2020). Much of the Arctic Ocean
and Antarctic coastal waters are also concealed from ocean color observations by sea-
ice cover.

Shipborne in situ observations precedes ocean color observations with several
decades (centuries including Secchi depth observations), and research vessels remain
highly important observation platforms. While resource- and time-consuming, mea-
surements done from vessels can give an unmatched level of detail and accuracy using
an assortment of instrumentation and measurements techniques. Shipborne field cam-
paigns are essentially required for assessing proxy relationships between biogeochem-
ical and optical properties, and until recently this was the only platform for validating
ocean color. From a vessel, water samples can be collected for laboratory analysis, and
in situ measurements can be made using depth profiles or at discrete depths. On ships
with the required capabilities, optical instrumentation can be mounted in flow-through
mode for measuring surface waters during transit, or instruments can be installed on un-
dulating vehicles towed behind the vessel (Boss et al., 2018a; Slade et al., 2010; Twar-
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Figure 2.8: The platforms we use to observe the marine environment are under continuous development.
For a long time, shipbourne measurements (discrete sampling and later also profiling) were together
with diving our only way of researching the ocean. Now, remote sensing and long-term mooring are
also widely used, and in the past decades there has been a rapid development in autonomous platforms
such as gliders and buoys.
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dowski et al., 2007). In addition to being resource- and time-consuming, shipborne
observations are constrained in spatial and temporal coverage, and can be limited by
adverse weather conditions and sea-ice.

Fixed-location observation systems such as moorings are widely used in physical
and biogeochemical oceanography, as these systems offer high temporal resolution with
deployment times up to several years. However, optical measurements can be severely
impacted by bio-fouling, which greatly impacts the results from long-term deployments
in surface waters (Twardowski et al., 2007). Long-term deployments deeper than the
euphotic depth are less affected by bio-fouling. While such fixed-depth measurements
are obviously less useful for observing e.g. primary productivity, they can provide
valuable observations for studying sediment processes or the biological carbon pump
(Boss et al., 2018b).

Autonomous observation platforms such as Argo floats, gliders, and unmanned sur-
face vehicles have been growing in use over the past decade (Chai et al., 2020; Claustre
et al., 2020). Argo floats and gliders can change their buoyancy using inflatable blad-
ders, and thereby ascend or descend through the water column while profiling, and
transmit data via satellite communication on the surface. Argo floats drift passively
with the ocean currents, while gliders may be equipped with wings that allow some
horizontal steering. The biogeochemical Argo array is a collection of currently over
350 Argo floats with biogeochemical sensors distributed in the global ocean. Optical
sensors for measuring downward irradiance, attenuation and backscattering are present
on many of the biogeochemical Argo floats, which have a typical lifetime of ∼4 years.
Gliders have typically shorter deployment times and are remotely controlled, but can
be equipped with a wider range of instrumentation. In the ice-covered Arctic Ocean,
ice-tethered profilers with similar instrumentation as biogeochemical Argo floats have
yielded invaluable data sets from an otherwise opaque and sparsely sampled region
(Boles et al., 2020). While showing a tremendous potential in large scale monitor-
ing, autonomous system observations are constrained by limited payload and battery
capacity, and long deployment times are challenging for the stability of the measure-
ments (Chai et al., 2020; Twardowski et al., 2007). To maximize the potential of the
optical measurements it is important to compliment them with more detailed optical
measurements from shipborne surveys.
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Instrument characteristics and methods

Figure 3.1: The LISST-VSF being deployed during the UAK 2020 cruise in Storfjorden, Svalbard.

When assessing the validity of environmental measurements like scattering or ab-
sorption properties of natural waters, there are many factors that need to be taken into
account (Webster and Eren, 2018). Precision and accuracy are the two factors most
commonly assessed, as they are intuitively understood from measuring a single value.
Precision describes how well repeated measurements converge against a value, or the
uncertainty inherent in a single measurement. Normally, precision is easily assessed by
repeating measurements, but can vary with the signal strength or auxiliary factors (such
as ambient light). Whether repeated measurements converge towards the correct value
or not, is described by the accuracy. Systematic over- or under-estimations (bias) can
have significant consequences for results or error propagation into models. For envi-
ronmental measurements, accuracy can be considerably more challenging to determine
than the precision, since the true" value is often not well-established. Even the most
accurate measurements can have uncertainties, and there may be inherent differences
between the measurements making comparisons difficult.

Linearity or sensitivity describes how accurate and precise a measurement is over
a wider range of measurements. The dynamic range of the instrument describes the
measurement domain where the linearity hold, outside the measurements may be satu-
rated or the amount of noise is too high. Assessing the dynamic range is of particular
importance for optical measurements, due to the considerable variability seen in op-
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tical properties of natural waters. For instance, salinity varies linearly in the global
ocean between approximately 30 and 40 PSU, while the scattering coefficient has been
observed to vary logarithmically between 0.05 and 30 m−1 (Babin et al., 2003).

Many studies have shown using high-resolution measurements that optical proper-
ties can vary considerably across a vertical profile, with gradients on a sub-meter scale
(Claustre et al., 2020; Frette et al., 2004; Twardowski et al., 1999; Whitmire et al.,
2009). In coastal surface waters, horizontal variations on the scale of 200 meters or
less can be observed (Moses et al., 2016). Consequently, under-sampling is likely a
prominent feature in optical oceanography, especially of the vertical structure given the
difficult of extracting such information from passive remote sensing (Claustre et al.,
2020; Dierssen, 2010; Kulk et al., 2020). Thus, a high sampling rate yielding a high
spatial resolution is a key feature of an in situ instrument to get accurate observations
of the entire water column.

Within the framework of environmental monitoring, optical measurements are typ-
ically reported in terms of proxy relationships. How do the measurements relate to
environmental properties such as particle concentration or primary production? These
relationships can be robustly quantified or more vaguely defined, depending on the abil-
ity to validate the relationships. For instance, robust empirical relationships have been
found between chl-a concentration and particulate absorption in the open ocean (r2 =
0.91) (Bricaud et al., 1998), and particulate matter concentration and backscattering
coefficient (r2 = 0.96) (Boss et al., 2009a). By contrast, fluorescence is of particular
interest for in situ measurements of chlorophyll-a (chl-a) and dissolved organic matter
(DOM), but the relationship between measured fluorescence and chl-a or DOM con-
centration can be affected by confounding factors and varies significantly by region
(Roesler et al., 2017). Nevertheless, the numerous advantages to fluorometric sensors
(low-cost, small size, large range) still makes this measurement highly valuable for
environmental monitoring.
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Figure 3.2: Illustration of the relative strengths and weaknesses of the different measurement strategies.
Adapted from El Serafy et al. (2021)

.

Figure 3.2 illustrates the relative strengths and weaknesses of different measurement
strategies using the instrument platforms described in section 2.4. Measurements with
LISST-VSF, LISST-200X and ac-9/s lie within profiling from ships, which have a high
vertical resolution and number of parameters, moderate cost-efficiency and accuracy,
and low horizontal and temporal resolutions. No measurement strategy is perfect, but
combining a set of different strategies can offer an accurate account of the underlying
dynamics, "the state of the ocean". Combinations of two strategies, like ship-bourne
profiles and discrete sampling, or remote sensing observations and autonomous gliders,
can help assessing and hopefully improving weaknesses in both approaches.

3.1 Characteristics of LISST instruments

LISST instruments send a collimated laser beam through a water sample, and measure
the scattered, transmitted and incident light. Modern diode lasers give precise and sta-
ble incident light at single wavelengths, and transmitted and incident light is measured
similarly to common transmissometers using photodetectors and beam splitters. Mea-
suring the scattered light requires a more complex optical setup, see Figure 3.3 and 3.4.
Many LISST-instruments (e.g. LISST-100, LISST-200X, LISST-Deep) measures for-
ward scattering using a ring detector, while the LISST-VSF uses a combination of the
ring detector and a rotating eyeball detector.

3.1.1 Ring detector
The following treatment of how the VSF is measured by LISST ring detectors primarily
follows Agrawal (2005) and Agrawal and Pottsmith (2000). The scattered light passes
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through the optical window and a convex lens before striking the ring detector, which
has been placed at the focal length f of the lens. The ring detector is an array of
small photo-diode detectors shaped as partial rings (covering 60◦ instead of the full
360◦ ring), each with a very precise inner and outer radius. At the lens focal plane,
the lens sends all light scattered at angle θ to the radial distance r from the lens axis,
following the formula r = f tanθa. As the lens is in air, the scattering angles in water
are transformed via Snells law, sinθ = sinθa/nw. Consequently, each ring detector will
collect light scattered between two angles corresponding to the inner and outer radius.
At the centre of the ring detector, there exists a small hole for the transmitted light to
pass through.

Figure 3.3: Schematic giving an overview of the LISST ring detector. The convex lens makes all light
scattered at a certain angle hit the ring detector hit at the radius r, as the detector is placed at the focal
length f of the lens. An optical window separating the sample volume and the lens is not drawn.

The silicon photodiodes convert light into electrical current. The detector output is
digital counts which has a linear relationship with optical power Pi [W], and by dividing
Pi by the detector area the irradiance is found. The ring radii increase logarithmically,
meaning that the innermost rings cover a much smaller area than the outermost rings.
This is advantageous if the scattering is very forward-peaked, as in natural waters, but
can be problematic if the scattering is isotropic. From the measured optical power, we
can compute the VSF. From the definition of the VSF, we have

dPs(θ) = β (θ)EdV dΩ. (3.1)

Here, dPs(θ) is the optical power scattered from the infinitesimal volume dV at the
infinitesimal solid angle dΩ, due to a beam of irradiance E and the VSF β (θ). To
find the contribution from the entire beam, we want to evaluate this expression as an
integral. We assume that the laser beam is radially uniform, but is attenuated as it
passes through the sample volume. Hence, we have dV = Adx, where A is the beam
cross-section and dx is a infinitesimal length of the beam (x is the distance between
the start of the sample and dV ), and E(x) = exp(−cx)P0/A, where P0 is the power of
the beam. The scattered light will also be attenuated as it travels between dV and the
optical window, such that the power detected by the detector is

dP(θ) = dPs(θ)exp
[
− c(L− x)

cosθ

]
. (3.2)
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Here, L is the laser beam path length. The solid angle term can be written as
dΩ = 2πφ sinθdθ when we assume symmetry around the laser beam axis (azimuthal
symmetry), with φ being the fraction of the azimuthal angles being covered by the ring
detector (60◦/360◦ = 1/6 for the ring detector). Inserting these expressions into Eq.
3.2 and 3.1 yields

dP(θ) = exp
[
− c(L− x)

cosθ

]
β (θ)exp(−cx)

P0

A
Adx2πφ sinθdθ (3.3)

= exp
[
− c

(L− x
cosθ

− x
)]

β (θ)P0dx2πφ sinθdθ . (3.4)

We can now formulate analytical integrals for the power detected by each of the rings
in the ring detector Pi, without having made any considerable assumptions. We want to
integrate x across the path length from O to L, and the polar angle θ from the inner (θi)
to outer (θi+1) scattering angle covered by the respective detector. We can compute θi
and θi+1 from the detector radii. The integral is then given as

Pi = 2πφP0

∫ L

0

∫
θi+1

θi

exp
[
− c

(L− x
cosθ

+ x
)]

β (θ)dxsinθdθ . (3.5)

This integral is straight-forward to compute if β (θ) is known, however we want to
compute β (θ) from Pi measurements. To do this, we assume that β (θ) varies slowly
between θi and θi+1, and that the two angles are relatively close. Consequently, we can
approximate β (θ) as an average value βi = 〈β (θ)〉 across the integral. Moreover, since
the ring detector measures light scattered less than ∼15◦, we can approximate cosθ as
unity, which greatly simplifies the integral,

Pi = 2πφP0βi exp(−cL)
∫ L

0
dx

∫
θi+1

θi

sinθdθ (3.6)

= 2πφP0βie−cLL(cosθi − cosθi+1). (3.7)

Scattering and absorption of pure water itself also needs to be accounted for, as
well as optical losses in the instrument. Similar to comparable optical instrumentation,
these factors are corrected for by doing background measurements on ultra-pure water,
e.g. milli-Q water. The measured attenuation and scattering due to pure water (and
optical losses) are denoted cw and βi,w, while the particulate attenuation and scattering
is denoted cp and βi,p. The c and βi in Eq. 3.5 is the sum of the pure water and
particulate attenuation and scattering. For the background measurements, we have the
transmission measurements Pt,w = P0e−cwL and the scattering measurements,

Pi,w = 2πφP0βi,we−cwLL(cosθi − cosθi+1). (3.8)

Using our expressions for the background measurements, we can rewrite Eq. 3.5 as

Pi = 2πφP0(βi,p +βi,w)e−(cp+cw)LL(cosθi − cosθi+1), (3.9)
Pi

e−cpL = 2πφP0βi,pe−cwLL(cosθi − cosθi+1)+Pi,w, (3.10)

Pi,p = 2πφP0βi,pe−cwLL(cosθi − cosθi+1) =
Pi

τ
−Pi,w. (3.11)



26 Instrument characteristics and methods

Here, τ is the optical transmission and is related to the transmission measurements by

τ = e−cpL =
e−(cp+cw)L

e−cwL =
Pt

Pt,w
(3.12)

The transmission measurements Pt and Pt,w are scaled by the incident laser power to
account for drifting in the laser. Finally, Pi,p is the corrected scattering data, used in the
LISST particle size distribution inversion algorithm (often referred to as cscat), and
can readily be used to compute the VSF from Eq. 3.11,

βi,p =
Pi,p

P0

ecwL

2πφL(cosθi − cosθi+1)
. (3.13)

As expected from the formal definition of the VSF, there exists a linear relationship
between βi,p and the ratio Pi,p/P0. The relationship for each ring can be determined
both analytically from Eq. 3.11, if all the parameters including photodiode sensitivities
are known, or empirically by measuring solutions with known scattering properties,
typically monodisperse plastic beads with diameters on the microscale (Slade and Boss,
2006).

3.1.2 Eyeball detector
The LISST-VSF eyeball detector rotates around its own axis to view different parts of
the laser beam, allowing measurements of scattered light covering the scattering angles
15-150◦. While it does not involve a large photodiode array as the ring detector, there
are two features that makes the eyeball scattering measurements complex to process.

Firstly, the incident light is polarized, and the scattered light passes through a polar-
izing beam splitter before detection. This enables measurements of linear polarization
of the scattered light. Using a half-wave plate, the incident light polarization can be
changed from perpendicular to parallel (or vertical to horizontal). This means that at
every measured angle, four scattering measurements have been made; perpendicular
polarized incident light and parallel polarized scattered light (rp), perpendicular polar-
ized incident light and perpendicular polarized scattered light (rr), parallel polarized
incident light and parallel polarized scattered light (pp), and parallel polarized incident
light and perpendicular polarized scattered light (pr). This enables the LISST-VSF
to also measure the polarizing properties of natural waters, which has been even less
measured than the VSF.

Secondly, the eyeball detector uses photomultiplier tubes with different gain lev-
els (that are automatically adjusted) to magnify the detected signal, and the laser is
dimmed between 15◦ and ∼45◦. This is to account for the large dynamical range in
β (θ) both across the angular domain and between different types of waters. Moreover,
the geometry of the detector is more complex than the ring detector. Consequently, it is
more difficult to make an absolute calibration of the eyeball detector, and several stud-
ies have been published using different approaches (Hu et al., 2019; Koestner et al.,
2018, 2020). The following treatment primarily follows Hu et al. (2019).

The scattered light detected by the eyeball detector I∗i j(θ ,V ) (still in digital counts)
is first corrected for ambient light,

I∗i j(θ ,V ) = Ion
i j (θ ,V )− Ioff

i j (θ ,V ), (3.14)
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Figure 3.4: Schematic overview of the LISST-VSF design. The ring detector works at described in Fig.
3.3 and subsequent calculations. In addition, a rotating eyeball detector measures scattering at larger
angles. The incident light is emitted with two different linear polarizations, changed by inserting a
half-wave plate after one rotation. One polarization is oriented in the parallel (horizontal) plane, and
the scattered light is detected using two detectors covering each of the linear polarizations (designated
pp and pr). The other polarization is in the perpendicular (vertical) plane, yielding corresponding
scattering measurements rp and rr.
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where i j refers to different polarization combinations (rp, rr, etc.). As the eyeball is
moving, the laser turns on and off rapidly. In Eq. 3.14, Ion

i j (θ ,V ) refers to measure-
ments when the laser is turned on, and Ioff

i j (θ ,V ) when the laser is turned off. The
supply voltage of the PMT gain is V . Furthermore, the scattering signal is corrected for
geometric effects and attenuation, and the background measurements are subtracted,

Ii j(θ ,V ) = (I∗i j(θ ,V )− I∗i j,w(θ ,V ))Ti j f (θ)sinθecpl(θ). (3.15)

Here, Ti j corrects for the transmission of the half-wave plate (set to unity for Ipr and Ipp,
for Irp and Irr an instrument-specific value is applied), f (θ) corrects the laser-dimming
at smaller angles and sin(θ) accounts for the (relative) change in volume of water the
eyeball detector measures. The particulate attenuation cp is computed similarly as for
the ring detector (Eq. 3.12), but the path length l(θ) is calculated using

l(θ) = Leye −Rcotθ +
R

sinθ
.

See Fig. 3.4 for explanations of R and Leye.
We now know the four measured polarization components, but they are still not con-

verted from digital counts, and how do they relate to the VSF and polarization prop-
erties? Some Mueller calculus is required to relate the measurements to the scattering
properties. The incident light can be described by the Stokes vector

s = I0


1
±1
0
0

 , (3.16)

where the I0 is the incident light intensity, and ±1 corresponds to full linear polar-
ization, either perpendicular or parallel. The light scattering in the water sample is
described by

P =


P11(θ) P12(θ) 0 0
P21(θ) P22(θ) 0 0

0 0 P33(θ) P34(θ)
0 0 P43(θ) P44(θ)

 . (3.17)

Here, P11 is the VSF, and components P12 = P21 and P22 describe the linear polarization
properties of the water constituents. The remaining Mueller components cannot be
measured by the LISST-VSF. The optical components the scattered light passes through
are described by the Mueller matrices,

R =


1 0 0 0
0 cos(2θ) sin(2θ) 0
0 −sin(2θ) cos(2θ) 0
0 0 0 1

 , (3.18)

and,

L =
1
2


1 ±1 0 0
±1 1 0 0
0 0 0 0
0 0 0 0

 , (3.19)
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where ±1 distinguishes between the perpendicular and parallel polarization of the scat-
tered light, which is measured with two different detectors. There is also a relative gain
difference α between the two detectors. The detected light d is subsequently given by,

κ(θ ,V )d = LRPs. (3.20)

The coefficient κ(θ ,V ) is defined to account for all optical losses, instrument geometry,
and the quantum efficiency of the detectors (conversion of digital counts to optical
power). In Hu et al. (2019) and Paper I, κ(θ ,V ) is set to be the same for all polarization
components (as only the VSF is absolutely calibrated), while Koestner et al. (2020)
calculated different scaling factors for Ipr, Ipp, Irp, and Irr, which enables calibrated
P12 and P22 measurements. As the polarization properties are outside the scope of this
thesis, we assume a single scaling function κ(θ ,V ).

By conducting the matrix algebra in Eq. 3.20, we get the following set of equations:

κ(θ ,V )Ipp(θ ,V ) = I0[P11(θ)+P12(θ)+
(
P12(θ)+P22(θ)

)
cos2θ ] (3.21)

κ(θ ,V )Ipr(θ ,V ) = αI0[P11(θ)+P12(θ)−
(
P12(θ)+P22(θ)

)
cos2θ ] (3.22)

κ(θ ,V )Ipr(θ ,V ) = I0[P11(θ)−P12(θ)+
(
P12(θ)−P22(θ)

)
cos2θ ] (3.23)

κ(θ ,V )Irr(θ ,V ) = αI0[P11(θ)−P12(θ)−
(
P12(θ)−P22(θ)

)
cos2θ ] (3.24)

By solving Eq. 3.21-3.24, we get the equation for the VSF,

β (θ) = P11(θ) = κ(θ ,V )
Ipp(θ ,V )+ Ipr(θ ,V )/α + Ipr(θ ,V )+ Irr(θ ,V )/α

4I0
(3.25)

= κ(θ ,V )Puncal
11 (θ). (3.26)

For finding α , it is utilized that cos(2×45◦) = cos(2×135◦) = 0. From Eq. 3.21-3.24
we then find

α =
Irr(45◦,V )

Irp(45◦,V )
=

Irr(135◦,V )

Irp(135◦,V )
=

Ipr(45◦,V )

Ipp(45◦,V )
=

Ipr(135◦,V )

Ipp(135◦,V )
. (3.27)

Since the measurements can contain noise, α is computed from the median of the above
fractions.

There are several ways to calibrate the uncalibrated eyeball VSF measurement
Puncal

11 (θ). The factory-default calibration method is a relative calibration, where the
two outermost ring detectors are linearly extrapolated to the first eyeball detector value
at 15◦. The ratio between the extrapolated value and the uncalibrated measurement
Puncal

11 (15◦) is then used as a scaling factor to correct the entire Puncal
11 (θ) measure-

ments. The major drawback of using this calibration method is that any measurement
errors can easily propagate to the entire eyeball VSF measurement. Nevertheless, the
relative calibration still works reasonably well in moderate (coastal) waters. It also has
the benefit of not requiring resource-demanding laboratory measurements, and is not
sensitive to laser drifting. The absolute calibrations done in Hu et al. (2019) and Paper
I utilizes microscopic bead measurements to find κ(θ ,V ), as β (θ) is accurately known
for polymer beads. Since the phase functions of polymer beads do not resemble the
phase functions of natural waters, different monodisperse solutions with varying bead
sizes and concentrations have to be used to cover the dynamical range for all angles.
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There are 10 different PMT gain values, depending on supply voltage V , which
implies that the κ(θ ,V ) must be found for each of the voltage steps. However, the
PMT gain G1 at supply voltage V1 is related to the corresponding PMT gain G2 at V2
by the equation

G2

G1
=
(V2

V1

)γ

, (3.28)

where the coefficient γ = 8.6 depends on the dynode material and geometry. This
allows Eq. 3.26 to be rewritten as

β (θ) =
(V0

V

)γ

κ(θ ,V0)Puncal
11 (θ). (3.29)

Hence, we only need to find κ(θ ,V0) at a reference voltage V0. In Paper I and the
default relative calibration, the incident light I0 is included in the κ(θ ,V0)-value, while
in Hu et al. (2019) I0 is included when computing Puncal

11 (θ). The first approach may
then require a scaling factor (Imeas

0 /Ical
0 ) in future results if the laser power drifts.

The design of LISST-instruments demands complex data processing to acquire the
measured VSF, which makes it more difficult to assess the precision and measurement
uncertainties. In the case of the LISST-VSF, we see from bench-top and field mea-
surements that the VSF precision depends on signal strength, PMT gain, and ambient
light. However, rigorously quantifying the precision under different conditions remains
to be done. Koestner et al. (2020) showed that polarization properties also need abso-
lute calibration for accurate measurements, in particular the P22 component. In situ
polarization measurements from the LISST-VSF remains to be published, along with a
corresponding error analysis.

3.2 Monte Carlo simulations of optical instrumentation

In order to compute IOPs from optical instruments, it is necessary to make some as-
sumptions about the light transport within the instrument sample volume, for instance
about multiple scattering. It is advantageous to use Monte Carlo simulations to simu-
late radiative transfer within optical instruments because it is relatively straightforward
to implement geometrical boundary conditions, especially compared to traditionally
RTE approaches. However, Monte Carlo methods require a statistical interpretation of
the scattering and absorption coefficients. Consider the Beer-Lambert law of a beam
passing through a homogeneous sample volume

I(x) = I0e−cx = I0e−τ , (3.30)

were I0 is the intensity of the incident beam, c = b+a is the attenuation coefficient, and
I(x) is the remaining intensity of the beam that has not been scattered or attenuated.
Optical depth is a useful dimension-less quantity. The beam intensity can be defined
in several ways, but the number of photons (per second) is practical to use for Monte
Carlo simulations. Following this model, Eq. 3.30 tells us that the probability density
that a photon is scattered or absorbed at the optical depth τ is

P =
d

dτ

(
1− I

I0

)
=− d

dτ
e−τ = e−τ . (3.31)
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Figure 3.5: With Monte Carlo simulations, deterministic laws are formulated as probability distribu-
tions. Here, the Beer-Lambert law is simulated with different numbers of incident photons. Few sim-
ulated photons yield noisy and random results, while a large number of photons makes the simulation
converge against the analytical solution.

This expression can be rearranged to τ =− lnP. In this context, P can be any arbitrary
number ξ between 0 and 1. Algorithms for generating a random ξ between 0 and 1 are
prevalent. Then follows the key part of the Monte Carlo methodology. By drawing a
random ξ , we simulate when a single photon is attenuated after travelling the distance
x = τ/c = − lnξ/c. If we draw a large number of random ξ -values, and treat the
simulated photon attenuation lengths as observations, we will end up with a statistical
distribution of the "observations" which recreates the Beer-Lambert law in Eq. 3.31.
This is demonstrated in Figure 3.5.

If we then continue to simulate a single photon, it is either absorbed or scattered.
This can be calculated using a statistical approach, where the probability that an atten-
uated photon is scattered is given by the single-scattering albedo ω = b/c.

If the photon is scattered, it is given a new direction by formulating the phase func-
tion (Eq. 2.3) as a probability function, and drawing another random number. After a
new direction is found, the process is repeated (find new travelled distance, if it is scat-
tered, new direction) for the same photon until it is eliminated. Elimination happens
when the photon is absorbed, or if it passes a boundary condition such as an absorb-
ing wall or a detector. The result is saved, and a new photon simulation is restarted
after elimination. The uncertainty decreases with the number of (detected) photons,
e.g. for transmission simulations the uncertainty decreases relatively quickly, while
for backscattering it may take a large number of simulations. More than a million
photons are typically simulated. This means Monte Carlo simulations can be very
time-consuming, especially if the photons are scattered many times before elimination.

When treating the detected photons ni(θi), for example at the detector correspond-
ing to the scattering angle θd , we sum up all the photons hitting the detector within a
certain angular interval θd,min-θd,max. However, in certain instances very few photons
will actually hit the detector due to the IOPs. For instance, if the absorption is very
high, few photons will survive each attenuation event, and fewer will reach the detec-
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tor. A common way of solving this issue is to introduce a statistical weight wi to each
of photon. In the high-absorption example, instead of eliminating photons when they
are absorbed, we alter the statistical weight according to the single-scattering albedo at
each attenuation event j,

wi, j+1 = wi, j
b
c
, (3.32)

which means all photons will be simulated until they leave the sample volume or are
detected. When treating the detected photons in the end, we sum the wi-values of all
photons hitting the detector to find the number of detected photons Nd , instead of the
actual sum of the photons. The method of weighting the photons can be expanded
to account for photons which simply pass through the sample volume without being
attenuated, or to mitigate the fact that most photons are not scattered in the direction of
the detector (Buras and Mayer, 2011), and can make Monte Carlo simulations orders
of magnitude more efficient. For the LISST-VSF, the detected scattering is calculated
using instrument-specific angular bins, and the VSF is computed using a version of Eq.
3.13, with the ratio Pi/P0 being replaced by the fraction of detected photons Nd to the
number of total incident photons N0.

The photon is a physical concept borrowed from quantum electrodynamics, and is
actually somewhat misleading to use for radiative transfer, as light propagates (and in
particular when light scatters) fully as a wave phenomenon (Mishchenko, 2009). A
photon in this context is a mathematical model which describes a (small) quantity of
radiation energy, more similar to ray tracing than quantum electrodynamics. Curiously
enough, the way Monte Carlo methodology is implemented in marine and atmospheric
optics bears a strong resemblance to the problem Monte Carlo was originally designed
for, namely neutron transport within nuclear weapons (Eckhardt et al., 1987). Dealing
with photons instead of neutrons leads fortunately to less destructive outcomes.

3.3 LISST error sources

In this section, a systematic overview of known LISST error sources for scattering
measurements is presented. For completeness, some results from Paper I and III are
included. It should be noted that errors connected to computing the particle size dis-
tributions, e.g. out-of-bounds particles and particle composition, are not considered
here.

Detector limits

The photodiodes used in the LISST detectors give digital counts as output. At low light
levels, the detected signal is dominated by noise (e.g. dark current) and is thus compa-
rable in magnitude to the background measurement. Consequently, when we subtract
the background in Eq. 3.11, there is nothing left of the signal. This is apparent from
bead measurements over a large range of concentrations as the scattering measurements
become erratic below a certain value, see Figure 3 in Paper I. This has previously been
studied by Andrews et al. (2011a), who estimated minimum concentration and scatter-
ing limits for the LISST-100X. LISST-200X cannot be used for measuring the VSF
and attenuation in clear waters as the laser power is too low and the path length is too
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short. For the LISST-VSF, the detector noise limit has been investigated for the ring
detector, the eyeball detector is more convoluted to assess due to the complex data pro-
cessing and the concurrent effects of ambient light. Nevertheless, bead measurements
show that the ring detector is more limited in dynamical range than the eyeball detector,
which has also been seen in other studies (Zhang et al., 2020).

In the extreme upper limit, both the ring detector and eyeball detector has been
observed to become saturated, but at this point the measurements are typically also
severely impacted by multiple scattering.

Schlieren effects

Microscale vertical gradients in salinity or temperature yield rapid changes in the re-
fractive index of the water, which can bend light passing through the water, such as
an incident laser beam. LISST-instruments passing through such gradients is often
strongly affected by such Schlieren effects, which manifest as enhanced forward scat-
tering similar to large particles and lower transmission. Several studies have investi-
gated or documented this error source in controlled laboratory environments (Styles,
2006) or in field deployments (Karageorgis et al., 2015; Mikkelsen et al., 2008; Miles
et al., 2021). Schlieren can affect the entire VSF in addition to the forward scattering,
since transmission values are used to correct scattering measurements in the data pro-
cessing through Eq. 3.11 and 3.15. Due to the chaotic nature of Schlieren, and because
it resembles the scattering of large particles that can accumulate in the pycnocline, it is
difficult to assess and correct. It is however a spatially limited effect.

Multiple scattering

Multiple scattering is a key process in radiative transport in the ocean and for surface re-
flectance (Chami et al., 2006b), but is considered nearly negligible for IOP instruments
due to the short path lengths, but there are some discrepancies in the literature on when
multiple scattering can be neglected or not. While Jonasz and Fournier (2011) gives
τ(1− g) << 1 as a general condition for single-scattering, the work by van de Hulst
(1981) states that 0.1 < τ < 0.3 is the transition zone between the single-scattering and
multiple-scattering regime, which is more restrictive than τ(1− g) << 1. Piskozub
et al. (2004) found that multiple scattering has a negligible effect on attenuation mea-
surements in natural waters. In the LISST-VSF study by Koestner et al. (2018), τ = 0.3
was used as the maximum value for bead measurements, while in Hu et al. (2019), c= 5
m−1 was used as the upper limit, which corresponds to τ = 0.75.

LISST-VSF measurements in turbid glacial meltwaters showed strong discontinu-
ities at the transition between the ring and eyeball detector when the absolute calibration
was applied to the eyeball detector data. There is a 30% difference in path length be-
tween the two detectors at the transition point. This motivated a deeper enquiry inquiry
into how multiple scattering affects LISST-VSF measurements. When processing ring
and eyeball detector data from the LISST-200X and LISST-VSF, we assume that light
scattered more than once is lost. We correct for attenuated light along the path of the
detected light with τ in Eq. 3.11 and e−cpl in Eq. 3.15. However, light scattered more
than once can often pass into the LISST optical windows and be detected together with
the single-scattered light. Consequently, multiple scattering may cause greatly exag-
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gerated VSF measurements. Due to the large angular dependence of the LISST-VSF
path length, the phase function can also become distorted due to multiple scattering.
This error was observed in measurements in Paper I, and has been investigated in de-
tail using Monte Carlo simulations in Paper II and Paper III. Because LISST-200X has
a much shorter 2.5 cm path length, it is considerably less affected than the LISST-VSF.

Figure 3.6: LISST instruments are open to the environment and thereby exposed to possible ambient
light artifacts. Here, the LISST-VSF is photographed (from below) measuring underwater. Both scat-
tered light from the laser and ambient light is visible.

Ambient light

Ambient light can easily contaminate optical measurements. One solution is to pump
water into an opaque measurement set-up, but the pumping can disrupt particle flocs
and other weak structures in the water mass. LISST instruments are designed to be de-
ployed open to the environment, but this means they be susceptible to ambient light.
Andrews et al. (2011b) investigated ambient light effect on the LISST-100X instru-
ment, and found that outermost rings can yield artificially high scattering data. This
gives erroneously high VSF measurements at the largest measured angles, and yields
overestimates of the smallest particles in the particle size distribution. With the LISST-
200X, an ambient light rejection method has been implemented (Sequoia Scientific Inc.,
2020).

The LISST-VSF measurements are open to the environment, meaning that the eye-
ball detector also detects the ambient light field, particularly between ∼40◦ and 120◦.
The ambient light is rejected by rapidly turning the laser on and off, and detecting
the signal both when the laser is on and the laser is off, and then subtracting the sig-
nal due to ambient light, see Eq. 3.14. However, when the detected scattered light
is weak compared to the ambient light and level of noise, ambient light can degrade
the measurement quality. Considerable loss of precision has been observed in VSF
measurements. The amount of noise makes it difficult to establish if this leads to sys-
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tematic inaccuracies, and a more detailed study is required. Polarized components may
be more impacted than the VSF due to their more intricate processing from the mea-
sured components, see Eq. 3.21-3.24. Furthermore, the detected ambient light field can
be partially polarized. Assessing this error is further complicated by the different PMT
gains of the measurements, which introduces varying levels of random noise. The ef-
fect of ambient light on the LISST-VSF ring detector measurements also remains to be
investigated.

Statistical effects of the sample volume

We observe from the fundamental mathematical definitions of scattering and absorp-
tion, for instance Eq. 3.1, that the continuum assumption is expected to hold for IOPs,
namely that the properties are continuous functions valid down to an indefinitely small
volume. Optical properties of natural water are however decided by both dissolved
matter and particles. Submerged particles can very much be discrete objects while still
contributing to optical properties of the water mass. Notably, large particles can have
a significant impact on light propagation in water even if there are not many of them
in a small volume. In a recent study by Davies et al. (2021), it was shown that a lim-
ited sample volume leads to instruments not detecting the contribution of large particle
to absorption or scattering. The ac-s absorption tube has a sample volume of ∼4 mL,
given typical size distributions the authors demonstrated that for particles larger than
100 µm, there is often less than one particle in the sample volume. By contrast, the
LISST-VSF eyeball detects scattered light from a considerably smaller sample volume.
It is uncertain what effect this has on LISST-VSF measurement accuracy and precision,
and consequently on the measured VSF, P12 and P22. LISST-200X measurements may
also contain related uncertainties in the extreme forward direction.

Temperature and salinity corrections

Blank measurements are done using fresh ultra-pure water at room temperature. How-
ever, scattering and absorption properties of seawater (excluding particles and dissolved
matter) depends on both temperature and salinity. Consequently, there can be an off-
set between the pure water scattering recorded during the background measurement
and pure water component of the scattering measured in situ. The first study pointing
out this issue for LISST-VSF measurements, Hu et al. (2019), suggest computing the
VSF of pure seawater and directly subtract it from the raw measurements without the
use of a blank measurement. Another correction method for the VSF is described in
Paper I, which utilizes both blank measurements and CTD measurements. For LISST-
200X, the detectable scattering is magnitudes larger than the contribution from pure
seawater and is thus negligible. The effect of temperature and salinity on the polarized
components measured with LISST-VSF has not been investigated, and the corrections
described above has not been validated experimentally.

Drifting and calibration quality

Like many other optical instruments, the LISST-instruments may be subject for laser or
detector drift. Laser drift is typically corrected for in the data processing, and by doing
a background measurement with ultra-pure water. However, when using the method
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for absolute calibration in Paper I, the laser drift is actually not fully accounted for
and needs to be included by using a scaling. This remains to be implemented, but it
is not well-established how much the LISST-VSF laser actually drifts with time and
use. Drifting of detector sensitivity has not been reported, but requires polymer bead
measurements conducted across a long time period. The absolute calibration using
polymer beads also involves uncertainties, in particular that we need to assume that
we need to know the diameter and refractive index of the beads accurately. Another
calibration challenge is the quality of ultra-pure water for blank measurements. Such
water is not always readily available when doing fieldwork, and it can degrade over
time, and thus the quality of a field calibration is not always easy to assess.

3.4 How scattering affects absorption measurements

Figure 3.7: When measuring absorption with ac-9/s instruments, a reflective tube is used to collect
almost all of the scattered light. It is however impossible to collect all of the scattered light with this
approach, causing measurement errors.

As of today, the only way of getting high-resolution depth profiles of spectral absorp-
tion and attenuation with high accuracy is by using the ac-9 or ac-s (ac-9/s) instru-
ments. This type of instruments was developed in the early 1990s (Moore et al., 1992),
and soon after it became apparent that scattering errors are the most significant error
source for these measurements (Kirk, 1992; Zaneveld et al., 1994). For the attenua-
tion detector, there is a finite acceptance angle for the light of 0.93◦. This means that
light scattered less than 0.93◦ will be detected as transmitted light, even though it has
actually been attenuated. For absorption measurements, the scattering error is more
complex and has more practical consequences. While the attenuation measurements
use a tube which absorbs scattered light, the absorption measurements are based on
using a reflective tube that is designed to reflect scattered light such that the major-
ity of the non-absorbed light reaches the detector, especially since the VSF of natural
waters is highly forward-peaked. Nevertheless, the reflective tube design is not a per-
fect collector of scattered light. The total internal reflectance, created by a quartz tube
surrounded by an air gap, breaks down above a critical angle of 41.7◦, meaning that
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much of the light being scattered above this angle is lost. Furthermore, the reflectance
efficiency of the tube is not 100% below 41.7◦, leading to additional losses. Several
approaches for correcting the scattering error of the measured absorption without aux-
iliary measurements were outlined in Zaneveld et al. (1994). All corrections schemes
can be written on the form

acorr(λ ) = ameas(λ )− εa(λ ), (3.33)

where ameas and acorr(λ ) are the measured and corrected absorption, and εa(λ ) is the
estimated scattering error. Following methods were described for estimating the scat-
tering error:

1. Assume that the non-water absorption in the near-infrared is negligible, and that
the scattering error is independent of wavelength,

εa = ameas(λref). (3.34)

This is called the flat or baseline method. Here, λref is a measured wavelength in
the infrared, typically 715 nm as this is a wavelength measured by the ac-9.

2. Assume that the scattering error is a certain fraction of the scattering coefficient,

εa = Fbmeas(λ ) = F [cmeas(λ )−ameas(λ )], (3.35)

where F is a fraction, typically around ∼0.14-0.2 (Watanabe et al., 2018), which
have to be chosen based on whether organic or inorganic material dominates the
water column. No assumptions are made about the near-infrared absorption, but
we assume the phase function is constant after choosing a F-value.

3. The proportional method is a combination of the first two methods. We assume
that the non-water absorption coefficient is zero in near-infrared, but that it varies
spectrally with the scattering coefficient. Thus, we get a scattering error on the
form,

εa = ameas(λref)
bmeas(λ )

bmeas(λref)
= ameas(λref)

cmeas(λ )−ameas(λ )

cmeas(λref)−ameas(λref)
. (3.36)

The flat and proportional methods became the most widespread scattering correction
methods, given that they only use ac-9/s measurements for corrections. On the other
hand, the assumptions these methods are built on have been continuously challenged in
the decades after the instruments were first deployed (Leymarie et al., 2010; Stockley
et al., 2017).

It is well-established that the near-infrared absorption is often not negligible, espe-
cially in coastal or estuarine waters (Tassan and Ferrari, 2003). Non-water absorption
at long wavelengths can be measured using accurate laboratory instrumentation, for
instance the PSICAM. Röttgers et al. (2013) conducted a study with comparisons of
PSICAM and ac-9 measurements of the same water samples. An empirical relation-
ship (r2 = 0.930) was found between the measured PSICAM absorption anw (assumed
to be "true") and the ac-9 absorption ameas at 715 nm in coastal waters in the North Sea,

anw(715 nm) = 0.212×
[
ameas(715 nm)

]1.135
. (3.37)
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This relationship made way for improvements of the flat and proportional correction
methods in coastal waters. These improved versions are referred to in the literature
as "semi-empirical" or "RR" methods. In the updated proportional method (Lefering
et al., 2018), a correction for the attenuation error is also included,

εa =
[
ameas(715 nm)−anw(715 nm)

] cmeas(λ )/ec −ameas(λ )

cmeas(715 nm)/ec −anw(715 nm)
, (3.38)

where anw(715 nm) is estimated from Eq. 3.37, and ec is the estimated fraction of the
"true" attenuation which is not detected by the ac-9/s due to the acceptance angle. This
value was found to be 0.56 in the North Sea in Röttgers et al. (2013). The attenuation
error is covered in detail in Boss et al. (2009b), where ac-9/s was compared with LISST-
instruments that had more than an order of magnitude smaller acceptance angle than
the ac-9/s. The ec-value was found to vary between 0.4 and 1.03.

Figure 3.8: Scattering errors can have a serious impact on ac-9/s absorption measurements. Here are
results from the UAK 2020 cruise in Storfjorden where accurate absorption spectra from two water
samples are compared with uncorrected ac-s absorption measurements along with scattering-corrected
spectra using three different methods, the baseline method (BL), semi-empirical (RR) and VSF cor-
rection using LISST-VSF measurements. The scattering error clearly has a strong but highly variable
contribution to the uncorrected absorption measurements. See Paper IV for a more detailed description
and analysis of the results.

Whether the phase function is independent of the wavelength or not was first as-
sessed in relation to the ac-9 scattering error by McKee and Cunningham (2005) using
in situ data, see Sect. 2.3.1. The approach made in this study was refined in later works
using Monte Carlo simulations, and in the latest iteration, McKee et al. (2013), an im-
perfect reflectance efficiency of the reflective tube is also included. Consequently, the
scattering error can be assessed without any initial assumptions about the IOPs. The
absorption and attenuation coefficients measured by the ac-9/s are given by

ameas(λ ) = anw(λ )+ fa(λ )bnw(λ ), cmeas(λ ) = cnw(λ )− fc(λ )bnw(λ ). (3.39)

The true non-water absorption, scattering, and attenuation coefficients are given by anw,
bnw, and cnw, and are related by anw+bnw = cnw. Meanwhile, fa and fc are the fractions
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of the scattering coefficient which contributes to respectively the scattering errors of the
absorption and attenuation measurements. Given that we know the VSF at all angles,
the fc-value is determined from the integral,

fc(λ ) = 2π

∫ 0.93◦

0◦
p(θ ,λ )sinθdθ , (3.40)

where p(θ ,λ ) is the phase function calculated from Eq. 2.3. Determining the fa-value
requires knowledge about the reflectance efficiency rw of the absorption tube. Monte
Carlo simulations in in McKee et al. (2013) yielded weighting functions Wa(θ), which
tell us the relative contribution of VSF (or phase function) at the scattering angle θ for
a given reflectance efficiency rw between 0.95 and 1. The rw-value can vary and needs
to be known a priori or by fitting the parameter to minimize the error against known
absorption values. Stockley et al. (2017) found that 0.98 is a typical value. The fa-value
can then be computed from

fa(λ ) = 2π

∫ 180◦

0◦
Wa(θ)p(θ ,λ )sinθdθ . (3.41)

Following this equation, Eq. 3.33 and 3.39, we see that the scattering error for the
absorption can in fact be calculated directly using the VSF,

εa(λ ) = fa(λ )bnw(λ ) = 2π

∫ 180◦

0◦
Wa(θ)β (θ ,λ )sinθdθ . (3.42)

In practice, VSF may at most be measured at a few wavelengths, while the absorption
and attenuation are measured multi- or hyperspectrally by the ac-9/s. The spectral
variation of the phase function is also considered to be much smaller than anw and bnw.
Hence, it is of interest to decouple fa and fc from bnw. We can solve Eq. 3.39 (including
a+b = c) for anw and cnw,

acorr(λ ) = ameas(λ )−
fa(λ )

[
cmeas(λ )−ameas(λ )

]
1− fa(λ )− fc(λ )

, (3.43)

ccorr(λ ) = cmeas(λ )+
fc(λ )

[
cmeas(λ )−ameas(λ )

]
1− fa(λ )− fc(λ )

. (3.44)

The derived scattering error terms resemble the εa of the proportional method. If we let
the phase function be spectrally independent, fa and fc become constants, the propor-
tional method is recovered with εa(715 nm)/b(715 nm) = fa/(1− fa − fc). The final
objective of McKee et al. (2013) was to used measured backscattering ratios to correct
the scattering error of both the absorption and attenuation measurements, which was
done by finding empirical relationships for fa and fc with bb,nw/bnw, and develop an it-
erative algorithm to estimate bb,nw/bnw from measured values. Since the phase function
is difficult to measure accurately, due to its great sensitivity to small-angle scattering,
it is Eq. 3.41 that in practice have been used to correct ac-s measurements. Attenuation
measurements have to smaller extent been corrected by integrating the forward VSF of
LISST-instruments (Eq. 3.40), as there may by confounding factors due to differences
between the instruments, such as deflocculation in the ac-9/s pump system or Schlieren
effects affecting LISST-instruments (Boss et al., 2009b).
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Absorption corrections using measured VSF from the MASCOT instrument have
been applied in the studies Stockley et al. (2017), Tonizzo et al. (2017), and Kostakis
et al. (2021). Since the MASCOT measures the VSF from 10◦, the measurements were
forward extrapolated using the Fournier-Forand phase function. The corrected absorp-
tion measurements showed for the most good agreement with absorption coefficients
measured using accurate bench-top instruments, or when compared with radiometric
measurements (by forward modelling using measured IOPs). On the other hand, no
clear and consistent improvement over the conventional semi-empirical methods could
be seen. As Kostakis et al. (2021) writes: "No consistent trend could be observed when
comparing the semiempirical vs. VSF corrections, that is, sometimes VSF correction
outperformed the semiempirical correction and vice versa when compared with PSI-
CAM data." Stockley et al. (2017) did an in-depth comparison of different scattering
corrections from a data set around the British Isles. The proportional semi-empirical
method was found to perform the best, together with the VSF-based correction method.
Still, residual methods of up to 20% were common even for these methods. Moreover,
the flat semi-empirical method agreed better than the proportional variant in clear wa-
ters, likely due to enhanced error propagation. The flat variant uses only ac-9/s ab-
sorption measurements, the proportional variant uses both absorption and attenuation
measurements, while the VSF correction method uses both of these in addition to VSF
measurements. Thus, it is the VSF correction method that is the most sensitive to any
measurement errors propagating to the corrected absorption coefficients.

To summarise, there are two key questions regarding the scattering errors of the
ac-9/s absorption measurements. Firstly, what is most accurate and robust method for
estimating scattering errors, especially in the near-infrared? Secondly, how does the
scattering error vary with wavelength?



Chapter 4

Introduction to the papers

Paper I: In situ measurements of the volume scattering function with LISST-VSF
and LISST-200X in extreme environments: Evaluation of instrument calibration
and validity

Sandven, H., Kristoffersen, A. S., Chen, Y. C., and Hamre, B. (2020), Optics Express
28(25).

In Paper I, VSF measurements from the LISST-VSF and LISST-200X were calibrated
and characterised over the entire measurement range using both polymer bead and in
situ measurements. Both instruments were found to provide reliable VSF measure-
ments across several orders of magnitude. In the higher scattering detection limit, the
instruments are mainly limited by multiple scattering, but also saturation of the pho-
todetectors. In the lower scattering limit, the measurements reach the detection limit
(dark current) of the photodetectors. This particularly inhibits the use of the LISST-
200X in clear waters. LISST-VSF is more suitable for use in clear waters, but the
precision of the eyeball measurements is degraded in extremely clear waters such as
the Arctic Ocean. In Paper I, we also demonstrate how the scattering coefficient at 670
nm is estimated by LISST-200X measurements using extrapolation of the VSF, which
can be very useful in turbid waters.

Paper I also identified several difficulties with using polystyrene beads for calibra-
tion. Due to the extreme dynamical range in the angular VSF in natural waters, which
the LISST-instruments have been designed towards, different bead types have to be
used for calibrating all angles. For instance, 25 µm beads offer adequate forward scat-
tering to get a valid signal at angles smaller than 1◦, but have considerable oscillations
impacting other angles. At large angles, large beads are also more sensitive to uncer-
tainties in the complex refractive index of the beads (Slade and Boss, 2006), and are
also affected by multiple scattering. Small beads, like 0.190 and 0.508 µm, have a
much smoother VSF without rapid oscillations, and are thus useful for calibrating a
large part of the angular domain. On the other hand, forward scattering of small beads
is weaker than the detection limit of the ring detector for all valid particle concentra-
tions. These beads were also impacted by flocculation, leading to erroneously high
forward scattering in some cases.

In this paper, I did all of the laboratory measurements and conducted the fieldwork
together with co-authors. My contribution also included analyzing the data, making all
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the figures and writing most of the manuscript with input and revisions from co-authors.

Paper II: Analysis of multiple scattering errors in LISST-VSF volume scattering
function measurements using Monte Carlo simulations and experimental data

Ugulen, H. S., Sandven, H., Hamre, B., Kristoffersen, A. S., and Sætre, C. (2021), Op-
tics Express 29(8).

In Paper II, we investigated discrepancies found in turbid LISST-VSF measurements
by implementing a Monte Carlo code simulating the LISST-VSF. The three key instru-
ment components to implement were the laser source, ring detector and eyeball detec-
tor. For the laser source, photons are sent into the sample volume along the z-axis. The
ring detector is implemented as a circular surface at the position of the LISST-VSF op-
tical window. If the photon crosses this boundary surface, it is "detected", and the angle
it hit the surface with is stored as a data point. The eyeball detector is implemented as
a toroidal surface encircling the laser beam. This enables more photons of different az-
imuth angles to be detected than if the real eyeball geometry was used. Any photons
leaving the boundary surface defined for the sample volume are eliminated and do not
contribute to the measured VSF.

Model validation was done by doing experimental measurements on Arizona test
dust and 508 nm polystyrene beads with varying concentrations. The model repro-
duces measurements both for low concentrations and for concentrations far into the
multiple scattering regime. Thus, in the study we both validate a model for simulating
LISST-VSF instrument, and confirmed that the observed discrepancies in LISST-VSF
measurements are due to multiple scattering. For the two scattering agents investigated,
the relative error of the scattering coefficient is approximately 10% when the scattering
coefficient is 2.7 m−1 or 2.9 m−1, while the relative error in the phase function varies
considerably between the two phase functions. None of these phase functions are par-
ticularly realistic for natural waters, meaning that additional studies must be conducted
to assess field measurements.

This paper was built upon discrepancies observed in LISST-VSF in situ measure-
ments in turbid waters, and the hypothesis in Paper I that this was caused by multiple
scattering. My contribution was conducting and processing the experimental data, in-
terpreting the results, writing parts of the manuscript, and discussion on the overall
structure of the study and the manuscript.

Paper III: Efficient Monte Carlo simulations reveal significant multiple scattering
errors in underwater angular scattering measurements

Ugulen, H. S., Sandven, H., Hamre, B., Kristoffersen, A. S., and Sætre, C. (2021), Op-
tics Express (Submitted, October 2021)

Paper III further investigated the multiple scattering using more realistic phase func-
tions for natural waters than the ones used to validate the Monte Carlo simulation in
Paper II. As realistic phase functions are highly forward-peaked, the simulation in Paper
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II requires a large number of simulated photons for the large-angle VSF to converge sta-
tistically. A number of strategies were implemented to reduce the computation time. Of
particular importance is the detector directional importance sampling (DDIS) method.
Here, the number of photons heading towards the eyeball detector, which are more
likely to contribute to the detected signal than other photons, is artificially enhanced
using statistical weighting.

The improved Monte Carlo simulation was used to simulate a wide range of
Fournier-Forand and Henley-Greenstein phase functions with different scattering co-
efficients. The multiple scattering error of both the measured scattering coefficient,
backscattering coefficient, and phase function is found to have a first-order variation
with the scattering coefficient and a second-order variation with the asymmetry fac-
tor. A high asymmetry factor gives a larger multiple scattering. We also demonstrated
that for scattering coefficients smaller than 1 m−1, the relative errors for LISST-VSF
measurements will be contained below 10%, which offers a useful rule-of-thumb. As
several other in situ VSF meters have similar path lengths, this results may also have
significant implications for historical VSF data sets.

This paper focuses more directly on improving and applying the Monte Carlo
model, which has been done primarily by Håvard Ugulen. I contributed to the de-
sign and structure of the study, interpretation of the results and some writing.

Paper IV: Into treacherous waters: Corrections of ac-s absorption measurements
in coastal waters using volume scattering function measurements

Sandven, H., Petit, T., Chen, Y. C., Kristoffersen, A. S., Erga, S. R., and Hamre, B.,
(2021), Optics Express (Submitted, September 2021)

In Paper IV, we did a detailed comparison of the different correction methods for ac-
9/s absorption measurements applied to depth profiles in highly stratified coastal waters
in Gaupnefjorden in Western Norway and Storfjorden on Svalbard. The wavelength-
independent semi-empirical method performed the best, except in the clearest waters
were the original baseline method showed better agreement with water sample mea-
surements. Similar to other studies, the VSF correction method did not show a clear
and consistent improvement over existing methods.

Using high-resolution depth profiles, this study illustrated well error propagation
issues with the VSF correction method. For instance, multiple scattering or Schlieren
effects can cause the LISST-VSF to measure considerably higher scattering than what
is present in reality. Since scattering was the dominating process in the studied waters,
artificially high scattering could yield larger scattering errors εa than the measured ab-
sorption. Consequently, the corrected absorption coefficients at these depths became
negative. By comparison, errors in the semi-empirical method are proportional to the
absorption coefficient instead of the scattering coefficient, and errors will consequently
be much smaller in scattering-dominated waters. On a following note, proportional
variants gave unreliable and often unphysical results, and were excluded from most of
the analysis. Several other studies in coastal waters show a similar trend. We did a small
set of Mie simulations showing that perturbations (<10 µm in diameter) to power-law
distributions decouples the spectral variation of εa and b measured by the ac-9/s. Thus,
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a subpopulation of small particles may cause the proportional method to fail.
Spatial variations in IOPs can be strong and unpredictable in coastal waters such as

in our study. Moreover, ocean currents can cause significant drift between instrument
casts. Thus, we observed that concurrent LISST-VSF, ac-s and CTD deployments in
some instances measured completely different water masses, with large implications
for the correction method. As the LISST-VSF and ac-s are difficult to mount on the
same frame, it is also a practical challenge to use the LISST-VSF for ac-s corrections
in coastal waters.

This paper is also based on fieldwork with the participation of both myself and the
co-authors. I did the majority of the data processing, made the figures and did the
writing with revisions from co-authors.



Chapter 5

Concluding remarks and outlook

This thesis has been primarily focused on characterizing volume scattering measure-
ments from the LISST-VSF and LISST-200X instrument, as well as an investigation
of the scattering error in ac-9/s absorption measurements and how the error may be
corrected with VSF measurements. In particular, the LISST-VSF is the first and only
commercially available submersible instrument for measuring the VSF across a wide
angular range. In situ VSF measurements have for a long time been acknowledged as
a large research gap in the optical oceanography community. Backscattering sensors
have now been included in the biogeochemical Argo program. There is thus a grow-
ing interest to understand the physical properties behind these measurements, as well
as their uncertainties.

LISST-VSF and LISST-200X are reliable and trustworthy in situ instruments for
measuring the VSF within their specific measurement range. The useful measurement
ranges found in this doctoral work are illustrated in Figure 5.1. By doing a wide range
of measurements in the field and in the laboratory, this thesis has identified promi-
nent error sources which limits the useful range of the LISST-VSF and LISST-200X.
This is covered in Paper I and expanded upon in Paper II and III. The LISST-VSF
can be severely affected by multiple scattering due to its 0.15 m path length, which
was investigated in detail in Paper II and III. We found that the error can be consid-
ered negligible (<10%) for typical phase functions only if the scattering coefficient is 1
m−1 or smaller, which means accurate measurement range of the LISST-VSF is limited
to clear-to-moderate scattering conditions. Moreover, several other VSF meters have
a similar path length as the LISST-VSF. Consequently, several of the published VSF
measurements throughout the years may also contain non-negligible multiple scattering
errors. Hopefully, these errors will be possible to correct with a reasonable accuracy,
which seems promising given that the multiple scattering effects appear to behave con-
sistently. LISST-200X is limited by the minimum detectable signal strength to use in
moderate-to-turbid waters, but is much less affected by multiple scattering. In the low
detection limit, there are also issues with lower precision for the LISST-VSF that needs
to be investigated further, especially with high ambient light levels. Schlieren can have
considerable effects on both LISST-VSF and LISST-200X measurements, but these ef-
fects are spatially limited to stratified layers. Statistical effects of the limited sample
volumes should also be assessed in more detail.

Paper IV showed how an application of VSF measurements, namely correcting ac-s
absorption measurements, can be affected by multiple scattering and other confounding
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factors. Since scattering errors can be much larger than the absorption itself, even small
overestimates of the VSF can translate into negative absorption values after correction.
Estimating the absorption empirically in the near-infrared is more robust and has a
reasonable accuracy. Currently, the larger challenge is to extrapolate the scattering
error robustly to the measured wavelengths. The present approach, using the measured
scattering coefficient to estimate the spectral slope, is not always reliable and may even
give unphysical results. In situ VSF measurements combined with modelling can help
solve this issue, but the optimal solution is a hyperspectral VSF meter.

Figure 5.1: Valid measurement ranges for measuring the VSF using the LISST-200X (upper area, in
red) or the LISST-VSF (lower area, in green) are plotted together with the Petzold measurements (black
lines). The colors also indicate the different wavelengths the instruments use, LISST-200X has a red
670 nm laser, while LISST-VSF uses a green 515 nm laser. These are approximate measurement ranges.
The lower limit of the LISST-VSF eyeball detector (> 15◦) has not been investigated in detail, but is
lower than the ring detector.

With the introduction of the LISST-VSF, it is now possible with commercially avail-
able instrumentation to achieve high-resolution in situ measurements of hyperspectral
absorption and attenuation coefficients, multispectral backscattering coefficients, the
VSF between 0.1-150◦ and polarization measurements at 515 nm, as well as a selec-
tion of different fluorimeters. This gives a nearly complete picture of the inherent op-
tical properties of the water column. There is a large body of literature concerning the
uncertainties of several of these optical instruments, i.e. the uncertainty of a single mea-
surement compared to highly accurate laboratory measurements. By comparison, less
work has been done on quantifying uncertainties of the integrated properties, namely
under-sampling errors across the vertical column or on the basin-scale. More work
should also be done on developing and validating general proxy relationships from
in situ measurements. Investigating relationships between optical properties and other
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measurable quantities in the ocean would increase the overall usefulness of optical mea-
surements, both for in situ instrumentation and ocean color observations. For instance,
the fast, robust and reasonably accurate retrievals of suspended particulate matter con-
centrations using backscattering measurements on biogeochemical Argo floats have
made such optical instrumentation more useful for researchers and other users outside
the ocean optics community, and consequently makes more data available for ocean
color validation. Even though uncertainties for ac-9/s absorption coefficients may be
on the order of 25%, these measurements can still provide valuable information on
bio-optical properties that may vary several orders of magnitude across a single depth
profile. Comprehensive scattering and absorption measurements with the LISST-VSF,
LISST-200X, ac-s or similar instrumentation is needed to further document variations
in optical properties around the globe, which can help us identify key variables for
monitoring the changing ocean.

Figure 5.2: Optical measurements during the CAATEX 2019 cruise in the Arctic Ocean north of Sval-
bard.
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Abstract: The LISST-VSF and LISST-200X are commercial instruments made available in
recent years, enabling underwater measurements of the volume scattering function, which has
not been routinely measured in situ due to lack of instrumentation and difficulty of measurement.
Bench-top and in situ measurements have enabled absolute calibration of the instruments and
evaluation of instrument validity ranges, even at environmental extremes such as the clear waters
at the North Pole and turbid glacial meltwaters. Key considerations for instrument validity
ranges are ring detector noise levels and multiple scattering. In addition, Schlieren effects can be
significant in stratified waters.
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citation, and DOI.

1. Introduction

Changes in the ocean ecosystems due to anthropogenic climate change necessitates an increased
level of environmental monitoring of the ocean. While ocean color data from remote sensing
provide observations with extensive temporal and spatial coverage, it is often difficult to acquire
accurate quantitative measurements of ocean constituents such as phytoplankton and colored
dissolved organic matter (CDOM) in productive coastal regions [1,2]. Improvements in the ocean
color products require enhanced measurements of the inherent optical properties (IOPs). These
properties describe the influence of the water medium on light propagation, and are independent
of the light field. These are measured in situ, typically with an active source and detector.
Such optical in situ measurements can obtain high-resolution information about the vertical
structure of the water column, which are unretrievable from satellite observations. While the
spectral absorption and attenuation coefficients have been routinely measured for several years,
direct measurements of scattering properties are more sparse. Unlike absorption, scattering also
has a directional variability, quantitatively described by the volume scattering function (VSF).
Due to lack of measurements, the VSF is often represented by simplified parameterisations,
and scattering errors are corrected by empirical formulas. Thus, high-accuracy routine VSF
measurements, which can be provided by the instruments LISST-VSF and LISST-200X, would
be an important development within ocean optics research. This includes input for radiative
transfer models, calculations of suspended particle properties [3,4], and corrections on other IOP
measurements [5].

The volume scattering function (VSF or β, used interchangeably) is a fundamental IOP that
represents the ability of a medium to scatter light in a certain direction. It is mathematically
formulated as

β(θ) = dI(θ)
E dV

[m−1sr−1], (1)
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where E is the irradiance of an incident unpolarized beam, dI is the radiant intensity of the
scattered light from the volume element dV at an angle θ relative to the incident beam. Here, no
azimuthal dependency is assumed, which is the case for media with randomly oriented scatterers.
The more routinely measured scattering coefficient b can be calculated from the VSF using

b = 2π
∫ π

0
β(θ) sin θdθ. (2)

Moreover, the phase function p(θ), which is the normalized VSF, is defined by p(θ) = β(θ)/b.
While the scattering coefficient may vary with several orders of magnitude depending on the
ocean constituents in the respective water mass, and wavelength to a lesser degree, the phase
function tends to depend less on ocean constituents and wavelength in natural waters. Hence, the
phase function has often been subject to simplified models in radiative transfer modelling. Other
related quantities are the backscattering coefficient bb, given by

bb = 2π
∫ π

π/2
β(θ) sin θdθ, (3)

and the asymmetry factor g,

g = ⟨cos θ⟩ = 2π
b

∫ π

0
β(θ) cos θ sin θdθ. (4)

Due to the cos θ-term, the asymmetry factor is more dependent on scattering in the far-forward
and far-backward direction than the scattering and backscattering coefficients, which makes it
challenging to measure accurately. It is often applied when assessing whether multiple scattering
can be neglected or not.

The VSF of a medium containing randomly distributed spheres of uniform size and homo-
geneous structure was fully solved by Gustav Mie as a solution of Maxwell’s equations [6].
For monodispersed spheres, only particle concentration, the size parameter (particle diameter
relative to wavelength), and the relative complex refractive index decide the VSF. The solution
becomes much more complex for non-spherical particles (see work of Mishchenko, e.g. [7]), and
non-homogeneous optical properties. This makes forward modelling of the VSF in natural waters
challenging, and the inverse problem even more so. Among others, the Fournier-Forand model
[8] and Zhang et al. [9] utilize assumptions about particle size distributions and compositions to
approximate the VSF.

While the refractive index influences scattering at all angles, the VSF depends strongly on the
particle size distribution in the forward direction. Hence, the particle size distribution can be
measured from small-angle scattering measurements using inversion methods. Known as laser
diffraction, this technique forms the physical motivation behind a series of LISST-instruments
(Laser In Situ Scattering and Transmissometry, produced by Sequoia Sci.), which are routinely
used for sediment and oceanographic studies. The working principle is illustrated in Fig. 1. A
laser beam of known power is transmitted through a sample chamber. The transmitted light is
detected by a transmission detector, from which the attenuation coefficient can be calculated.
The scattered light passes through a lens and onto a ring detector placed at the lens’ focal length.
Hence, all light scattered with a certain angle from the beam hits the same radius on the ring, and is
detected by the silicon photodetector arcs covering logarithmically-spaced radii and consequently
scattering angles. Agrawal [10] demonstrated how the scattering data from the LISST-100 ring
detector could be used to compute the shape of the VSF, with the angular resolution covered
by the ring detector arcs. Slade and Boss [11] used polystyrene beads to calibrate LISST-100
scattering data, yielding both the correct VSF shape and magnitude for angles 0.08-15◦. Later,
multiple studies have utilized LISST instruments for VSF measurements [12–15]. In [16–18],
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the Schlieren effect on forward scattering and attenuation have been investigated. However, the
LISST-200X, which is the most recent successor of LISST-100 and measures the VSF for angles
0.04-13◦ at 670 nm, has not previously been calibrated or used for VSF measurements to our
knowledge.

Fig. 1. The working principle of the ring detector used for LISST-200X. The detector plane
is placed in the focal plane of a collimating lens, so that light scattered with angle θ will hit
the detector plane at radius r. The LISST-VSF ring detector is similar, but with a 515 nm
laser wavelength and a longer pathlength L.

The LISST-VSF is a recently released instrument measuring the VSF from 0.09◦ to 150◦.
Compared to the scattering and backscatter coefficients, as well as small-angle scattering, the
large-angle VSF have been sparingly measured in situ. The primary reason is the technical
difficulty of the measurements; due to the ratio of forward to backward scattered radiance there
is a high demand on the dynamical range of the instrument. Tyler [19] and Petzold [20] were
among the first attempts to measure the VSF, and the latter has emerged as the most widely cited
set of VSF measurements. While the Petzold measurements are limited in geographical and
environmental scope, they are of remarkable quality over a large angular range and are highly
beneficial as benchmark figures. Modern studies have focused more on laboratory studies, but
also includes some in situ measurements (see [21] for an overview). For the LISST-VSF, the
dynamical range is covered by using the aforementioned ring detector up to 14.38◦, and using a
rotating eyeball detector at larger angles. The laser power is decreased when the eyeball position
is between 15◦ and 40◦ to accommodate for the large differences in the scattering signal. In
addition to the VSF, the eyeball detector also yields data allowing computation of Mueller matrix
components M12 and M22.

There is still a limited number of published studies with in situ or bench-top results from
the LISST-VSF. Slade et al. [22] contains the first published results with the LISST-VSF, with
bench-top measurements of polystyrene and size-fractioned Arizona Test Dust. Here, the degree
of polarization was measured in addition to the VSF. The instrument has been shown to agree
well with two other prototype VSF instruments, I-VSF and POLVSM [23]. However, due to
unfortunate instrument damage, only the ring detector measurements were usable in this study. In
the article by Koestner et al. [24], measurements with polystyrene beads of diameters in the sub-
micrometer range were used to show that a correction function, βcorr

p (θ) = CF(θ) × βmeas
p (θ), can

be used to validate and correct LISST measurements with scattering predicted from Mie theory.
Values of the correction function varied in the range 1.7-2.2 in this study. Moreover, laboratory
measurements were done on natural seawater samples from different marine environments around
the Southern California coast. In addition, the degree of linear polarization was also thoroughly
investigated in a similar fashion, showing the further potential of LISST-VSF measurements.
This work was very recently expanded upon in [25], where relationships between the measured
Mueller matrix components and marine particle properties were investigated. The LISST-VSF
has also been used in some optical communication studies (e.g. [26,27]), and in Sahoo et al. [28],
where measurements were done in situ at discrete depths in the Bay of Bengal.
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While earlier studies have used the default relative calibration, Hu et al. [29] offered a
significant improvement with the implementation of an absolute calibration of the eyeball detector
(see section below for details). This decouples the two detector measurements and enables VSF
measurements in very clear waters, which was utilized in a study where the VSF fraction of
particles smaller than 0.2 and 0.7 µm in clear ocean waters was measured, in bench-top mode by
filtering water during a research cruise in the North Pacific Ocean [30].

In this work, we similarly present results from both submerged polystyrene and polymethacrylate
beads and natural waters using the LISST-200X and LISST-VSF. Our approach to absolute
calibration utilize larger beads and has a larger concentration range than most earlier studies, which
to a greater extent indicates the validity ranges of the instruments. Polarization measurements
with the LISST-VSF, the Mueller matrix components M12 and M22, have not been included in the
study for brevity. The focus of the natural water measurements has been in situ data collection
using profiling deployment. Fieldwork has been conducted in highly diverse environments, such
as the Arctic Ocean and coastal waters of the Svalbard archipelago during the INTAROS-2018 and
CAATEX-2019 cruises, and in various coastal waters in southwestern Norway. We evaluate the
need for temperature and salinity corrections, compare the validity ranges of the two instruments,
and assess the effect of Schlieren on measurements in stratified waters. Finally, we look into
extrapolation of forward scattering to estimate the scattering coefficient, which could be another
useful application for the LISST-200X in turbid waters.

2. Methodology

2.1. Laboratory calibration measurements

Spherical beads with microscopic, low-variance diameters, made by polystyrene or polymethacry-
late, made it possible to perform absolute calibration or validation of scattering measurements.
Knowing the bead size distribution, relative refractive index and concentration, Mie theory can
be used to calculate the exact VSF of the plastic beads submerged in pure water. Consequently,
measurements from the LISST instruments may be compared with accurate theoretical values.
For the relative complex refractive index of polystyrene beads, we used values found in [31].
For polymethacrylate (PMMA) beads, values from [32] were used. Theoretical scattering was
calculated using Gaussian particle size distributions with the specified size variations. Each VSF
was converted to instrument-specific angular resolutions by finding the mean value within each
angular bin, which corresponds to the assumption made by the instrument data processing. For
transmission values within the instrument range, the VSF measurements have been corrected for
volume concentration errors by re-scaling using the ratio of measured and theoretical attenuation,
similar to the method used in [11] and [24],

βcorr(θ) = cMie
cmeas

βmeas(θ). (5)

The motivation for doing bench-top measurements using beads are different for each of the
studied sensors. The LISST-VSF ring detectors have already been factory-calibrated for VSF
measurements, so validation is the primary goal. The LISST-200X has not been directly calibrated
for VSF measurements, meaning that absolute calibration is necessary. For the LISST-VSF
eyeball detector, the current default data processing uses a relative calibration to calculate the
VSF, where the VSF measured from two outer-most ring detectors (angles 12.32◦ and 14.38◦) are
extrapolated to the first angle of the eyeball detector (15◦). The ratio of the extrapolated value
and the uncalibrated eyeball detector value Puncal

11 (15) is subsequently used as a scaling factor for
calculating the VSF from Puncal

11 (θ). This method is highly sensitive to uncertainties in the ring
scattering data.

In addition, bead measurements spanning over a large concentration range allow an assessment
of the validity of the VSF measurements; when does the linear relationship between particle
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concentration and VSF, or attenuation, break down? The topic of instrument validity ranges with
respect to particle size and concentration is further discussed in section 3.1.1.

2.1.1. Overview of data processing

The VSF is computed from scattering data output of the LISST instruments, digital counts, using
factory-provided data processing procedures outlined here. The ring detector data processing
has been treated in detail in [3,10]. The raw signal, denoted scat, is digital counts, from which
ambient light has been rejected. This is corrected for instrumental artifacts using

cscat = scat/τ − zscat. (6)

Here, zscat are background scattering measurements made in pure water to account for intrinsic
pure water scattering and optical losses in the instrument. By contrast to zscat and scat, the
corrected scattering signal cscat is no longer an integer due to the division on τ. The transmission
ratio is τ = T/T0, where T is the measured transmission (measured laser power Iout/Iincident) and
T0 is the measured transmission from the background measurement. LISST-200X cscat values
are also divided by a concentration calibration factor (for particle size distribution calculations),
yielding many orders of magnitude smaller values than LISST-VSF cscat values. This has no
impact on VSF measurements. For the LISST-VSF eyeball detector, the transmission must be
calculated from the attenuation c, τ = exp(−cL), as the pathlength L of the detected light beam
varies with the eyeball angle.

The ring cscat data is subsequently converted to the VSF using the expression

βi,p(θ) =
Pi,p

P0
· Ci

2πϕ(cos θi+1 − cos θi)L , (7)

where Pi,p is the cscat scattering data on ring i counted from the centre, P0 is the incident light, θi
and θi+1 is the inner and outer radius of each ring detector, and ϕ = 1/6 denotes that each detector
only covers 1/6 of a circle. Furthermore, Ci represents constants for geometrical corrections such
as vignetting. In addition, the sensitivity of the detectors needs to have correct values. The eyeball
scattering data follow another processing procedure; four components of scattering data have been
measured using combinations of source and detector polarizations. Each of these components
are first corrected for ambient light by rapidly turning the laser on and off and subtracting the
measured ambient light. Then the components are corrected for differences in transmission due
to use of a half-wave plate, before the components are corrected for attenuation-loss and laser
drift, and the background measurements (matched with the PMT-gain) are subtracted. At around
45◦, there is a change in laser power. This is corrected for using a factory-provided calibration
factor, and interpolating the data between 44◦ and 51◦. Moreover, a geometric correction is
applied for a small misalignment between laser and eyeball viewing plane, as well as a relative
gain correction for differences between the laser polarizations (we used the automatic α-value).
Finally, the components are used to compute the VSF and additional polarization components.
The VSF is computed by first taking the average of the four corrected components, yielding
Puncal

11 (θ), which is then scaled using the absolute or relative calibration. We refer to [24,25,29]
for further details on the eyeball detector.

2.1.2. Experiment procedure

Each laboratory experiment started with filling the factory-provided sample chambers of the
instruments with ultrapure water (Milli-Q). In order to minimize uncertainties in the bead
concentrations, care was taken to add an accurate amount of water: 18 mL for the LISST-200X
and 1620 mL for the LISST-VSF sample chamber. After adding ultrapure water, at least one
hour was allowed for bubbles and possible temperature differences to dissipate, before blank
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measurements were made. For the LISST-VSF, the sample chamber mixers always had to be used
when measuring, in order to get non-fluctuating transmission values. Solutions of polystyrene
or PMMA beads were then added to the sample chamber using pipettes (Eppendorf Research
Plus), so that the bead concentration could be known with a high degree of certainty. For
each experiment, a cumulative amount of the bead solution was added, yielding a measurement
series of increasing bead concentration. For each bead concentration, approximately 100 single
measurements were done with both instruments.

2.1.3. LISST-VSF eyeball detector calibration

Polystyrene beads (0.190 µm (Sigma-Aldrich); 0.508 and 25.1 µm (Thermo Fischer Scientific))
in different concentrations were used for the absolute calibration of the LISST-VSF eyeball
detector. Following [29], the absolute calibration was implemented with the equation

βeyeball(θ) = κ(θ, V0)
(︂V0

V

)︂γ
Puncal

11 (θ, V). (8)

Here, V is the PMT voltage of the respective measurement and V0 is a reference voltage
(selected to be 645 mV in both this and the aforementioned study). The term (V0/V)γ is a
conversion factor, yielding a linear relationship between βeyeball(θ) and Puncal

11 (θ, V) irrespective
of PMT voltage. The coefficient γ depends on dynode material and geometry; the value used in
the Hu et al. [29] study, γ = 8.6, was also in excellent agreement with our data. Finally, κ(θ, V0)
is the calibration coefficient, which can be calculated from bead measurements and theoretical
VSF values using linear regression of Eq. (8).

2.1.4. Ring detector calibration

The LISST-VSF ring detector has been evaluated using polystyrene beads (0.508, 2.504 and
25.1 µm (Thermo Fischer Scientific)) and PMMA beads (4.92 µm(Sigma-Aldrich)) in different
concentrations. We used different angular domains for each type of bead, due to factors
described in section 3.1.1. As mentioned above, Koestner et al. [24] introduces a correction
function CF, based on bead measurements, which is applied to correct already processed VSF
measurements βmeas. A linear relationship is assumed between the measured and true VSF,
so that βcorr = CF × βmeas. CF was calculated by finding the median of βtrue/βmeas for each
angle, where βtrue is the theoretical VSF (this is subsequently referred to as method 1). We use
a standard least-squares fitting of the measured data to the theoretical values to compute the
correction function (method 2),

βtrue = Aβmeas, (9)
and compare with the method stated in [24]. Finally, we also compare with the linear model

βtrue = aβmeas + b, (10)

to check for possible "zero scattering" offsets in the measured data (method 3).
The LISST-200X was calibrated in a similar way. As the laser power per digital count is not

known for the incident laser detector, the default output has the wrong magnitude. Different
concentrations of polystyrene beads (2.504 and and 25.1 µm (Thermo Fischer Scientific)) and
PMMA beads (99.0 µm (Sigma-Aldrich)) were used. The 99 µm beads were challenging to
keep suspended; persistent mixing using a pipette made it possible to measure in the small
LISST-200X sample chamber, but not with the LISST-VSF.

2.2. Fieldwork

2.2.1. In situ measurements

During the field deployments, the LISST instrument measurements were conducted by continuous
profiling down to a depth of 50 m, which is the factory-specified maximum operational depth
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of the LISST-VSF. After initial tests, continuous profiling was found to be the prudent choice,
as stationary measurements gave highly fluctuating transmission values. This is consistent
with bench-top measurements; even when the water is ultrapure, static water is detrimental for
transmission measurements. We speculate that this is due to microturbulence along the beam
caused by the laser, but mirror-like reflections by large slow-moving particles could also have a
contribution. This is not seen for the LISST-200X, but continuous profiling is also used here for
consistency. Continuous profiling also puts some constraints on the measurements. The winch
system operated with an ascent and descent speed of approximately 0.5 m/s. For the LISST-200X,
which has a sample rate of 1 Hz, each sample will then cover 0.5 m. With LISST-VSF, each sample
takes 4 seconds. Thus, one sample will cover 2 meters. Moreover, the LISST-VSF acquires data
by first doing an eyeball and ring detector measurement with perpendicular polarized incident
light, then another with parallel polarized incident light. This means that the Mueller matrix
components can only be reliably measured using continuous profiling in a uniform or slowly
changing water column. However, the VSF is calculated from a simple average of the different
light measurements. To assure high data quality of the LISST-VSF, multiple casts were always
made, typically from three in regular waters to seven in very clear waters. The subsequent data
processing include depth-binning the measurements and calculating the median VSF. Physical
oceanographic quantities have been obtained using the Castaway-CTD or Rockland Scientific
VMP-250 vertical profiler.

2.2.2. Locations

In situ measurements were conducted during three field campaigns, as well as four different days at
the Espegrend Marine Biology Lab in Raunefjorden outside Bergen, Norway (in April 2018, June
2018, June 2019 and November 2019), see Fig. 2 for an overview. During the INTAROS-2018
cruise with the Norwegian coastguard vessel KV Svalbard in the Arctic Ocean north of Svalbard,
a total of 9 measurement stations were done. Five stations were conducted around in the region
around ice edge as well as in ice leads and under ice floes. The last four stations were made in
coastal waters of the Svalbard archipelago, for instance in Rijpfjorden, a fjord on northeastern
Svalbard with a large glacier calving into the fjord. More measurements were performed in
the central Arctic during the CAATEX-2019 cruise in August-September 2019, also with KV
Svalbard. Station 1 of this cruise was conducted at the North Pole, and the proceeding stations
were made in the ice-covered ocean south towards Svalbard. Finally, further measurements on
glacial meltwater in Norwegian coastal waters were conducted in Gaupnefjorden in June 2019, a
fjord arm of Sognefjorden in Western Norway. In total, 25 measurement stations are included in
this study, with a significant span in optical characteristics as well as geographical extent.

2.2.3. In situ temperature and salinity corrections

In clear waters, the scattering of the water itself may have a significant contribution to the total
measured scattering at large angles [30]. Using a blank measurement will remove the scattering
at the temperature and salinity of the pure water used. However, the temperature and salinity
will almost never be the same in situ as the blank, making a temperature and salinity correction
necessary. In a previous study, this is addressed by not using a blank for field measurements, but
simply subtracting the pure water scattering directly [29]. This assumes no optical losses by the
instrument, which may be negligible for new instruments but not after extensive use and time,
e.g. increased transmission loss in the optical windows. Thus, we suggest another approach.
The measured VSF (βm) may be assumed to be the sum of particulate scattering βp, pure water
scattering βw and optical losses βL,

βm = βp + βw(T , S) + βL. (11)
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Fig. 2. Map showing the locations of the fieldwork conducted in this study. During the
INTAROS-2018 cruise (in green) nine stations were conducted. Nine stations were also done
during the CAATEX-2019 cruise (in red). Locations of additional fieldwork in Norwegian
fjords are shown in blue.

We have not investigated polarization dependencies of the optical loss, but as the scattered
light enters the optical window perpendicular (or near-perpendicular) to the window surface, we
do not expect major polarized components. For blank measurements, particulate scattering is
assumed to be zero, yielding the expression for the measured blank VSF,

βBG = βw(TBG, 0) + βL. (12)

Since the optical loss term is the same in both instances, one can solve for the particulate
scattering,

βp = βm − βBG − βw(T , S) + βw(TBG, 0). (13)

Here, the term βm − βBG is the output of the default data processing. The pure water scattering
is calculated as described in [33] and [34]. The temperature and salinity from field work are
interpolated from CTD measurements.

3. Results and discussion

3.1. Laboratory measurements

3.1.1. Validity ranges for LISST measurements

The validity range of the LISST instruments is limited by the range of the detectors, as well
as the assumption that all scattered light is only scattered once (single-scattering condition).
The instrumental validity ranges are also evident from the bead calibration measurements. To
get stable and consistent measurements for calibration use, the VSF must vary slowly due to
possible smearing effects, the oscillations characteristic for beads must be absent or smoothed
out. Small beads (for instance 0.190 µm diameter) fit this requirement well, but the LISST
instruments are optimized for natural waters, which have implications for the lower signal limit
of the ring detectors. In Fig. 3(a), it can be seen that when cscat-values <10−4, LISST-200X VSF
measurements only have a weak relationship with theoretical VSF values compared to above
this threshold. For reference, cscat values from field measurements are typically in the range
10−5 to 10−2. For LISST-VSF, the same is seen for cscat-values <102 in Fig. 3(b) (LISST-VSF
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cscat values are typically between 102 and 105 in field measurements). This pattern is seen for
all ring detectors for similar cscat values. Given that the scattering data are related to the VSF
through Eq. (7), the minimum VSF values will vary with angle. Field scattering data within these
orders of magnitude should be treated with care. Within the low particle concentration limit, the
transmission reaches the upper detection limit (which is given as 0.98 for LISST-VSF and 0.995
for LISST-200X). The transmission errors have a relatively low impact on scattering data in clear
waters, as seen from Eq. (6).

Within the high particle concentration limit, the transmission lower limit has a large impact.
Following Eq. (6), the scattering data are highly sensitive for errors in the transmission measure-
ments when the transmission is low. However, multiple scattering is a more likely limiting
factor for VSF measurements in turbid waters. Re-scattered light enters the detectors in addition
to the single-scattered light, leading to an overestimation of the VSF. The single-scattering
condition is commonly given as τ∗<<1, where τ∗ = cL(1− g) is the scaled optical depth (L is the
pathlength, c is attenuation), not to be confused with the transmission ratio τ. The appearance of
the asymmetry parameter g shows that for waters with smaller angular differences in the VSF,
the single-scattering condition will be violated at lower concentrations than in waters with a
dominant forward scattering component. When planning the measurements, we used τ∗ ≤ 0.1 as
a default condition.

Fig. 3. The VSF of polystyrene or PMMA beads, measured with the innermost ring detector
on both instruments and compared with the theoretical values computed using Mie theory.
Under a certain threshold in the scattering data (cscat), there is a loss of linearity between
measured and predicted values. Due to the area of the rings, this problem is most prevalent
for the innermost rings, and dissipates at larger angles, where the size of the detector is
larger.

The expected range of possible bead concentrations due to the some of the aforementioned
factors are visualized in Fig. 4. Here, Mie calculations have been applied to polystyrene beads of
diameters 0.1-200 µm, and for the wavelengths of both LISST instruments. There is a scattering
maximum for particle diameters approximately twice the wavelength, leading to a minimum
of the detectable volume concentration. For smaller particles in the Rayleigh limit, the range
of valid volume concentration becomes smaller. Large particles can have much higher volume
concentrations without violating the single-scattering condition, and lower concentrations to get
strong signals for the ring detector. However, large beads are limited by oscillations for larger
angles. Measurements at these angles were excluded in the calibrations. Thus, for calibrating
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LISST instruments at all angles, it is necessary to include measurements with both smaller and
larger beads.

Fig. 4. Expected concentration range for valid measurements calculated for mono-dispersed
polystyrene beads, varying in size and diameter. Red area shows the valid area for LISST-
200X (wavelength 670 nm) and green area for LISST-VSF (wavelength 515 nm). The
strongly colored areas indicate the concentration range needed to get valid measurements
for the innermost rings, while the weakly colored areas indicate concentrations for valid
signal from the outermost rings. The areas are overlapping, except in a small region with
low concentrations of large beads. Here, scattering is so forward-peaked that there is a valid
signal for the inner ring but not the outer ring. It should be noted that these results do not
extend to particle size distributions.

In this study, we have used six bead diameters covering different angular domains. When
calibrating the LISST-VSF, 0.190 µm beads were used for angles above 15◦, and 0.508 µm beads
above 5.5◦. Furthermore, 2.504 µm beads were used for angles below 4.7◦ and 3.92 µm beads
below 2.1◦ (both with limited signal under ∼ 0.3◦). Finally, 25.1 µm beads were used in the
angular domains 0.09◦ − 0.75◦ and 4.7◦ − 14.4◦. For the LISST-200X, 2.504 µm beads were used
for angles below 10◦ (with limited signal under 0.1◦), and 25.1 µm beads were used in the angular
domains 0.07◦ − 1◦ and 3.5◦ − 13◦. In addition, 99 µm beads were of particular importance to
get data for the innermost rings, covering the angular domains 0.04◦ − 0.2◦ and 2.5◦ − 13◦.

3.1.2. Bead attenuation measurements

The results of the attenuation measurements are shown in Fig. 5(a) and 5(b). The measurements
show overall high agreement with the theoretical values when transmission values are higher than
98 %. For lower attenuation values, the measurements become imprecise. Some measurements
with the LISST-200X have high variability also for higher attenuation. The 99 µm beads used
were difficult to sufficiently mix for avoiding settling. Other deviations may be explained by
uncertainties in the volume concentration. Comparing the two instruments, the results support
the notion that LISST-VSF is suited for attenuation measurements in all but extremely clear
natural waters (c>0.13 m−1), while the LISST-200X is more limited (c>0.8 m−1). The upper
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limit of neither instrument has been reached, the LISST-VSF results show good accuracy up to
∼ 30 m−1, above the specified limit.

(a) LISST-200X (b) LISST-VSF

Fig. 5. Attenuation measurements with the LISST-200X and LISST-VSF using plastic
beads; comparison between theoretical values from Mie theory and measured values.
Error bars indicate the standard deviations in each measurement, consisting typically of
around 100 samples. The factory-specified limits for valid transmittance measurements
g = exp (�2!) are also plotted.

the notion that LISST-VSF is suited for attenuation measurements in all but extremely clear
natural waters (2 > 0.13 m�1), while the LISST-200X is more limited (2 > 0.8 m�1). The upper
limit of neither instrument has been reached, the LISST-VSF results show good accuracy up to
⇠ 30 m�1, above the specified limit.

3.1.3. LISST-VSF eyeball detector calibration

The PMT correction of the LISST-VSF was made with 0.190, 0.508 and 25.1 `m polystyrene
beads over a large concentration range. Similar to the Hu et al. study [29], a strong linear
relationship between the %uncal

11 (\, 645mV) and Veyeball (\) can be seen in Fig. 6a and 6b. However,
the ^-value is three orders of magnitude smaller for our instrument (SN = 1667), likely because
the aforementioned study normalized the %uncal

11 by dividing on incident laser power (which could
mitigate e�ects of laser drift). For low 25.1 `m bead concentrations, which give the lowest
VSF values in Fig. 6a, there is significant variation in the data, possibly due to a relatively low
PMT gain compared to the signal. Lack of rescaling (see Eq. 5), due to attenuation values
outside instrument range, may cause additional uncertainties. It should also be noted that
comparing goodness-of-fit across the entire angular domain with statistical quantities (A2 or mean
square error) should be treated with care, due to large variations in the dynamical range of the
measurements, but manual inspection of the data confirms good agreement.

3.1.4. LISST-VSF ring detector validation

Measurements of plastic beads up to 25.1 `m were used to calculate correction functions for the
LISST-VSF ring detector. The results are shown in Fig. 7. Near-unity correction functions and
A2-values for all methods would indicate a perfect fit between theory and measurements. Fig.
7a and 7b reveal that the ring detector measurements generally agree well with the expected
theoretical values for all three methods used. The linearity of the data is illustrated in Fig. 9a.
The correction function found using the median of the ratio (method 1) deviates from the linear
regression functions (method 2 and 3) at some angles. The reason seems to be that it is more
influenced by where in the scattering range the majority of the measurements have been made.
There are no significant di�erences between the perpendicular (Fig. 7) and parallel (not shown)

Fig. 5. Attenuation measurements with the LISST-200X and LISST-VSF using plastic
beads; comparison between theoretical values from Mie theory and measured values. Error
bars indicate the standard deviations in each measurement, consisting typically of around 100
samples. The factory-specified limits for valid transmittance measurements τ = exp (−cL)
are also plotted.

Fig. 6. The absolute correction for the eyeball detector is found by linear regression
of Puncal

11 (θ, 645 mV)-values and theoretical VSF-values for each measured angle. In (a),
uncalibrated LISST-VSF eyeball detector data Puncal

11 (θ, 645 mV) (converted to PMT = 645
mV, see Eq. (8)) are compared with corresponding theoretical VSF values for θ = 60◦.
Different colors differentiate the PMT values. The linear regression yielding the κ-value is
also plotted. In (b), the absolute calibration factor κ is plotted over the entire angular domain
of the LISST-VSF eyeball detector output (blue line). The coefficient of determination
(r2-value) is also shown for each angle.
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3.1.3. LISST-VSF eyeball detector calibration

The PMT correction of the LISST-VSF was made with 0.190, 0.508 and 25.1 µm polystyrene
beads over a large concentration range. Similar to the Hu et al. study [29], a strong linear
relationship between the Puncal

11 (θ, 645mV) and βeyeball(θ) can be seen in Fig. 6(a) and 6(b).
However, the κ-value is three orders of magnitude smaller for our instrument (SN = 1667),
likely because the aforementioned study normalized the Puncal

11 by dividing on incident laser
power (which could mitigate effects of laser drift). For low 25.1 µm bead concentrations, which
give the lowest VSF values in Fig. 6(a), there is significant variation in the data, possibly due
to a relatively low PMT gain compared to the signal. Lack of rescaling (see Eq. (5)), due to
attenuation values outside instrument range, may cause additional uncertainties. It should also be
noted that comparing goodness-of-fit across the entire angular domain with statistical quantities
(r2 or mean square error) should be treated with care, due to large variations in the dynamical
range of the measurements, but manual inspection of the data confirms good agreement.

3.1.4. LISST-VSF ring detector validation

Measurements of plastic beads up to 25.1 µm were used to calculate correction functions for
the LISST-VSF ring detector. The results are shown in Fig. 7. Near-unity correction functions
and r2-values for all methods would indicate a perfect fit between theory and measurements.
Figure 7(a) and 7(b) reveal that the ring detector measurements generally agree well with the
expected theoretical values for all three methods used. The linearity of the data is illustrated in
Fig. 9(a). The correction function found using the median of the ratio (method 1) deviates from
the linear regression functions (method 2 and 3) at some angles. The reason seems to be that it is
more influenced by where in the scattering range the majority of the measurements have been
made. There are no significant differences between the perpendicular (Fig. 7) and parallel (not
shown) polarized incident light, as expected for forward scattering. Measurements from the ring
detector at 0.90◦ were highly erratic and non-physical, also in blank measurements. Results from
this ring have thus been consistently treated as invalid and replaced by interpolated values using
the two neighbor rings, even though this may introduce a small bias.

Fig. 7. Correction functions for the LISST-VSF ring detector, for the perpendicular incident
beam (first rotation, in the vertical plane of the instrument), is shown in (a). Each method is
described in section 2.1.4. The coefficient of determination (r2-value) for each method is
shown in (b).

Significantly higher forward scattering than expected from Mie theory were measured for
sub-micron beads. The forward scattering varied between measurement series and was observed
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to increase with time. We speculate that this is due to flocculation of small beads, as it has been
shown that particle flocculations may appear as larger particles in LISST particle size distribution
measurements [35], which is consistent with higher forward scattering. Other studies have
used an ultrasonic device to break up the flocs [11,23], which would likely eliminate this error
source. Moreover, smaller beads scatters so little in the forward direction that the ring detector
scattering data are under the instrument detection level. Data affected by these error sources
were discarded. Multiple scattering influences the measurements, which is seen as a non-linear
relationship between bead concentration and VSF. This is plotted for 25.1 µm beads in Fig. 10(a).
The single-scattering condition has been used as a guideline (τ ∗ <0.1), but results shown in
Fig. 10 indicate that it may not be an adequate condition for calibration purposes, especially for
larger beads such as 25 µm at large angles. Thus, some empirical considerations had to be made
for the calibration concentration range. Slade and Boss [11] points out the imaginary refractive
index of the bead material as a major error source for VSF measurements of larger beads, but
based on Fig. 10 we believe multiple scattering plays a more significant role than expected.

Variations between different particle samples and their dilutions seem to be the largest source
of uncertainty. The impact has been mitigated by doing multiple independent measurement
series with varying particle diameter and applying the attenuation re-scaling. Nevertheless, it is
reasonable to conclude that the deviations may be attributed to the experimental uncertainties,
and that the LISST-VSF ring detector is adequately calibrated from the factory.

3.1.5. LISST-200X ring detector calibration

While the VSF is a default output of the factory data processing for the LISST-VSF, the LISST-
200X data processing does not yield the VSF by default. However, Sequoia Sci. provided a data
processing script enabling non-calibrated VSF measurements as output. Here, the correction
functions were used directly for absolute calibration of the measurements. Results shown in
Fig. 8 reveal similarities with the LISST-VSF ring detector, including most of the error sources.
Figure 9(b) shows an example of robust fit of the data at 0.66◦. The correction factors vary between
1.6 × 1011 and 3.6 × 1011. Method 1 deviates slightly from the two linear regression-methods
(method 2 and 3), but follows same the general trend. In Fig. 10(b), one may also for LISST-200X
observe a non-linear relationship between attenuation and measured scattering at large angles for
25 µm beads. In addition, there were some saturation errors in the ring detector data. These
measurements had to be manually removed. Following the same considerations as for the
LISST-VSF, a constant value, A = 2.8 × 1011, was chosen for all rings.

3.2. Field measurements

3.2.1. Assessment of PMT calibration

In situ field measurements with particulate scattering covering several orders of magnitude enable
robust comparisons between the absolute and relative PMT calibration as well as between the
two LISST instruments. A natural point of comparison for the relative and absolute calibration
is the VSF at 15◦, the start of the eyeball measurement, plotted in Fig. 11. The two methods
agree well for mid-range scattering, while discrepancies are apparent in very clear and turbid
waters. For clear waters, systematic discrepancies may be seen for PMT-values 435-550. These
measurements are from the INTAROS-2018 cruise, where the automatic PMT gain adjustment
seemed to insufficiently adjust to very clear waters, yielding noisy eyeball data. After the cruise,
the PMT-gain algorithm was updated by the producer, yielding significantly better results for later
fieldwork. The absolute calibration was performed after this update. While the PMT gain may be
set manually, the automatic gain is typically necessary due to water column variations. Moreover,
for the CAATEX-2019 cruise, unreliable values in the outermost ring yielded artificially low
eyeball values for the relative calibration, perfectly illustrating the uncertainty of this method.
The relative calibration is also visibly affected by random errors in the forward scattering in
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Fig. 8. Correction functions for LISST-200X ring detector is shown in (a). Each method is
described in section 2.1.4. The coefficient of determination (r2-value) for each method is
shown in (b).

Fig. 9. Measured VSF from ring 16 of the LISST-VSF ring detector (total ring number is
32), is compared with theoretically predicted VSF values in (a). The standard deviation of
the measurements are plotted as error bars. A robust linear fit (method 2) is also plotted
as a black line. In (b), uncalibrated VSF values from the LISST-200X are plotted with
corresponding theoretical VSF values, along with the robust fit (method 2, showing ring
number 18 out of 36).

addition to the systematic errors in clear waters. In turbid waters, a discontinuity is visible in
the VSF between the ring and eyeball detector, at 15◦ when the absolute calibration is used (see
Fig. 14). This is due to multiple scattering effects, as the two detectors have different pathlengths
at 15◦. The eyeball detector may also experience saturation in particularly turbid media.

The scattering coefficient, backscattering coefficient and backscattering fraction for the two
calibrations are compared in Fig. 12(a) and 12(b). All are integrated from bin-median VSF, with
extrapolation in the backward direction by using a well-established backscattering model [9].
For b, the differences are minimal, due to the dominating contribution of forward scattering to
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Fig. 10. VSF measurements with 25.1 µm beads are plotted as a function of the attenuation,
for the outermost ring of LISST-VSF (a) and LISST-200X (b). Theoretically predicted
scattering is plotted as a black line. Maximum scaled optical depth for the LISST-VSF results
is cL(1 − g) ∼ 0.02, for LISST-200X the maximum value is cL(1 − g) ∼ 0.05. Non-linear
behaviour can be seen for a large range of concentrations. In the innermost rings the
non-linear behaviour is absent (not plotted).

Fig. 11. Comparison of LISST-VSF measurements at 15◦, using relative (default calibration)
and absolute calibration. Each color represents a different PMT value used in the calibration.
As the PMT values may change throughout a profile, each measurement is plotted. While
most measurements are close to the 1:1 line, there are differences in turbid and very clear
waters.
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the scattering coefficient. By contrast, bb shows more discrepancies, especially the effects of
multiple scattering are apparent.

Fig. 12. Comparison of the particulate scattering coefficient b (a), the particulate backscat-
tering coefficient bb (b), when using the relative and absolute calibration.

3.2.2. Temperature and salinity corrections

In Fig. 13, absolute calibrated LISST-VSF measurements are plotted with the offset due to pure
water scattering, computed from temperature and salinity interpolated from CTD measurements.
It is clear that a temperature and salinity correction is important for clear waters, but it gives
a negligible contribution at small angles or in turbid waters. LISST-200X has a measurement
domain which does not reflect a need for a temperature and salinity correction of the VSF. The
importance of auxiliary CTD casts is evident in almost all investigated waters, as changes in both
optical and physical quantities are often significant in the upper water column. Natural waters
with high salinity and low temperatures have the highest pure water scattering, with the salinity
making the strongest contribution. Most physical and empirical models that are used in the
computation of pure water scattering, have a validity range down to 0 ◦C. In polar surface waters,
the water temperature can be lower than -1.5 ◦C. Few studies have investigated optical properties
at such temperatures. A theoretical model for volume scattering function by pure seawater was
recently extended to subzero temperatures by [36]. For in situ measurements, one also need to
consider possible offsets in light attenuation and the refractive index [37]. In particular, changes
in the latter leads to a different transmittance at the interface between water and optical windows.
Estimates show that these effects combined can give an absolute error in the attenuation up to
∼0.01 m−1 for LISST-VSF, and ∼0.05 m−1 for LISST-200X. VSF measurements are less affected,
with relative errors on the order of ∼ 10−3. Controlled validation measurements at subzero
temperatures and high salinity are needed for more accurate error estimates, instrument-specific
corrections, and validation of the theoretical scattering model.

3.2.3. Volume scattering function measurements

A selection of particulate VSF measurements in different natural waters is shown in Fig. 14. The
values are calculated from the median of all valid data within a given depth-interval (with low
variability) at each measurement site. The clearest waters measured in the central Arctic had
minimum VSF values of ∼ 10−5, with considerable noise even after averaging 138 samples. Only
slightly higher scattering, seen at the North Pole station, gives a much less noisy signal. On the
upper turbidity limit is glacial meltwater. Here, the measured VSF around 90◦ is more than five
orders of magnitude larger than in the clearest measurements. However, the aforementioned
discontinuity between the detectors can be seen at 15◦, revealing multiple scattering effects and
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Fig. 13. LISST-VSF measurements from a large selection of field measurements (median
between 20 and 50 meters), are plotted in green, before correction of temperature and salinity.
The temperature and salinity correction offset for each VSF measurement, computed from
theoretical pure water scattering [33], is plotted as black dashed lines. Thus, the lines form a
band of typical VSF offsets in natural sea water.

suggesting that the detected VSF magnitude may be incorrect. Variations in the phase function
are also evident.

Fig. 14. A selection of in situ particulate VSF measurements with the LISST-VSF in highly
varying natural waters, from the Norwegian coast to the North Pole. The extremities of the
instrument validity range can be observed.

In some of the LISST-VSF measurements, a dip can be seen around 120◦ in the uppermost
10-20 meters. This is most likely because the field-of-view of the eyeball detector moves from
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being directed at the open environment to being directed at the instrument wall at ∼120◦, leading
to an artifact in the ambient light rejection. For angles above 145-150◦, elevated VSF values
can also be frequently observed (see Fig. 13), both for laboratory and field measurements. The
cause is probably instrumental reflections, but backscattering from bubbles could also have an
additional contribution.

In Fig. 15, VSF measurements of the LISST-VSF and LISST-200X are compared for three
cases. In the lowermost VSF (dashed line), large parts of the LISST-200X falls under the noise
level indicated with a solid black line (chosen as cscat = 5 × 10−5). The LISST-200X frequently
measures scattering under the lower detection level in clear waters, resulting in a unreliable and
limited VSF. For the middle case (dashed-dotted line), both instruments perform well. Here, the
shape of the VSF agree well, and there is a reasonable increase in scattering from 670 to 515
nm. However, for turbid waters (solid line), the LISST-VSF measures VSF values ∼25-500 times
higher than corresponding LISST-200X values. These severely elevated measurements are due to
multiple scattering. Moreover, the flattening of the LISST-VSF phase function close to zero has
been shown to be due to saturated ring detectors. The LISST-200X is with the 2.5 cm pathlength
much less influenced by the mentioned effects.

Fig. 15. The VSF measured with the LISST-200X and the LISST-VSF are compared
for three different cases. Estimated minimum VSF-values that can be measured by the
LISST-200X are indicated as a solid red line. Strong systematic errors due to multiple
scattering are apparent for the LISST-VSF in turbid glacial meltwater.

3.2.4. Estimating scattering coefficient from forward scattering

The dominance of forward scattering on the scattering coefficient (β(θ<13◦) contains on average
∼80% of b) indicates the possibility that LISST-200X measurements can be used to estimate
b(670nm). LISST-VSF measurements can be used for a robust evaluation, by computing b
from both the entire VSF measurement and only the VSF of the LISST-200X angular domain
(0.08-13◦). The former is computed by using the LISST-VSF measurement up to 145◦ and the
backscattering extrapolation (described in Zhang et al. [9]) up to 180◦, which can be assumed
to be close to the correct b. The latter is computed by curve-fitting the Fournier-Forand VSF
to the ring data (up to 13.2◦), which is also used for the LISST-200X scattering. An example
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is plotted in Fig. 16. The forward scattering extrapolation tends to systematically overestimate
backscattering.

Fig. 16. Plot of LISST-VSF and LISST-200X measurements done at the same location
and depth (Emiliania Huxleyi bloom, 0.5-10 m), together with extrapolations relevant for
estimations of b.

In Fig. 17, the two calculated scattering coefficients are compared for a large selection of
VSF measurements. Overall, the extrapolated scattering coefficient bFF agrees well with the
assumed correct value bcorr. A tendency to overestimate the scattering for b>1 m−1 can be seen,
but the overestimation of the backscattering has a relatively small impact. Linear regression for
b<5 m−1 gives the correlation shown in Fig. 17, with a 95% confidence interval (assuming a
Gaussian distribution) of ±20% on the estimate. Limiting the regression to b<1 m−1 decreases
the confidence interval to ±6%.

Scattering coefficients estimated from LISST-200X measurements (excluding VSF data under
the detection limit) are compared with LISST-VSF scattering coefficients measured in the same
waters in Fig. 18. Large variations are evident, but the expected trend of generally higher
scattering at 515 than 670 nm can be seen. It is also clear that the LISST-200X b-estimates are
much less affected by multiple scattering than the LISST-VSF values. The related deviations
seem to take place above ∼2 m−1.

3.2.5. Schlieren effect

The Schlieren effect is a scattering phenomenon caused by microturbulence and refractive index
variations, a prevalent error source for scattering and transmission measurements in stratified
natural waters. As Schlieren causes elevated forward scattering, it is primarily affecting the
transmissometer and the innermost rings (similar to large particles, leading to errors in PSD
calculations). Concurrent profiles with both LISST instruments and CTD instruments make it
possible to investigate this effect. This is shown in Fig. 19, where transmission and scattering
on the innermost ring of both LISST instruments are plotted with the buoyancy frequency. The
buoyancy frequency is a widely used measure on stratification in oceanography, and has in
previous studies been linked to Schlieren effects [16–18]. Figure 19(a) shows a clear decrease
in LISST-VSF transmission measurements for increased buoyancy frequencies from 0.05 s−1.
For buoyancy frequencies at 0.15 s−1 and higher, many transmission measurements are close to
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Fig. 17. The scattering coefficient estimated from LISST-VSF forward scattering (0.09◦-
13.2◦) compared with the scattering coefficient calculated from the full LISST-VSF measure-
ment (0.09◦-145◦).

Fig. 18. Comparison of scattering coefficients, measured with LISST-VSF and estimated
from LISST-200X forward scattering. Large variations can be seen, and LISST-VSF multiple
scattering errors seems to occur from ∼2 m−1.
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being completely extinguished. However, perhaps the most striking feature is the absence of
data points with both high transmission and buoyancy frequency; there seems to be an upper
(lower) limit on the transmission (attenuation), linearly dependent on the buoyancy frequency.
A trend is less clear for LISST-200X (Fig. 19(b)), due to the shorter pathlength, but above a
buoyancy frequency of ∼0.15 s−1, large fluctuations in the transmission are prevalent. Increases
in the measured forward scattering can also be seen for both instruments (Fig. 19(c) and 19(d)).
Ring saturation is also apparent in the LISST-VSF plot. However, it should be emphasized that
the scattering measurements are coupled to the transmission through Eq. (6). Thus, suppressed
transmission is likely a larger error source for VSF measurements in stratified waters than elevated
forward scattering. A final consideration regarding these measurements is that the water density
gradient (pycnocline) is associated with particle accumulation and flocculation. Hence, also larger
particulate scattering can be expected here, and separating the two phenomena is a considerable
challenge.

Fig. 19. Optical measurements plotted as a function of the buoyancy frequency, visualizing
the Schlieren effect on LISST instruments; the transmission of LISST-VSF (a), the trans-
mission of LISST-200X (b), the scattering on the inner-most LISST-VSF ring (c), and the
scattering on the inner-most LISST-200X ring (d).

4. Conclusion

VSF measurements using the LISST-VSF and LISST-200X have been found to be valid over
several orders of magnitude, making them valuable for further in situ and laboratory research.
Bench-top measurements using monodispersed beads enable absolute calibration of the instrument
detectors, but several considerations must be made with regards to instrument noise level, VSF
oscillations, possible effects of bead flocculation and multiple scattering. We repeat in large parts
procedures performed in earlier studies [11,24,29], but extend the eyeball calibration to a larger
range. While the factory calibration of the LISST-VSF ring detector was shown to be satisfactory,
the absolute calibration of the eyeball detector has greatly improved the robustness of the VSF
measurements, avoiding significant propagation of uncertainties from the two outermost ring
detectors to the entire eyeball detector domain. Having two independent detectors with different
pathlengths also reveals multiple scattering effects in turbid waters. However, using the absolute
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calibration requires that the PMT gain adjusts itself adequately to the particulate scattering. The
lower thresholds of the LISST ring detectors have been given as angular dependent values (cscat
≥ 10−4 for LISST-200X, cscat ≥ 102 for LISST-VSF), but note that these are order of magnitude
numbers. The lower limit of the LISST-VSF eyeball detector depends on the PMT gain, and
ambient light conditions under some circumstances.

LISST-VSF and LISST-200X have been extensively used in field campaigns, giving valuable
knowledge on how to to acquire high-quality data. For LISST-VSF, the water within the sample
volume (beam area) must not be static while sampling, either in bench-top mode or during field
deployment. The consequence of static water is large fluctuations in transmission and forward
scattering. Our speculation is that the laser heats up the water enough to cause microturbulence
effects. Hence, continuous descent and ascent is considered best practice during field deployment.
For logistical reasons, a profiling speed of approximately 0.5 m/s has primarily been used, but a
test with speeds down to 0.1-0.2 m/s have also produced good results. Due to the slow sample
rate, we recommend using the lowest practical profiling velocity with the LISST-VSF. Another
issue is collecting enough measurements for robust results, which is solved by doing multiple
casts and calculating the median VSF, binned with respect to depth. For the LISST-200X, the
deployment method is more flexible, but a similar continuous profiling protocol have been used.
It has also been shown that temperature and salinity corrections are necessary for LISST-VSF
measurements in very clear waters, but are not relevant for LISST-200X measurements.

Comparing the two instruments, their configuration makes them optimized for scattering
measurements in different types of natural waters. The LISST-VSF, with its long pathlength,
higher laser power and low sample rate, suits clear waters with low scattering, but also coastal
waters. In turbid waters with scattering coefficients above approximately 2 m−1, multiple
scattering errors become significant, but further investigation is needed for details about the
effects. LISST-200X is more suited for such waters, with a short pathlength and higher sample
rate (which can detect more small-scale variations). However, the scattering and transmission
detection levels makes it less suitable for measurements in clear natural waters. The configuration
of the innermost rings makes it possible to detect scattering from less than 0.1◦, but also makes
the measurements vulnerable to errors due to the Schlieren effect. Schlieren has also been shown
to significantly affect transmittance measurements, especially for buoyancy frequencies above
0.15 s−1, which can have a severe effect on scattering measurements at all angles, as they are
corrected by being divided on the transmittance (see Eq. (6)). Thus, care must be taken for
measurements in stratified waters.

Even though LISST-200X only measures the VSF up to 13◦, it has been shown that by curve
fitting the Fournier-Forand phase function to the data, a good estimate of the scattering coefficient
at 670 nm can be found. Thus, combined with attenuation measurements, the absorption at 670 nm
can be calculated from a = c − b. Existing in situ spectrophotometers often yield measurements
with large scattering-related uncertainties at longer wavelengths [38], especially in turbid waters.
Due to its 2.5 cm path-length, the LISST-200X is less susceptible to multiple scattering errors,
and may thus yield absorption measurements of higher accuracy than existing instrumentation
in such waters. The instrument wavelength (670 nm) lies close to the chlorophyll-a pigment
absorption peak at 676 nm. Thus, the instrument may be relevant for use with hyper-spectral in
situ instrumentation for improved retrieval of primary production estimates in optically complex
waters.
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Abstract: A Monte Carlo algorithm has been developed to investigate the effects of multiple
scattering on the volume scattering function measured by the LISST-VSF instrument. The
developed algorithm is compared to experimental results obtained from bench-top measurements
using 508 nm spherical polystyrene beads and Arizona test dust as scattering agents. The
Monte Carlo simulation predicts measured volume scattering functions at all concentrations.
We demonstrate that multiple scattered light can be a major contributor to the detected signal,
resulting in errors in the measured volume scattering function and its derived inherent optical
properties. We find a relative error of 10% in the scattering coefficient for optical depths ∼0.4,
and it can reach 100% at optical depths ∼2.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Multiple scattering may be a significant source of systematic errors when measuring the inherent
optical properties (IOPs) of particle-rich natural waters [1,2]. IOPs include the absorption
coefficient and the volume scattering function (VSF) with its derived properties, such as the
scattering coefficient b, and the backscattering coefficient bb, all of which may vary spectrally.
Turbid particle-rich waters are characteristically found in coastal and estuarine regions, which are
of increased interest to the optical oceanography community due to the ecological and economic
importance of these regions [3–7]. Increased knowledge of IOPs in such optically complex waters
would be beneficial for remote sensing observations, environmental monitoring and underwater
optical communication and visibility studies. The assumption of single scattering, where each
photon is only scattered once, is an important approximation when measuring the VSF or other
IOPs, as this negates the use of extensive radiative transfer calculations. However, this assumption
will no longer be valid if the amount of multiple scattering is too high. In a study by Chami et al.
[8], it was found through radiative transfer modeling that multiple scattering may contribute to
as much as ∼ 94% of the radiance reflectance when the ratio of backscattering to absorption is
larger than 0.3.

The VSF β(θ) is defined as the radiant intensity dI scattered per elemental volume dV in the
direction θ per unit incident irradiance E,

β(θ) =
dI

E dV
[m−1sr−1]. (1)

Here, no azimuthal dependency is assumed. From this expression one can derive the scattering
coefficient,

b = 2π
∫ π

0
β(θ) sin θdθ. (2)

#419116 https://doi.org/10.1364/OE.419116
Journal © 2021 Received 11 Jan 2021; revised 19 Feb 2021; accepted 19 Feb 2021; published 7 Apr 2021
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The scattering phase function is given as

p(θ) =
β(θ)

b
. (3)

The VSF has been sparingly measured in situ, especially at large scattering angles, due to
lack of available instrumentation. The LISST-VSF (Sequoia Scientific) is a recently developed
commercial instrument for measuring the VSF in situ or in the laboratory for angles 0.1-150◦ at a
515 nm wavelength [9]. The instrument uses a ring detector for measuring the light scattered
from the incident laser beam (similar to other LISST-instruments) up to a scattering angle of
14.4◦, while a rotating eyeball detector is used for angles 15-150◦. While the geometries of the
two detectors are different, both make the assumption that all detected light has been scattered
solely from the beam. Light lost due to absorption or secondary scattering along the path of
the scattered light is corrected for (see Section 2.2.2), but no additional light is assumed to be
scattered into the detectors. It has been shown that applying an absolute calibration of the eyeball
detector, using a method first presented by Hu et al. [10], yields a distinct discontinuity between
the ring detector VSF and eyeball detector VSF in turbid waters [1]. In addition, the scattering
values seem to be unreasonably elevated compared to parallel LISST-200X measurements,
for which the sample chamber has a much shorter optical path length of 2.5 cm, compared to
the 15 cm in the LISST-VSF. Microscopic polystyrene beads of precise and accurate size and
concentration enable direct comparison of Mie theory and LISST-VSF measurements. Thus,
polystyrene beads has been used to calibrate the LISST-VSF instrument [10–13]. In earlier
laboratory measurements with 190 and 508 nm diameter polystyrene beads, we have seen similar
VSF discontinuities at larger bead concentrations, as well as a non-linear relationship between
scattering and particle concentration for 25 µm beads [1]. The discrepancies seen in both field
and laboratory measurements motivate a deeper inquiry into the multiple scattering effects on the
LISST-VSF measurements.

The single scattering approximation greatly simplifies the computation of IOPs from in situ
measurements. The optical depth τ = cL has previously been used to state whether the single
scattering assumption is a good approximation or not. Here, c is the attenuation coefficient, and L
is the distance travelled in the medium. In the case of the LISST-VSF, this distance is L = 0.15m,
which is the characteristic path length of the instrument. The closely related scaled optical depth
τ∗ = cL(1 − g) = τ(1 − g), is also used. Here, g is known as the asymmetry factor, calculated
as the mean cosine of the scattering angle of the phase function [14]. In a paper by Koestner
et al. [12], the general condition for single scattering is first given as τ<<1. They also state
that τ∗<<1 can be used to determine the regime where the single scattering approximation is
valid. However, these two conditions are quite different, as the asymmetry factor g is typically
between 0.89 and 0.95 for natural waters [14]. In a study by Hu et al. [10], c = 5 m−1 is
stated as the upper limit for single scattering, which translates to τ = 0.75 for the LISST-VSF
instrument. By contrast, van de Hulst [15] state a significantly stricter general condition for
single-scattering: For an optical depth τ<0.1 (corresponding approximately to τ∗<0.01), single
scattering can be assumed. For 0.1<τ<0.3, double-scattering corrections may be necessary, and
for τ>0.3 multiple scattering must be taken into account. In a study by Agrawal and Mengüç
[16], unnormalized VSF measurements were made using a nephelometer (with a fixed path
length) over a wide range of mono- and polydispersed polystyrene bead concentrations. Here,
the single-scattering condition was shown to agree well with the measurements up to an optical
depth of 0.1, and by including an analytical double-scattering term, there was good agreement
between theoretical results and measurements up to τ = 1.0. Similar measurement series with
increasing bead concentrations were performed by Chae and Lee [17], where a non-linear trend
could be seen when scattering measurements were compared with optical thickness for τ>0.1,
although the authors concluded that the relationship was reasonably linear.



Research Article Vol. 29, No. 8 / 12 April 2021 / Optics Express 12415

Monte Carlo (MC) simulations offer an excellent tool for investigating optical instrumentation
due to the straight-forward implementation of geometry in the simulations. Analytical solutions
to light transport can be difficult, if not impossible, to find without the use of approximations.
MC simulations, are on the other hand numerical solutions and can usually be implemented
without approximations. MC simulations have previously been used to investigate a variety
of optical instruments. McKee et al. [18] applied a MC simulation in order to investigate the
scattering collection performance of the AC-9 (WET Labs, now Sea-Bird Scientific) reflecting
tube absorption meter. Based on the MC simulation, they developed an iterative scattering
error correction procedure, which was later improved upon [19]. In Doxaran et al. [20] and
Vadakke-Chanat et al. [21], the uncertainty and effects of absorption was analyzed and quantified
for back scattered light in the ECO-BB9 (WET Labs, now Sea-Bird Scientific) sensor. Other
examples can be found in [22–24]. In this paper, we present a MC simulation to investigate the
effects of multiple scattering in LISST-VSF measurements. The aim of the work is to explain
the observed features in the measured VSF, and to quantify errors in the phase function and
scattering coefficient originating from multiple scattering.

2. Methods

2.1. LISST-VSF measurements

Two different scattering agents are used in this study: Polystyrene beads and Arizona test dust.
The polystyrene beads solution is monodisperse with a particle size distribution centered at
508nm and with a full-width half-maximum of 16 nm. The Arizona test dust solution was made
from dry powder with original particle sizes ranging from 0-50 µm. The mixed solution was
left to stabilize overnight so that larger particles would settle, leaving only the smaller particles
suspended in the solution. Consequently, the particle size distribution for the Arizona test dust
measurements is not known but is expected to be dominated by the smaller particles.

All VSF measurements were performed in the laboratory using the LISST-VSF instrument
in its benchtop mode. Each measurement series commenced with 1630 mL of milli-Q water
being poured into the instrument sample chamber. After waiting one hour for bubbles to
dissipate, a blank measurement was made. Subsequently, the scattering agent was added from
a master solution to the sample chamber in predetermined amounts using pipettes for precise
concentrations. The milli-Q water used in the blank was also used in the following measurements,
yielding an effective subtraction of pure water scattering and other possible optical losses. A
series of measurements were made with subsequent additions of scattering agent solution, going
from low to very high concentrations. The concentrations used in this study are given in Table 1
(Section 3.1). To minimize uncertainties connected to the particle concentrations, the VSF
measurements were scaled by the ratio of theoretical (Mie theory) and measured (LISST-VSF)
attenuation,

βcorr(θ) = βuncorr(θ)
cMie

cLISST
, (4)

as the LISST-VSF attenuation measurements have been shown to have high accuracy above ∼0.1
m−1 and are virtually unaffected by multiple scattering [1,23]. This correction was only applied
to the polystyrene beads measurements due to the lack of a theoretical attenuation coefficient for
the Arizona test dust samples.

2.2. Monte Carlo simulation

Here, we present a Monte Carlo simulation based on the random sampling of variables. The
variables are expressed as probability distributions, so that the value of a certain variable can
be sampled by generating a random number ξ ∈ [0, 1]. The geometry of the simulation is
presented in Fig. 1. The simulation boundary is defined by a cylinder with a length stretching
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from z = 0 cm to z = 15 cm, and a radius of 2 cm. The light source is positioned at the center of
the top end of the cylinder (z = 15 cm) and the photons are emitted along the z-axis towards the
bottom end of the cylinder. The eyeball detector is positioned at the cylinder wall at z = 5 cm, so
that the distance from the light source is 10 cm along the z-axis. The ring detectors are positioned
at z = 0 cm and covers the entire bottom area of the cylinder. The cylinder wall act as a perfect
absorber, so that all photons crossing the cylinder boundaries are immediately eliminated. It is
desirable to minimize the computation time of the simulation without compromising the precision.
Thus, the cylinder radius of 2 cm is chosen, as it is considered statistically highly unlikely for a
photon that has crossed this cylinder wall boundary to be scattered back into the sample volume
and into a detector.

Fig. 1. Illustration of the simulation geometry. (a) The cylindrical sample volume with
ring detector in the bottom end of the cylinder and eyeball detector as a ring torus at z=5
cm, both colored in blue. Forward scattered light collected by the blue disk (collecting
lens) are sorted by their angle of incidence onto the disk. In the instrument, all photons
arriving at a particular angle of incidence are directed to a corresponding ring detector. (b)
Eyeball detector principle in the LISST-VSF instrument. (c) Eyeball detection principle in
the simulation with the detection sphere colored in blue.

The individual photon’s trajectory through the sample volume is calculated following the steps
outlined in the flow chart presented in Fig. 2. The distance between photon-particle interaction
will here be referred to as step size, where the step size distribution can be derived from the
attenuation of a beam,

I = I0e−cl. (5)

Here, I0 is the initial intensity of the beam, c is the attenuation coefficient, l is the distance over
which the beam is attenuated, and I is the intensity after traveling the distance l. A random step
size can then be sampled from the distribution where the sampled step size s can be calculated as

s =
− ln(ξ)

c
. (6)

The new position of the photon is calculated based on the traveling direction and the sampled
step size, and the scattering angle distribution is obtained from the scattering probability density
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function (PDF) of the sample in question. The scattering PDF is given as

f (θ) = 2πp(θ) sin θ (7)

and integration yields ∫ π

0
f (θ)dθ = 2π

∫ π

0
p(θ) sin θdθ = 1, (8)

where p(θ) is the scattering phase function. The scattering angle θ is randomly sampled by
generating a new ξ ∈ [0, 1]. The sampled scattering angle θsc is then found from the relation

2π
∫ θsc

0
p(θ) sin θdθ = ξ. (9)

A lookup table containing the values of θsc for different ξ is made prior to the simulation. The
azimuthal angle ϕ is sampled from a uniform distribution from 0 to 2π. When performing a
simulation for the 508 nm spherical polystyrene beads, a theoretical phase function computed
from Mie theory is used as input. For Arizona test dust, the input phase function is obtained
from a LISST-VSF measurement at low concentration, so that one can assume that the single
scattering approximation is valid.

Fig. 2. Flowchart showing the steps in the Monte Carlo algorithm.

In order to account for absorption by the sample volume, we give the photons an initial weight
w = 1, and at each scattering event, the weight is reduced according to

wi+1 = wi
b
c

(10)

where wi+1 is the weight after scattering, wi is the weight before scattering, c is the attenuation
coefficient, and b is the scattering coefficient. This avoids having to initiate a new photon every
time one is absorbed. As the LISST-VSF measurement is calibrated so that the absorption and
scattering from the water itself is zero, there is no need to implement the attenuation from water
in the simulation.
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2.2.1. Simulation of detectors

Ring detectors In order to detect the scattered intensity in the range 0.09 − 14.4◦, the LISST-
VSF uses a set of ring detectors, covering different parts of the range. A lens is positioned above
the ring detectors, focusing the light at the different rings depending on the angle of incidence.
This detection scheme is simulated by simply defining a flat circle surface, corresponding to the
lens, and registering the angle of incidence onto this surface, as illustrated in Fig. 1(a) . The
registered photons are then binned according to their angle of incidence, matching the bin sizes
of the LISST-VSF.

Eyeball detector The eyeball detection scheme is illustrated in Fig. 1(b). The light passes
through an opening in the eyeball, leading to a set of reflecting mirrors. The mirrors guide the
light to a spatial filter consisting of two lenses and a pinhole, resulting in an acceptance angle
of 2θa = 0.9◦. The total power reaching the detector is thus dependent on the opening of the
eyeball and the acceptance angle. While the LISST-VSF eyeball rotates in order to measure the
angle dependency of the scattered light, the simulation can detect scattered light from all angles
θ simultaneously. This is achieved by defining a sphere positioned at the center of the eyeball,
where passing through this sphere is the equivalent of passing through the eyeball opening
and being within the acceptance angle of the spatial filter. The principle behind this design is
illustrated in Fig. 1(c), and while this is a major simplification of the eyeball detection system, the
results presented in this paper demonstrate that it works very well. A sphere radius of 3 mm was
found to give a good fit to the experimental results. The simulation also allows us to extend this
eyeball design around the cylinder, creating a ring torus (see Fig. 1(a)). This is the equivalent
of having eyeball detectors covering the entire circumference of the cylinder, as opposed to the
LISST-VSF which only has one eyeball detector at a single location. Thus, the simulation can
detect scattered photons for all azimuth angles.

2.2.2. Processing simulated data

To obtain a VSF from the MC simulation, the raw data, i.e. number of photons detected at each
angle, must be processed. The VSF is calculated based on the method presented in [25]. The
number of scattered photons detected by the ring detectors can be calculated for each bin (ring) as

Ni = 2πe−clxN0βi(θ)ϕ(cos θi,l − cos θi,h), (11)

where e−cl is the attenuation factor and l is the total distance traveled from the laser injection
point to the detector, assuming single scattering. The factor x is the length of the laser beam
contributing to the signal (see Fig. 3), N0 is the total number of simulated photons, equivalent to
the laser power, βi(θ) is the VSF for bin i, and θi,h and θi,l is the high and low limit of the bin,
respectively. The symbol ϕ does here refer to the fraction of a full circle covered by the ring
detectors. For practical reasons, the ring detectors in the LISST-VSF only cover 1/6 of the full
circle, meaning that ϕ = 1/6. In the simulation however, we can use the full circle so that ϕ = 1.
Rearranging Eq. (11), we get the following expression for the VSF

βi(θ) =
Ni

N0

ecl

2πϕx(cos θi,l − cos θi,h)
. (12)

Here, the factor ecl accounts for photons lost along the path to the detector. For the ring
detector, l does not vary much with detection angle, and is set to l = L = 0.15 m. An identical
correction for attenuation is done for the LISST-VSF measurements. For angles smaller than
arctan(r/L), where r is the radius of the lens focusing light at the ring detectors, the entire beam
contributes to the signal, so that x = L = 0.15 m. For angles larger than this, only a fraction of
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Fig. 3. Geometric illustration of the contributing length x of the laser beam for (a) the ring
detector and (b) the eyeball detector.

the beam contributes as the photons scattered from the top end of the beam does not hit the lens
(see Fig. 3(a)). In this case, x is calculated as x = r/tan θi, such that Eq. (12) becomes

βi(θ) =
Ni

N0

ecl tan θi
2πϕr(cos θi,l − cos θi,h)

, (13)

where θi is the mean angle for bin i.
The same approach is used to calculate the VSF from the signal obtained by the eyeball detector.

In this case, only a small fraction of the beam contributes to the signal, where x is calculated
as x = d/sin θi (see Fig. 3(b)). Here, d = 6 mm is the diameter of the eyeball detection sphere
defined in Section 2.2.1.2. The VSF for the eyeball detector can then be calculated for bin i as,

βi(θ) =
Ni

N0

ecl sin θi
2πϕd(cos θi,l − cos θi,h)

. (14)

Here, the path length l is dependent on the angle of detection, and can be calculated as

l = leye − R cot θ +
R

sin θ
, (15)

where leye = 0.10 m is the distance from the top end of the cylinder to the eyeball detector along
the z-axis, and R is the distance from the laser beam to the eyeball detector measured at a right
angle. Again, we can set ϕ = 1 due to the full circle coverage of the eye detector.

In order to ensure a similar signal for all samples, the simulation is set to run until 107 photons
are detected by the eye detector, i.e.

∑︁
Ni,eye = 107. The same limit is set for the ring detector, at

which the detector stops counting detected photons. The final signal in the ring detector is then
calculated as Ni = N · Ni,stop/Nstop, where Ni is the adjusted number of photons in bin i, N is the
total number of photons simulated, Ni,stop is the number of photons in bin i at which the limit of
107 detected photons is reached, and Nstop is the total number of simulated photons when the
number of detected photons reaches 107.

3. Results and discussion

3.1. Monte Carlo simulations compared with experimental results

The results obtained using the polystyrene beads as the scattering agent are presented in Fig. 4.
The simulation input parameters b and c are given in Table 1, along with the corresponding
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experimental particle concentrations C and optical depths τ. Measurements by the LISST-VSF
are compared with single-scattering theoretical values computed from Mie theory, and simulation
results from the Monte Carlo algorithm. At low concentrations, the theoretical, measured,
and simulated VSF are in overall good agreement. For increasing particle concentrations, the
measured VSF increasingly deviates from the theoretical VSF, both in magnitude and shape. For
the highest bead concentration, the amount of measured scattering at large angles is more than an
order of magnitude larger than predicted from single scattering, and the oscillating features of the
508 nm bead phase function have vanished. Another prominent feature at higher concentrations
is the discontinuity at 15◦. This angle is the boundary between where the VSF is measured by
the ring detector and where the eye detector is used.

Table 1. Simulation input parameters b and c, and corresponding particle concentrations C (or
relative concentrations Cr ) and optical depths τ for the 508 nm beads and Arizona test dust samples.

508 nm beads Arizona test dust

Sample No. C [µL/L] b [m−1] c [m−1] τ Cr b [m−1] c [m−1] τ

1 0.050 0.182 0.183 0.027 1 0.084 0.088 0.013

2 0.10 0.365 0.365 0.055 3 0.253 0.263 0.039

3 0.21 0.766 0.767 0.12 10 0.842 0.876 0.13

4 0.51 1.86 1.86 0.28 30 2.53 2.63 0.39

5 1.0 3.68 3.69 0.55 100 8.41 8.75 1.3

6 2.0 7.43 7.44 1.1 296 24.9 25.9 3.9

7 3.0 11.1 11.1 1.7 - - - -

8 4.0 14.7 14.7 2.2 - - - -

9 6.0 21.9 22.0 3.3 - - - -

10 8.9 32.8 32.9 4.9 - - - -

By contrast, the simulation predicts a VSF with closer resemblance to the LISST-VSF
measurements, even at the highest scattering coefficient b ≈ 33 m−1. Some minor deviations
can be seen. At small scattering angles (<7◦) and low concentrations, the LISST-VSF measured
enhanced forward scattering relative to theory, whereas the simulated and theoretical curves are
almost indistinguishable. The reason is not entirely clear, but is likely attributed to bead flocs,
i.e., beads clumped together and effectively acting as larger particles [1,26]. Increased forward
scattering for larger particles is consistent with Mie theory. The bead flocs may then deflocculate
(break apart) when mixing with water during the experiments, resulting in the spike gradually
vanishing. The concentrated polystyrene bead solution was also shaken before each addition
of beads to the LISST-VSF sample chamber, so later additions of beads were more thoroughly
shaken. Thus, the later additions of beads may have contained less flocculated beads, adding
to the reduction of the forward spike. There are other possible explanations for the observed
spike in forward scattered intensity. Local heating of the sample volume in the vicinity of the
laser beam might cause a temperature gradient to arise, which in turn results in density gradients
and deviations in the refractive index [27]. Such deviations can cause scattering of light, and
thereby an increase in the measured forward scattering. However, if this were the case, one
would also expect to measure increased attenuation, which is not observed in our experiments.
Thus, this explanation is considered unlikely. The discontinuity at 15◦ is also apparent in the
simulated VSF, but appears larger in the experimental data for sample Nos. 6-9. After inspection
of the experimental raw data, we find that this is due to saturation of the eye detector sensor
at the smallest angles (15 − 25◦). At the highest concentration, the saturation is quenched by
increased attenuation of the light (which is compensated for in the data processing), hence the
improved agreement between the experiment and simulation for sample No. 10. From 140° and
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Fig. 4. Volume scattering functions measured by the LISST-VSF (red line) for varying
508 nm bead concentrations (see Table 1), are plotted with theoretically predicted results
assuming single scattering (green line), and results from the Monte Carlo simulations of the
LISST-VSF measurements (black line). The abrupt jump in the VSF seen at 15◦ is due to
the longer optical path for the ring detector than for the eyeball detector.

onward, the simulated backscattering increases relative to the experimental backscattering, with
increasing particle concentration. This is most likely due to the simulated eyeball detection being
a simplified version of the instrument eyeball detection. Consequently, the two different eyeball
detection schemes might probe the sample volume slightly different, resulting in deviations in
the VSF when the turbidity becomes very high.

The Arizona test dust results are presented in Fig. 5. The simulation input parameters b and
c are given in Table 1, with the corresponding experimental relative particle concentrations
(specific particle concentration is not known) and optical depths τ. Here, the theoretical VSF is
acquired from a low concentration sample and scaled according to the relative concentrations Cr
presented in Table 1. The results follow the same trend as for the polystyrene beads, showing
clear deviations between the predicted values for single scattering and the measurements at
high concentrations, and close agreement between simulated and experimental results. A clear
difference in the two phase functions, are the oscillatory features seen in the 508 nm beads phase
function (see Fig. 4), as opposed to Arizona test dust phase function, where such features are
not present. The oscillatory features appear due to constructive and destructive interference
of the electromagnetic field scattered by individual particles [12,28]. The angular positions of
constructive and destructive interference are dependent on particle size and refractive index,
such that the monodisperse 508 nm beads samples will display oscillations in the phase function,
while the polydisperse Arizona test dust samples will not.

Results seen in Figs. 4 and 5 validate the developed Monte Carlo simulation of the LISST-
VSF, and offer robust explanations of instrument artifacts seen in both laboratory and field
measurements. Multiple scattering causes both erroneously large detected scattering and an
altered phase function. The discontinuity at 15◦ arises due to the sudden decrease in path length
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Fig. 5. Volume scattering functions measured by the LISST-VSF (red line) for varying
Arizona test dust concentrations (see Table 1), are plotted with theoretically predicted results
assuming single scattering (green line), and results from the Monte Carlo simulations of the
LISST-VSF measurements (black line).

going from ring detectors to eyeball detector (see Fig. 1). This decrease in path length has a
double effect on the measured VSF. Firstly, longer path lengths result in more multiple scattered
photons. Secondly, the attenuation factor ecl is larger for the ring detectors (Eq. (12)) than for
the eye detector (Eq. (14)) in the forward direction. Thus, the increase in number of detected
photons Ni due to multiple scattering contributes more to the absolute error in the VSF measured
by the ring detector compared to the one measured by the eyeball detector. However, this does
not impact the relative error. Saturation of the eyeball detector may also be a significant factor in
waters dominated by scattering processes.

3.2. Error analysis

3.2.1. Convergence test

A convergence test has been performed for the 508 nm beads sample No. 1 (see Table 1 for details
about the sample). Convergence is tested for the scattering coefficient b, calculated from Eq. (2),
and the results are presented in Fig. 6. For the test, the simulation is set to run until a specific
number of photons Neye are detected by the eye detector, starting at 1221 photons and doubling
for each simulation up til 107 (same as for the results presented in Figs. 4 and 5). The simulation
is repeated 10 times for each Neye, providing enough data to calculate a coefficient of variance
(CV), also known as relative standard deviation. The CV is calculated as cv =

σ
µ × 100%, where

σ is the standard deviation of the mean µ. The calculated scattering coefficients b from the
simulations are presented in Fig. 6(a), and the CV of b is plotted in Fig. 6(b), in addition to a
theoretical fit calculated as cv = C/

√︁
Neye, where C is a proportionality constant.

From Fig. 6, one can see that b converges relatively fast. In fact, the CV is below 1% when
Neye is larger than 104. While the simulated VSF obtained from a signal of 104 detected photons
would be very noisy, the scattering coefficient can be accurately predicted as it is obtained from
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Fig. 6. (a) Scattering coefficient b calculated from simulation for increasing number of
detected photons Neye for sample No. 1. (b) Coefficient of variance cv for increasing number
of detected photons Neye and a theoretical fit calculated as cv = C/

√︁
Neye, with C = 102.

integrating the VSF over the angels 0.09◦ − 150◦ (see Eq. (2)). At 107 detected photons, the CV
is approximately 0.04%, giving a very high precision. A similar convergence test was performed
for sample number 5, and no significant difference in CV was found. Thus, it was concluded that
the optical depth has little to no influence on the CV for the scattering coefficient.

3.2.2. Multiple scattering error

The validity of the single-scattering approximation may readily be assessed by comparing the
Monte Carlo simulation results with the predicted results from assuming single-scattering. For the
error analysis, the theoretical scattering coefficients and phase functions are calculated from the
VSFs labeled "Theory" in Fig. 4 and 5. The theoretical, experimental, and simulated scattering
coefficients, denoted bt, be, and bs, respectively, are given in Table 2. The scattering coefficients
are calculated by integrating from 0.09◦ to 150◦, so that theory, experiment and simulation are
considered over the same angular spectrum. Thus, the theoretical scattering coefficient is not the
same as the input scattering coefficient given in Table 1.

Table 2. Theoretical bt , experimental be , and simulated bs scattering coefficients for the 508 nm
beads and Arizona test dust samples. The scattering coefficients are calculated by integrating from

0.09◦ to 150◦.

508 nm beads Arizona test dust

Sample No. bt [m−1] be [m−1] bs [m−1] bt [m−1] be [m−1] bs [m−1]

1 0.182 0.186 0.182 0.086 0.084 0.084

2 0.363 0.360 0.367 0.258 0.257 0.254

3 0.763 0.750 0.781 0.858 0.837 0.871

4 1.85 1.84 1.97 2.58 2.64 2.83

5 3.67 3.83 4.14 8.57 11.7 12.5

6 7.40 8.56 9.54 25.4 85.2 89.0

7 11.0 14.5 16.25 - - -

8 14.6 22.5 24.8 - - -

9 21.8 47.2 49.8 - - -

10 32.7 119.7 123.7 - - -
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From Table 2, one can see that a difference in the theoretical single-scattering scattering
coefficient bt and the experimental scattering coefficient be can be quite dramatic for high particle
concentrations. As the LISST-VSF attenuation measurements have been shown to have a high
accuracy and are virtually unaffected by multiple scattering [1,23], one would see a similar
dramatic difference in the measured absorption a, calculated as a = c − b. In fact, in some
cases, when b>c, one would get a negative absorption coefficient. The relative errors due to
multiple scattering for the scattering coefficient and phase function are plotted in Fig. 7. Three
different relative errors are presented. The desired output from a LISST-VSF measurement
is the single-scattering phase function and scattering coefficient, and are thus taken as true
values when computing the error in the LISST-VSF measurements. This is also the case when
comparing simulated results to single scattering. When comparing simulation and experiment,
the experimental results are taken as true values, as the goal of the simulation is to reproduce the
LISST-VSF measurements. The scattering coefficient relative error eb is computed from

eb =
|bmeas − btrue |

btrue
× 100%. (16)

For the phase function, where the error may vary significantly with angle, the mean relative
error ep is calculated, using

ep =
1
n

n∑︂
i

|pmeas(θi) − ptrue(θi)|

ptrue(θi)
× 100%. (17)

The measured phase function is measured at log-spaced angles at <15◦. To avoid bias towards
forward scattering effects, the data was interpolated to evenly spaced angles.

The scattering coefficient and phase function errors for the 508 nm beads samples are plotted
in Figs. 7(a) and (b), respectively, and the errors for the Arizona test dust samples are plotted
in Figs. 7(c) and (d). The error is plotted against the dimensionless parameter τ. As seen in
Fig. 7, the simulation predicts a scattering coefficient and phase function close to those derived
from the LISST-VSF measurements. For the scattering coefficients, the relative error is always
<13%, and <10% for the phase function. As discussed in section 3.1, a large portion of the error
in the simulation relative to the LISST-VSF measurements can be attributed to measurement
errors in the experimental results. Comparing simulation and experiment to the single-scattering
theoretical values, the errors in the scattering coefficients arise solely due to the added intensity
from multiple scattered photons. The phase function, however, is normalized so that the addition
of multiple scattered photons does not alone cause the error. Rather, it is the angular distribution
of multiple scattered photons that causes the error. Due to the phase functions being highly
forward peaked, the photons scattered more than once tend to be distributed to angles close to the
original scattering angle. As a consequence, phase functions that varies rapidly with scattering
angle is more subjected to multiple scattering errors in the phase function, as the relative increase
in signal becomes large when a low signal part of the spectrum neighbors a high signal part. This
is especially evident looking at the relative error in the phase functions (Figs. 7(b) and (d)), where
the error is significantly larger for the 508 nm beads than for the Arizona test dust. This is due to
the low signal dips in the 508 nm beads phase function, approximately at 60◦ and 110◦, gaining a
relatively large quantity of multiple scattered photons from the neighboring higher signal parts.
Ultimately, as the optical depth approaches infinity, the angular distribution of photons becomes
completely random, resulting in a uniform VSF.

Comparing simulation to theory, the error in the scattering coefficient is calculated to be
eb = 0.4% for the 508 nm at an optical depth of τ = 0.027. The error increases with optical
depth reaching eb = 29% for τ = 1.1, and finally eb = 278% for τ = 4.9. As the CV was
calculated to be cv = 0.04%, the numerical uncertainty in the simulated results can be considered
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Fig. 7. Relative errors calculated from comparing experiment vs. theory (blue), simulation
vs. theory (red) and simulation vs. experiment (yellow). Relative error of (a) the scattering
coefficient eb and (b) the phase function ep(θ) for the 508 nm beads samples. Relative error
of (c) the scattering coefficient eb and (d) the phase function ep(θ) for the Arizona test dust
samples. The errors are plotted against the dimensionless optical depth τ.

negligible, except for at the smallest optical depths. The error in the phase function is, for the
most part, significantly smaller than for the scattering coefficient. The exceptions are for the
three smallest optical depths. This is probably due noise being the dominating source of error
when the difference between simulated and theoretical VSF becomes very small. The scattering
coefficient is not subjected to noise in the same way, as the scattering coefficient is calculated by
integrating the VSF over the entire angular range (see Eq. (2)). At the smallest optical depth
τ = 0.027, the error is calculated to be ep = 2%, increasing to ep = 123% for the largest optical
depth of τ = 4.9. For the Arizona test dust, the error in the scattering coefficient goes from
eb = 2% to eb = 250% when the optical depth goes from τ = 0.013 to τ = 3.9. The error in the
phase function goes from ep = 1% to ep = 40% for the same values of τ. An overview of the
optical depths at which the scattering coefficient and phase function reach specific relative errors
is presented in Table 3. The values presented are calculated by linear interpolation of the results
labeled as "Simulation vs. theory" in Fig. 7.

As seen in the results presented here, a 15 cm path length is sufficient to cause considerable
errors in the measured VSF and its derived inherent properties, here represented by the scattering
coefficient and phase function. Thus, it becomes interesting to compare the LISST-VSF with
other optical equipment and measurements. For instance, the historical Petzold measurements are
often used as a reference to in situ data [29]. For these measurements, two different instruments
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Table 3. Optical depths at which the 508 nm beads and Arizona test dust reach specific levels of
relative error in the scattering coefficient b and phase function p(θ).

Scattering coefficient Phase function

Relative error 508 nm beads Arizona test dust 508 nm beads Arizona test dust

1% 0.055 NaN NaN NaN

2% 0.10 0.15 0.062 0.24

5% 0.23 0.24 0.23 0.64

10% 0.43 0.40 0.48 1.2

30% 1.1 0.91 1.4 3.0

50% 1.7 1.4 2.3 NaN

100% 2.8 2.0 4.1 NaN

were used, depending on the scattering angle. The instrument used to measure the low angle
scattering (approximately 0.06◦ − 0.4◦) had a path length of 50 cm, while the range 10◦ − 170◦
was measured at a path length of 18.8 cm. The VSF was measured for a range of different ocean
waters, with an attenuation coefficient peaking at 2.190, which translates to an optical depth of
1.1, for the longest path length of 50 cm. From Table 3, one can see that this results in a relative
error of approximately 30% in the measured scattering coefficient, assuming the equipment is
subjected to multiple scattering similarly to the LISST-VSF.

4. Summary and conclusion

We have demonstrated that the errors originating from multiple scattering in the LISST-VSF
measurements can be significant for large optical depths, which largely explains in situ LISST-VSF
measurement artifacts seen in turbid waters measurements. The developed Monte Carlo algorithm
has been validated by employing 508 nm polystyrene beads and Arizona test dust as scattering
agents, and has proven to be an accurate tool for analyzing errors in both the measured phase
function and scattering coefficient. A convergence test was performed for the MC algorithm,
from which we found a coefficient of variance of cv ≤ 0.04% for the scattering coefficient.
Comparing simulation to experiment, the relative error is <13% for the scattering coefficient and
<10% for the phase function, for the concentrations and scattering agents tested in this study. A
large fraction of these errors can be attributed to errors in the LISST-VSF measurements, caused
by particle flocculation, or saturation of the eyeball detector.

Comparing the simulated VSF to the single-scattering VSF, the relative error in the scattering
coefficient reaches 10% for an optical depth of τ ≈ 0.4 for both scattering agents, while an
error of 100% is reached for τ ≈ 2.8 and τ ≈ 2.0 for the 508 nm beads and Arizona test dust,
respectively. The error in the phase function was found to be significantly larger for the 508 nm
beads than for the Arizona test dust. A 10% error is found for τ ≈ 0.48 for the 508 nm beads,
reaching 100% for τ ≈ 4.1. The Arizona test dust, however, does not reach a 10% error before
τ ≈ 1.2 and does not go above 50% for the concentrations investigated. The large difference in
error between the two phase functions is attributed to the finer details in the 508 nm beads phase
function. Thus, we have shown that errors in both the scattering coefficient and phase function
are dependent on the phase function, but to what extent is still not fully explored. Furthermore,
both sample sets investigated in this paper are heavily dominated by scattering, increasing the
ratio of absorption to scattering is expected to influence the error when plotted against optical
depth.
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