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Abstract 

 

E-commerce activities provide a global reach for enterprises large and small. Third parties generate 

visitor traffic for a fee; through affiliate marketing, search engine marketing, keyword bidding and 

through organic search, amongst others. Therefore, improving the robustness of the underlying 

tracking and state management techniques is a vital requirement for the growth and stability of e-

commerce. In an inherently stateless ecosystem such as the Internet, HTTP cookies have been the de-

facto tracking vector for decades. In a previous study, the thesis author exposed circumstances under 

which cookie-based tracking system can fail, some due to technical glitches, others due to 

manipulations made for monetary gain by some fraudulent actors.  

Following a design science research paradigm, this research explores alternative tracking vectors 

discussed in previous research studies within a cross-domain tracking environment. It evaluates their 

efficacy within current context and demonstrates how to use them to improve the robustness of 

existing tracking techniques. Research outputs include methods, instantiations and a privacy model 

artefact based on information seeking behaviour of different categories of tracking software, and their 

resulting privacy intrusion levels. This privacy model provides clarity and is useful for practitioners and 

regulators to create regulatory frameworks that do not hinder technological advancement, rather 

they curtail privacy-intrusive tracking practices on the Internet. The method artefacts are instantiated 

as functional prototypes, available publicly on Internet, to demonstrate the efficacy and utility of the 

methods through live tests. 

The research contributes to the theoretical knowledge base through generalisation of empirical 

findings and to the industry by problem solving design artefacts.    
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Chapter 1.  Introduction 

We live in a “connected” world, where a variety of devices (e.g., desktops, laptops, tablets, mobile 

phones, fitness trackers, etc.) form a part of our everyday lives. We move between locations (home, 

work, travelling) and use different devices seamlessly (desktop at work, laptop at home, mobile phone, 

and tablet). We start tasks in one location, continue with them at another, on a different device; as 

long as we are logged in to the services with the same account across all the devices, our interactions 

are synchronised across all devices, transitioning from one device to another, easily and smoothly. A 

product perused online, not purchased will appear during the days that follow, without having to 

search for it again. Many suggestions that appear as advertisements on webpages that we visit are 

often related to our current interests. All our online interactions are tracked and synchronised across 

devices, which might appear a great convenience to some users, but a dilemma to others who are 

worried about their privacy. 

Tracking user-activities on the Internet is carried out by different parties for different reasons (Martin 

et al., 2003; Sanchez-Rola & Santos, 2018). The Internet is an inherently stateless ecosystem by design; 

HTTP cookie have been widely used to manage state since introduction in 1997 (Kristol & Montulli, 

1997). Usually, during the first visit to a specific website, the webserver may store a unique identifier 

(UID) on the user’s computer, and additional data pertaining to the visit on a server-side datastore. 

During subsequent visits, the webserver can utilise this UID to retrieve a richer set of information 

specific to the current user, from a server-side datastore (Dwyer, 2009). Different entities track user 

activity for various purposes. E-commerce practitioners need a reliable tracking system to quantify 

and reward visitor traffic generators. Business analytic providers track user interactions to generate 

customer behavioural insight that assist targeted marketing capabilities (Castelluccia, 2012; 

Roosendaal, 2012). Governments and security agencies track user-activity to prevent national security 

threats. In this research, tracking within an e-commerce context is examined to narrow the scope of 
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research. The techniques that are described can also be applied to other contexts as an underlying 

technology. 

The type and amount of information gathered during the tracking process differ, depending on the 

intended purpose and usage of tracking. Websites may track users and some of their personal 

information to enhance the user experience. During the interaction with a website, users might make 

specific choices such as the language, the currency of payment, a time zone, etc. and such user 

interface customisations can be saved by the website, avoiding repetition of these actions with each 

visit to the website. Such features are the default for websites today and are not seen as a privacy 

intrusion by users; rather an essential convenience, as it is intended for user’s advantage. A website 

can go a step further and gather additional information such as what products were perused, or what 

was purchased among other data related to behavioural and preferential trends. With the help of this 

additional data websites can further customise user-experience, for subsequent visits. For instance, 

the home page can be composed of a product list with items that were perused, but not bought, 

hoping it would improve user-experience. If a subsequent visit was made to purchase a product that 

was previously perused, then the user would find the customised product list beneficial.  

Though this kind of information gathering goes further than just saving user preferences, a user may 

usually not find it to be privacy-intrusive, but rather a convenience. The e-commerce site also benefits, 

by gaining the ability to use valuable customer information for target advertising, and business 

analytics that can lead to increased revenue generation. Additional person identifying information 

(PII) such as name, email and physical addresses can be added to the mix, by getting the users to fill 

out those details as mailing or delivery addresses. But using any of the PII for unsolicited advertising 

is much frowned upon by most users (Dwyer, 2009; Hoofnagle et al., 2012); though generally, the 

information gathered in a single-site tracking operation would not be considered privacy invasive, by 

many. Technological implementation of such a tracking system, within one single website 
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corresponding to one web domain is rather easy and straight forward. It involves placing a HTTP cookie 

in visitor’s computer and reading it again on subsequent visits.   

In contrast, tracking user-activity across multiple domains usually involves third parties and 

technological implementations that are more complex; therefore, most websites subscribe to 

specialised third party tracking services. Cross-domain tracking is useful for e-commerce, specifically 

e-marketing strategies, business analytics services that generate customer demographic data for 

business managers, security agencies that monitor criminal activities and national security threats 

across the web and researchers, alike. Business analytic services follow users across many websites or 

web domains owner by different establishments and gather data such as the origin of the web traffic 

by looking at the referrer field of the header, how long a user spend at specific sites or pages, what 

products were perused, what was purchased etc. Products that were peruses, but not purchased, 

gives a marketing lead to the re-marketers; amount of time spent in perusal gives an indication of 

product interests, which are valuable insights for marketers. The amount and comprehensiveness of 

the information to create a complete persona, depends on the level of visibility over the Internet, 

which are discussed in detail, in the discussion chapter. Search engines like Google or online social 

networks (OSN) like Facebook can combine above mentioned information with OSN accounts of the 

user to enrich with personal information (e.g., social, religious, political, and other affiliation, 

individual tendencies, motivations based on opinions extracted from social media posts), which can 

create a comprehensive persona, which is dangerously intrusive of personal lives of users. Such 

tracking has become synonymous with stalking in recent years (Hoofnagle et al., 2012).  They may 

neither be for user’s benefit, nor would have even had user’s explicit knowledge or agreement 

(Baumann et al., 2019). While some of the information is shared with the website owners, such as 

business analytics, in most cases, the type of information and the level of privacy intrusion is even 

opaque to the website, with whom the user interacts.  Such third-parties gather browsing history and 

user activity data, which are then combined with personal data of the user to create customer 
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demographics that can be used for target marketing for commercial gain (Libert, 2015). Information 

that offer business insights have become very popular among business managers, who subscribe to 

Business Analytics services such as Google Analytics. WikiLeaks and recent Cambridge Analytica 

scandal have exposed the prevalence of this kind of tracking activity (Berghel, 2018; Laterza, 2018; 

Manokha, 2018; Margaret, 2020; Richterich, 2018; ur Rehman, 2019). Such services can range from 

AM systems, business analytic providers such as Google Analytics, utility or widget providers for visitor 

counters, weather or currency information services, and content delivery networks (CDN). While the 

user information thus gathered do not directly improve the user-experience, and therefore not 

directly beneficial for a visitor, it is often also opaque to visitors of the site. Nevertheless, in an ever-

evolving Internet ecosystem, cross-domain tracking has become a technical necessity underlying e-

commerce and e-marketing efforts.  

Cross-domain tracking capabilities are vital for e-commerce activities. Visitor traffic to e-commerce 

sites is usually generated outside of the e-commerce domain. Search engine advertising, improving 

organic search traffic through search engine optimisations (SEO) and AM are key traffic generators. 

Under AM model, e-commerce sites sign up independent websites called “affiliates”, who already 

have a wide reach of the type of site visitors who can become potential customers for the e-commerce 

site. Affiliates earn a monetary reward from advertisers for the visitor traffic they generate towards 

the advertisers’ e-commerce sites. AM is considered the most cost effective advertising, as well as 

traffic and revenue generation model on the Internet (Brear & Barnes, 2008; Norouzi, 2017). While 

AM is vital for anyone engaged in e-commerce, it has become a lifeline for small-to-medium 

enterprises (SME) who have a web presence. SMEs usually subscribe to an Affiliate Network, which is 

a third-party tracking technology provider; this research uses the term Affiliate Management Platform 

(AMP) for clarity. Larger AM practitioners such as e-bay and amazon.com manage their tracking 

processes, in-house. 
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Different advertising models, sometimes called compensation models, are used in AM. Cost-Per-Click 

(CPC) and Cost-per-Mille (CPM) methods were initially popular, where an affiliate is paid for each 

“click” (visitor) under CPC, or for each display of a banner advertisement under CPM. But both 

advertising models are losing popularity as they are plagued by click-fraud.  Cost-Per-Acquisition (CPA) 

model appeared as the silver-bullet against click fraud(Hu et al., 2013). CPA solves two main problems 

that marketers encounter on a regular basis, in online marketing or other traditional marketing 

scenarios. These are: 

I) Advertisers have to spend their marketing budget upfront, to attract potential 

customers 

II) The potential customers thus accrued, might not result into desired outcomes such as 

purchasing goods or services, signing up for memberships, etc., thereby wasting 

marketing budget on an unintended target market. 

With CPA advertising model, the advertisers pay affiliates a commission or a fixed amount, only for 

business outcomes, for example: if a customer purchases goods or services, but not for site visitor 

traffic or “clicks”. Under CPA marketing model advertising costs guarantee a desired outcome. 

Secondly, the advertising cost is paid “after” the purchase, not beforehand, unlike in other marketing 

models(Norouzi, 2017). 

The discovery of “cookie-stuffing” fraud has indicated that CPA is not immune to fraud either, though 

far less than the frauds faced by CPC and CPM models (Amarasekara & Mathrani, 2015; Chachra, 

Savage, & Voelker, 2015; Edelman & Brandi, 2015; Snyder & Kanich, 2015; Vacha, Saikat, & Yin, 2013). 

The litigation against Shawn Hogan by e-bay in 2013 for AM fraud of over 15 million US dollars indicate 

the volume of some AM fraud (Edelman, 2015).  
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1.1 Research problem 

Though HTTP cookies have been providing a reasonably reliable tracking capability, previous research 

have shown instances when the tracking systems can fail. Some of the failures are technical glitches 

while others are results of fraudulent manipulations undertaken by rogue actors to skew the tracking 

results (Amarasekara & Mathrani, 2017). Tracking failures are discussed in section 5.2. 

Some alternative tracking vectors that provide better outcomes have been discussed in previous 

research. Super cookies dominated discussions as an indestructible tracking vector which can even re-

spawn cookies that have been deleted (Soltani et al., 2010). Others have discussed the possibility of 

using HTML5 local storage and ETags, which is a short name for Entity Tags (Ayenson et al., 2011). As 

none of these alternative vectors have been originally designed for tracking purposes, they can cease 

to function after some time. The literature review shows new research studies (Yang & Yue, 2020), 

which still discuss flash cookies and super cookies and the resulting privacy threats, while we know 

that they are deprecated technologies. E-commerce and e-marketing are important research topics 

outside of Information Science (IS) research domain too (e.g., for business and social science research 

domains). They do not have the capacity to verify through experiments, hence depend on IS research 

outputs. Therefore, there is a need to assess the efficacy and utility of alternative tracking vectors as 

of now, and to update the current knowledge base.  

Some previous research findings also demonstrate the use of alternative tracking vectors, within 

single-event and single-domain tracking scenarios as proof of concept. E-commerce activities usually 

need the capability to track user-activity across multiple events and multiple domains, which is much 

more complex. The “single-origin” concept in web security implementations render many information 

accessing and sharing capabilities that function well within a single domain, inaccessible across 

different domains.  
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Those research findings discuss the prevalence of multiple alternative tracking vectors, through 

empirical observations of their use, but implementation details under different tracking scenarios 

which are valuable to practitioners are lacking. As such implementation details sometimes deviate 

from or even contravenes the IETF technical specifications, it is a gap in the useful knowledge for 

developers, which this thesis addresses in chapters 5 and 6. 

The literature review section provides technical, social, and psychological perspectives of online 

tracking and privacy. Tracking practices can range from unobtrusive, non-PII based tracking scenarios 

to those that gather complete digital personas. Governments and regulatory bodies are increasingly 

implementing new laws to protect privacy, but many of them fail to address the issue well (Matte et 

al., 2020; Papadogiannakis et al., 2021; Sanchez-Rola et al., 2019; Utz et al., 2019). Due to lack of clarity 

and knowledge as to what practises constitute to privacy invasiveness and the underlying tracking 

techniques, they can inadvertently curb the advancement of technology. A privacy model that 

demonstrates the correlation between its constructs, i.e., the type of application (and its information 

seeking behaviour), the level of privacy intrusion, the technical implications (such as single-domain vs. 

cross-domain tracking), will benefit research studies, software developers and practitioners as well as 

regulators to identify, classify and target tracking practices specifically. 

1.2 Research Goals 

My research goals are threefold: 

Goal 1: Evaluate the currency of the tracking vectors through live experiments 

Goal 2: Design a solution to improve the robustness of HTTP cookie based and privacy-preserving 

tracking process 

Goal 3: Develop and verify through experimentations a privacy model based on levels of privacy 

intrusions. 
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1.3 Research significance 

Alternative tracking technologies have been presented and discussed in research literature over the 

past decade. Flash cookies were discussed by since 2009 (Soltani et al., 2010); Entity Tags (ETags) and 

Cookie respawning techniques were demonstrated by Ayenson et al. (2011); Mittal (2010) evaluated 

DOM storage together with other tracking vectors. Many research works have been carried out in the 

past decade discussing these tracking techniques; privacy and online security related research viewed 

them as privacy intrusions, while business and enterprise related research works discussed those same 

techniques as opportunities to support e-marketing and web traffic generation systems. As business 

research is not involved in testing technological utility or currency of those tracking vectors, new 

research works continue to appear with the assumption that those techniques are still current (Yang 

& Yue, 2020).  

HTTP cookies that are part of the HTTP protocol, therefore are meant for state management purpose. 

They can be expected to remain current, though other alternative tracking vectors were not designed 

as tracking vectors, therefore may lose their tracking capabilities with future development of those 

technologies. A regular evaluation of their currency needs to be undertaken by researchers in software 

engineering and related fields. The literature review has not revealed any recent research work that 

evaluated the currency of the alternative tracking vectors, nor design and implementation aspects of 

such techniques within a Design Science paradigm. This research is expected to fill this knowledge gap, 

providing researchers and practitioners answers to the questions: Which of the alternative tracking 

vectors are still functional and which techniques have ceased to exist? Which techniques can be used 

for which tracking scenarios (e.g., single-event, multi-event, cross-domain)? What are the technical 

design and implementation details? 

As tracking is fast becoming synonymous with stalking, and many countries are introducing new 

legislature to protect user privacy. This research provides proof-of-concept, how web traffic 

generation and e-commerce activities can be implemented in a privacy-preserving manner. 
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The experiments are designed around an AM context, which involves multi-domain tracking system, 

which utilises single-event and multi-event tracking techniques. This enabled experimentation of 

diverse tracking scenarios within one experimental setup.  The knowledge that was gathered and the 

techniques that were identified can be applied to many other e-commerce and Internet-based 

scenarios. This study therefore investigates the underlying technology that tracks user activity reliably 

across multiple domains, wherein many e-commerce activities occur. As cross-domain tracking 

technology has a great impact on privacy concerns, on espionage concerns and on IT security in 

general, the results of this research will be helpful in future research efforts in the above areas of 

study, too. 

Brear and Barnes (2008) find that some retailers generate as much as 65% of their sales through AM. 

Therefore, apart from the benefits to the scientific and research community, this research will help to 

maintain the viability of the most cost-effective marketing model available to SME’s and also to every 

e-commerce practitioner in general by developing solutions to mitigate fraud and vulnerabilities. The 

research outcomes and recommendations arising out of this study will also allow the industry to make 

informed decisions in implementing business insight gathering technologies and tools, thus avoiding 

information security breaches. The exploratory nature of this research will contribute significantly to 

the existing knowledge base.  

The following chapters are organised as follows: In the next chapter - Literature review – the currently 

available research knowledge on this topic is discussed. The reviews lead the reader to the 

methodology that was used for this research and the justification on the choice of design science 

paradigm. Next, the iterative process undertaken to find plausible methods to recognise a user 

uniquely on the Internet, identifying which techniques were useful and which were not are presented. 

The Artefact Description chapter presents a detailed description of each chosen tracking vector 

implementation along with a process diagram. In the Evaluation chapter, the test results that helped 

validate study findings are shown. In the discussion section, generalisation of research findings within 
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a wider context is discussed, which contributes to the theoretical knowledge base. The research 

conclusions with suggestions for the future direction of this research are then presented. 

This research attempts to solve a real problem that exists in the industry, that has a great impact due 

to huge financial losses through fraudsters. It also aims at providing clarity on privacy issues in tracking 

methods. With the initial analysis of the research problem, it became clear that design science 

paradigm is best suited for this research, which is a paradigm meant for solving existing problems in 

the industry. This choice will be discussed in further details in the methodology section. 

1.4 Research structure 

Activities of a design science research are grouped into different phases. Figure 1 presents the five 

phases suggested by Kuechler and Vaishnavi (2008). It aligns with the six-step process model by  

Peffers et al. (2007), which consists of:  

(1) identify problem, (2) define solution objectives, (3) design and development, 

(4) demonstration, (5) evaluation, (6) communication. 

The model by Kuechler and Vaishnavi (2008) combines steps three and four of the above model, as 

one single phase named development (Figure 1). The initial design from step two, goes through a 

rigorous cycle of build and evaluation processes iteratively, until the built artefact is evaluated as fit 

for the purpose. 

The flow of activities within this research are described below, based on the model of  Kuechler and 

Vaishnavi (2008)  
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Figure 1: Research process model (Kuechler & Vaishnavi, 2008) 

1.4.1 Awareness of the problem 

During a Software Development contract undertaken in 2015 for a tourism service provider, the thesis 

author was responsible in implementing an AM program, that subscribed to an existing overseas 

Affiliate Marketing Platform (AMP). Reports based on web traffic generation indicated possible fraud 

scenarios, which led to the design and implementation of a transaction reconciliation application, 

which reconciled AMP generated web traffic and transaction data with the real back-end transaction 

database.  The frauds discovered created the awareness of the need of more robust tracking 

capabilities. 

As part of the above software development contract, the author also implemented Google Analytics 

service that provided business information needs to the marketing management team. During the 

process, it provided insights into the inadvertent information leakage to third parties, that occur 

through such implementations. The problem appeared even more acute, when Google Tag Manager 

(GTM) service was used to trigger the conversion-tracking process of the AMP, as it exposed all the 
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sales data to and additional third-party. Revealing all monetary conversions (customer purchases) to 

an AMP, which is also a third-party, has its own associated information risks. Exposing the data to 

another third-party such as Google, by using GTM to unify all trigger management activities in one 

place, was a convenience for less tech-savvy marketing teams, who did not understand the associated 

risks and data security breaches involved.  

Further, empirical observations made it evident that some management decisions made by marketing 

and strategic management teams at small to medium enterprises (SME), who lack technical expertise, 

may routinely expose critical business information, inadvertently. Most SMEs usually do not have a 

Research and Development (R&D) department; therefore, the duties and obligations of a contracted 

developer did not allow the time and the resources that were required to investigate those problems 

that were identified. This awareness of the problems discovered in the industry led the author to 

consider this research topic for the PhD program. A comprehensive literature review was undertaken 

after formulating the initial research problem, based on prior industry experience. During literature 

review on AM, the financial impact of affiliate fraud leading to millions of dollars were discovered 

(Edelman, 2015; Edelman & Brandi, 2015). Further, while click-fraud has widely been discussed in 

available literature, sparse amount of literature focuses on conversion-fraud, thus indicating a 

knowledge-gap in the understanding of risk and fraud in performance-based marketing models, that 

depend on click- and conversion-tracking. The limited knowledge available has mainly focused on the 

outcomes and financial impact due to the affiliate fraud and further a few fraud methods have been 

named (e.g., cookie-stuffing) and described at a general level (Edelman & Brandi, 2015).  

Chapters 1 and 2 capture activities of the Awareness of Problem process. As the output of this process 

a well formulated research problem with a clear set of research goals were developed. The research 

problem broken down to research goals lay the foundation to generate artefacts that fulfil solution 

requirement for the given problem-space. The artefacts thus created provide a theoretical 

contribution to the knowledge base.  
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1.4.2 Suggestion process 

During this process constructs were identified and operationalised. The variables and value ranges 

that will be measured through the experiments determined. Two tracking construct groups were 

identified:  

i. Tracking construct group: 

The concept of tracking was represented by the Tracking construct group. Each of the 

three tracking constructs have a variable named Result with a dichotomous value of 

“true/false” for the capability measured. A “true” result confirms a tracking event, which 

is captured at the tracking server, with associated tracking data, and a verifiable UID is 

placed into or received from client system (e.g., a HTTP cookie with an UID).  

a. Tracking: This measures a successful tracking event with associated tracking data 

captured at the tracking server. If the tracking is captured, the associated data will 

also be accurately captured, as the data is part of the HTTP-request headers.  

b. Click-tracking: This is measured as successful, during web traffic generation 

experiments. A user-click or a successful display of a banner advertisement on 

captured on the tracking server returns a success result.  

c. Conversion-tracking: This is also measured during AM related experiments. A 

payment action at an e-commerce site that is being captured at tracking server, 

should be able to reconcile with an existing click-result, to return a success result. 

ii. Privacy construct group: 

The privacy concept was represented by the privacy construct group. The single construct 

within group, the user-privacy construct has multiple variables. are measured to ascertain 
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the level of intrusion a variable named Result with a dichotomous value of “true/false” for 

the capability measured.  

a. User-privacy: The “PII” variable has a simple dichotomous value. True value 

represents a tracking instance exposing a user in a privacy intruding manner. It can 

include contact details (Name, E-mail, phone, address) or any of OSN handles 

(Facebook, Twitter, Google profile URLs or handles). A “False” result indicates tracking 

a user with a non-person identifying ID.  

The “ISB Level” variable’s value ranges from 1 to 5 based on the information seeking 

behaviour of the tracker, defined by the Privacy Model presented in Discussion 

chapter (Figure 28). The lower value represents less privacy intrusiveness in the 

tracking process, usually carried out as a technological necessity by an e-commerce 

operator. Higher values represent privacy-invasive tracking by an OSN, browser or 

operating system (OS) manufacturer. 

A suitable methodology was established; design science paradigm was best suited to develop a 

solution following an iterative design-evaluation and necessary tools identified. As most of the 

experiments are security invasive by nature and will be subjected to severe restrictions if carried out 

on real Internet domains, two design options were evaluated for creating a routed network. Using 

CISCO packet tracer application, a fully functional virtual network was designed. A prototype was 

created using a virtual network, and basic functionality of the server software was developed for a 

functional prototype. The virtual design was then translated to a physical network comprising of 

physical hardware devices, including servers, routers, and switches. 

Chapter 3 Methodology captures the Suggestion process. As outputs of this process constructs were 

operationalised, experiments and scope were defined, and a physical and virtual multi-domain 

network designed and implemented as a simulation environment for experiments.  
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1.4.3 Development and Evaluation processes 

Through an iterative development and evaluation process, a functional prototype was developed, 

which demonstrates a tracking capability with improved robustness. During the process tracking 

vectors mentioned in previous research works were evaluated for their efficacy and utility within 

current context, which added to the existing knowledge base. Experiments with chosen tracking 

vectors were carried out iteratively, to refine the developed artifacts were fit for the purpose.  

Chapters 4 Artefact description and chapter 5 Evaluation capture the Development and Evaluation 

process. As outputs of this process chapter 4 presents a concise description accompanied by a 

sequence diagram, of software artefacts capable of tracking using different tracking vectors, and for 

an improved tracking capability by combining different tracking vectors. 

1.4.4 Conclusion process 

In the previous chapter 5, the results were evaluated within the experimented application context. 

Chapter 6 Discussion further generalised those findings, as it applies to a wider context, making 

Theoretical contributions to the knowledge base. 

The above five processes relate well with the publication schema suggested by Gregor and Hevner 

(2013) as presented in Table 1. The rest of the thesis follow this schema. 
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Table 1: Publication schema for a DS research study (adapted from Gregor & Heiner, 2013) 

Section Contents 

1. Introduction Research problem introduced and research significance defined. 

Key concepts on web and tracking. Overview of methods, 

constructs, research structure and the structure of the remainder of 

the paper. Three research goals drives the research, specifying 

requirements of the artefacts, and outcomes. 

2.Literature Review Background on web, tracking technologies and web traffic 

generation model. Prior research on tracking vectors that need 

evaluation. Findings from own previous research on AM frauds that 

define requirements to prevent them. 

3. Method Need for a simulation environment, design, and development 

thereof. Define experiments. 

4. Artefact Description Implementation details of each chosen tracking vector, on its own 

and in combination, to create a robust technique. Presented as 

sequence diagrams and process descriptions to provide sufficient 

abstraction and prescriptive knowledge to make new contributions 

to knowledge base. 

5. Evaluation Tracking results discusses to provide validity, utility, quality, 

efficacy, and fit-for-purpose. 

6. Discussion Results as outcomes based on three research goals, interpreted in a 

general context, making them useful for a wider application context. 

A privacy model based on experiment findings presented, that gives 

clarity to privacy intrusion levels based on information seeking 

behaviour of different tracking practices.  

7. Conclusions Emphasis on key findings, limitations, and future direction. 
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Chapter 2. Literature review 

In the early days of the World Wide Web (WWW), webpages were primarily focused in delivering static 

content, usually as a document with some multimedia content such as images. The WWW and the 

associated Hypertext Transfer Protocol (HTTP) is a typical stateless client-server model, where the 

client browser initiates a connection and requests a resource from the webserver; after the webserver 

has served the requested resource, the request is deemed complete, and no state is maintained. Each 

request is considered a new request. But with the advent of dynamic Web 2.0 and increased 

diversification of the use of Internet with expanding e-commerce activities required a state 

management mechanism. HTTP cookies were proposed to provide this capability, which allowed 

websites to save user preferences locally on the user’s computer, in a HTTP cookie (Kristol & Montulli, 

1997). Netscape has been using cookies since 1994 on Mosaic browsers, but the Internet Engineering 

Task Force (IETF) standardised and published RFC 2109 under HTTP state Management Mechanism in 

February 1997 (Kristol, 2001).  

A webpage usually consists of many different resources, some are visible to the user (e.g., text and 

images), while others are not directly visible components (e.g., headers, scripts, style sheets), which 

have a support function. For instance, all the textual components that make up the visible part of the 

webpage may be embedded in the HTML page, which is requested by the client browser from the 

webserver within the visiting domain. The HTML code within the page, is likely to have links to 

Cascading Style Sheet (CSS) files and JavaScript files that are not visible components, but the former 

defines how the visible components should be arranged on the page, while the latter executes code 

to add specific functionality to the page. In addition, there are image, video and audio files linked 

within the HTML code of the webpage. Such components may either reside locally within the same 

domain as the requested webpage, or they may link to external sources, within other web domains. 

When the client browser loads the webpage, it parses the HTML code, and issues further web requests 
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for each of the embedded resource. The user does not see these additional web requests that the 

browser makes in the background from local servers within the domain that the user is visiting, and 

from those external domains; the user has no control over this. Figure 2 shows the webpage returned 

by the server when the Uniform Resource Locator (URL) https://www.google.com is visited on a 

Microsoft Edge browser. The empty and simple Google home page only shows the Google logo, a 

search box, and a few hyperlinks. But the browser in developer mode reveals forty HTTP resource 

requests made in the background unbeknown to the user, resulting in browser receiving 1.9 MB of 

resources from various web domains. Some requests are from “google.com” domain that was 

 
Figure 2: Background resource requests made by browser 

https://www.google.com/
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visited in this example, some from sub-domains i.e., play.google.com, ogs.google.com, 

apis.google.com, adservice.google.com, while others are from external domains such as gstatic.com 

and googleusercontent.com, neither of which were intentionally visited by the user. This research will 

investigate this phenomenon and its influence on tracking capabilities as well as the security 

implications, through experiments.  

While the domain that owned the requested webpage may send a cookie (first-party cookie) to keep 

track of the user, other domains that were not directly visited by the user, but whose content were 

requested and loaded in the background by the browser, might also decide to send a cookie with the 

requested resource (third-party cookie). In other words, if the cookie belongs to the same domain as 

the requested web page, such cookies are called “first-party” cookies. If the cookie belongs to a 

different domain than the web page, then it is a “third-party” cookie. Third-party cookies are usually 

placed by business analytics services or advertising service providers (Eckersley, 2010; Hoofnagle et 

al., 2012). Third-party web advertising companies and business analytic service providers often offer 

attractive services, widgets, and other web components that attract web authors to link their 

webpages to such third-party servers, so that a cookie or even a JavaScript file can give access to user’s 

browsing behaviour (Castelluccia, 2012; Dwyer, 2009; Libert, 2015). Browsers by default allow third-

party cookies to be received, and even encouraged. When a user disables third-party cookies, the 

browsers usually warns that some features may not function correctly, which discourages users from 

disabling them.  

But they can be a security risk (Kristol, 2001). Early IETF working groups discussed this phenomenon 

as verifiable and unverifiable transactions. A HTTP transaction is verifiable if the user can review the 

request URL before the transaction: i.e., when the user types the URL in to the address bar of the 

browser or places the cursor on a hyperlink and verifies the underlying URL in the status bar of the 

browser. But the resource URLs embedded in the HTML code of a webpage are unverifiable 

transactions, as the user does not have an option to not load them or access those webservers. Thus, 
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browsers use unverifiable transactions when sending cookies, loading resources embed in a HTML 

page, and makes redirections. Though users may expect to find cookies from websites that they have 

previously visited, most users are shocked to find cookies of websites that they never visited, stored 

within their computers (Kristol, 2001, p. 31).  

2.1 HTTP request and response 

A client application that requests a resource such as a webpage from a webserver identifies itself with 

a unique identifier string within the User-Agent header. As the most common client application in use 

is the web browser, in this thesis, the term “client browser” is used in place of User-Agent, for clarity. 

An HTTP resource request sent by a client-browser to a webserver, and the HTTP response from the 

webserver back to the client browser has three parts to each response. Figure 3 and Figure 4 show 

the HTTP request sent and the received, respectively.  

1.The request (or response) itself makes up the first line in each image. 

2. Rest of the lines make up the request (or response) headers 

3. Not shown here but accompanied by these request (or response) headers are the content, that 

make up the body, displayed in the browser. 

The GET verb in the first line makes a GET request from the server path “/alternate/TrackRobust” using 

HTTP protocol version 1.1 (Fielding & Reschke, 2014). Each line that follows represent a request header 

field and its value sent by the client browser with the HTTP request to the server. The RFC7231 by IETF 

defines headers and values it may contain (Fielding, 2014). While the headers are self-explanatory, 

some of them that are noteworthy and discussed next. They appear as good contenders for 

experiments in this research, in the quest to identify users uniquely, to improve the tracking process. 
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User-Agent header 

This header uniquely identifies the application that is making the HTTP request, which is in most cases 

a web browser. Table 2 shows some of the User-Agent strings that currently occur. Usually, a unique 

name for the browser followed by an optional version number separated by “/”, as in “Mozilla/5.0” 

above. User-Agent fields today have multiple product identifiers with version numbers in one string, 

denoting compatibility with different known issues. By convention, the product identifiers are listed 

in decreasing order of their significance for identifying the client software. This allows a webserver to 

identify the client browser and any known limitations or compatibility issues related to the client, 

which will enable the webserver to tailor its response taking those issues in to consideration. Client 

applications other than web browsers, such as web crawlers that are used by search engines to index 

websites (e.g., Googlebot, Bingbot, etc.) and web-scraping applications, have their own unique User-

Agent identifiers; webservers can respond to those applications differently than to a web browser. As 

discussed later in the chapter, this header alone does not allow a user to be identified uniquely, since 

millions of browsers of a specific product and version, will use the same identifier; but in combination 

with other information contained in the client request, it can provide some uniqueness.  

Figure 3: HTTP Request with headers 
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Table 2: Common User-Agent identifier strings 

Browser/Crawler/Bot User-Agent identifier string 

Chrome Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 

(KHTML, like Gecko) Chrome/87.0.4280.88 Safari/537.36 

Edge Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 

(KHTML, like Gecko) Chrome/87.0.4280.141 Safari/537.36 

Edge/87.0.664.75 

Internet Explorer Mozilla/5.0 (Windows NT 10.0; WOW64; Trident/7.0; rv:11.0) like 

Gecko 

Firefox Mozilla/5.0 (Windows NT 10.0; Win64; x64; rv:79.0) 

Gecko/20100101 Firefox/79.0 

Opera Mozilla/5.0 (Windows NT 10.0; WOW64) AppleWebKit/537.36 

(KHTML, like Gecko) Chrome/87.0.4280.88 Safari/537.36 

OPR/73.0.3856.329 

Googlebot Mozilla/5.0 AppleWebKit/537.36 (KHTML, like Gecko; compatible; 

Googlebot/2.1; +http://www.google.com/bot.html) 

Chrome/87.0.4280.90 Safari/537.36 

Googlebot (mobile) Mozilla/5.0 (Linux; Android 6.0.1; Nexus 5X Build/MMB29P) 

AppleWebKit/537.36 (KHTML, like Gecko) Chrome/87.0.4280.90 

Mobile Safari/537.36 (compatible; Googlebot/2.1; 

+http://www.google.com/bot.html) 

Bingbot Mozilla/5.0 (compatible; bingbot/2.0; 

+http://www.bing.com/bingbot.htm) 

Lightspeed crawler 

lightspeedsystems.com 

LightspeedSystemsCrawler Mozilla/5.0 (Windows; U; MSIE 9.0; 

Windows NT 9.0; en-US) 

Baidu Mozilla/5.0 (compatible; Baiduspider-render/2.0; 

+http://www.baidu.com/search/spider.html) 

Baidu (mobile) Mozilla/5.0 (Linux; U; Android 8.1.0; zh-CN; EML-AL00 

Build/HUAWEIEML-AL00) AppleWebKit/537.36 (KHTML, like 

Gecko) Version/4.0 Chrome/57.0.2987.108 

baidu.sogo.uc.UCBrowser/11.9.4.974 UWS/2.13.1.48 Mobile 

Safari/537.36 AliApp(DingTalk/4.5.11) com.alibaba.a 
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Referer (sic) header 

This header point at the URL that caused the current HTTP request to happen. If a user typed the URL 

into the address bar of the browser, or chose from a saved bookmark, the HTTP request does not have 

a Referer field. If the current request is caused by a click on a hyperlink, then the URL of the last page 

is indicated by the Referer header. The Referer can contain a URL within the current domain, if the 

navigation is within local domain; but it is also very useful to track users arriving from external 

domains. If the request is for a resource embedded within a webpage, such as shown in the headers 

of the Figure 3 above, Referer field refers to the HTML parent page, which has caused this resource 

request.  

This header is important in e-commerce and e-marketing applications to ascertain the source of the 

user traffic. If the traffic is supposed to have been promoted by an affiliate, the referrer field should 

point at the specific affiliate’s landing page. We can also experiment on serving different pages or 

reacting differently to client requests based on the origin of the traffic indicated by this field. 

Cookie and Set-Cookie headers 

The Cookie header is used in HTTP requests to return a cookie to the webserver. In contrast, the Set-

Cookie header is used by the HTTP response to request a browser to save a cookie in its cookie store. 

The Cookie header on the last line on Figure 3 indicates that the browser has already got a cookie 

named connex in its cookie-store, received during a previous visit to the webserver, and the browser 

is returning the cookie. Figure 4 below, shows the HTTP response from the webserver which contains 

a Set-Cookie header that is used to instruct the browser to set a new cookie. In a traditional usage, the 

webserver will use the value of the connex cookie to customise the response specific to the user, and 

send it back to the browser, without the need to set a new HTTP cookie. As long as the cookie is not 

expired, the client browser will always return that cookie to the webserver in all future resource 

requests and the webserver can continue to use the identifier value to customise the response to the 

user. A server may send a new cookie with its expires attribute set to a past date, to delete a cookie 
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from the cookie storage of the browser. The server many also decide to change or add additional data 

to the cookie to be stored, such as keeping a count of number of visits or the last visit etc. But in this 

instance, the webserver is setting a new cookie each time with the Set-Cookie header as seen on Figure 

4, to ensure the expiry date of the cookie extended by another three months. This type of strategy is 

adopted by webservers to track their regular visitors only, those who at least visit once in three 

months. 

 

Figure 4: HTTP response with headers 

2.2 State management 

During a browsing session, the state can be managed in different ways. Though HTTP cookies are a 

popular mechanism, embedding state data as parameters within the URL or within a hidden field of a 

form are other possible methods. But when utilising such methods, state data does not become part 

of the HTTP protocol; therefore, is prone to failure. The successful transfer of state between server 

and client rests upon the application developer. It involves explicit intervention of server application 

and client browser to send data and receive state data. In contrast, an HTTP cookie is part of the 

underlying protocol. The server application simply rights the state related data to the cookie, and with 

every new request, examines the cookie content and use the state information therein to further 

process the request based on the previous state. The server sends a “Set-Cookie” header (Figure 
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4) to the browser with each HTTP cookie, and it is browser’s task to store it within browser’s cookie 

store. During subsequent resource requests from the server, the client browser first checks its cookie 

store for a non-expired cookie belonging to the server domain. If found, that cookie will be returned 

to the server with a “Cookie” request header (Figure 3). As the cookie exchange process between 

the client and server is a part of the protocol (Kristol & Montulli, 1997), neither the server-side nor 

client-side applications need to implement additional mechanisms to send and receive state data.  

Though HTTP cookie was introduced as a state management mechanism (Kristol & Montulli, 1997), it 

was soon discovered that it can be also used for tracking user activity, across domains (Kristol, 2001). 

For the purpose of this research other state management mechanisms discussed above, are not 

considered as they cannot be used for cross-domain tracking, but only for state management within 

the local domain.  

HTTP cookies 

The original IETF cookie specification of the RFC 2109 (Kristol & Montulli, 1997) has since been twice 

replaced, most recent being the current RFC 6265 in 2011 (Barth & Berkeley, 2011). HTTP cookies are 

important and integral part of this study, as they have been the de facto tracking mechanism, which 

this study seeks to improve on. The specification requires that browsers implement at least 4096 bytes 

per cookie, 50 cookies per domain and at least 3000 cookies in total, within browser’s cookie storage. 

Cookies have following attributes (Table 3) that can be set by the originating webserver. Each cookie 

is assigned a name and a value, in addition to a collection of key-value pairs that can store information 

(Barth & Berkeley, 2011). 
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Table 3: HTTP cookie attributes 

Attribute Description 

Name The name assigned for the cookie. If no name assigned, the Set-

Cookie command will be ignored cookie will and not be set. 

Value A single value or a collection of key-value pairs 

Expires A date and time the cookie will expire. If a server wants to remove an 

existing cookie, it sends a new cookie with the same Name, Domain and 

Path, but with a date in the past, which will cause the browser to remove 

the cookie. If expiry is not set, it essentially is treated as a Session cookie 

which will be discarded at the end of the current session. This attribute 

was introduced in latest specification RF 6265, making it easier to set the 

expiry date than the Max-Age attribute of the two previous 

specifications RF 2109 and RF 2965. 

Max-Age Number of seconds, the cookie should remain valid. If Expires attribute 

and Max-Age both are set, Max-Age takes the precedence. 

Domain If left blank, it assumes the current domain of the webserver that sent 

the cookie, but not used for any sub-domains. The domain name cannot 

be for a different domain or any Top-Level Domains (TLD) such as .com, 

.net or .co.nz. This attribute’s set scope should include the domain of the 

sent server. When this attribute is set the cookie will be sent to the 

domain of origin and any subdomains that is part of this domain. The 

original specification RFC 2109 required a leading dot in the domain 

name attribute, but not required by the latest specification, therefore 

ignored if present. But a trailing dot invalidates the attribute and causes 

to ignore this attribute completely (Barth & Berkeley, 2011). 

Path If not set, assumes the current directory path of the requested resource 

on the server. If specified, the cookie will be sent on any resource 

requests to the specified path or its subdirectories. 

Secure This attribute limits the scope of the cookie to only secure connections, 

defined by the browser, usually using HTTPS protocol 

HttpOnly This attribute limits the scope and access to HTTP requests only, thus 

restricting access to scripts.  
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If the client-browser receives a new cookie with the same cookie-name, domain, and path values as 

of an existing cookie, in its cookie-store, the existing cookie will be replaced with the new cookie. The 

webserver can choose to remove the cookie stored in browser’s cookie-store entirely, without 

replacing with a new cookie, by sending a new cookie with the Expires attribute set to a date in the 

past. 

 It also allowed users to log-in to a website, and browse from page to page, while remaining logged-

in, as “remembering” state was possible with the use of HTTP cookies. Such HTTP cookies set by the 

website being visited by the user, is called first-party cookies. However, some webpages are composed 

of resources from multiple external websites: Such webpages may contain images, CSS stylesheets, 

JavaScript files, audio and video files, widgets that display currency rates, weather, visitor counters, 

etc. from other external third-party websites. During the page loading process, when the browser 

makes requests for those resources from the third-party websites, those external sites may also 

choose to place their own HTTP cookies in the user’s browser. Such cookies are called third-party 

cookies. The webservers return the requested resource together with a “Set-Cookie” HTTP header 

that causes the client browser to save that HTTP cookie in its cookie-cache.  Even a JavaScript can 

cause an HTTP cookie to be set by invoking the “document.cookie” function. An important 

characteristic of the HTTP cookie is, that the browser will always return the cookie back to the same 

webserver that originally set the cookie in client browser. For instance, if a user requests a webpage 

from example.com, the webpage is accompanied by a cookie that originated at example.com. The web 

page also has links to two resources: one from external1.com and another from external2.com. The 

user’s browser then sends a request each to external1.com and external2.com, and receives each 

resource accompanied by a cookie from each domain. 

The browser stores all three cookies in browser’s cookie-cache. On the next request to example.com, 

either during the same browsing session or at a later date, the browser will always return the cookie 

from example.com, that it received previously, but it does not return the two cookies from 
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external1.com and from external2.com, to the example.com server, as the cookies are only returned 

to the originating webserver. But at any later stage, should the browser make a request from 

external1.com or external2.com servers, the respective cookie will be returned. If the user visits other 

websites at a later date, that also have resources from external1.com and external2.com embedded 

in their webpages, during the page load process the browser will send HTTP requests to the 

external1.com and external2.com, each accompanied by external1.com and external2.com cookies 

that were placed originally when visiting example.com webpage.  

This is an important behaviour of the cookies in a browser, that enables using cookies for cross domain 

tracking. Such tracking service needs to embed a shared resource in as many different websites as 

they can, so that any visitors to those websites, can be tracked by the tracking service.  If the webserver 

stored a unique identifier for each user in a cookie on the user’s computer, during subsequent 

requests, the tracking server will be able to identify the user by reading the unique identifier, which is 

the process of tracking a user over time. Though HTTP cookies were not meant to provide tracking 

capabilities across domains, the provided state management capability has made cross-domain 

tracking possible (Kristol, 2001).  

Though a user can disable HTTP cookie usage within the browsers, which was becoming a popular 

security option a decade ago, the benefits of using HTTP cookies outweigh the security risks, in the 

“connected” world of today. Most browsers come with cookie-enabled by default, though a user can 

disable this option after navigating through a not-so user-friendly menu system. Even when persistent 

cookies are disabled, the browsers still use “Session-cookies” which offer same capabilities as 

persistent cookies, except that they are not saved on to the hard disk and therefore are effectively 

available only for the duration of the current browsing session. Yet, the tracking process during the 

specific browsing session still takes place, and in scenarios such as AM models, the commission 

earnings for the affiliates who caused visitors to visit some e-commerce sites, can still take place 

(Amarasekara & Mathrani, 2016). 
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Though there have been some rumours and speculations a few decades ago, that cookies can harm 

computers and they can scan hard disks to steal passwords, credit card numbers, etc. cookies do not 

have executable code. Cookies are stored in plain text format, that cannot harm a computer, unlike 

malware (Harding et al., 2001). It is now widely accepted that cookies do not pose any significant risk, 

instead they can be used to enhance user experience (Kristol, 2001). Securely encrypted HTTPS 

connections are used to connect browsers with webservers, hindering Man-in-the-middle attacks. 

Sivakorn et al. (2016) explores the dangers of mixing HTTP and HTTPS during a session, which can lead 

to cookie-hijacking. Browsers save cookies on the hard disk of the local computer either as text files 

or in a database.  

If a computer has more than one browser installed, the browsers do not share their cookies between 

them (Logan & Mossing, 2007), therefore access to a server from two different browsers on the same 

computer will appear as two different users to the server. This is a significant issue for tracking 

technologies, that a robust tracking system need to try to solve. In the AM section below, what 

implications it has in e-marketing strategies is discuss further. The super-cookie concept and Flash 

cookies (section 2.6.1) claim to address this issue efficiently and effectively.  

During the browsing session between a client-browser and a server, though the originating client-IP 

address is visible to the server, it is not a unique way to identify individual users or computers on the 

Internet (Xie et al., 2007). If there is a “proxy server” between the user’s computer and the web server, 

each request to the server will have the same originating IP address, which is the IP address of the 

proxy server, not of the individual user’s computer. Large corporate networks or Internet Service 

providers (ISPs) use proxy servers to cache content, to reduce network traffic (Kristol, 2001, p. 6). Even 

at a home network, most routers will use Network Address Translation (NAT) routing, which hides the 

individual IP addresses of computers within a home network environment. The web server sees only 

the public IP address of the NAT router.  
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A cookie with a unique identifier sent by the server to the client browser on the initial contact, is the 

best way to identify a client-browser uniquely. In this case, “Identify uniquely” does not mean that the 

server can identify an individual uniquely, but it can identify a specific client-browser only (Kristol, 

2001, p. 7). In domestic scenarios, where many family members share a computer, with only one user 

profile within the operating system, any family member using a specific browser, for instance when 

everybody is using the Google Chrome browser, the cookie stored in the Chrome browser will identify 

every family member with the same cookie identifier, which makes the webservers that are accessed, 

assume it is the same person behind the computer and bowser. Conversely, if there are more than 

one browser installed on the computer and if one specific family member is using Chrome browser 

and Firefox browser at different occasions, a server will identify that person as two different people, 

as each browser will have a cookie with a different identifier. Different browsers on the same physical 

machine do not share cookies. That makes for instance a family of five people, to be identified as one 

person. In an alternative scenario, if one person has five browsers installed on one machine, and used 

all five browsers interchangeably, then that one person appears as five different people to the 

webserver. To achieve a better result in identifying individual users, additional techniques can be used, 

beyond the cookie identifier. If the user chooses to share the user’s name, address, or other personally 

identifiable information with the server, at the time of opening an account or a user profile, then the 

server can save that information together with the unique identifier, which only then allows the server 

to personally identify a user. Else, accessing the public identifier of a OSN account, can uniquely 

identify a user, even in a shared family computer scenario, which we will discuss further in the 

discussion section. Public IT infrastructure such as those computers in a public “Cyber-café” or at a 

backpacker hostel, where large numbers of people access popular websites from one computer can 

cause a dilemma, trying to identify a user uniquely. This issue is fast becoming less relevant than a 

decade or two ago, with personal mobile infrastructure such as smart phones, tablets and laptops 

being increasingly used by one individual user only. It has created a connected world with individual 

identities on the Internet becoming the norm, keeping people connected with their own individual 
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OSN and email accounts. That has necessitated families who might use a shared computer to create 

user profiles at operating system level, to keep their unique identities even in a shared computer. Re-

visiting the scenario discussed earlier, browser cookies are not shared among user profiles, hence each 

user in a family unit, when logged in to their own user profiles, even if they use the same browser, the 

browser within each profile will have a separate cookie, that can identify individual users. 

2.3 Tracking on Internet 

Different entities track user activity for various purposes. Some of the cases are: 

i. Websites want to remember customisations and personalisation made by visitors during their 

previous visits, to offer an improved user-experience. 

ii. Online advertisers, search engines and other e-marketers attempt to personalise 

advertisements based on a visitor’s historical browsing data (Libert, 2015). Without this 

capability, Internet users can feel hassled, when products and services that do not even 

vaguely interest them, appear at most of the websites they visit (Hoofnagle et al., 2012). Also, 

the advertisers will be wasting their marketing budget on audiences that do not yield them 

any positive outcomes.  

iii. AM model, which is one of the most cost-efficient online marketing methods available to e-

marketing practitioners. It needs the capability to track visitors who are viewing and clicking 

on advertisements placed on affiliates’ websites (Brear & Barnes, 2008; Norouzi, 2017; Pawan 

& Gursimranjit, 2020; Suryanarayana et al., 2019). The tracking mechanism traces clicks and 

successful outcomes; and pays commissions to affiliates.  

iv. Customer behavioural data within an e-commerce site (e.g., duration spent on site and on 

specific pages, products perused, success rate, etc.) are useful for a marketer, and can be 

easily generated within the e-commerce application. By subscribing to an external business 

analytics provider, such data can be combined with customer demographics obtained through 

insights over interactions beyond the boundaries of the practitioner, to generate richer 
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person-profiles useful for a marketeer (Baumann et al., 2019; Castelluccia, 2012; Dwyer, 

2009). 

v. Security establishments use tracking technology to identify people who are deemed a security 

threat. They are flagged across multitude of websites and their activities are monitored 

(Englehardt et al., 2015). 

vi. Third party companies such as Cambridge Analytica profiles people with the help of people’s 

social media affiliations and interests. By using such profiling methods, they are capable of 

undertaking nefarious activities such as influencing and creating biased opinions to 

manipulate political and election outcomes in many countries around the globe (Bakir, 2020; 

Manokha, 2018; Margaret, 2020; Richterich, 2018). 

Case (i) involves managing state within a single domain and therefore do not fall in to cross-domain 

tracking that we under this study. Cases (ii), (iii), (iv) and (vi) involve cross-domain tracking within an 

e-commerce context, which directly aligns with our study. Case (v) is similarly a case of cross-domain 

tracking, but not within an e-commerce context, therefore is not considered in this study. 

Nevertheless, many tracking related issues that we discuss are applicable to the case (v) too and our 

findings can be useful for research activity in that area. Cases (ii) and (iii) involve Internet traffic 

generation strategies. As every e-commerce site needs to attract customers to their sites, different 

traffic generation strategies that we discuss in the following sub-sections involve spending large online 

advertising budgets. Our research outputs are aimed at improving the reliability of the underlying 

technology, which we will discuss throughout the next chapters. Cases (iv) and (vi) are business models 

related to generating business insights and digital personas, that are very privacy intrusive. Case (iv) 

is useful for marketers for target marketing and customer segmentations. Business analytics are vital 

for business managers to make informed decisions. In some instances, such business insights are 

derived within the processes discussed in cases (ii) and (iii). Case (vi) represent operators at the top of 

the tracking hierarchy, such as in case of OSN and large scale business analytics providers (Richterich, 
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2018), whose purpose for tracking is not merely as an underlying technology to accomplish e-

commerce operations or gathering business insights on their own customer-base to improve 

interaction with customer, but to market personal  information as a commodity (Bakir, 2020; Laterza, 

2018; Margaret, 2020; Richterich, 2018; ur Rehman, 2019). It has become a contentious issue that is 

attracting legal implications, which can negatively impact all tracking technologies and instances in 

general, including those under cases (ii) and (ii), which are usually not privacy invasive, but a technical 

necessity. Therefore, this study will include cases (iv) and (vi), to describe the levels of privacy 

intrusions associated with different practices.  

2.3.1 Affiliate marketing model 

Digital platforms built over digital infrastructures allow multiple stakeholders to orchestrate various 

online services across distributed resources and participants (Constantinides et al., 2018). E-marketers 

are on the constant lookout for ways to generate visitor traffic to their e-commerce sites in a cost-

effective manner. Search Engine Optimised (SEO) page rankings, search engine advertising, keyword 

bidding, CPM display advertising and CPC banner advertising are some of the different ways to attract 

user traffic for a fee. With the advent of Affiliate Marketing (AM) businesses around the globe found 

a new way to generate visitor traffic at a relatively low cost, using a network of affiliates (Brear & 

Barnes, 2008; Norouzi, 2017).  

AM platforms provide an easy-to-access unified ecosystem that binds external parties and facilitates 

connections between supply-and-demand scenarios. It defines a way to generate visitor traffic to an 

e-commerce site, through a network of independent websites called affiliates, against a fee or 

commission. Affiliates represent influential partners who endorse some product, service or brand with 

the intention to influence consumer purchase decisions by using electronic word-of-mouth promotion 

strategies (Ismagilova et al., 2020). Affiliates are typically in the limelight, having the reach of the 

intended customer segment; therefore, they undertake promotion of those e-businesses that have 

been ratified by them. Affiliates rely upon the information-seeking behaviours of visitors to their own 



              P a g e  | 35 

website. The affiliate’s expectation is that a passive display of an e-business advertisement that 

appears on the affiliate’s website might catch the attention of some visitor, who might then click on 

it. For example, a travel blogger who writes an online travel journal on their recent travel expeditions 

in New Zealand would have the reach of prospective travellers to New Zealand; therefore, they are an 

ideal affiliate to promote tourism-related services such as accommodations, flights, rental cars, or 

adventure activities. On the other hand, this travel blogger would not be the best affiliate to promote 

a service such as real-estate sales in London. Hence, advertisers try to find affiliate websites that carry 

content related to their products. Similarly, affiliates too look for advertisers of products that relate 

to their web content. 

E-commerce has enabled business enterprises to reach customers around the globe far beyond the 

geographical boundaries and it has opened up opportunities for SMEs to reach markets that were only 

accessible to multi-national conglomerates, before(Amit & Zott, 2001; Gregori et al., 2013; Mariussen 

et al., 2010). E-commerce sites follow different strategies to promote visitor traffic to their sites, 

hoping that some of the visitors might make a purchase. Search engine visibility is the starting point. 

Paid advertising, keyword-bidding, re-marketing strategies are very efficient, but need technical 

expertise (Rutz & Bucklin, 2007), which is not readily available to SMEs.  AM has filled the gap in online 

marketing strategies as a lifeline for SMEs(Dennis & Duffy, 2005). It is equally popular among the 

largest players such as E-Bay and Amazon.com.  

This has boosted opportunities for SMEs as they gain global visibility and can reach markets that 

were earlier accessible only to multinational conglomerates (Gregori et al., 2013; Kilubi, 2015; 

Mariussen et al., 2010). An attractive and professional-looking website of a home-grown 

business can appear as a large enterprise to customers. But first, businesses need to identify 

innovative ways to generate visitor traffic to their websites. Search-engine visibility is the starting 

point. While paid advertising, keyword-bidding, and remarketing strategies are efficient online 

marketing strategies, they require technological expertise, which is not easily available to SMEs.  
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AM has filled this gap to provide a lifeline for e-businesses; it works toward providing information 

channels that are aimed to increase online sales by showcasing and distributing products more 

efficiently.   

Wilson (1999) contends that four possibilities are prevalent in information-seeking behaviours, 

namely, passive attention, passive search, active search, and ongoing search. For instance, a 

consumer may watch an advertisement of a product without any intention to act on it (passive 

attention), but it could lead to casual browsing (passive search) or a more meaningful 

information search (active search) that in turn stirs more interest such that the consumer may 

continue their search to get more product details (e.g., price range, user ratings). Therefore, AM 

builds on the “information needs” of consumers by using innovative digital interventions to 

facilitate online sales in a cost-effective manner. Emerging disruptive technologies are 

challenging the status quo in the management of e-business operations as new ideas are being 

translated with ongoing technological advancements to capture customers globally (Broekhuizen 

et al., 2018).  

Enhanced browsing tools for hyper connecting consumers with e-businesses are spread across 

distributed platforms. At the same time, however, these pervasive technologies used for 

profitability purposes (e.g., reduced costs, fast delivery times) come at a price since they also 

increase our digital vulnerability (Ransbotham et al., 2016). In the pursuit of optimising pricing 

structures by increasing automation and resource efficiencies, we may have opened a panacea 

of unknown possibilities, including that of vulnerabilities. For instance, the CPA method earlier 

appeared as a disruptive technology and was considered immune to numerous frauds that were 

prevalent in other AM advertising models. However, the litigation against Shawn Hogan brought 

to attention that it is not as safe as was envisaged (Edelman & Brandi, 2015). Nevertheless, the 

CPA method is still considerably safer and more cost-efficient than other visitor-traffic-
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generation methods, although better robust security measures to safeguard  this most cost-

effective marketing model are further needed. 

Stakeholders in AM 

 AM model comprises of four main actors as shown in Table 4: An “Advertiser”, who is an e-commerce 

site who wants to generate visitor traffic, with the hope of selling the products to some of those 

visitors. Apart from visitor-traffic based on organic search results, they depend on paid-traffic 

generation models.  

An “Affiliate”, which is an independent website, that has a good reach of possible customers. The 

affiliate is willing to forward such visitors to the e-commerce site, on the basis, that the affiliate 

receives a monetary reward for doing so. The above e-commerce site would have many such affiliates 

who are forwarding visiting traffic the e-commerce site, hence there needs to be a mechanism to track 

and monitor the visitor traffic; also track the visits that convert to a monitory outcome and calculate 

the payments to the individual affiliates based on the traffic that they forwarded. Though larger e-

commerce practitioners such as e-bay does this in-house, many small-scale practitioners do not have 

the technical expertise, hence subscribe to a third-party AMP who does this on their behalf. 

The fourth actor is the “Visitor” to the e-commerce site, who is a potential customer who may fulfil a 

monetary outcome at the e-commerce site of the advertiser, such as buying goods, signing-up for a 

membership or subscribing to a service, etc. (Amarasekara & Mathrani, 2015). 

Visitor traffic generated in the affiliate’s website ends in the advertiser’s e-commerce site, although 

both parties are dispersed geographically; additionally, their websites are hosted in different domains 

with different web infrastructure. A visitor might make a purchase on the first instance of arriving at 

the advertiser’s e-commerce site or might choose to return a few days later to complete the purchase. 

Such temporal separation between exposure to an advertisement and subsequent action by the visitor 

is indeed common (Asdemir et al., 2012). The visitor’s intention to purchase on a later date is a result  
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Table 4: Stakeholders in Affiliate Marketing 

of the affiliate’s influence; therefore, the affiliate deserves a commission from the e-commerce site. 

Hence, e-marketing efforts require a tracking system that can track each visitor’s information-

searching and information-using behaviour reliably and accurately, across multiple domains and over 

a period of weeks or months, as determined by the e-marketer’s business policy. The tracking 

technology provider (or AMN) places an HTTP cookie on the visitor’s computer to achieve the above 

outcome. 

 

Actor Role 

Advertiser/ E-business E-commerce practitioners who advertise their merchandise aiming 

to generate visitor traffic to their website with the anticipation that 

some of those visitors will purchase their products. 

Affiliate/ Social 

Influencer 

An independent website (or a social intermediary) with many online 

readers (or visiting traffic). Affiliates have a good reach of possible 

customers who might be interested in the merchandise sold by the 

e-commerce website (advertiser); therefore, they can refer or 

forward their readers to the e-commerce site. Referrals are made on 

the basis that the affiliate receives a monetary reward for doing so. 

Affiliate Management 

Network (AMN) 

A third-party technology platform that provides services to 

advertisers and affiliates, since each advertiser has many affiliates 

who are forwarding them visitor traffic. The platform tracks and 

monitors visitor traffic, keeps record of visits that convert to a 

monetary outcome, and calculates commissions earned by 

individual affiliates based on the traffic they have forwarded. In the 

case of very large e-commerce practitioners such as eBay and 

Amazon, the advertisers themselves carry out this function in-house.  

Visitor/ Potential 

Customer 

A potential customer of the e-commerce site who may fulfil a 

monetary outcome, such as buying goods, signing-up for a 

membership, or subscribing to a service from the advertiser. The 

visitor becomes a consumer on purchasing a product or service from 

the e-commerce website.  
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AM traffic generation models 

Under AM model, an e-commerce site can use different traffic generation models (Table 5) such as 

Cost-per-mille (CPM), Pay-per-click (PPC) which is also known as Cost-per-click (CPC), or Cost-per-

Acquisition (CPA). Under CPM the advertiser pays an agreed fee to the publisher for displaying 1000 

advertisements to potential customers. CPM is the cheapest, costing around a  

Table 5: Visitor-traffic Generation Schemes, Pricing Structure, and ISB in an AM ecosystem 

 few tenth of a cent to display one advertisement, as there is only a very small chance of one of the 

visitors who saw the advertisement might indeed click it and follow through to make a purchase at 

the e-commerce site (Faou et al., 2016). Only about 1% visitors to an affiliate website actually clicks 

on a banner advertisement (Benediktova & Nevosad, 2008). Under CPC, an advertiser pays a higher 

fee than CPM, in the range of a dollar for each visitor who clicks and advertisement link or banner in 

the affiliate’s webpage, which forwards the visitor to the advertiser’s e-commerce site (Faou et al., 

2016). With both of these methods the advertiser might lose a lot of advertising budget paying for 

unintended traffic of visitors, who wouldn’t buy a product at the advertiser’s e-commerce site 

(Kayalvizhi et al., 2018). To target the appropriate market segment of potential customers, advertisers 

Traffic-gen. 
scheme 

Pricing structure Information-Seeking 
Behavioural outcome 

Cost-per-mille 

(CPM) 

The advertiser pays an agreed fee for displaying 

1000 advertisements to visitors (or potential 

customers).  

Passive attention 

(fleeting thought) 

Cost-per-click 

(CPC) or Pay-

per-click (PPC) 

 

The advertiser pays for each visitor who clicks an 

advertisement link or banner in the affiliate’s 

webpage and forwards the visitor to the 

advertiser’s e-commerce site. 

Passive search 

(casual browsing) or 

active search (active 

scrutiny) 

Cost-per-

acquisition 

(CPA) 

The advertiser pays an agreed sum or, more 

frequently, an agreed percentage of the total sales 

value as a commission to the affiliate only when a 

visitor makes a purchase at the e-commerce site. 

Search resulting in 

intervention (search 

information is used 

to make a purchase) 
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need the technical expertise of e-marketing, just as in other e-marketing endeavours such as Google 

Ad-words, which most SMEs lack. CPA is by far the most popular marketing model, without the risk of 

losing an entire marketing budget overnight, unlike other e-marketing technologies (Dennis & Duffy, 

2005). It also shifts the traditional marketing paradigm: Instead of the need to spend an advertising 

budget beforehand, without any guarantee of returned benefits, under CPA advertising model cost 

for traffic generation is only paid to affiliates after a sale has occurred, thus guaranteeing a return on 

advertising cost, and not needing an advertising budget beforehand (Norouzi, 2017).  

Though not as prevalent as click-fraud in CPC model, recent research has shown that CPA is not the 

silver bullet that solves all the e-marketing problems for SMEs, as earlier perceived. Litigation against 

Shawn Hogan (Edelman, 2015) who fraudulently collected commission worth over 28 million dollars 

from eBay in 2014, have drawn attention to the fact that even CPA is not immune to fraud activities. 

Chachra et al. (2015) have established that such fraud is seemingly marginal presently within the AM 

environment but has the potential to become widespread in the future, if the vulnerabilities that are 

being detected currently, are not addressed now. Contrary to these findings Snyder and Kanich (2015) 

who used a different methodology to assess the volume of fraudulent activities found 38.1% of the 

click traffic was fraudulently generated. Our own previous research (Amarasekara & Mathrani, 2017) 

found considerable number of fraudulent activities among click-traffic dataset. 

Trust is an important factor, among all the stake holders associate with the AM value chain(McKnight 

et al., 2002). In most situations the advertisers have not met or know the affiliates personally and have 

a very limited knowledge of each other’s businesses and reputations. Often the two parties agree to 

abide by a set of rules defined by the advertiser and these rules can be very different between 

advertisers. Some could have exactly opposite rules than the others. For example: Some advertisers, 

who use other forms of e-marketing available to them such as Google AdWords, could prohibit 

“keyword bidding” or “typo-squatting”, as they do not want to have their own affiliates competing for 
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the same keywords. Another advertiser, who does not use Google AdWords, would encourage an 

affiliate to use keyword bidding, as that would increase traffic generation from multiple sources.  

Tracking process in AM 

There are two separate tracking processes involved in an AM system. “Click tracking” is the process of 

tracking the visitor’s click-action at the affiliate’s website, followed through to the arrival of the said 

visitor at the advertiser’s e-commerce site. “Conversion tracking” takes place, when such a visit 

“converts” to a desired outcome, such as buying a product, or signing up for membership or any other 

expected outcome, the said outcome is tracked and recorded. 

Figure 5 provides a logical view of the AM process, starting from a visitor’s click on a banner 

advertisement at an affiliate’s website to the completion of a purchase action. The sequence of the 

processes involved are numbered in the diagram. When a user views an affiliate website (process 1) 

and clicks an advertisement link (process 2) the “Click Pixel” embedded in the webpage causes the 

tracking server to create a record of the “click” action in the database (process 3). The tracking server 

then sends a cookie to the browser with a unique identifier that refers to this specific click. It also 

sends a redirect response to the browser, targeted at the advertiser’s e-commerce site (process 4). 

The visitor then browses the e-commerce site and makes a purchase decision (process 5). The process 

6 is abbreviated as “AN Res. Rq.”, which stands for “Affiliate Marketing Network resource request”, 

which refers to the “Conversion Pixel” embedded in the payment confirmation page sent by the e-

commerce server. In the background without any visible clue to the user the Conversion Pixel causes 

the user’s browser to send a resource request to the tracking server with the information such as the 

Invoice Identifier, total purchase price, etc. as parameters of the resource request. As every HTTP 

request to the web server is accompanied by the cookies that the server has set previously, in this 

case during the click-tracking process numbered 3, the tracking server records the sales conversion 

details against the click-tracking data in the database. The Click Pixel and Conversion Pixel are small 

pieces of JavaScript code that are embedded in those webpages that provide user-specific information 
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to the tracking server. The tracking server, while being invisible to the user, keeps track of all processes 

and traffic movements with the help of tracking-cookies. 

  

 

Figure 5:Tracking process of the Affiliate Marketing Model 

Click Tracking  

The homepage of an affiliate usually contains a “click-Pixel”, which is a banner advertisement image 

or a hyperlink within the text description. The hyperlink points at a click-tracking URL on the tracking 

server. Data that need to be passed to the tracking process such as affiliate and advertiser identifiers, 

offer ID etc., are passed as URL parameters (Amarasekara & Mathrani, 2017). 

When a site visitor clicks on the banner advertisement or on the text hyperlink, visitor’s browser sends 

a resource request to the click tracking URL. The tracking server then logs the parameter data into a 

database and redirects the request to the advertiser’s e-commerce site based on advertiser identifier 

on the request parameter. With the response to redirect, the tracking server also sends a HTTP cookie 

to the visitor’s browser, which the browser will add to its cookie collection. During any future 

interactions with this domain, the browser will always send this HTTP cookie (Amarasekara & 
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Mathrani, 2017). Though some of the previous researchers found overwriting cookies during the 

above process to be one of the more seriously adverse effects of affiliate frauds such as cookie stuffing 

(Chachra, Savage, & Voelker, 2015; Edelman & Brandi, 2015; Snyder & Kanich, 2015), our research 

shows that how the HTTP cookies are handled is purely a business decision of the advertiser, which 

depends on how the commission is shared among multiple affiliates. The business rule dictates if the 

last affiliate gets all or if the commission is shared among all the affiliates who contributed. 

Accordingly, either the cookie can be overwritten, or each affiliate identifier can be added to the 

affiliate list on the cookie (Amarasekara & Mathrani, 2017).  

Conversion Tracking 

A “Conversion-Pixel” is embedded in the transaction confirmation page of the advertiser. A 

conversion-Pixel is usually a hidden HTML element with its source pointing at the conversion tracking 

URL on the tracking server. The data fields such as advertiser’s identifier, transaction identifier, total 

price, which are needed for the tracking purpose being passed in the URL as parameters. 

When a visitor completes a payment transaction, the transaction confirmation page with the 

embedded hidden conversion-Pixel causes the conversion tracking server to log this information in to 

the conversions database. As every purchase of every visitor to the e-commerce site, direct customers 

and those that arrived via an affiliate site, gets a confirmation page with the hidden iframe, every sale 

will be notified to the tracking server. If the resource request to the tracking server is not accompanied 

with a HTTP cookie, it indicates a direct sale. The conversion tracking process examines the affiliate ID 

or IDs mentioned in the cookie and finds the corresponding click record and reconciles the two records 

with the pre-agreed percentage of the commission calculated against the total transaction amount 

and paid to the affiliate (Amarasekara & Mathrani, 2017).  

Fraud and vulnerabilities in AM 

CPM and CPC advertising models do not guarantee a return on the investment of the marketing 

budget and are prone to numerous fraud scenarios including click fraud (Hu et al., 2013). CPA was 
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considered the silver-bullet that solved the risk of affiliate fraud in AM, as the affiliate earns a fee or 

commission only when a visitor makes a purchase at the advertiser’s e-commerce site. But the 

“cookie-stuffing” fraud discussed by Edelman & Brandi (2015) shows that even CPA marketing model 

is not immune to fraud. Since then, my master’s degree research work has uncovered further 

vulnerabilities facing AM model, which are presented below. 

Cookie stuffing 

This fraud involves placing a HTTP cookie or many cookies from many different advertisers into a 

visitor’s browser, without the visitor having clicked any advertisement. A legitimate affiliate could 

carry more than one banner advertisement from different advertisers, but often too many banners 

on one site can put off site visitors and the credibility of the site can be at risk. With Cookie stuffing 

method, a rogue affiliate can keep the webpage free of advertisements but maximise profit by stuffing 

as many cookies in the background. For example, if the affiliate site is a travel blog about travelling 

around in New Zealand, it is highly likely that many visitors might be planning a visit to New Zealand 

sometime soon. The affiliate would stuff cookies from as many cookies from each hotel chain, each 

car rental company, Airlines, tourism related activity providers and of places of visits, as it is likely that 

the site visitor might visit some of those websites and book a product or service. At such time, the 

previously stuffed cookie will identify the rogue affiliate as the source of the visitor traffic and will pay 

him a commission. This allows a rogue affiliate to cash in large amount of money from multiple AM 

practitioners using one site visitor. How can cookies be stuffed into a browser?  A rogue affiliate can 

use a technique such as “load-time click (Amarasekara & Mathrani, 2017). 

Load-time click 

While displaying an advertisement free webpage, the affiliate can have a JavaScript code segment that 

runs at page’s load event, which sends a resource request to each of the tracking server of each 

advertiser, which should legitimately only run on a click action of the user. As the visitor browses the 

webpage, unaware to visitor, the visitor will be “clicking” on large number of advertisements. Using 
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JavaScript Load method can be used within CPM or CPC scenarios, where just a request sent to the 

tracking server triggers the required result, but not in CPA scenarios, as Cross Origin Resource Sharing 

(CORS) restrictions on cross-site scripting (XSS) prevents browser accepting a cookie, which in turn 

fails the tracking process. Therefore, in a CPA scenario, a rogue affiliate would use an embedded 

hidden “iframe”, a resource request within the HTML code for a hidden element or within a CSS file 

(Amarasekara & Mathrani, 2017). 

Conversion hijacking 

Instead of stuffing cookies in browsers of thousands of site visitors hoping that some of them might 

really visit one of those e-commerce sites and make a purchase, a rogue affiliate can do a conversion 

hijacking, by dropping a cookie in to a direct customer’s browser, just before completion of a purchase. 

This can be achieved using Adware (Edelman & Brandi, 2015) or similar malicious software installed 

on a user’s computer. This can also be a part of an internal threat from the e-commerce site’s 

perspective, as we discovered in our investigation, where a rogue affiliate gets the cooperation of an 

employee with sufficient privileges to embed a small piece of code segment on the Web Server. 

A similar result can be obtained, without having to do the above in real-time, during the purchasing 

action of a visitor, but by triggering the conversion Pixel code that is embedded in the e-commerce 

web server, with the appropriate parameters. The solutions that we propose further below will help 

minimise multiple variations of this threat. 

From the advertiser’s perspective, some threats originate from external sources such as, by affiliates, 

site visitors and hackers, etc., while others are internal threats attributed to advertiser’s staff with 

appropriate security access levels, contractors, IT service providers, etc. Internal threats can be more 

severe as internal staff can have unrestricted access to, and a comprehensive knowledge of, the IT 

systems. The most significant risk we established and subsequently tested using our prototype, is what 

we call “conversion stealing”.  It is the process of selecting legitimate transactions from advertiser’s 

back-office databases, which did not originate through any affiliates, e.g., direct traffic or traffic 
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generated through search engines, and creating tracking entries on the AMP servers, attributing them 

to a specific rogue affiliate, who will earn the commission. As many advertisers can have more than 

half of the on-line sales originating from sources other than AM, “conversion stealing” can lead to 

large losses for an advertiser. This risk can originate internally or externally, though it is very much 

easier to implement from within the organisation of the advertiser. Even an AMP integration 

application might not be able to detect this fraud, unless specifically designed to handle this threat, 

because these illegitimate conversion tracking entries, in fact refer to legitimate transactions within 

the advertiser’s system (Amarasekara & Mathrani, 2017). 

Conversion Stealing 

Broad group of frauds fall into this category. Apart from AM, e-commerce practitioners use other 

traffic generation methods, such as paid searches, paid advertisements or visitor arrive through 

organic searches, which are unpaid searches through search engines. As all online transactions trigger 

the conversion Pixel in the confirmation page, therefore all transactions get recorded in the tracking 

database, those traffic that was not generated by CPA model of AM, is marked as non-commission 

paying transactions. A rogue affiliate can use one of the few possible methods to claim such 

transactions to affiliate’s account, which is “Conversion Stealing”. One of the most serious of frauds 

would be updating tracking database en masse, assigning an affiliate ID against selected non-

commission earning transactions, which would cause the affiliate to receive those unpaid 

commissions. Even a reconcile application would successfully reconcile such transactions, and would 

be hard to track, unless many additional checks are done, creating processes that are specifically 

targeting this fraud. Usually, this would be an internal fraud, where an employee of an e-commerce 

site, third-party support staff or employees of the AMN with sufficient privileges is in a position to 

create an automated process to filter individual non-commission paying transactions and use web APIs 

to update the tracking server. An external player can also do this using web API’s if the fraudster has 

access to Web APIs, else trigger the same conversion Pixel code that is embedded in the confirmation 

page of the e-commerce site, with the correct parameters. An internal staff can find the parameters 
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easily through the transaction database, but an external fraudster will need to find parameters often 

through brute force or with trial-and-error guessing. During our case-study, we found evidence of 

brute force attacks, and a few other methods to find transaction IDs. One was to make a booking or a 

purchase and guess the subsequent transaction numbers based on the booking’s transaction number. 

In a reservation site, we noticed fraudsters have entered those guessed numbers into the reservation 

retrieval service, which allows a reservation to be retrieved by customers to change their reservations. 

Hence, we have proposed a reservation buffer system in our recommendations section below 

(Amarasekara & Mathrani, 2017). 

Typo-squatting 

Some of the frauds such as typo squatting and keyword bidding are considered a fraud by some 

advertisers, while others consider it legitimate. That depends on the contractual agreements and 

different marketing strategies used by the advertiser. Typo squatting is when an affiliate acquires 

domain names that are very similar to an advertiser’s domain and captures the traffic of visitors who 

either mistypes the advertisers name or types a confusingly similar name (Edelman & Brandi, 2015). 

After capturing the visitor, the affiliate can either redirect to the intended advertiser with a cookie to 

identify the affiliate thereby earning the commission or forward to different rogue website. 

All the above fraudulent actions need certain amount of technical expertise, as they are technology 

based. There are other non-technology based frauds that too can incur heavy losses using simple 

deceitful actions.  On most e-commerce sites, for example at a hotel or a car rental company an 

affiliate can book a car or a room himself, a few months ahead and earn a hefty commission before 

eventually cancelling the booking after a few months. Many advertisers pay the commission at the 

end of the month following the purchase. The AMP integration application that we examined for the 

purpose of this research was capable of effectively controlling this category of fraud, by reconciling 

AMP conversion records with the back-office databases of the advertiser. Credit card frauds, “click 

factories” where large numbers of staff are hired to manually click on advertisements, in countries 
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where labour can be found cheap and using posts in OSN as “Click-bait” are some of the more manual 

frauds.  

Checking the referrer HTTP header is useful to detect typo squatting fraud to some extent, but many 

typo-squatted domains use redirection chains (Chachra, Savage, & Voelker, 2015; Vacha, Saikat, & Yin, 

2013) to avoid detection (Amarasekara & Mathrani, 2017).  

2.3.2 Business Analytics 

Business managers in general, and marketing teams more specifically, depend on business analytics 

for their enterprises level strategic planning. Business analytics provide insights on Customer 

demographics, buying habits, marketing campaign impact, visitor counts, etc. and enable marketers 

to create targeted campaigns for customer segments for better outcomes. Every e-commerce site has 

a product catalogue, shopping cart facility and some form of a transaction processing facility. Many 

software contains capability to track a user’s browsing behaviour from the time they arrive at a landing 

page, throughout their browsing sessions including purchasing actions. This empowers marketing 

teams to evaluate the performance of specific marketing campaigns, fine-tune the visitor traffic 

generation models such as the search engine advertising plans or AM campaigns based on higher 

commission rewards etc.  

Marketers also are interested on what landing pages did the customers arrive at, which affiliates 

promoted that traffic, which products were perused by the visitors, and how long they spent on which 

products, which pages, and products were skipped, showing which products are in demand. Finally, if 

any products were purchased and if so, what other products were bought in combination. If no 

purchase were made, then insights, what the reason would have been, and ideally, where did they go 

to from this e-commerce site. Business analytics generated through tracking data provide helpful 

insights for a marketeer to understand if the customer needs are met by their product offerings. While 

many e-commerce software products have the features to gather business analytics, often business 
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marketing managers want to tweak their marketing campaigns based on the results, so that they can 

further tweak them to achieve optimum outcomes. As they often don’t have access to change any 

code within the e-commerce software, and often it takes a long development cycle to implement such 

additional changes, they tend to gravitate towards external partners who offer business analytics for 

free or a more premium services at a reasonably low fee, such as Google’s Universal analytics 

(Castelluccia, 2012; Dwyer, 2009; Roosendaal, 2012).  

If all the information gathering takes place within one domain, the domain of the e-commerce site in 

question, first-party cookies can be used to track the user-interaction. Else other non-cookie based 

state management techniques discussed above, such as embedding into the request URL, hidden form 

field with the body of the page, etc.  Though new privacy regulations such as General Data Protection 

Regulation (GDPR) allows cookies that are functionally necessary for a website (GDPR, 2016), such 

customer demographics gathering would not fall into the functionally necessary category. The privacy 

breach becomes even more concerning, then the tracking is entrusted to a third-party tracking 

provider, as the customer information leaks out to an external domain that was never visited by the 

user. This research studied the extent of the privacy breach in this situation and how much of privacy 

information can be combined in such scenario.  

While some large e-commerce practitioners such as e-bay, amazon.com, etc. manage the tracking 

process in-house, others choose to entrust it to specialist tracking service providers, such as AMNs. 

If the tracking process is carried out by the e-commerce practitioner in-house, then the available 

visitor information is limited to the interactions within practitioner’s own domain. But as third-party 

tracking service providers offer services to many e-commerce sites, they can offer additional 

information for a premium price. Such information could include, e.g., which website did the visitor 

arrive from, which website did the visitor go to or what products were perused in previous sites, 

among other useful information. Some service providers offer remarketing leads by using the 
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information they have gathered in competitor sites that have subscribed to the same tracking service. 

Using a tracking service provider expands the accessibility scope of visitor data but is still limited to 

those e-commerce sites that have subscribed to the same tracking service provider.  

While some of these external third-party tracking services are known to only track user interaction 

that relate to visits and transactions and are not offering any additional services based on the data 

gathered in this process, there are others, who offer additional value-added services, such as re-

marketing strategies. 

The currently discussed business analytics scenario and the Insights as a service scenario described in 

the next sub-section are similar in the sense, that they both are concerned with gathering business 

insights of the Internet users, enabling informed strategic management decisions in enterprise. But 

they differ at many levels, that warranted looking at the two scenarios separately. Firstly, the tracking 

process is carried out by either a single e-commerce company within their own e-commerce site, or 

by an e-commerce based tracking services provider, who might provide services to a multiple of such 

e-commerce companies. Secondly, the audience is relatively small, being only customers who visited 

the e-commerce site of the practitioner or the collection of e-commerce sites that have subscribed to 

the same tracking service provider. Thirdly, in addition to their browsing behaviour within the specific 

site(s), the scope of the information gathering is usually limited to a few PII, such as name or contact 

details. In contrast, in the next section, we look at the practice of large corporates who serve 

customers globally through their hardware, software or social media products, who have a global 

reach such as Google, Microsoft, Apple, Facebook, LinkedIn, Twitter etc. They gather large scale of 

information and create comprehensive “personas” across the globe, with the intention of selling a 

plethora of services to any future customers they intend to serve.  
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2.3.3 Insights as a service 

OSN service providers, search engines and other large-scale service providers who gather very detailed 

customer interactions with the Internet belong primary to this category. In 2018, the Cambridge 

Analytica scandal exposed how OSNs such as Facebook gather large amounts of behavioural data to 

enrich existing user-profiles. That led them to create comprehensive digital personas to expand their 

business models from targeted advertising to population influencing business. It further reveals how 

third-party entities such as Cambridge Analytica were able to further endanger user-privacy and a 

whole society in general, though stealing data from Facebook to expand the business model to include 

psychological operations (“psy-ops”) to influence whole societies and populations during electoral and 

political campaigns (Bakir, 2020; Berghel, 2018; Laterza, 2018; Manokha, 2018; Margaret, 2020; 

Richterich, 2018; ur Rehman, 2019). 

Though Psy-Ops business model has been already exposed and many research has been published 

since 2018, the general population do not appear to grasp the implications; in contrary Afriat et al. 

(2021) found that many youth consider it is OSN’s right to use the data they gather, to generate 

revenue. This research will present a privacy model based on privacy intrusion levels associated with 

different tracking use cases.  

2.4 Stateless vs. Stateful tracking 

Tracking methods can be divided in to two main categories as stateful tracking and stateless tracking, 

depending on the underlying tracking technique, which also has an effect on the reliability and 

accuracy of the tracking process (Englehardt & Narayanan, 2016). All stateful tracking techniques save 

state, in this case a UID in the user’s computer. Stateless tracking techniques do not save any data on 

a user’s computer, instead uses different techniques, to identify each client-browser uniquely, using 

data within the HTTP request sent by the client-browser to the webserver. 
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2.4.1 Stateful tracking 

Stateful tracking has a high rate of accuracy, as the webserver saves identifying data such as a UID on 

the user’s computer or device, and every webserver that has access to this user data can accurately 

and reliably track any user across all the tracked domains. For example, tracking technologies used in 

AM and other e-commerce applications require a great accuracy in tracking user traffic to reward 

affiliates with agreed amounts of commissions. Loss of a transaction detail results in the loss of the 

commission that the affiliate is entitled to, which can lose the confidence in the system. Usually, the 

identifying data is saved using a HTTP cookie on user’s browser. This research explores additional 

techniques that we discuss in the “Alternative Tracking” sub-section further below, such as local 

storage provided by HTM5, Flash cookies and ETags, that can be used to improve accuracy and revive 

expired or lost identifying data (Ayenson et al., 2011). The important characteristics of stateful 

tracking is, that data is stored on user’s device and tracking process is reliable and accurate.  

Contents of a cookie can only be read by the domain who owns the cookie. The HTTP cookies that 

belong to the web site visited by the user, are called “first-party cookies”. These are primarily used to 

improve user experience. A website can also cause a browser to receive HTTP cookies that belong to 

other service providers of the Internet from other domains. They are primarily used for the purpose 

of advertising or gathering user demographics for marketing and analytics. These are called “third-

party cookie”.  

2.4.2 Stateless tracking 

As the name suggests, this category of tracking methods do not store identifying data on user’s device, 

thereby sacrificing some of the accuracy and reliability of stateful tracking. Stateless tracking uses 

“browser fingerprinting” as the tracking method, instead of using HTTP cookies (Englehardt & 

Narayanan, 2016; Laperdrix et al., 2016; Libert, 2015). While there are many browser fingerprinting 

algorithms (Sanchez-Rola & Santos, 2018), the basic concept is to combine multiple pieces of data 

provided by the browser in HTTP requests, to generate a single specific identifying data value that can 
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identify a browser uniquely. When a browser sends a resource request to a web server, it also sends 

some “header” information, among which it also sends attributes relating to browser capabilities, 

browser’s and operating system’s configuration data (Laperdrix et al., 2016). On top of this, a browser 

fingerprinting algorithm can use Asynchronous JavaScript calls to find out and report back further 

features of the client computer, such as whether Adobe Flash and Java is enabled, what plug-ins are 

enabled, the list of fonts installed, etc. Algorithm used by Laperdrix et al. (2016) combines 17 such 

attributes to create their version of browser fingerprint. Though individual piece of data such as the 

browser version or the OS version is not unique, the combination of those data, together with the IP 

address is up to 94.2% unique (Eckersley, 2010).  

Among other uses, stateless tracking is used in business analytics to generate customer demographics 

and behavioural information which depend on processing large volumes of tracking data that is often 

less than 100% accurate in tracking activity. But due to the large volume, the margin of error becomes 

less significant. As stateless tracking methods gather very large amounts of data, Big Data and AI 

solutions are often used to process data and gather business insights out of these data. For example, 

the buying habits of a user, what products were browsed and purchased, or what products were 

browsed but not purchased, how long a user spent in a specific website or specific pages within one 

or multiple e-commerce sites enables a marketer to target advertisements and remarketing strategies 

personalised for that customer (Baumann et al., 2019). Equally, by following an Internet user across 

multiple sites on the Internet, it allows an interested party to gather large amounts data such as 

reading interests, political affinity, what topics catches the user’s attention on OSN sites, what posts 

were liked or shared on Facebook, etc. These data can be combined to create a persona, that allows 

other processes to predict a lot about the user and even determine what the next user-action might 

be (Libert, 2015). 

Researchers in browser fingerprinting domain would quite rightly claim that the newer techniques 

used by them allow them to track a user even more reliably than when using cookies. This is true in a 
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scenario, where a user deletes or blocks cookies, stateful tracking will fail, but stateless tracking can 

still identify the user with a very high accuracy. On the other hand, when a cookie is present, it allows 

the stateful tracking process to identify with an absolute accuracy, which stateless tracking does not 

have. Therefore, within an AM context, it is more important to use stateful tracking, while stateless 

tracking methods can enhance the reliability during those scenarios when cookie-based tracking fails. 

Each tracking technology has its own merits and is suitable for a specific requirement. Business 

analytics providers and security agencies generally use a mix of stateful and stateless tracking, utilising 

the advantages of both methods. There are other stateless tracking methods such as Behaviour-based 

tracking, that exploits large-scale host access data, such as queries received by DNS resolvers, which 

need source and destination IP addresses and the access time, which is outside of the scope of this 

research (Banse et al., 2012). 

This research investigates vulnerabilities associated with HTTP cookie based (stateful) tracking 

technologies, within two usage domains, namely, within AM environment and within a Business 

Analytics context. As both domains are important for e-commerce activities and management & 

marketing purposes of the enterprise, this study examines the impact of the vulnerabilities from the 

perspective of a commercial enterprise. 

2.5 HTTP cookies for tracking 

Due to the highest possible accuracy and reliability required in e-commerce tracking scenarios, in this 

research the scope of study is limited to stateful tracking techniques. Though HTTP cookies were not 

intended for tracking users on the Internet as discussed earlier, it was designed for state management. 

Tracking a user by multiple domains involves the ability of each domain to access the managed state 

from a previous interaction, which includes a unique identifier, thus enabling each site to identify a 

browser uniquely during recurring visits over time. Therefore, any stateful tracking technique is a good 

potential candidate for online user tracking. Ease of use, i.e., minimum amount of effort needing at 
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client and server sides to set an identifier and alternatively read an identifier, makes it even more 

suitable for the purpose. Another criteria that will be evaluated in the experiments will be algorithmic 

complexity, with least processing time and processing power requirement, that makes a technique 

more suitable over another. As typically busy e-commerce transaction servers handle large number of 

transactions per minute, and a tracking server that tracks many such e-commerce server transactions 

simultaneously need to identify a client-browser at speed, accuracy and with minimum processor load. 

Simply reading a unique identifier in a cookie or other stateful tracking mechanism is therefore faster 

and less processor-intensive than the stateless tracking mechanism, that need to build a signature to 

compare with the collection of such stored signatures on server. Andriamilanto et al. (2021) claim 

those two hundred and sixteen fingerprinting attributes that are being processed by their algorithm, 

create on average a dozen kilobytes per signature and takes a few seconds to process. The tracking 

characteristics of the HTTP cookie is used as baseline in making comparisons with other stateful 

tracking techniques. 

2.5.1 Single-event tracking 

In some e-commerce activities, the tracking need is limited to a single event, such as a user visiting a 

website, an advertisement appearing in user’s screen (CPM), a user clicking on an advertisement (click-

tracking or CPC), or a user signing up for a membership, email list, a petition, etc. Such single event 

tracking requirements occur commonly in Internet traffic generation endeavours. An interested party 

pays a fee for each such event, and the website or the search engine or similar entity that promoted 

that event to the user, gets rewarded for that event. What the user did after this single event, i.e., 

which other sites the user visited subsequently, and further interactions between the user and other 

sites are not part of the traffic generation model, hence no further tracking of the user beyond this 

single event is needed. In such scenarios, the underlying tracking technology used is simpler, easier to 

implement, less error-prone and there is a selection of tracking methods to use. For example, our 

previous research on AM frauds discussed in a previous sub-section looks at different techniques that 
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can be used for cookie-stuffing fraud. We found a JavaScript can be used to execute a resource request 

from the click-tracking URL, which successfully records a single event such as a click-even as needed 

by CPC or an instance of displaying an advertisement in a CMP event etc. But the cookie that is sent 

to the browser is rejected by the browser, due to cross site scripting (XSS) restriction (Bath, 2011). 

Without a cookie future visits cannot be traced to the same user. Another user-click on another day 

will appear as a new visitor, but it is irrelevant for CPC advertising models, as all clicks get 

remunerated. Nevertheless, cookie-stuffing fraud executed using a different technique, such as using 

an image file request, causes the cookie to be saved in the client-browser, which enables multi-event 

tracking. 

2.5.2 Multi-event tracking 

Tracking multiple events of user interaction need techniques that go beyond single-event tracking. 

The multiple events can occur within one single browsing session or over many days, weeks or months 

later. Conversion-tracking discussed under the sub-heading Affiliate Marketing above is an example 

of a multi-even tracking scenario. The user first clicks on an advertisement, during which the click-

tracking event is recorded in a database, and a cookie set in client-browser, but the visitor traffic 

generation through the click action is not rewarded under the CPA marketing model. Subsequently, 

during the same browsing session or at a later date, when the user converts the visit to a monetary 

outcome, e.g., by making a purchase, then a conversion-tracking instance is generated, then matched 

with an existing click-tracking record. The affiliate who generated the traffic originally, will be paid a 

commission. A loss of a single tracking event can result in a monetary loss for the affiliate, as most 

commission rates are between five to ten percent of purchase price. Therefore, it is vital for such 

traffic generation methods to track multiple user-interactions accurately and reliably over a 

predetermined period. The tracking validity period is determined by the lifespan of the cookie as and 

when it is set. Another example of a multi-event tracking scenario is business analytics services, 

wherein the set cookies are valid for a much longer timespan, so that during that period, a visit to any 
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website being monitored by them causes a tracking event to register in the tracking server’s database. 

This allows such business analytics services to profile a person based on the websites visited, 

frequency and duration spent on specific websites and specific pages, browsing habits etc. Therefore, 

this research will carry out experiments to ascertain the multi-event tracking capability among the 

techniques under review.  

2.5.3 Single-domain tracking 

Tracking within one single domain is carried out by business insights gathering endeavours. This can 

be carried out by e-commerce sites through their own e-commerce software. Such tracking data can 

provide information such as the source of the traffic by looking at the Referer header, how long a 

visitor spent on specific pages, what products were perused, what products were purchased in 

combination, etc. By saving a unique identifier, repeat visits, and buying habits over time can be added 

to the information-mix. Detailed traffic generation insights cannot be generated if events only within 

a single domain is tracked. Equally, a third-party cannot be entrusted with the tracking task, with a 

single-domain tracking scenario. 

2.5.4 Cross-domain tracking 

Cross-domain tracking (XDT) involves tracking user-interactions across multiple web domains that may 

be geographically distributed and owned by different entities that do not communicate directly with 

each other. XDT capabilities are useful for different purposes. Generating network traffic today, 

happens across multiple websites. A user may click on a product that appear on one website, that 

causes the visitor to arrive at the e-commerce site that sells the product. In between, the traffic moves 

through an intermediary site that records and keeps track of the source and destination of the traffic, 

as the e-commerce site must pay the source for traffic generation. There can be many intermediaries 

involved in one e-commerce transaction, where each intermediary needs to be rewarded (Baumann 

et al., 2019; Chachra et al., 2015; Olbrich et al., 2019; Snyder & Kanich, 2015, 2016). Hence this kind 

of tracking is a technical necessity, as an underlying technology used in different e-commerce activities 
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(Amarasekara & Mathrani, 2017). Such tracking capability is achieved using “Cookies” or similar 

methods, that can store a small amount of data to identify a web-user uniquely, which does not 

capture PII, which therefore is usually not considered to be a privacy threat. The unique identifier is 

usually a long number or a GUID. The same tracking method can also be used to track web-users for 

multiple other reasons by commercial and governmental entities. They may capture online 

behavioural data that is combined with PII to create comprehensive user profiles that invade the 

privacy of users, without their explicit permission. As both PII and non-PII based tracking use similar 

technologies to capture data, regulations that restrict usage of such techniques (e.g., using HTTP 

cookies) can adversely affect scenarios that use tracking only as an underlying technology to manage 

state. Experiments in this research concentrate on multi-event and multi-domain tracking techniques 

that are required for e-commerce and e-marketing endeavours. 

2.6 Alternative tracking techniques 

Stateful tracking and stateless tracking was compared and contrasted above. This research focuses on 

stateful tracking due to the reliability and accuracy it offers, and due to low resource usage on tracking 

server, which translates in to low-latency when handling large amounts of transactions. Prior research 

has presented some alternative techniques to track users in a stateful manner.  

As discussed earlier in the chapter, no web standards have specifically been designed for online user-

tracking, but state management standards and mechanisms have enabled the use of those state 

management techniques to track users online. From the inception of the first HTTP cookie RFCs (Kristol 

& Montulli, 1997) it was known that cookies can be used to track user-activity, and that there were 

concerns about privacy. Despite repeated attempts to block third-party cookies by default, due to the 

pressure from advertising industry, which depends on the ability to customise advertisements 

targeted at users, browsers have so far allowed third-party cookies by default (Kristol, 2001, p. 12). 

Therefore, HTTP cookies have been considered the de-facto tracking mechanism, and it continues to 

remain fit for purpose. But other tracking methods that have been discussed in previous literature, 
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which are being reviewed below and assessed through experiments during this research, have not 

been originally designed for online user-tracking process. Each technology has been designed to fulfil 

a different function. Any future developments of those web standards therefore do not guarantee 

that the usability of it as a tracking technique will be preserved. Hence, utilising alternative techniques 

will require continued assessment of the new developments of standards and its efficacy and utility 

as a tracking technique. Next, a review of current knowledge related to the alternative methods that 

have been used for tracking are presented. In the chapters that follow, the experiments that were 

designed to evaluate their efficacy as of now, are described.  

2.6.1 Flash cookies 

Adobe Flash has been used as a multimedia extension in most browsers for a long time before the 

advent of HTML5. A shared storage named “Local shared objects” (LSO) was provided to store data 

that is accessible to all Flash content running within different browsers, if a computer has multiple 

browsers installed, and also accessible to any stand-alone Flash widgets present in a computer (Adobe, 

2015). Web applications have been using, since around 2005, adobe’s LSO, under the name “Flash 

cookies”, to store application specific data and unique identifiers, enabling them to track users in a 

similar manner as HTTP cookies. Flash cookies have better functionality than HTTP cookies for user-

tracking: LSO storage is shared between browsers, and the storage is still accessible even if a used “in 

Private” mode. HTTP cookies are not shared between browsers and are not accessible in “in Private” 

mode. That allows Flash cookies to accurately identify a user, even if different browsers installed in a 

computer is used or uses “in private” mode, while HTTP cookies will identify a user as a distinctly 

different user in each case, thus failing in the tracking process. Unlike HTTP cookies, the Flash cookies 

do not have an expiry date, and can store up to 100KB of data compared to 4KB limitation of HTTP 

cookies. Deleting and blocking techniques used on HTTP cookies had no effect on Flash cookies either 

(Soltani et al., 2010). Flash cookie is considered to be almost indestructible and has been used to re-

spawn deleted HTTP cookies. For additional robustness, multiple tracking methods have been used in 
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tandem, sharing the same unique identifier across all tracking methods. If a user deletes the identifier, 

for example if the HTTP cookie with the unique identifier gets deleted by a user, the tracking process 

can re-create a new HTTP cookie with the identified copied from the Flash cookie, thus respawning 

the deleted HTTP cookie and making the tracking process robust (Ayenson et al., 2011; Laperdrix et 

al., 2016; Soltani et al., 2010). Benninger (2006) noted that Flash cookies can be made accessible to 

multiple domains; they are resistant to clearing of browser caches and the use of it is invisible to the 

user. 

All the above characteristics of Flash cookies would make the perfect candidate for a tracking cookie. 

But, a newer update of Adobe in 2010 has tightly integrated LSO with browser security settings 

(Ayenson et al., 2011). Adobe Settings Manager documentation (Adobe, 2015) explains that since the 

release of Adobe Flash Player 10.1, Adobe supports the “private” browsing mode of web browsers, by 

disabling access to Adobe’s LSO, thereby acting similar to HTTP cookies under similar circumstances. 

Similarly, keeping in line with browser behaviour, Adobe clears the LSO data when a user clears 

browsing history and browser cache. With this update, Flash cookie lost its “super-cookie” status as 

has been described in earlier research literature. 

Since the introduction of HTML5, with support for multimedia, the popularity and the need for Adobe 

Flash multimedia has further diminished, that by the end of year 2020, the Flash player reached its 

End of Life. Therefore, Flash cookies do not have any relevance and were excluded from our 

experiments in this research. 

2.6.2 Microsoft Silverlight 

Silverlight is a Microsoft implementation similar to Macromedia Flash, that included more than mere 

multimedia capabilities. It was also a rich client application that can run within a browser or as a stand-

alone application, which can directly communicate with the server using a multitude of 

communication protocols beyond HTTP. Microsoft Silverlight client that resided on user’s computer 
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had access to its own local storage similar to Adobe LSO, which can be used to store a tracking UID 

that is accessible across browsers (Belloro & Mylonas, 2018; Sanchez-Rola & Santos, 2018). Microsoft 

announced End of Life for Silverlight from 12th October 2021. It no longer supports for Chrome, Firefox 

or any browser that uses Apple’s Mac operating system (Microsoft, 2020). Therefore, Microsoft 

Silverlight was excluded from our experiments. 

2.6.3 HTML5 Local Storage 

The “Local Storage” introduced with HTML5 is a new client-side state management mechanism, that 

has many similarities with Adobe’s LSO discussed above from a tracking perspective (Hickson, 2021). 

The purpose of “Local Storage” is to provide web applications with the ability to store any user-specific 

data locally on the user’s computer. As such data does not need to be shared with the server, there is 

not easy mechanism to send the unique visitor identifier back to the server. Therefore, the interaction 

between the application and the local storage is through JavaScript, using which, the identifier can be 

extracted from local storage and use one of the few different methods available to send that 

information to the server.  

Ayenson et al. (2011) found in a sample of over 5,600 popular websites that used HTTP cookies, thirty 

seven sites were using Flash cookies and seven sites were already using HTML5 Local storage for user-

tracking, as early as 2011. Belloro and Mylonas (2018) found that HTML5 Local storage was used in 

nearly 58% of the over 460,000 domains under their study as a tracking vector.  Tracking data stored 

in Local storage does not expire until explicitly deleted, unlike HTTP cookies and even larger storage 

size of 5MB surpasses the storage size of HTTP cookies and LSO capacity.   

2.6.4 ETag 

With the introduction of Entity Tag (ETag) as a web cache validation mechanism (Fielding & Reschke, 

2014), it was discovered that ETags too can be used as a tracking mechanism and therefore are 

referred to as “Cache cookies” in some literature  (Ayenson et al., 2011). ETags carry the version 
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identifier of a specific resource and entrust the client browser to return it with every request for the 

same resource, back to the server. The server then compares the returned version identifier with the 

version identifier currently in possession of the server. If they match, the server sends a result code 

“304 Not Modified”, so that the client browser can use the copy of the resource in its cache. If the 

ETags do not match, the webserver will send the latest version of the resource. HTTP-cookies and 

ETags are part of the HTTP protocol, designed for communication of information, hence browsers take 

over the responsibility of sending ETags back to the server. 

Ayenson et al. (2011) found in a sample of 5,600 popular sites that used HTTP cookies, that two sites 

were already using ETags to respawn blocked or deleted cookies. They note that ETag was still 

accessible for user-tracking, even if a user was using “in Private” browsing mode, which our 

experiments found not to be the case anymore.  

HTTP cookie and ETags are both designed for communication between the server and the client 

browser, primarily for the consumption of the server. This is an important distinction that is 

considered in this research, when evaluating the ease-of-use of alternative tracking technologies. 

2.7 Privacy concerns 

An improved robustness and accuracy in tracking techniques may appear as a more persistent and 

privacy invasive threat, in the minds of some privacy advocates. Online tracking is fast becoming 

synonymous with stalking, with increasing number of countries rushing to introduce plethora of new 

privacy laws. Adhering to multitude of regional and country specific privacy laws on the Internet where 

physical borders are obscure, and compliance with such regulations is not only difficult, but also is 

somewhat defeating the purpose of such privacy concerns (Wachter & Mittelstadt, 2019). New 

research findings suggest General Data Protection Regulation (GDPR) introduced by the European 

Union in May 2018 (GDPR, 2016) does not achieve its intended purpose, due to click-fatigue (Utz et 

al., 2019). Papadogiannakis et al. (2021) found more than 75% of tracking activity at websites occur 
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even before the user was given a choice of how cookies should be used, as per the GDPR requirements. 

Alternative tracking methods that are not based on use of cookies, which we discuss in this research 

have been found in extensive use within their large-scale study.  

While it is important to protect the privacy of Internet users, it is equally important to develop and 

maintain robust mechanisms to maintain state in a traditionally stateless ecosystem, across 

geographically distributed multiple domains, making e-commerce activities reliable. Therefore, it 

necessitates identifying and categorising different use cases of cross-domain user tracking on the 

Internet. Such tracking practices span from a purely technological necessity in one end to person-

identifying and data-marketing endeavours at the opposite extremity. This segmentation enables 

practitioners and regulators to define and adhere to regulations and best practices, that would 

effectively curb privacy intrusions without unintended consequences of technological curtailments. 

This research examines different technologies that may be used to strengthen the online tracking 

process, thereby also verifying which of the previously presented technologies are still usable for 

tracking purpose today, with current developments in technology. Then, it examines different use 

cases of online tracking and categorises them into levels of privacy intrusion involved and levels of 

indispensability in terms of a technical necessity. Finally, chapter 4 (Artefact Description) presents how 

improved and more reliable online tracking techniques can enhance e-commerce activity without 

compromising privacy of Internet users when used purely as an underlying technology. Chapter 6 

(Discussion) also reveals which techniques have what levels of intrusions, when combined with PII. 

This knowledge will provide clarity to policy developers and legislature to formulate effective and 

consistent regulations and policies without undermining the technical necessities of legitimate e-

commerce activities. It will also facilitate practitioners to define boundaries in their implementations. 

Importantly, the scientific community can extend this research to develop technological solutions and 

frameworks that can automate machine-to machine negotiation processes, protocols and standards 
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between client and server while adhering to privacy guidelines, thus eliminating human intervention 

that leads to “click-fatigue” (Utz et al., 2019). 

Most web traffic generation methods involve a minimum of three web domains. For example, organic 

or paid searches (e.g., with Google) would involve the Google domain, an e-commerce domain, and 

the visitor domain. Apart from online traffic generation endeavours, business analytics and customer 

demographic data services also require XDT capability (O’Brien et al., 2018). Usually e-marketing 

services gather behavioural data on customers, such as origin of the traffic, total vs. successful visit 

counts, products perused by customer, time duration spent on different pages and other customer 

demographic information that helps marketers to target marketing campaigns to specific audiences. 

They also provide helpful insights for a marketeer to understand if the customer needs are met by 

their product offerings.  

If the tracking process is carried out by the e-commerce practitioner in-house, then the available 

visitor information is limited to the interactions within practitioner’s own domain. But as third-party 

tracking service providers offer services to many e-commerce sites, they can offer additional 

information for a premium price. Such information could include, e.g., which website did the visitor 

arrive from, which website did the visitor go to or what products were perused in previous sites, 

among other useful information. Some service providers offer remarketing leads by using the 

information they have gathered in competitor sites that have subscribed to the same tracking service. 

Using a tracking service provider expands the accessibility scope of visitor data but is still limited to 

those e-commerce sites that have subscribed to the same tracking service provider.  

The hierarchical nature of the information access capability of various service providers enables 

information exploitation to occur at different degrees. As one traverses up the hierarchical tree, 

service providers sitting at a higher level have increasingly wider visibility. Services at the top of the 

hierarchy have visibility over the largest number of node sites. Almost every Internet user utilises some 
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form of a service provided by at least one of the largest global service providers such as Google, 

Facebook, Microsoft, Apple, or similar tech giants. Often a person may be using services of all or most 

of the above tech giants. Being on top of the hierarchical tree, they have visibility of user-interaction 

over most of the Internet (Schelter & Kunegis, 2016). To use services provided by these tech giants, 

one needs to create a user profile with personally identifiable information and sign-in with a user 

account. A cookie that is placed into the site-visitor’s web browser during the sign-in process will 

identify the visitor uniquely across all services offered by these tech giants and at numerous other 

seemingly independent websites. Often the presence of these tech giants is not directly visible to the 

visitors of a third-party website. But, unbeknown to the visitor, most third-party websites utilise some 

services of these tech giants in the background, such as resources from a Content Delivery Network 

(CDN), widgets or subscription to a business analytics service. When such a resource is loaded to the 

browser while rendering the third-party web page, the cookie set by the tech giant is automatically 

sent back to the web server with each new request. That reveals the presence of the user at the 

specific third-party site, thus allowing such services to gather data on user’s navigation across the 

Internet. When using a browser application provided by one of these tech giants, the exposure of the 

user data increases even further, as the browser can monitor all interactions with websites, without 

depending on the cookies. Using operating systems or hardware (e.g., phones, tablets) provided by 

these tech-giant has the highest exposure, as the personally identifiable information are available at 

the operating system level (Narayanan & Reisman, 2017). Previous research found that 80 percent of 

Alexa’s top one million websites were being tracked by Google, while another found  the percentage 

to be even higher at 97 percent, among the top hundred websites (Ayenson et al., 2011; Libert, 2015). 

Starov and Nikiforakis (2018) found news and sports related websites, followed by shopping and 

recreation related sites were more commonly tracking and fingerprinting users than adult sites, 

children’s sites and those belonging to “Computer” category. 
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Business Analytic services such as Google Analytics (Universal Analytics) offer standard services free 

of cost to everybody, while charging a price for premium services. The comprehensiveness of the 

insights sold as premium services depends on their ability to track users across the entire Internet 

(Krishnamurthy & Wills, 2009; Narayanan & Reisman, 2017; O’Brien et al., 2018; Schelter & Kunegis, 

2016). Therefore, many such service providers offer free services with limited features to users who 

are not willing to pay for those services. This in turn will allow a provider to harvest comprehensive 

set of user related data of a large customer base, that makes up the product which will be marketed 

as a premium service. 

Some of the free services that are offered by such operators are: web browsers, e-mail services, cloud 

storage, business analytics, widgets such as counters, exchange rate and weather information, CDN 

services, DNS services and others. The information exploitation mantra is simple: place as many 

cookies on the client browsers as possible by offering shared resources through CDNs or provide as 

many free services as possible, since it will enable the service provider to place a cookie and gather as 

many “pings” along the way. 

Integration of third-party Software Development Kits (SDK) are considered a best practice in software 

engineering discipline, to implement commonly and often used security related functionality, such as 

online payment systems, cryptography, analytics among many others, as rigorous, well-tested, 

modular and reusable libraries. Feal et al. (2020) argue that the use of such SDKs in Mobile applications 

comes at a privacy cost for end-users as they do in web and desktop applications. This happens as 

current mobile operating systems allow these third-party contents to run within the same context and 

with same privileges. Though the users may have authorized the privileges to host app, such third-

party contents that are invisible to the user do not thereby inherit those permissions. 

Another research stream follows development of comprehensive online anonymity, while still 

preserving certain customisation. Mor et al. (2015) argue that privacy and personalisation are not 
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mutually exclusive. Bloom cookies proposed provide the ability to create privacy-preserving compact 

user profile managed by the client to limit the exposure of client privacy, while still providing sufficient 

information for a search engine to personalise search results. 

Roesner et al. (2012) proposed a framework to classify third-party trackers to five groups based on 

how thy manipulate the browser state, observable by client-side behaviour.  In chapter 6 (Discussion), 

this research presents a privacy model based on information seeking behaviour of the tracking actors 

and resulting privacy intrusion levels, which can be used by technical and policy initiatives. 
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Chapter 3. Methodology 

Many previous research studies exposed the use of alternative tracking vectors by using different 

research methods, from a client perspective. Some used crawlers to access the most popular websites 

and empirically observed how webservers thus visited placed UIDs in various client-side local storages 

(Ayenson et al., 2011; Buhov et al., 2018). Others analysed large sets of browsing data or web search 

logs (Mor et al., 2015) and browser plug-ins such as “SoThink, FoxTracks, WTPatrol” (Mittal, 2010; 

Soltani et al., 2010; Yang & Yue, 2020) to detect patterns that lead to such discovery. This provided 

great insights into the prevalence of new tracking vectors and the scale at which they are used from a 

client-side perspective, but they do not provide details of technical implementations on the server 

side. Basically, they show us what is being done, but now how it is being done by the server. This 

research is aimed at experimenting the use of these tracking vectors within a multi-domain and multi-

event tracking environment such as in an Affiliate Marketing Network. It needed a real-world 

environment with access to server-side software implementations, where unrestricted access can be 

gained to carry out the experiments.  

The Internet-simulating network environment AMNSTE, which was used for the experiments during 

my previous master’s degree research work provided an ideal solution, that needed to be further 

customised for this research. The hardware configuration of the network and the software 

implementations are discussed in detail in subsection 3.2. This solution offers the complete flexibility 

of unhindered ability to control the server-side implementations that provided the client-side 

perspective that was discussed above, which was used by other researchers. 

The first goal of this research is to evaluate the currency of the alternative tracking vectors discussed 

in previous research literature. Tracking techniques that are known to be obsolete among 

practitioners in the industry are still been discussed in some information science research, hence this 
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research expects to update status quo with regard to tracking vectors (Wang, 2018). Further, all the 

three research goals presented in section 1.2 require hands-on live experiments to be carried out on 

the Internet or within a similar multi-domain network. Hence, simulation of real-world scenarios 

within a lab-environment and evaluation through empirical data was the method adopted to solve the 

research problem. 

3.1  Selecting a research paradigm 

Information science research are characterised by two research paradigms: behavioural science and 

design science (Hevner et al., 2004; March & Smith, 1995). While behavioural science research usually 

contributes to theory, design science research (DSR) are primarily concerned with creating new 

artefacts to solve existing problems and challenges in the industry (Hevner et al., 2004). The challenge 

is not knowledge transfer,  but knowledge production (Holmström et al., 2009). Goldkuhl (2004) 

argues that techniques used in behavioural sciences can be used in design science, and Holmström et 

al. (2009) find that both research strategies can be used in tandem. They explain that most 

conventional research are explanatory in nature and seek to study phenomenon that already exists. 

In contrast, design science research is exploratory in nature, where a given problem-space is 

investigated to develop a solution, thereby creating artifacts as artificial phenomena, that will then be 

evaluated and studied. Holmström et al. (2009) argues that exploration and explanation are not 

mutually exclusive, instead highly complementary. Exploration research produce artifacts that can be 

studied by explanatory research. 

An industry problem that required improved reliability of the underlying tracking systems in e-

marketing technologies, due to technical limitations and due to fraudulent activities, gave rise to this 

research project. DSR paradigm appeared as the best choice, being a pragmatic research paradigm, 

focused on creation of innovative artefacts to solve real-world problems. DSR is highly relevant to 

information system research because its focus is creating design artefacts combined with relevance in 
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the application domain. The design ideas are then communicated as knowledge to relevant 

information system stakeholders and communities (Hevner & Chatterjee, 2015).  

As field studies enable behavioural science researchers to understand organisational phenomena in 

context, the process of constructing and exercising innovative IT artifacts enable design science 

researchers to understand the problem addressed by the artifact and the feasibility of their approach 

to its solution (Nunamaker et al., 1991). March and Smith (1995) identify two design activities and 

four design artifacts produced by DSR. The two activities, build and evaluate are iteratively carried out 

until the evaluation process satisfies the solution is fit for purpose.  The artifacts thus created are 

constructs, models, methods, and instantiations. The outcome of a DSR can be any of the four 

artefacts or combinations thereof. Constructs are described as the descriptive language of the 

problem- and solution-space, which are presented in chapter 1 and 2.  

Models depict the problem and solution space, allowing us to understand the connection between 

the two. The privacy model presented in chapter 6 represents different levels of privacy intrusions 

caused by web applications based on their privacy-information seeking behaviour, as privacy related 

problem-space. The analysis and description of it enables development of the solution-space through 

implementation of software artefacts and regulations that govern their implementation.  

Methods are algorithms, the steps carried out to reach the solutions. They can be defined algorithms 

or an informal description of an approach of a solution or both. Chapter 4 presents the Method 

artefacts created as outputs of this research, that are presented as sequence diagrams, which are 

accompanied by a description of the processes. Based on the experiments that were carried out on 

AMNSTE2 test-environment, they present how the selected alternative tracking techniques can be 

used as tracking vectors individually and in combination to form a more robust tracking technology.  

Instantiations are prototypes, proof of concept or similar working systems, enabling concrete 

assessment of efficacy and utility. At the conclusion of this research, the Method artefacts were 
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instantiated as functional prototypes, that are publicly accessible to researchers and practitioners on 

the Internet. The URLs to access each Instantiation is provided with Method descriptions in chapter 4.  

3.2 Choosing the test environment 

The design of AMNSTE, which was used by this researcher during a previous research project was 

chosen, as experiments in this research require a similar multi-domain network that need some 

further extensions and newer software artefacts (Amarasekara & Mathrani, 2015). The new extended 

test environment was named AMNSTE2. The hardware implementation and the network topology of 

AMNSTE and AMNSTE2 are same. They both simulate the Internet, with same technologies in use, 

appearing identical to the application layer. But server applications were only designed to use HTTP 

cookies as tracking vectors. Therefore, server-side applications for each of the different participating 

domains were extended for them to be able to use alternative tracking vectors within experiments. 

The exploration of the research problems required: 

a)  testing the validity of non-cookie based tracking capabilities mentioned in previous research 

literature and selecting those that are still current and functional 

b) Testing the efficacy of any valid candidates for multi-even cross domain tracking 

c) Testing the privacy intrusion behaviours and testing efficacy as a privacy-preserving tracking 

vector 

d) Attempt to discover unique identifiers within HTTP request object that can be used as a 

tracking identifier 

Usually, most web-related experiments can be carried out within an integrated development 

environment (IDE) such as Visual Studio, which enables hosting multiple software projects within one 

solution. When debugging the software solution, each project is hosted in a separate webserver 

instance at a different port of the localhost, simulating multiple applications or even multiple domains. 

But experiments in this research need to be tested within an environment subjected to cross domain 
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restrictions such as Cross-Site-Scripting (XSS) and Cross Origin Resource Sharing (CORS) restrictions, 

as in real-world. Localhost with different port numbers does not simulate multiple domains, hence the 

requirement to create physically separate domains was recognized. 

A network topology of an AM Network was chosen as such network can fulfil the requirements of all 

network topologies that are needed for different experiments mentioned above. Experiments relating 

to different web-traffic generation models in e-commerce, business insights gathering, experiments 

relating to third-party business analytic service providers and privacy related experiments all of which 

can be carried out in such a multi-domain network.  An AM network requires minimum of four 

different domains. The topology and technical details are described later in this section.  

Complete and unrestricted access to the tracking infrastructure of all domains of an AM network was 

required to execute the experiments to answer our research questions of how to make the HTTP 

cookie based cross-domain tracking system more robust and also to what extent the business data is 

exposed during business insights gathering process. As a result, Affiliate Marketing Network 

Simulation and Testing Environment (AMNSTE2) was developed using the same technologies as a real-

world AM Network, which is described in detail below. 

An experiment on cross-domain tracking (XDT) requires multiple domain-based networks on separate 

IP segments that are interconnected with same network technologies and topologies to simulate 

Internet infrastructure. To track visitor-interactions across multiple domains, all the domains being 

tracked require the ability to communicate with a mutually available central tracking domain. From 

the XDT scenarios discussed above, a simulation of an AMP was chosen for this experiment, which 

comprises a minimum of four separate domains. Such network allows us to test different XDT based 

technology implementations. The setup can simulate different e-marketing models such as display 

advertising, CPC model or revenue-sharing models such as CPA. It can also be used to simulate 

business analytic services, CDN’s and other multi-domain transactions.  
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AMNSTE2 is not a single web application. It is a collection of four different categories of network 

domains. While they share a standard domain-based network configuration, each category is unique 

based on the bespoke web applications installed in each category of servers.  Each application was 

developed as part of this research and each abstracted to the minimum requirements for the specific 

category. Multiple instances of some categories of domains were needed for the experiment, e.g., 

multiple instances of affiliates were needed to experiment a real-world scenario of an AM network, 

where a tracking server can accurately identify which affiliate generated the traffic among multiple 

affiliates. Multiple instances of e-commerce servers were required to experiment the capability of the 

tracking server to identify transaction at the specific e-commerce domain in a real-world scenario, 

where once tracking service provides services to multiple e-commerce domains. It was further 

necessary for experiments based on business analytics gathering and for experiments on privacy 

issues. It enables us to verify the techniques that allows a tracking domain to gather interactions of 

one user across multiple domains across the globe. When creating new domains for our experiments, 

we could use any arbitrary domain names without any consideration for the existence of such domains 

in real-world, as our experiments are carried out in total isolation away from the Internet. Yet, the 

choices of the domain names were first checked on the Internet which allowed me to port the network 

setup on to the Internet, without changes, by acquiring those domain names on public Internet. 

The findings could be generalised for non-secure HTTP environment and for secure HTTPS 

environment by carrying out our tests in both networking environments. It necessitated me to develop 

different server software that implemented different tracking techniques for secure protocols, as the 

techniques for non-secure protocols were not usable in an HTTPS environment.   research.  

3.3 Hardware configurations 

My choice was to create the test network using virtual servers due to ease of setting up the network 

and adding and removing new servers and complete domains at will, without additional hardware 

costs and time-consuming configuration requirements. Considering that most server environments on 
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the Internet are hosted on virtualised hardware, it was expected that the technological implications 

of conducting experiments on a virtual network would be similar to a hardware-based network 

environment. but initially, yet a physical hardware-based network based on the same network 

topology was set up to replicate the same set of experiments. Though multiple server applications can 

be developed and tested as multiple projects within a single solution in development environments 

such as Microsoft Visual Studio IDE, they would not simulate cross-domain restrictions, accurately. 

This prompted me to build a hardware-based network environment, parallel to the virtual hardware-

based network environment, enabling me to carry out experiments in both environments, at the initial 

stages, until it was evident that both environments return same results. 

3.3.1 Hardware-based test environment 

As shown in Figure 6 four desktop computers with Intel Core I5 processors and 8 GB Random Access 

Memory (RAM), 500GB Hard disk drives (HDD), with Microsoft Server 2016 Datacentre Edition 

operating system were used. Each was configured as a Primary Domain Controller in separate IP 

segments. A CISCO Catalyst 2950 switch with VLANs were used to separate the IP subnets and a CISCO 

1841 Router in a “Router on a Stick” configuration was used for inter-VLAN routing; i.e., to route traffic 

between the subnets. 
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Figure 6: AMNSTE2 hardware-based network topology 

3.3.2 Virtual networking infrastructure-based test environment 

Virtualized infrastructures were created on my physical laptop computer, that had an Intel Core i7 

processor, 64GB of RAM and 1.5TB of Disk space using Solid State Disk (SSD) Drives running Windows 

10 Enterprise edition. Microsoft Hyper-V was used to create virtualized servers; with parent virtual 

machine (VM) running on Microsoft Server 2016 Enterprise edition operating system. Microsoft SQL 

server 2017 was added, with Internet Information server (IIS) enabled for webhosting, and Domain 

Name Server (DNS) for name resolution. This parent VM was cloned to create all other servers used 

in the experiments. After cloning, as shown in Figure 7, the newly cloned server was raised as a Primary 

Domain Controller (PDC) within a new Domain, IP configuration was set to a new subnet within the 

10.0.0.0/16 subnet, essentially making each subnet only accessible through routed traffic, confirming 

to the real-world topology of the Internet. Each domain was connected a dedicated virtual switch, 
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created with Microsoft Hyper-V. A new clone of the parent VM with routing services enabled, was 

used as the network router.  

 
Figure 7: AMNSTE2 network topology with virtual infrastructure 

3.3.3 Internet-based public test environment (Public-AMNSTE) 

At the end of the experiments, it was not practical to make the complete network infrastructure, 

which makes up AMNSTE2, available to researchers. We configured multiple publicly accessible 

webservers on Internet to take different roles such as tracking servers, affiliate websites and e-

commerce sites, using the software that we developed for those specific roles. I will refer to this 

publicly accessible network as “Public-AMNSTE” within this thesis, to avoid confusion with fully 

fledged internal network environment AMNSTE2. 
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For different experiments, we need different number of servers from each of the three categories. 

Public web URLs for some of the servers are listed in Table 6. Most tests are carried out at affiliate 

websites. In an AM strategy, that is where the web traffic is generated, for the e-commerce servers. 

The home page of each affiliate website describes what AM is and offers links to different categories 

of experiments.  

Table 6: Domain name and categories of Public-AMNSTE hosted on Internet 

After ascertaining which tracking techniques discussed in previous research literature were still 

relevant and which of them were useful for cross-domain multi-event tracking, we have demonstrated 

how each tracking technology can be used singularly as well as in tandem with other tracking vectors, 

creating a “robust tracking” system. Same domain names that were used in the simulation 

environment was used on the Internet. 

3.4 AMNSTE2 (System design and Implementation) 

A typical AM network has four categories of independent domain networks, each category with a 

distinct role or function. In a real-world environment, each function will be fulfilled by a full-fledged 

application with many application features and aesthetics that go beyond minimalistic tracking 

requirements. For example, an e-commerce application will have a fully-fledged shopping cart of some 

sort, with many features, customer profile with purchase histories, etc. Each application is abstracted 

to minimum, but with all essential functionality to allow examination of technical aspects of the 

Affiliate domains e-commerce domains Tracking domain 

P
ro

to
co

l 

https://newzealandtravel.net.nz 
https://nztravelguide.org.nz 

https://exploreasia.co.nz 
https://ecotourismpng.com 
https://bestcars.ecopng.com 

https://connex.net.nz 
https://cnx.ictresearch.co.nz 

Se
cu

re
 H

TT
P

S 

http://unsec.nztravelguide.org.nz 

 
http://ecovillagerundu.com 
 

http://technicalfrontiers.co.nz 

 

H
TT

P
 

https://newzealandtravel.net.nz/
https://nztravelguide.org.nz/
https://exploreasia.co.nz/Home/Pay
https://ecotourismpng.com/Home/Pay
https://bestcars.ecopng.com/Home/Pay
https://connex.net.nz/
http://unsec.nztravelguide.org.nz/fraudsbk/uselocalstorage.html
http://ecovillagerundu.com/buylocal.aspx?v=LS637321888071964247
http://technicalfrontiers.co.nz/About.html


              P a g e  | 78 

simulation. The minimalistic page contents enable us to concentrate on core technology areas without 

distraction. Each application implements the same real-world tracking technology and tracking 

processes and a back-end transactional database records all the transactions, which allows us to 

inspect the outcomes of our tests. The tracking process is observed by the researcher by activating 

“developer tools” view on the browser by pressing “F12” key and examining the HTTP request and 

response headers. A detailed description of the AMNSTE2 prototype and how tracking process works, 

has been presented in a previous paper (Amarasekara & Mathrani, 2016).     

The AMNSTE2 represents a visitor traffic generation model for an e-commerce site, on the Internet. 

The four categories of actors are described below, in the sequence they occur during a traffic 

generation action: 

3.4.1 Internet user / Researcher Domain 

This category represents Internet Users who are referred to as visitors or customers within an AM 

context. This category is represented by the Customer Domain (Figure 7). Within our experiments the 

researcher represents the visitor, and we describe privacy issues as it relates to such visitor. Unlike 

other three categories, this category is not represented by a specific web application. We consider 

visitor as a separate web domain, as the visitor is connected to the Internet through an Internet 

Service Provider (ISP), therefore the IP address, domain name and geographic location of user appears 

to the public as a network node of the ISP. The IP address of the visitor’s device will be assigned 

statically or dynamically through ISP’s DHCP server. Different Server and Desktop VMs running on 

different operating systems and different browsers were connected to the 10.0.10.0/24 subnet, to act 

as an Internet user for different experiments. The only requirement is the availability of one or more 

browsers on the device; multiple browsers can confirm that the results are compatible between 

current browsers. 
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3.4.2 Affiliate website 

This category is represented by one or more independent third-party affiliate websites, who have 

undertaken to motivate its site-visitors to visit one or more e-commerce sites. Visitors are usually 

enticed with special offers, for products or services that the e-commerce sites sell (Figure 8). This is 

usually done by displaying a banner advertisement to click. The Internet traffic generation process 

starts with a visitor loading the homepage of the affiliate website on to the browser and clicking on a 

banner advertisement.  

Most experiments take place on the affiliate sites, as we study different tracking techniques and 

privacy vulnerabilities. Each home page represents a typical website of an affiliate, which are usually 

static HTML pages with text and multimedia content that interest followers of such pages. The 

homepage of affiliate website shown in Figure 8 has three different banner advertisements and 

hyperlinks between text descriptions, each representing three different e-commerce sites. By clicking 

on the banner advertisements, a researcher can explore in real-time, how the tracking system works. 

Each click in affiliate’s domain takes the researcher to the e-commerce site that is represented by the 

advertisement.  Though it appears to the user that only the two websites, i.e., affiliate and e-

commerce site were involved, the results page located at tracking service provider domain shows the 

click record, which happens in the background transparent to the user. 
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Figure 8: Affiliate home page 

Some home pages were created using pure HTML, to demonstrate that most of the fraud can be 

executed using simple HTML pages. A few home pages were created using active server-side page 

implementations, which enabled me to add additional capabilities dynamically, such as changing the 

user-agent field with each web request to avoid detection by the tracking server (Chachra, 2015).  

The collapsed bottom half of the affiliate homepage as shown in Figure 9 explains how to carry out 

the experiments. The two web links Technologies and Frauds give access to a dedicated page each for 

the two groups of experiments. 



              P a g e  | 81 

 
Figure 9: Links and descriptions of experiments 

The Technologies page shown in Figure 10 was created to demonstrate alternative tracking 

technologies that we experimented with successfully. In turn, each of the three links, i.e., Local 

storage, ETags and Robust Technologies opens a page each, that describes how the technology works, 

and how to carry out the experiment to check the efficacy of that tracking method, which we describe 

in detail in the Chapter 4, under Artifact Description. Local storage page demonstrate how the Local 

storage provided by HTML5, can be used instead of HTTP cookies for tracking. ETags page 

demonstrate the use of cache control mechanism ETags discussed in subsection 2.7.3 above, as the 

tracking mechanism. The Robust Technologies page demonstrates our recommendation of using a 

combination of HTTP cookies, HTML5 Local Storage and ETags used in tandem as a robust mechanism 

that can depend on one technology, when another fails.  
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Figure 10: Tracking Technologies Group 

While each page describes the tracking process with the specific technique, the researcher can click a 

banner advertisement and verify the click-tracking result in real-time by observing the tracking record 

in the tracking results page, shown in Figure 11, under Click-Results. The banner click takes the 

researcher to the e-commerce site, at which, if the researcher makes a purchase action, a payment 

confirmation page will be presented with the receipt ID. After which the researcher can verify the 

conversion tracking result in the Conversion Results table in Figure 11. A successful conversion result 

will show payment amount, and most of all the Tracking ID, that correspond to the Click-Tracking ID 

in Click-Results table of the same page. The process can also be followed using the Developer Tools 

provided by the browser, by invoking F12 in most browsers. 
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Figure 11: Tracking results 

The banner advertisement and the hyperlinks in the text descriptions point to the tracking network 

AMP at http://connex.net.nz/click.ashx while affiliate, offer and advertiser Identifiers are passed as 

parameters of the above URL. A click on the banner or hypertext link will register a click at AMP and 

places an identifying cookie on the browser and forwards the user to the e-commerce site. The click 

tracking process is invisible to the user as it happens very fast, usually within milliseconds, which gives 

the impression to the user that the click caused the browser to take the user to the e-commerce site 

instantly. The researcher can observe the complete process by activating developer mode on the 

browser and examining the HTTP request and response headers. 
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3.4.3 Tracking service provider 

An AM network usually has one tracking service provider, with multiple e-commerce sites subscribing 

to their tracking services and many affiliates being involved in generating Internet traffic.  

The single tracking domain was assigned the domain name Connex.net.nz, which is at the centre of all 

the tracking activities in this study. The tracking server contained a bespoke software that had the 

function and ability to track user activities within all other e-commerce domains. “Pixel-codes” 

embedded in the webpages belonging to e-commerce and e-marketing sites cause visitor-browsers to 

“ping” the tracking server at connex.net.nz. This enabled us to test tracking service capabilities for 

AMNs based on different AM models, e.g., display advertising, click advertising and revenue-share 

advertising models. Different service endpoints were created to offer different services which are 

discussed later in this section. 

Apart from the server configuration mentioned above. a tracking application was developed as part 

of this research, that can track user activity at other domains. The application has different service 

endpoints to track click-actions at affiliate sites and conversion-actions at e-commerce sites.  Further, 

different tracking techniques such as those using HTTP cookies, Local Storage, ETags, and the robust 

tracking (combination of different techniques) were assigned dedicated endpoints. A detailed 

description of those tracking techniques is presented in the Artifact Description section below.  



              P a g e  | 85 

 

Figure 12: Tracking Server Homepage 

The experiments do not usually need to access the tracking server directly as it is only used by tracking 

processes for machine-to-machine communication, through web services. Nevertheless, a simple 

home page was created for the publicly accessible site, providing links to the starting points of the 

experiments, viz. to affiliate websites. A real-world tracking application usually provides access to a 

portal where their clients (e-commerce sites and affiliates) can view and interact with historical data 

on tracking activity as well as access reporting facilities. Though all cross-domain tracking related data 

is saved to a database in this tracking domain, we have provided access to the tracking data, at the 

affiliate websites, as the researchers carry out most experiments there. In addition, this application 

also provides access to the same tracking results similar to Figure 11, through the Results menu option 

as shown in Figure 12. The researchers can verify the results of each experiment by ascertaining the 

click and conversion data on this page. A more comprehensive data analysis and inspection can be 
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carried out by connecting to the underlying Microsoft SQL database directly. The tracking service 

providing AMP is located at: http://connex.net.nz 

3.4.4 E-commerce sites 

E-commerce servers have in addition to the standard domain configurations, an e-commerce 

application that was specifically developed for this research experiments. Usual functionality of an e-

commerce application was abstracted to a minimum set of functionalities needed for the tracking 

experiments.  

One or more independent e-commerce site, each within a separate Internet domain, who wish to 

subscribe to a network of affiliates who can generate visitor traffic to their e-commerce sites, for an 

agreed fee or commission. E-commerce sites are used in experiments pertaining to finding alternative 

tracking mechanisms in our quest to make the tracking process more robust and resilient. In business 

intelligence gathering experiments, these domains represent Small to Medium Enterprises (SMEs) that 

would either implement functionality within their e-commerce software for insights gathering or 

those who subscribe to services such as Google’s Universal Analytics. In privacy intrusion detection 

experiments, this category represents SME’s who might gather information in a privacy pervasive 

manner, or expose privacy intruding data to third-party services, inadvertently. 

Home pages of e-commerce sites simulate a simple products page displaying the products it sells. Our 

experiments need to capture the tracking process that takes place at the time of payment and 

payment confirmation stages. Hence, we have not added an elaborate shopping cart function, instead 

the researcher will manually enter the total price in the text box and press the “Pay” button, simulating 

a payment action. The transaction is recorded in the transaction database of the e-commerce site and 

a payment confirmation page is generated with a “conversion Pixel”, a piece of JavaScript code. While 

presenting a confirmation page, with the total price paid and invoice number to the customer, the 

conversion-Pixel triggers a conversion-tracking action in the background, which will cause the tracking 

server to receive the transaction data. 
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 The researcher clicks on an item as many times to add as many items to the shopping cart; or types 

an amount in the total field and presses the “Pay Now” button to emulate a payment action. That 

causes the application to record the transaction in the sales database of the e-commerce site, which 

can be viewed at the “/sales.aspx” page. The application then returns a payment confirmation 

message at the bottom of the page, with a hidden “Conversion Pixel” which causes AMP at 

http://connex.net.nz/conv.ashx to register the “conversion” of the visit to a sale. The tracking process 

here, consists of passing advertiser identifier, the total price and transaction identifier to the tracking 

AMP transparently to the user as there are no visual clues to the user, about the background process. 

3.5 Simulating privacy intrusions 

Improved robustness in tracking technologies has a causal relationship with privacy intrusions of 

Internet users, in the eyes of users, privacy campaigners and privacy regulators. This research aims at 

demonstrating how the robustness of the tracking process can be improved, while preserving the 

privacy of the user, thus demonstrating that tracking and privacy are not mutually exclusive, contrary 

to the popular belief. 

The two main groups of experiments in this research are “robustness improvement-based” and 

“privacy based” experiments. All robustness improvement-based software artefacts developed and 

described under 4.1 subsection demonstrate improved reliability while preserving the privacy of the 

user. They are implemented without using PII, but a simple UID for tracking.  

The purpose of the “privacy-based” set of experiments is to demonstrate how the privacy of an 

Internet user can get compromised, and to what degree by different use cases. In this research, use 

cases are broadly divided in to five categorise, based on their information seeking behaviour and 

thereby the resulting privacy intrusiveness in their real-world implementations. The amount and the 

richness of the privacy data that can be gathered within each category differ, based on the 

technological limitations within which each category of applications operate. Privacy-related 
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experiments represent these different categories of operations and demonstrate how much personal 

data can be gathered at each implementation level they operate. In chapter 6 (Discussion) I present a 

tracking privacy model that describe the hierarchical nature of tracking use cases that have a positive 

correlation to the level of privacy intrusion. 

Privacy intrusion related experiments can also be simulated using the AMNSTE2 network topology, 

with the addition of a few simple purpose-built software artefacts. Though click-tracking process can 

be used for privacy related tracking experiments, same algorithm was applied to a new URL endpoint, 

to keep the two processes separate. The visitor tracking URL on publicly available version of our test 

environment is at https://cnx.ictresearch.co.nz.  

3.5.1 Test case scenarios 

Following are a list of privacy related experiments that demonstrate tracking use cases based on their 

privacy intrusiveness in ascending order. 

AM model 

This use case represents the least privacy intrusive category when the intention of the application is 

simply to provide cross-domain tracking capability as an underlying technological necessity but does 

not capture any privacy related user information. This group of use cases include AM models, e-

marketing and other web traffic generation models, which promote user traffic in third-party domains 

and lead them to e-commerce sites. The experiments under section 3.3 demonstrate this category, 

hence no additional test setups were needed. The data generated through robustness improvement-

based experiments demonstrate non-privacy invasive tracking in one end of the invasiveness 

spectrum. In the next section, the results of those tests will be analysed to demonstrate privacy 

preserving nature of this tracking use case.  

 

https://cnx.ictresearch.co.nz/
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Local Business insights gathering 

This use case represents a scenario, where an e-commerce or any other website gathers business 

insights based on the visitor interactions with this single website, without association of any external 

third-party services. A separate URL endpoint for visitor-tracking is implemented, thus separating the 

e-commerce software from tracking software artefacts. A “Pixel” is embedded on all the pages that 

need to be tracked. A JavaScript Pixel or an HTML Pixel or both can be used for this purpose. An HTML 

Pixel is HTML code that invokes a resource request from the tracking URL. Originally it was an image 

element of the size of a single Pixel, which is not visible due to extreme small size, that was placed on 

the HTML page. As described previously, it can be either an image element, or any other resource 

request, such as a CSS or JavaScript file, iframe, multimedia element or any such element that invokes 

a resource request from the tracking URL endpoint.  

Third-party Business Analytics offering 

This scenario is similar to the above, except the e-commerce site wants to gather a richer set of 

business insights, therefore uses a third-party business analytic (BA) service provider such as Google’s 

Universal Analytics service. A similar tracking Pixel as in previous experiment, provided by the BA 

service provider is embedded in each page that needs to be tracked, with the URL of the Pixel source 

set to the tracking URL of the BA service provider. Through experiment, we examine the level of visitor 

information breech and unintentional data leakage of the e-commerce site within a network of one e-

commerce domain connected to the BA service. Then we extend the network to include multiple e-

commerce domains connected to one BA service provider to conduct further experiments to examine 

further data spillages to enterprises and privacy breaches to the visitors of those enterprise websites. 

Such network topology represents a real-world scenario, where many e-commerce sites subscribe to 

a single BA service provider. 

Above different network topologies and configurations enabled me to simulate real-world scenarios 

in a Lab environment and validate my findings through simulations. The Software artefacts that 



              P a g e  | 90 

demonstrate the techniques which enabled the described outcomes, are next described in the 

following chapter. 
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Chapter 4. Artefact Description 

Design Science research outputs fall into four types of artefacts, viz. constructs, models, methods and 

instantiations (March & Smith, 1995). Methods are defined as algorithms or informal description of 

an approach of a solution, or both. Multiple iterative cycles of Design and Evaluation have produced 

the artefacts that are described in this chapter.  They represent alternative tracking techniques that 

were successfully implemented as tracking vectors during the experiments. The techniques can be 

used individually as tracking vectors, but they produce more reliability and robustness when used in 

combination with HTTP cookies.  

These Method artefacts are presented as Sequence diagrams, accompanied by an informal 

description. This research has also produced a set of Instantiation artefacts, by producing functional 

prototypes of alternative tracking solutions, implementing method artefacts presented in this chapter, 

and making them publicly accessible on the Internet. These instantiations enable researchers and 

practitioners to observe the described tracking techniques and their behaviour to verify validity 

through test results. Method artefact descriptions are accompanied by the URLs for the Instantiation 

artefacts in the following subsection. All experiments in this research were carried out on AMNSTE2, 

the purpose-built multi-domain network environment, which consists of a multitude of servers, 

switches, and routers in a virtual setting, emulating the Internet. Since it is not practical to make the 

complete network infrastructure available to researchers, multiple publicly accessible webservers on 

Internet were configured to take different roles such as tracking servers, affiliate websites and e-

commerce sites, using the software that was developed for those specific roles. In this chapter, the 

Method artefacts are accompanied by the public URLs of their instantiation artefacts, where available.  
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Some artefacts described in the section 4.1 below are alternative tracking methods that can be used 

for single and multiple-event tracking. They can improve the robustness of the tracking process, which 

aligns with the research goal 2. The algorithms presented here are privacy preserving tracking 

techniques, which do not gather PII of the user. They add to the existing knowledge base as theoretical 

contributions.  

4.1 Artefacts relating to alternative tracking methods 

Each subsection below describes a tracking method as an artefact, resulting from this research study. 

They share a few fundamental characteristics of the HTTP protocol, that leads to a set of common 

behaviour that need to be implemented using different techniques. During a browsing session, the 

website that was visited by the user is the “first-party”; for clarification, the user represents the 

“second-party”, but seldom used as a terminology. If the webpage has any third-party resources 

embedded, the user’s browser will send additional HTTP resource requests to those “third-party” 

webservers requesting those resources. In return, the user may receive third-party cookies, together 

with the requested resource from the third-party, which will be accepted and stored by the browser, 

by default. Usually, the tracking process is carried out by a domain, that is neither visited by nor visible 

to the user, therefore the tracking domain too is a “third-party”. The HTTP protocol defines some 

security-related “same-origin” restrictions when accessing content from a third-party, viz. Cross-site 

scripting (XSS), Cross-Origin resource sharing (CORS), etc. (Bath, 2011). Most of the tracking processes 

take place across different web domains; therefore, are usually subject to “same-origin” restrictions. 

This research presents algorithms that can track user-activity across the domain boundaries. 

During a cross-domain tracking process, the first-party website embeds a suitable type of Pixel, 

provided by the third-party tracking site, within its webpage. A Pixel is a customised JavaScript or 

HTML code block, that causes the browser to make a HTTP resource request to the tracking URL, 

enabling the tracking process. The placement of the Pixel depends on the tracking need. For privacy 

related experiments they were placed to trigger during the page-load event, which tracks everybody 
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who arrived at that website and at those specific pages where the tracking Pixel was placed. If the 

need is simply to track a visitor at a website, the tracking Pixel can be placed on the home page. By 

adding the Pixel to every webpage basic business insight can be gathered about visitor interactions 

with the website (e.g., what pages were visited, in which order, how long the visitor stayed in each 

page might indicate what content is more appealing to visitors, etc.).  For CPA model of AM, the Pixel 

was placed to trigger when a user clicks a banner advertisement. When the Pixel is triggered, the 

browser will send an HTTP resource request to the third-party tracking server, transparent to the user. 

The tracking server thus creates a new tracking entry, using the information that was sent with the 

HTTP request including the UID. In case of multi-domain tracking, each participating domain, needs to 

embed a similar resource Pixel from the tracking server. A multitude of resources that can be 

embedded in a webpage to trigger the tracking process (e.g., a multimedia resource such as image, 

video, sound, or JavaScript, CSS file, or most commonly an iframe) have been demonstrated  at 

https://nztravelguide.org.nz/test.html,  

Tracking techniques that make it possible for a server to recognize a client-browser within a single 

browsing session at minimum, are suitable for single-event tracking scenarios. For example, display 

advertising (CPM) and CPC models only need to track one single event. But multi-event tracking 

techniques such as CPA advertising model or business insight gathering scenarios are more complex 

and require the capability to track a client-browser reliably, on every visit over a longer period. The 

HTTP cookie-based tracking method makes such unique identification easy. The tracking server sets 

an HTTP cookie with a UID on the client-browser during the first visit. The client-browser will always 

send the cookie back to the server, with each subsequent connection to the server, which is a part of 

the implementation of HTTP protocol (Fielding & Reschke, 2014). If the HTTP request is not 

accompanied by a cookie, it is usually safe to assume that it is a first-time visitor to the tracking site. 

The following subsections provide detailed descriptions of each tracking technique that can be 

replicated by researchers and industry partners or integrate into their software solutions.  

https://nztravelguide.org.nz/test.html
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4.1.1 HTTP cookie-based tracking 

The HTTP cookie-based tracking system is used as a baseline for the experiments of alternative 

tracking vectors in this research. HTTP cookies are part of the HTTP protocol, therefore are the 

standard method for maintaining state, where a UID is part of that managed state (Kristol & Montulli, 

1997). Cookie-based tracking has been used for a few decades. Single-event based tracking scenarios 

such as CPC and CPM, which only need to track a click action or a banner display event during the 

page-load event on the browser, are easy to implement. Most of the tracking techniques can be 

successfully used for single-event tracking scenarios. But CPA which has gained popularity more 

recently, needs a multi-event tracking model, to track banner advertisement-clicks and subsequent 

monetary conversions, that need to be reconciled with a corresponding click-record. Therefore, multi-

event CPA tracking capability was considered as the baseline for our alternative tracking experiments. 

The HTTP cookie-based tracking method is presented first, as certain details such as placement of the 

Pixel on a page, and how it functions, alongside other processes are common to all algorithms. The 

sequence diagram for HTTP cookie-based tracking technique is presented in Figure 13, and processes 

involved described in Table 7. 
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Figure 13: Sequence diagram for HTTP cookie-based tracking process 
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Table 7: List of HTTP cookie-based tracking processes 

Process No. Process description 

1 User clicks on the banner advertisement.  If the browser already has a tracking 
cookie, from a previous tracking event, the program flow jumps to process 6. 

2 The click on the banner sends an HTTP Request to the click tracking URL of the 
tracking domain. 

3 Tracking server extracts the affiliate ID, and advertiser ID from URL parameters and 
creates a new UID for the user.  

4 A new click-tracking entry is added to the clicks table with IDs created/extracted in 
the previous step. 

5 Server returns a 302 status code redirecting to the URL represented by the 
advertiser ID. The response is accompanied by an HTTP cookie with the UID stored. 
A tracking services provider may provide tracking services to many advertisers and 
many affiliates, and one affiliate may have multiple banner advertisements from 
different advertisers. Hence, advertiser ID is used to determine the redirect URL. 
Program execution continues to process 9. 

6 Continuing from process 1, the click on the banner sends an HTTP Request to the 
click tracking URL of the tracking domain, along with the tracking cookie from 
previous visit, which was found in the browser’s cookie cache. 

7 Tracking server extracts the affiliate ID, and advertiser ID from URL parameters and 
UID from the accompanying cookie.  An asynchronous process adds a new click-
tracking entry to the tracking database. 

8 Server returns a 302 status code redirecting to the URL represented by the 
advertiser ID. This ends the conditional program flow. 

9 The browser sends an HTTP request to the Advertiser’s (e-commerce site) landing 
page. 

10 The user may browse through the product catalogue and add products to the 
shopping cart, which are not shown in this diagram, as they do not relate to the 
tracking process, to minimize clutter. Finally, the invoice is produced to the client as 
shown with Booking Page action. 

11 The user clicks Pay button. 

12 The payment is processed 

13 The sale is logged in to the transaction database of the e-commerce site 

14 A confirmation page is generated, with a hidden iframe embedded that will be used 
for conversion tracking process that occur next. The iframe’s source property is set 
to the tracking server’s Conversion tracking URL. Advertiser’s ID, total payment, and 
transaction ID of the payment, are appended to the URL as parameters. 

15 The payment confirmation page with the hidden iframe, is returned to the browser. 

16 Loading the payment confirmation page in the browser triggers the conversion 
tracking process. It sends an HTTP request to the iframe’s URL, which is located on 
tracking server, requesting iframe’s content. The purpose of the iframe is to cause 
the browser to connect to the conversion tracking URL, with the sales data, 
enabling the tracking server to track the conversion.  

17 The tracking server extracts sales data; viz.: Total paid, transaction ID, Advertiser ID, 
which was sent by the e-commerce server as URL parameters. The UID of the 
current user is extracted from the accompanying cookie. All above data is combined 
to create a conversion tracking entry in the database. In this process, the tracking 
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server looks up for the click-record, with a matching UID of a user and an advertiser 
ID. If found, the Affiliate represented by the Affiliate ID of the click record will be 
rewarded for the sale, either with a fixed fee or with a commission based on the 
total payment of the sale. If no click-record matching UID and Advertiser ID is 
found, it denotes an organic sale; a sale that did not originate through AM model, 
but a direct sale. 

18 The tracking server returns a 200 OK status code, to complete the communication. 

 

  



              P a g e  | 98 

4.1.2 HTML5 Local storage-based tracking 

This subsection demonstrates the use of Local Storage provided with HTML5 as a cross-domain multi-

event tracking technique, without the use of cookies or any other tracking techniques in combination. 

The sequence diagram (Figure 14) demonstrates the processes involved. 

 

Figure 14: Sequence diagram for Local Storage based tracking process 
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With this tracking method, the UID will be saved in the local storage instead of a HTTP cookie. When 

using HTTP cookies for tracking, the UID is always available to the webserver with each HTTP request, 

simply by reading the UID from the accompanying cookie.  But Local storage is a client-side technology, 

therefore webservers do not have direct access to the local storage of a browser. Hence, whenever a 

tracking server needs to find the identity of a client during a web request, it needs to first send a 

JavaScript file embedded in the requested HTML page to the client; the JavaScript will run during the 

page load event on client browser and read the UID from the local storage and sent it back to the 

tracking server. Table 8 describes the processes involved in HTML5 Local storage tracking technique. 

Table 8: List of Local storage-based tracking processes 

Process No. Process description 

1 The user requests the affiliate’s landing page by typing the URL in to the 
browser, clicking a link or using a saved bookmark. 

2 The client-browser receives the requested webpage that has the affiliate 
page content and an iframe, which is usually set to hidden, as its sole 
purpose is to track the user without any visible content. The parent page and 
the iframe both have JavaScripts attached to them. 

3 The JavaScript in parent page registers an EventListener to listen to the 
messages sent by the iframe. 

4 The browser continues loading remaining resources in parent HTML page, by 
next sending for the source of the iframe. The source of the iframe is not 
located at the affiliate domain, but an URL endpoint in the tracking domain. A 
cross-site request is sent to the tracking server. 

5 The tracking domain returns an HTML page with a JavaScript embedded in it. 
The hidden Iframe loads the HTML, but it remains invisible to the user. Next 
the embedded JavaScript runs within its source iframe and looks for an 
existing UID within local storage. If a UID is found, program flow jumps to 
process 9.  

6 As shown in the Alt interaction frame, if no UID is found in the Local Storage, 
current user is considered to be a new user. Another asynchronous request 
for a new UID is made to the tracking server.  

7 A new UID is created on tracking server, saved to database, and returned to 
the browser. 

8 The UID is saved in the local storage. 

9 As this UID checking process takes place when the landing page of the 
affiliate’s website is loaded to the client-browser, every new visitor to the 
affiliate site receives a UID, that is saved in Local Storage. Next, the JavaScript 
in iframe notifies the parent page of the UID for the current user. 

10 The URL of the banner received initially at page-load, contained the click 
tracking URL and Affiliate ID, and other optional parameters such as 
campaign ID, banner type ID etc., except UID.  The Parent page appends the 
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UID to the URL of the Banner (e.g., 
https://connex.net.nz/clicktrack/?advertiser=1&affiliate=3&UID=918273645). 
This completes the page loading process. User browses the page. 

11 User decides to click on the banner advertisement.   

12 A click on the banner sends an HTTP Request to the click tracking URL of the 
tracking domain. 

13 Tracking server extracts the affiliate ID, UID and advertiser ID from URL 
parameters and logs an entry in the click tracking table.  

14 Server returns a 302 status code redirecting to the URL represented by the 
advertiser ID.  A tracking services provider may provide tracking services to 
many advertisers and many affiliates, and one affiliate may have multiple 
banner advertisements from different advertisers. Hence, advertiser ID is 
used to determine the redirect URL. 

15 Next, the browser sends an HTTP request to the Advertiser’s (e-commerce 
site) landing page. 

16 The user may browse through the product catalogue and add products to the 
shopping cart, which are not shown in this diagram, as they do not relate to 
the tracking process, to minimize clutter. Finally, the invoice is produced to 
the client as shown with Booking Page action. 

17 The user clicks Pay button. 

18 The payment is processed. 

19 A confirmation page is generated, with a hidden iframe embedded that will 
be used for conversion tracking process that occur next.  The iframe’s source 
property is set to the tracking server’s Conversion Pixel generating URL, 
together with Advertiser’s ID, payment total and transaction ID of the 
payment as parameters. The Advertiser ID, payment total and transaction ID 
are part of the Conversion Pixel, which is the set of information that is sent to 
the Conversion URL, to track the conversion. 

20 The sale is logged in to the transaction database of the e-commerce site 

21 The confirmation page with the hidden iframe and a partially formed 
Conversion Pixel is returned to the browser. 

22 To complete the conversion tracking record, the Affiliate ID and UID of the 
user, both of which are unavailable to the e-commerce site, are still required. 
Due to “Same-Origin” restrictions, to extract the UID from local storage, a 
JavaScript received from tracking domain is required. Hence, the hidden 
iframe requests its source document from the tracking server.  

23 The tracking server returns the source document with another JavaScript 
from tracking server, that would enable the script to extract the previously 
saved UID from Local storage. 

24 The internal process initiated by the JavaScript on browser, reads the UID 
from Local storage and appends and completes the partially formed 
Conversion Pixel. 

25 The JavaScript within the iframe then triggers the Conversion Pixel causing it 
to send an asynchronous HTTP request to the conversion tracking URL. 

26 The conversion tracking process that takes place within the tracking server, is 
the same for all the different tracking scenarios discussed in this section. The 
conversion tracking process looks up the Click Tracking table, to find the click 
record with matching UID and Advertiser ID.  If found, the Affiliate 
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represented by the Affiliate ID of the click record will be rewarded for the 
sale, either with a fixed fee or with a commission based on the total payment 
of the sale. If no click-record matches the UID and Advertiser ID, it is 
considered an organic sale; a sale that did not originate through AM model, 
but a direct sale. The conversion record is saved to the database. 

27 The tracking server returns a 200 OK status code, to complete the 
communication. 
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4.1.3 ETag-based tracking 

Though ETags were introduced as a cache management mechanism, as part of the HTTP specification, 

they can be used as a reliable tracking vector that remains accessible when other tracking vectors fail. 

As a tracking vector, their implementation defers from specification recommendations, which is 

demonstrated below (Figure 15) and processes described in Table 9. 

 

Figure 15: Sequence diagram for ETag based tracking process 
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Table 9: List of ETag-based tracking processes 

1 The user requests the affiliate’s landing page by typing the URL in to the 
browser, clicking a link or using a saved bookmark. 

2 The client-browser receives the requested webpage, that contains an 
invisible iframe. The parent page and the iframe both have JavaScripts 
attached to them. 

3 The JavaScript in parent page registers an EventListener to listen to the 
messages sent by the iframe. 

4 The browser continues loading remaining resources in parent HTML 
page, by next sending for the source of the iframe. The source HTML 
page of the iframe is not located at the affiliate domain, but at the 
tracking domain. A cross-site request is sent to the tracking server. 

5 The browser receives HTML source for the iframe, which contains a 
JavaScript file that causes the next process.  

6 The JavaScript within the iframe causes the browser to send an 
asynchronous HTTP request to the tracking server 

7 If the request header does not contain an ETag, it denotes a first-time 
visitor. Create a new UID, and save the UID in database and set the UID 
as the ETag for this resource URL, so that any future visits will return the 
set ETag, thereby enabling the tracking server to recognize the visitor. 
If an ETag header is present, send the ETag in a hidden form field, back to 
browser.  
This process is necessary, as the browser has no reliable way to read the 
ETag stored in the browser, associated with the current URL. To read the 
ETag, the browser needs to send it to the server, and the server can read 
the ETag, if present. 

8 Tracking server returns the UID back to the browser in a from field or as 
text accessible to client-side JavaScript. 

9 The JavaScript code within the iframe that received the UID posts it to 
the main HTLM page within the parent window, as a message 

10 The main page that contains the banner advertisement, appends the 
received UID to the click URL 

11 The User clicks the banner, which causes the browser to send an HTTP 
request to the Tracking server’s click-tracking URL, which is the source of 
the banner URL. 

12 The click-tracking process, extracts the UID, Affiliate ID and Advertiser ID 
from the parameters list of the HTTP request URL 

13 An asynchronous process registers a new click-action in the database, 
against the user.  

14 The tracking server returns a 302-redirect response code with the URL 
denoted by the advertiser ID 

15 The browser sends a new HTTP request to the advertiser’s URL returned 
by the tracking server 

16 The landing page of the e-commerce site (advertiser) is returned to the 
browser 

17 Usual user interactions, such as browsing the products and adding them 
to the shopping cart are not shown as they are not relevant to the 
tracking process and to minimize the clutter. Instead, the user enters a 
total price and clicks “pay now” button, emulating a payment action 

18 The payment is processed and confirmed. 
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19 Payment process on e-commerce server generates a confirmation page, 
with an iframe. The iframe has an attached JavaScript and within its URL, 
transaction data required to create a “conversion-Pixel” as parameters. 
They include total price, receipt number and advertiser ID. 

20 An asynchronous process at the e-commerce server records a new 
transaction within its database, without blocking the main conversion 
main process of generating tracking Pixel and the confirmation. 

21 E-commerce server returns a confirmation page, showing payment data, 
and a conversion Pixel data within the URL of a hidden iframe. 

22 Browser requests the HTML page, which is the source of the iframe from 
tracking server 

23 Tracking server returns the HTML page with an attached JavaScript and 
with embedded tracking Pixel composed of the data that was passed on 
withing the URL of the iframe. The tracking Pixel contains conversion 
tracking data available to the e-commerce server, but still lacks the UID 
of the user at this stage, which will be fulfilled in process 27. 

24 The JavaScript with the iframe makes an asynchronous call to the same 
URL that generated the ETag in step 6. 

25 The tracking server extracts the UID that formed the ETag from the HTTP 
request headers and stores in a from field or between two <div> tags, 
making the ETag accessible to the JavaScript on browser. 

26 The UID that was stored in the ETag header is returned to the browser 

27 The JavaScript within iframe receives the UID and appends it to the URL 
of the tracking Pixel code. At the time of generating the tracking Pixel the 
e-commerce server had access to data fields such as Total cost, Receipt 
ID. Advertiser ID, but not the UID of the user. Hence, this process adds 
the UID to the URL, making all the information needed for the conversion 
tracking process, available 

28 A further asynchronous call is made to the conversion tracking URL, with 
the above data 

29 The conversion tracking process queries the click tracking table of the 
database for a matching click event, using UID, and Advertiser ID. If a 
matching click record is found, it provides the affiliate ID that promoted 
the click within its website. Based on the total price, the commission 
amount for the Affiliate Is calculated and conversion tracking record is 
saved to the database. If no matching click-tracking record is found, it 
denotes a direct sale, organic search, or another traffic generation 
model, not AM model. 

30 The tracking server returns a result code 200 and thus terminates the 
click and conversion tracking process successfully.  
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4.1.4 Robust tracking 

This tracking process combines multiple stateful tracking methods that were tested through 

simulation and presented above on their own merit. By combining HTTP cookies, HTML5 Local storage 

and ETags as the Robust Tracking method, this subsection demonstrates that more reliable and robust 

capabilities can be achieved. Should one method fail due to a technical glitch, the tracking process can 

fall back on another method. Should a user intentionally disable one method, there is a higher chance 

a different method still stays active, as each of the three tracking methods have their own 

vulnerabilities that are mutually exclusive. 

The Robust Tracking has higher number of processes, as three different tracking methods are being 

used in combination. Therefore, the processes that take place during page-load event and processes 

that involve click and conversion actions have been shown in two different sequence diagrams (Figure 

16 and Figure 17). The processes involved are described in Table 10 and Table 11. 
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Figure 16: Sequence diagram for page-loading event using robust tracking process 

  



              P a g e  | 107 

Table 10: First partial list of tracking processes in a robust tracking scenario 

Process No. Process description 

1 The user requests the affiliate’s landing page by typing the URL in to the 
browser, clicking a link or using a saved bookmark. 

2 The client-browser receives the requested webpage, that contains an 
invisible iframe. The parent page and the iframe both have JavaScripts 
attached to them. 

3 The JavaScript in parent page registers an EventListener to listen to the 
messages sent by the iframe. 

4 The browser continues loading remaining resources in parent HTML page, by 
next sending for the source of the iframe. The source HTML page of the 
iframe is not located at the affiliate domain, but at the tracking domain. A 
cross-site request is sent to the tracking server. 

5 The tracking domain returns an HTML page with a JavaScript embedded in 
it. The hidden Iframe loads the HTML, but it remains invisible to the user. 
The embedded JavaScript is next executed. 

6 With this process, we start finding the UID, and synchronizing it across all 
tracking vectors. The JavaScript within iframe makes an asynchronous 
request to the tracking server’s UID synchronizing URL. This HTTP request is 
accompanied by the HTTP cookie and the ETag, if they exist. 

7a If neither exists, a new UID is created, saved to Database and a new ETag 
and a HTTP cookie is created with the UID value. The return value is set to 
this UID 

7b If no cookie is found but has an ETag available, then a new cookie is created 
with the UID found in the ETag. The UID is set as the return value 

7c If an ETag and HTTP cookie are both found but the values are different, it 
points at a previous tracking error. Hence, we correct it by choosing the 
older of the two UIDs by querying the UID database. The ETag and HTTP 
cookie values are then synchronized with the chosen UID, and set as return 
value 

7d If a cookie and an ETag found, and they both have the same UID value, this 
UID value will be set as the return value 

8 The UID is returned to the browser. During following processes, the 
returned UID will be compared with the UID stored in Local Storage, to 
finally determine the final UID 

9a If the Local storage does not contain a UID, the returned UID is stored in 
Local storage. 

9b If the Local storage has a UID but the value is different to the returned UID, 
it makes another roundtrip to compare and determine, which of the two 
was issued first. The older will be considered the correct UID. 

10 If the UID found in Local storage is older, then a new HTTP cookie is set with 
the UID from Local storage. As this URL is different to the URL used in 
process 6 to set the ETag, a new ETag will not be set. It is deferred to next 
tracking session. 

11 The chosen UID is returned 

12 The JavaScript within the iframe that received the UID, posts it as a message 
to the parent window 

13 Parent window updates the Banner URL with the UID of the visitor 
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Figure 17: Sequence diagram for click- and conversion tracking using robust tracking process 
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Table 11: Second partial list of tracking processes in a robust tracking scenario 

Process 
No. 

Process description 

14 The User clicks the banner, which causes the browser to send an HTTP request to 
the Tracking server’s click-tracking URL, which is the source of the banner URL. 

15 The click-tracking process, extracts the UID, Affiliate ID and Advertiser ID from 
the parameters list of the HTTP request URL 

16 An asynchronous process registers a new click-action in the database, against the 
user.  

17 The tracking server returns a 302-redirect response code with the URL denoted 
by the advertiser ID 

18 The browser sends a new HTTP request to the advertiser’s URL returned by the 
tracking server 

19 The landing page of the e-commerce site (advertiser) is returned to the browser 

20 Usual user interactions, such as browsing the products and adding them to the 
shopping cart are not shown as they are not relevant to the tracking process and 
to minimize the clutter. Instead, the user enters a total price and clicks “pay 
now” button, emulating a payment action 

21 The payment is processed and confirmed. 

22 Payment process on e-commerce server generates a confirmation page, with an 
iframe. The iframe has an attached JavaScript and within its URL, transaction 
data required to create a “conversion-Pixel” as parameters. They include total 
price, receipt number and advertiser ID. 

23 An asynchronous process at the e-commerce server records a new transaction 
within its database, without blocking the main conversion main process of 
generating tracking Pixel and the confirmation. 

24 E-commerce server returns a confirmation page, showing payment data, and a 
conversion Pixel data within the URL of a hidden iframe. 

25 Browser requests the HTML page, which is the source of the iframe from tracking 
server.  

26 The UID will be read from the accompanying HTTP cookie, and together with 
transaction data provided by the e-commerce site, we create a conversion Pixel. 
During initial tracking process that takes place at page loading event, we used 
ETags, Local storage and cookies to verify and further synchronise the UID. But 
during conversion tracking process, we assume that those three UID stores are 
remaining synchronised, therefore would only use the UID value within the 
cookie, and in the next process, we supplement with a verification of Local 
storage, but save the extra roundtrips needed for ETag verification. 

27 The HTML source for the hidden iframe is returned with a JavaScript and 
transaction and UID data as parameters of the conversion tracking URL as a 
conversion-Pixel. 

28 The JavaScript within iframe retrieves the UID from Local storage, confirms UID 
sent by the last process.  

29 The JavaScript then executes an asynchronous GET request of the conversion-
Pixel, to the conversion-tracking URL. 

30 The conversion logging process uses the UID, and Advertiser ID embedded in the 
conversion Pixel to find the matching click-event from the click tracking table. 
The affiliate ID, stored with the click-data allows the tracking process to calculate 
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the commission amount based on the transaction data, and causes the affiliate 
to earn the rightful commission for promoting the web-traffic. 

31 The tracking server returns a 200 (OK) status code to the browser and completes 
the interaction. 

 

4.2 Artefacts relating to privacy models 

An AM network topology was selected for the experiments carried out in this research study, as such 

topology includes all cross-domain tracking features, that can easily be modified to suit different test 

scenarios and use cases. The said network topology comprising of Virtual Machines (described in 

section 3.3.2) enabled in adding multiple server domains of any category and expanding the network 

to experiment the effects under a larger network, effortlessly.  

Some of the privacy intrusion related experiments that were carried out in the test network AMNSTE2 

(described in section 3.4) were then ported to the Public-AMNSTE platform. The tracking services were 

hosted at https://cnx.ictresearch.co.nz. 

In contrast to the “robustness improvement-based” experiments described above in section 4.1, 

where only a non-PII based simple UID was used for tracking users, privacy related tracking artefacts 

were developed to gather as much PII of users, that are available to the web server, within each given 

use case. Five different categories of use cases were broadly defined, based on their information 

seeking behaviour and thus resulting privacy intrusiveness, which are discussed in section 6.3.2. The 

amount of PII and the level of details of a person depends on the technical capabilities within those 

different use case categories. Privacy-related experiments attempt to demonstrate the granularity of 

PII sourced at each level of category, to support the categorisation of the privacy model presented in 

section 6.3.2. The privacy-related tracking artefacts representing different scenarios described in the 

following subsections were used to capture PII data of the users within each scenario. 

A Pixel was placed in every webpage that was intended to be tracked. When the visitor loads a tracked 

page on the browser, the Pixel triggers a connection to the tracking URL endpoint at 

https://cnx.ictresearch.co.nz/
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https://cnx.ictresearch.co.nz, during which, the tracking server records a visit against the UID, and 

web URL of the page visited. Tracking Pixel can use any of the resource requests that were used in 

previous experiments. This experiment has used a request for a CSS file as the resource that triggers 

code snippet named Tracking Pixel.  

4.2.1 Single domain tracking 

In single domain tracking experiments, the tracking Pixel was placed anywhere within the main 

webpage. If using a CSS or JavaScript file resource request to trigger the tracking process, the tracking 

Pixel can be placed in the header. For example, 

<head> 

<link href="https://cnx.ictresearch.co.nz" rel="stylesheet" > 

<head> 

If an iframe or an image or any other multimedia file request is used as the tracking Pixel, it can 

be placed anywhere in the body, with height and width set to zero Pixel (or one Pixel). 

<img src=https://cnx.ictresearch.co.nz width=”0” height=”0” /> 

Even if the tracked website or the tracking domain has cross-domain restrictions, or Content Security 

Policy (CSP) restrictions that dictates which content can be loaded from what domains, it does not 

have an impact on the tracking techniques demonstrated here. Such restrictions are imposed by the 

browser, not to load content from unapproved sites. But we do not need anything displayed, as they 

are set to be invisible. The only requirements for tracking technique to work are that the Tracking Pixel 

triggers the HTTP call to the tracking URL and in return the tracking server can set a cookie or an 

alternative tracking vector (discussed in previous section), with a UID. 

4.2.2 Multi-domain tracking 

As of now, single-event tracking involved in these privacy-related experiments can use the same 

techniques for single-domain and multi-domain tracking. The previous section explains how a link to 

https://cnx.ictresearch.co.nz/
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a CSS file or an iframe or an image in the body with the source set to the tracking URL works within 

both scenarios. This can be verified using experiments on Public-AMNSTE platform. The two important 

requirements that the Tracking Pixel should fulfil is: 1) Trigger a HTTP request to the tracking URL 2) 

Ability to transmit the UID to the tracking server using any tracking vector. In our privacy related 

experiments, we have used HTTP cookies, but other alternative tracking vectors discussed in AM 

experiments can be used too. It cannot be guaranteed, that the technique used in single-domain 

tracking will continue to function reliably over time. If it fails, a possible solution would be to place the 

Tracking Pixel within an iframe, having iframe’s source set to the tracking URL, as follows: 

<iframe src=”https://cnx.ictresearch.co.nz” width=”0” 

height=”0”></iframe> 

If a different tracking vector than HTTP cookie is used (e.g., Local storage or ETags), then a JavaScript 

should be used to make an asynchronous HTTP request (AJAX) to the tracking URL. As those tracking 

vectors are subject to “Same-Origin” restrictions, the JavaScript file should be fetched from the same 

domain as the tracking URL, as follows:  

<iframe src=”https://cnx.ictresearch.co.nz/Pixel” width=”0” height=”0”> 

   <script src=”https:/cnx.ictresearch.co.nz/Pixel/Pixel.js”></script> 

</iframe> 

4.2.3 Business insights gathering 

Any website or e-commerce site can log visitor-activity to their site, as in Figure 18, to gather insights 

on customer interactions with the site. Though the Figure 18 shows tracking records from multiple 

sites, as the Tracking Pixel was placed on all those websites that are under my control, a single e-

commerce site can follow the same techniques to track every page within one e-commerce site 

instead. As evident, this demonstrates a privacy-preserving tracking scenario, as no PII is gathered. A 
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visitor is only known by the CookieID. A subset that is of interest is shown here, but a researcher can 

view all the data fields that are captured by interacting with the Public-AMNSTE.  

The IP address is not a UID, as the same IP address can be shared by multiple hosts if the ISP uses 

dynamic IP allocation (DHCP). This table can be merged with a webservice that provides IP data 

lookups that can show us the country, and often city of the origin IP address, which is an important 

insight for an e-commerce site to know the geographical location and language of their clients. The 

IsMobile column reveals the visitors who used a mobile device to browser, and if it was a mobile 

device, then it displays the model and manufacturer. More specific device model can be extracted 

from the User-Agent column, which is not displayed here, due to lack of space. If the visitor is using a 

non-mobile device (laptop or a desktop) the Platform column shows the operating system used and 

the Browser column shows the web browser used. This information can provide insights to the 

demographics of visitors. When every page in a website is tracked that can further reveal, which pages 

are more popular and by sorting them on chronological order, the time-gap reveals where customers 

spent most time.  The data can be queried to view all interactions by a specific user, or specific 

geographic region or language.  

Figure 18: Multi-domain visitor tracking results 
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Though a visitor is not usually required to be logged-in to browse products in an e-commerce site, to 

purchase goods, one needs to create a user account and be logged in. Due to payment and delivery 

features, this would usually require Name, Address and Phone No.’s, etc. The above privacy preserving 

tracking table can instantly become a privacy intrusive tracking, when the above UID is mapped to the 

user-account data. These privacy concerns are discussed in detail by evaluating and analysing, in the 

next two chapters.  
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Chapter 5. Evaluation 

This chapter evaluates the efficacy and utility of the artefacts that were described in previous chapter 

4 (Artefact Description), which are the main outputs of this research. The iterative process of artefact 

design and evaluation led to the final artefact outputs that were described in previous chapter. I also 

present some of the iterative evaluations that led to the abandonment of the development path, or 

to change the course of the path of some lines of enquiry. The robustness of the tracking process is 

measured by the constructs of the tracking construct group, during different scenarios. All the three 

tracking constructs have two properties; Success and Fail, where success state defines the desired 

state. 

The objective of an efficient, reliable, and robust tracking process is to identify an individual user or 

an individual browser uniquely on the Internet, over a single browsing session at a minimum, but 

ideally over a long period of time. If such unique identification spans only a single browsing session, it 

can still be useful for some tracking use cases, such as AM efforts, where click action and conversion 

action takes place within the same browsing session or where only tracking single events matter (e.g., 

CPM, CPC). An ideal scenario would be an identification capability that lasts longer than a browsing 

session, such as a few days, weeks, or months. The ability to determine such duration by the tracking 

service, would be the best outcome.  

5.1 First cycle 

The objective of the initial design-evaluation cycle was to find a set of unique properties within the 

HTTP request object that could enable a webserver to identify browser uniquely. The HTTP request 

objects, which are the resource requests sent by a browser to the webserver, when loading an HTML 

page, was examined during the request handling process on server. The HttpRequest object within a 

.NET development environment exposed hundreds of properties, which appeared to be good 
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candidates to create a unique signature. The literature review revealed some attributes that have 

been used by stateless tracking techniques to create a unique signature. Though individual attributes 

are not unique across browsers, a relatively unique signature can be created by combining data mainly 

acquired by JavaScripts running on a browser (e.g., Canvas, font properties, etc.). My intention was to 

look for similar unique properties that might be exposed by the HTTP request object, as the .NET 

HTTPRequest exposed such a vast array of properties. A quick view using the debugging techniques 

within the .NET Integrated Development Environment (IDE) proved that many of the properties were 

not populated during a HTTP request from a browser. No literature was found that discussed how and 

under what circumstances those values may be populated.  

5.1.1 Using recursion to find UID candidates 

As the first step, a module was added to the tracking server application of AMNSTE2 that would save 

the attributes of the properties of HttpRequest object to a database. The intention was to then make 

HTTP requests from different browsers, operating systems, devices, security protocols (HTTP and 

HTTPS), etc. to determine which HttpRequest properties are always populated, and which might 

populate only under different circumstances. This would enable in determining which properties can 

be combined for a reliable unique signature generation. While some properties such as UserAgent 

returned a string that identified the client browser and its version, other properties returned an array 

of strings (e.g., AcceptTypes). Some returned a collection of name/value pairs (e.g., Form), while 

others returned additional objects (e.g., LogonUserIdentity) or collection of complex objects such as 

the Browser property. The Browser property is of interest as it represents the browser capabilities 

collection, which returns a large collection of other objects relevant to those capabilities. Hence, a 

new software module was added with the capability to recursively loop through the HTTP request 

object’s property values if they contained additional collections of other objects. If the collection 

consisted of strings, they were concatenated to create a single long string value. When the returned 

collection contained other objects of different types, and those object types were not known 
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beforehand, .NET reflection was used to determine types at runtime, and recurse those objects to 

extract the properties and their values. Properties with primitive data types were logged as key/value 

pairs, while properties that were of object data types were added to a list that was then recursed with 

depth first traversal technique to a desired degree of depth determined at runtime. The utility is 

accessible for testing at: 

 https://www.ictresearch.co.nz/Research/RQobject/. 

A depth first traversal exposed large number of properties that made up the HttpRequest object within 

the .NET Framework.  It was observed that most of the properties were not populated under any 

combination of hardware, software, or operating system configurations. That led met to inspect the 

same HTTP request object, as it is visible within a PHP environment, which returned far smaller number 

of HTTP Request properties. This utility is publicly accessible at: 

 https://www.ictresearch.co.nz/aspx/request.php/.  

The difference in the results convinced me that the HttpRequest object provided by .NET framework 

did not populate all the properties using data sent by the client, instead using local .NET libraries that 

“guessed” those properties based on the UserAgent string sent by the client request. 

Nevertheless, it was noticed that some of the properties present in both PHP server variables were 

nearly identical to the corresponding Server variables provided by ASP.NET. The properties that relate 

to the client, returned by PHP and .NET environments are listed in Table 12. 

 

 

 

https://www.ictresearch.co.nz/Research/RQobject/
https://www.ictresearch.co.nz/aspx/request.php/
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Table 12: PHP and .NET server variables 

PHP .NET 

AUTH_TYPE : NULL AUTH_TYPE : APPLICATIONCOOKIE 

AUTH_USER : NULL AUTH_USER : BEDE@AMARASEKARA.COM 

AUTH_PASSWORD : NULL AUTH_PASSWORD : 

CERT_COOKIE : NULL CERT_COOKIE : NULL 

CERT_FLAGS : NULL CERT_FLAGS : NULL 

CERT_ISSUER : NULL CERT_ISSUER : NULL 

 CERT_KEYSIZE : 256 

 CERT_SECRETKEYSIZE : 2048 

CERT_SERIALNUMBER : NULL CERT_SERIALNUMBER : NULL 

 CERT_SERVER_ISSUER : C=US, O=Let's Encrypt, 
CN=Let's Encrypt Authority X3 

CERT_SUBJECT : NULL CERT_SERVER_SUBJECT : 
CN=ICTRESEARCH.CO.NZ 

CONTENT_LENGTH : NULL CONTENT_LENGTH : 0 

CONTENT_TYPE : NULL CONTENT_TYPE : NULL 

HTTPS : ON HTTPS : ON 

HTTPS_KEYSIZE : 256 HTTPS_KEYSIZE : 256 

HTTPS_SECRETKEYSIZE : 2048 HTTPS_SECRETKEYSIZE : 2048 

HTTPS_SERVER_ISSUER : C=US, O=Let's Encrypt, 
CN=Let's Encrypt Authority X3 

HTTPS_SERVER_ISSUER : C=US, O=Let's Encrypt, 
CN=Let's Encrypt Authority X3 

HTTPS_SERVER_SUBJECT : 
CN=ICTRESARCH.CO.NZ 

HTTPS_SERVER_SUBJECT : CN=ictresearch.co.nz 

 HTTP_CACHE_CONTROL : max-age=0 

HTTP_CONNECTION : CLOSE HTTP_CONNECTION : close 

HTTP_ACCEPT : 
TEXT/HTML,APPLICATION/XHTML+XML.... 

HTTP_ACCEPT : 
text/html,application/xhtml+xml,application/x
ml;... 

HTTP_ACCEPT_ENCODING: GZIP, DEFLATE, BR HTTP_ACCEPT_ENCODING : gzip, deflate, br 

HTTP_ACCEPT_LANGUAGE : EN-GB,EN:Q=0.9.... HTTP_ACCEPT_LANGUAGE : en-
GB,en;q=0.9,de;q=0.8,en-US;q=0.7 

HTTP_COOKIE : LONG COOKIE STRING... HTTP_COOKIE : LONG COOKI STRING..... 

HTTP_HOST :  www.ictresearch.co.nz HTTP_HOST : www.ictresearch.co.nz 
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HTTP_REFERER : 
HTTPS://WWW.ICTRESEARCH.CO.NZ/ 

HTTP_REFERER : 
https://www.ictresearch.co.nz/account/login/?
returnUrl=/aspx/request.aspx 

HTTP_USER_AGENT: MOZILLA/5.0 (Windows 
NT 10.0; Win64; x64) AppleWeb… 

HTTP_USER_AGENT : Mozilla/5.0 (Windows NT 
10.0; Win64; x64) AppleWebKit/537.36 
(KHTML… 

HTTP_UPGRADE_INSECURE_REQUESTS : 1 HTTP_UPGRADE_INSECURE_REQUESTS : 1 

HTTP_SEC_FETCH_MODE : NAVIGATE HTTP_SEC_FETCH_MODE : navigate 

HTTP_SEC_FETCH_USER : ?1 HTTP_SEC_FETCH_USER : ?1 

HTTP_SEC_FETCH_SITE: : SAME-ORIGIN HTTP_SEC_FETCH_SITE : same-origin 

INSTANCE_ID : 589    ??maybe App ID on server INSTANCE_ID : 589 

FCGI_ROLE : RESPONDER  

LOCAL_ADDR : 27.123.28.65 LOCAL_ADDRESS : 27.123.28.65 

LOGON-USER : LOGON_USER : BEDE@AMARASEKARA.COM 

QUERY_STRING : NULL QUERY_STRING : NULL 

REMOTE_ADDR : 203.118.180.182 REMOTE_ADDR : 203.118.180.182 

REMOTE_HOST - 203.118.180.182 REMOTE_HOST : 203.118.180.182 

REMOTE_PORT - 15176 REMOTE_PORT : 15176 

REMOTE_USER - NULL REMOTE_USER : BEDE@AMARASEKARA.COM 

REQUEST_METHOD -GET REQUEST_METHOD : GET 

PATH_TRANSLATED : 
W:\VHOSTS\ICTRESEARCH.CO.NZ\HTTPDOCS\ASP

X\REQUEST.PHP 

PATH_TRANSLATED : 
W:\VHOSTS\ICTRESEARCH.CO.NZ\HTTPDOCS\A
SPX\REQUEST.ASPX 

 
It was recognized that a few of the properties that were sent by the client browser to the server, 

together with the collection of headers were useful inputs, lacked the ability to compile a unique 

signature for each user. Additional data generated by a JavaScript running within the browser and 

reporting back to the server, as used by stateless tracking techniques discussed in section 2.4 was 

required. Though stateless tracking techniques have improved in reliability and accuracy, considering 

the high resource usage, latency, and lesser accuracy than stateful tracking, I decided to maintain the 

scope of this research to alternative stateful tracking methods.  
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The popular stateful tracking mechanism, the HTTP cookie is reliable and versatile in Click-tracking 

and in Conversion-tracking scenarios. But previous research has found HTTP cookie-based tracking can 

fail under certain circumstances. Hence, those failure conditions were examined next, to define the 

construct properties and their measurements for the experiments. 

5.2 Tracking failures 

Tracking failures are not fraudulent activities, nevertheless it has a negative impact on e-commerce 

activities. Affiliates can lose their rightfully earned commissions if the tracking system fails. In a cookie-

based tracking system, some users may block cookies, causing the browser not to save cookies in their 

computers. By default, cookies are allowed and saved in a browser. Even if a user has disabled cookies, 

the browser still uses “Session cookies”, that are discarded at the end of the browsing session, which 

therefore still allows the tracking system to function, but only if the user who clicked a banner-

advertisement, goes on to make a purchase, within the same browsing session, before exiting the 

browser. 

5.2.1 Fail scenarios 

Some situations were examined, under which tracking can fail: 

1. When the browser cache is cleared, or cookies individually deleted between the click-

tracking process and conversion-tracking process. 

2. If the “incognito mode” or similar “private” browsing feature offered by most browsers, 

was used, and does not complete the “conversion” in the same browsing session, 

instead exits the browser, and starts another session of the browser to continue the 

purchase. If the user completes the conversion within the same browsing session, then 

the tracking process will succeed, as incognito mode uses session cookies, which has the 

lifespan of the session duration. 

3. If the cookie has expired when the user returns to complete the purchase. 
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4. If the visitor has more than one browser installed on his/her computer and uses one 

browser to visit the affiliate’s web site and later uses another browser on the same 

computer to navigate directly to the advertiser’s website and makes a purchase. The 

second browser has no access to the cookie storage of the first browser, as browsers do 

not share cookies stored, between them; the conversion will not be tracked. 

5. If the user uses two different computers, one computer to browse the affiliate’s website, 

but uses a different computer to navigate directly to the advertiser’s website to make a 

purchase. The conversion will not be tracked, as the cookie was placed in a different 

computer. 

5.3 Defining a baseline for Tracking techniques 

 My next experiment was to determine which tracking techniques discussed in previous literature 

were still relevant, at the start of this research. Those techniques may then be included in the next 

stage of this research experiments to improve the robustness of the tracking process. Each of the 

technologies listed in Table 13, was evaluated against the listed capabilities forming a baseline for 

assessed technologies.  

Table 13: Currency of tracking technologies 

 

HTTP cookie which is part of the HTTP protocol, is the only mechanism that was developed for the 

purpose of maintaining state; tracking is a result of maintaining state (Kristol & Montulli, 1997). None 

 Tracking capabilities 

Evaluated technology Single event Multi-event Single domain Cross-domain 

Flash cookies Fail Fail Fail Fail 

Microsoft Silverlight Fail Fail Fail Fail 

HTTP cookies Success Success Success Success 

HTML5 Local storage Success Success Success Success 

ETag Success Success Success Success 
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of the alternative tracking vectors were originally developed for tracking purposes. For example, Local 

storage is a client-side technology to save individual user and web domain specific data locally, ETag 

is a cache management technology to save network bandwidth and latency by caching frequently 

downloaded resources. Flash cookies are a local storge for Adobe Flash content, etc. Hence, 

technological advances and changes in implementations and specifications of these alternative 

techniques can change over time in future, which can render them ineffective as tracking vectors. 

Table 13 shows a summary of findings. Adobe Flash cookies and Microsoft Silverlight failed to 

demonstrate any tracking capability and were found to be obsolete during our experiments. Other 

technologies tested were found still capable of being used as tracking vectors, for specific tracking 

requirements and to a specific degree. 

The experiments further revealed that the use of “Flash cookies” (Flash Local Storage) to “respawn” 

or re-instantiate deleted cookies, discussed by Soltani, et al., (2010) has been curtailed since version 

update 10.3 of Adobe Flash player. Neither was HTML5 Local storage able to respawn deleted cookies 

as described by Ayenson et al., (2011), as the browsers that have been tested so far, have in the 

meantime blocked that functionality. But currently, I have found that Local storage and ETags can still 

help to make tracking technology more robust in other ways. ETags were capable of re-spawning 

deleted HTTP cookies and restore Local storage, on most occasions. The test results show that ETags 

are more robust against tracking failures discussed above. 

Successful tracking vectors from Table 13, were then subjected to a set of experiments presented in 

Table 14 below, to evaluate how well they perform under conditions that failed HTTP cookies, which 

are listed in sub section 5.2.1. Results of the experiments are presented below. They verify the efficacy 

of those alternative tracking vectors, when used individually and the technique we propose, by 

combining multiple vectors is presented as “robust tracking”  

 



              P a g e  | 123 

Table 14: List of experiments to check efficacy of tracking vectors 

 

5.4 Evaluation of tracking capabilities tests 

After evaluating the End of Life (EOL) announcements and the evaluations of currency of tracking 

technologies mentioned in previous sub-section, Flash cookies aka. Adobe LSO (Adobe, 2020), 

Microsoft Silverlight (Microsoft, 2020) and Web SQL (Hickson, 2010), those technologies were 

excluded from experiments. It was determined, Indexed DB behaved like the HTML5 local storage, 

hence HTML5 Local storage and ETags were chosen to be further tested for their suitability as 

alternative tracking vectors. 

Test 1  Loading an HTML page or clicking a banner advertisement on an AM page causes a 

visit to be accurately registered on the tracking server. 

Test 2  The ability for payment confirmation pages of e-commerce sites to accurately and 

reliably transmit the affiliate identifier, transaction ID and total price to the tracking 

server. Capabilities of test 1 and test 2 together encompass the tracking process 

needed for an AM network. 

Test 3  Ability to simultaneously maintain visitor identity between two windows of the 

same browser. 

Test 4  Ability to simultaneously maintain visitor identity between two tabs of the same 

browser. 

Test 5  Despite the “private browsing” mode of a browser, the tracking server has ability 

to identify a user with a previously saved identifier instead of recording them as a 

new user (Fail scenario 2) 

Test 6  Ability to identify a visitor uniquely when using different browsers on the same 

device (Fail scenario 4)  

Test 7  Ability to continue to identify a visitor even after the browser cookies are deleted 

(Fail scenario 1) 

Test 8 Ability to continue to identify a visitor even after the browser cache has been 

deleted (Fail scenario 1) 

Test 9 Non-expiring unique identifier (Fail scenario 3) 
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5.4.1 Evaluating test results 

A set of experiments were designed to test the efficacy of chosen tracking vectors under different 

scenarios. Table 14 lists the experiments, that measure the dichotomic tracking capability property 

which relates to the success vs. failure of the measured construct as a tracking vector, within the 

experimented application context. The test scenarios include single-event and multi-event tracking 

instances as well as scenarios under which HTTP cookie-based tracking failed.  

The set of experiments listed in Table 14 made up a major part of this research, which also warranted 

most of the “development time”. The network was configured as mentioned in chapter 3, 

(Methodology). As part of this research, three types of application software were developed for the 

three different types of domains used in the experiments, i.e., an Affiliate, E-commerce, and a Tracking 

domain. The tracking domain contained the bulk of software development effort, as it is at the heart 

of the entire tracking process. 

The experiment environment was setup to simulate an Affiliate Marketing Network, as such network 

incorporates all the technological capabilities that are expected to be carried out during this research. 

As a multi-domain tracking environment, an AMN can be used for cross-domain tracking experiments; 

Click-tracking represents a single-event tracking scenario while conversion tracking represents a multi-

event tracking scenario, that can happen across multiple browsing sessions over a longer period. 

The summary of nine test results in Table 15 shows, that “super cookie” concept (Ayenson et al., 2011; 

Soltani et al., 2010) discussed in previous research, has no relevance at present. Super cookie concept 

was not one specific tracking vector, but a combination of technologies, when used in tandem would 

result in an indestructible tracking solution that can easily re-spawn deleted cookies. As they employ 

technologies that were not originally meant for tracking purpose, despite being effective at that time, 

later versions of those technologies have made them partially ineffective. Nevertheless, the partial 
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successes can still be utilised to create the tracking solutions more robust. Table 15 shows the status 

of current relevance. 

Table 15: Results of efficacy of alternative technologies as tracking methods 

 Cookies Local Storage ETags 

Test 1 Success. Success Success 

Test 2 Success Success Success 

Test 3 Success Success Success 

Test 4 Success Success Success 

Test 5 Fail Fail Fail 

Test 6 Fail Fail Fail 

Test 7 Fail Fail Success 

Test 8 Fail Success Fail 

Test 9 Fail Success Success 

 

All the experiments in this research were carried out using the multi-domain test environment 

AMNSTE2 that was created as part of this research, which is described in chapter 3. It simulates the 

Internet, using the same network protocols and technologies, and its purpose was to provide me 

unhindered access to the network and to servers, without triggering security alerts during 

experiments.  As AMNSTE2 is an internal network and is not accessible on the Internet, at the end of 

this research, part of the network topology was re-created using multiple domains that are publicly 

accessible on the Internet, enabling researchers and industry practitioners to check the functionality 

described in this research. As I describe the experiments below, the entry point URLs to the publicly 

available experiments are provided alongside, where available.  

Test 1: 

Loading a page or clicking a banner on any of the tracked pages of the e-

marketing domains causes a visit to be accurately registered on the tracking 

server. 

This experiment demonstrates single-event tracking capability within a cross-domain context. Many 

tracking use cases require only this capability, which is relatively easy to implement.  
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Some of the use cases are: 

• A website that tracks interactions of a user navigating through webpages during a browsing 

session within a single domain 

• A third-party tracking company which tracks a user across multiple websites 

• Display advertising (CPM) which only needs to track each instance of a banner advertisement 

being displayed on a webpage, but not any further interactions with user  

• Some business analytics providers, who provide customer demographics related to visitors to 

a website can use the tracking techniques discussed in this experiment  

Different variations of this test have been made available on the Public-AMNSTE platform, to verify 

the success of the techniques presented. Entry points to the test pages are publicly accessible at 

https://nztravelguide.org.nz/ and https://newzealandtravel.net.nz/. Each page contains information, 

on how to carry out the tests and how to access the results page.  

Within an AM context, the above test scenario is represented by a click-tracking instance, where a 

user clicks on a banner advertisement, and the source URL of the banner image is set to the tracking 

URL, which causes a single tracking event to be triggered on the tracking server. In a display advertising 

scenario, this tracking event can be implemented using a JavaScript that executes a cross-domain HTTP 

request to the tracking server. If it is needed to be executed within a same-site request, it can be 

executed when the JavaScript is run within an iframe, whose source is set to the tracking domain. 

Without using JavaScript, it can also be executed as an HTTP resource request for one of the many 

kinds of resources, such as a hidden image, CSS file, an image defined within a CSS file or any other 

type of multi-media file. I have demonstrated at the above Public-AMNSTE platform how such tracking 

event can also be implemented, without any user action, unbeknown to the user in the background, 

by executing the resource request code within the page’s load event. 

https://nztravelguide.org.nz/
https://newzealandtravel.net.nz/
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Experiments using different resource types to cause single-event tracking are demonstrated at 

https://nztravelguide.org.nz/test.html and https://newzealandtravel.net.nz/test.html. During each 

experiment, the interactions between the browser and the webserver can be observed using 

developer tools of the browser and the result can be examined within the Click Results table at 

https://connex.net.nz/track/results/. The Click-Results table in Figure 19 shows results in descending 

order. A tracking success is reflected by a new tracking record with a new Tracking ID and current date 

and time in UTC in Click date column. VisitorID that starts with ET are results of tracking using ETags. 

Prefix LS denotes Local storage-based tracking technique. The proposed robust tracking technique-

based results do not have a prefix. 

As the test results in Table 15 show, all three tracking vectors, viz. HTTP cookies, HTML5 Local storage 

and ETags succeeded in performing this tracking test accurately. 

 

 

 

Figure 19: Click results in descending order 

https://nztravelguide.org.nz/test.html
https://newzealandtravel.net.nz/test.html
https://connex.net.nz/track/results/
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Test 2: 

The ability for payment confirmation pages of e-commerce sites to accurately and 

reliably transmit the affiliate identifier and total price of items purchased to the 

tracking server. Capabilities of test 1 and test 2 together encompass the tracking 

process needed for an AM network. 

This experiment is represented by a conversion-tracking event within an AM context. Unlike test 1, 

this test involves tracking a user beyond the single event, during further interactions. For example, 

within an AM context under CPA advertising model, clicking on a banner advertisement, and arriving 

at an e-commerce site does not earn any payment for the affiliate. The visitor must make a purchase, 

so that a percentage of the purchase value will be paid as a commission. A purchase can take place 

within the same browsing session, else the user might return at a later date to complete the purchase 

action. Therefore, this experiment tests the capability of the tracking technology to identify a user 

even at a later date. This experiment can be carried out on the publicly available test site, at 

https://nztravelguide.org.nz or https://newzealandtravel.net.nz, as in the previous experiment, but 

then continuing to emulate a purchase action in the e-commerce site. The result of a successful 

tracking event can be evaluated at https://connex.net.nz/track/results/, where the first action (click-

Figure 20: Last 10 conversion results in descending order 

https://nztravelguide.org.nz/
https://newzealandtravel.net.nz/
https://connex.net.nz/track/results/
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action) should be recorded in the Click Results table and the corresponding purchase action should be 

recorded at the Conversion Results table shown in Figure 20 .The results from Table 15 shows that all 

three tracking vectors can perform this tracking capability successfully.  

Test 3 & 4: 

Ability to simultaneously maintain visitor identity between two windows of the 

same browser. 

& 

Ability to simultaneously maintain visitor identity between two tabs within the same window of a 

browser. 

Within any of the tracking use cases discussed above, a user may choose to have more than one 

browser tab or multiple windows of the same browser opened at any time. During this experiment, 

we test if our tracking vectors can accurately recognize the user, when interacting through any of the 

open tabs or open windows. This experiment can be executed using the publicly available test site, by 

carrying out the above two experiments within multiple opened tabs and observing the results.  

Results in Table 15 shows that all three tracking vectors are capable of tracking a user successfully 

under both test scenarios.  

Test 5: 

Despite the “private browsing” mode of a browser, the tracking server has ability 

to identify a user with a previously saved identifier instead of recording them as a 

new user (Fail scenario 2) 

This experiment tests tracking capability within an “incognito window”, during private browsing 

sessions. Different browsers name this browsing mode as “Private mode”, “Incognito mode or as 

“InPrivate” mode; this browsing mode is explicitly made available to the users in situations where the 

user interactions should be isolated from all previous sessions and any future sessions. No content 

related to visited sites, browsing history, passwords or cookies should be saved on the device. Hence, 
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the specification recommends browser manufacturers to treat persistent storage in the same manner 

as HTTP cookies within a Private browsing environment, thus restricting access to it, and avoiding 

saving application state to the storage. It also recommends browser manufactures to delete data from 

persistent storage related a specific domain or all domains, as per the user’s intent, when a user is 

deleting HTTP cookies (Alabbas & Bell, 2018, 2021; Olejnik, 2019). Since the introduction of HTML5 

and associated local storage solutions more than a decade ago, different browsers implemented the 

above recommendations to different degree of compliance. By 2021, all major versions of browsers 

now treat local storage in the same way as HTTP cookies.  

As shown in Table 15 all tracking vectors failed to track a visitor under this test scenario. The 

importance and relevancy of this failure is further discussed in the next chapter. 

Test 6: 

Ability to identify a visitor uniquely when using different browsers within the 

same device (Fail Scenario 4) 

Browsers do not share cookies, Local storage nor browser caches between browsers. Therefore, when 

using a different browser within the same computer, a user appears as a new user to a website. As 

the experiment results in Table 15 shows, all three tracking vectors failed to track a user under this 

test scenario. Now dysfunctional techniques such as Flash cookies and Silverlight have been successful 

under this scenario, as Adobe Flash was a plug-in used by all major browsers, before the advent of 

HTML5, which shared its storage and other software components among all client browsers within a 

physical computer. That allowed websites to access the UIDs saved in Adobe Local storage from any 

browser. Like the conclusion of previous test, current development trends avoid using plug-in support 

for most such multimedia extensions, instead relying on functionality provided with HTML protocol 

since HTML version 5. 

Test 7: 
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Ability to continue to identify a visitor even after the browser cookies are deleted 

(Fail scenario 1) 

This test demonstrates a major improvement in robustness of the tracking process. A user may click a 

banner advertisement and arrive at an e-commerce site, thereby receiving an UID for tracking, but 

postpones the purchase event to a later date. In between, if the user deletes the cookie cache of the 

browser, the user can not be identified with the previous click event, and the affiliate will lose her 

rightfully earned commission, which is a major drawback of the HTTP cookie-based tracking process. 

The experiment shows, if the cookie-based tracking process is supplemented with the alternative 

techniques proposed in this research, the tracking process can retain the UID in above scenario. As of 

now, when cookies are deleted, the ETag tracking vector still retains the value, thereby tracking the 

user successfully. I also have demonstrated that the deleted HTTP cookie and the HTML5 storage can 

also be respawned in the same process, making the tracking technology even more robust.  

The purpose of ETags is to cache web resources to save bandwidth and expedite loading a page on the 

browser. Therefore, as of now, when cookies are deleted ETags do not get simultaneously deleted 

though Local storage gets cleared. 

Test 8: 

Ability to continue to identify a visitor even after the browser cache has been 

deleted (Fail scenario 1) 

In contrast to the previous cookie-cache clearing test which cleared all the cookies cached by the 

browser, this browser-cache clearing test is about clearing everything including cached pages and all 

other resources. Though it is more destructive, we found the way the cache clearing facility is 

implemented in all the major browsers, added another layer of protection to the robustness of the 

HTTP cookie-based tracking system. Facility for clearing cookie-cache is provided within easy reach on 

the user interface, but browser-cache clearance is not offered to the user with the same ease. A user 

requires to activate Developer Tools screen, which is usually beyond usual user-access. Therefore, 

ETags that are associated with browser cache increases the robustness of the tracking process. 
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Test 9: 

Non-expiring unique identifier (Fail scenario 3) 

HTTP cookies have a lifespan which is set at the time of creation. Tracking requirements over long 

periods can use the advantage of Local storage and ETags, that do not expire. When ETags are used 

for its originally intended purpose of caching resources, the specification recommends returning a 304 

Not Modified status code, if the ETag has not changed. But in these experiments, I demonstrated how 

to use ETags as a tracking vector, in which case the server uses the ETag as an UID. Instead of returning 

a 304 Not Modified status code, which represent No Change to the original resource, therefore causes 

the browser to abandon further processing, the tracking technique sets the same UID as ETag on every 

request, so that the browser will continue to process the response. This also ensures the ETag 

continues to retain its UID value. 

The results of the above experiments as shown in Table 15 demonstrate that the alternative tracking 

techniques in this experiment can increase the versatility of the cookie-based tracking technique. 

5.5 Privacy intrusion simulations 

The privacy related experiments were designed based on Information Seeking Behaviour (ISB) of the 

tracking use cases. When tracking is used purely as an underlying technology, ISB is at minimum, and 

it complies with non-privacy invasive tracking techniques. Other use cases described in section 2.3 

have different levels of ISB underlying their main purpose of tracking users online. Most of the 

negative perceptions of user-tracking originate from this category of use cases, some being 

synonymous with stalking.  

In the following subsections, we present data that was captured using applications that fall within 

different use case categories described in section 6.3.2. The captured data within each use case 

category demonstrate different levels of PII data available to the webserver applications at each level, 
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and I discuss within each subsection how those PII information can be further enriched with additional 

information. 

5.5.1 Tracking as an underlying technology 

This is the least privacy invasive category as discussed in the privacy model under section 6.3.2. Many 

e-commerce activities such as web traffic generation models (CPA, CPC, etc.) need the capability to 

know which channels promoted the sale, so that appropriate commissions can be paid to the channel 

operators. As shown in Figures 19, 20 and 21 the user is only identified with a UID, which does not 

reveal any PII of the user. Located at the bottom of the privacy intrusiveness model, this use case is a 

privacy preserving tracking model. 

Privacy related experiments discussed here were carried out as part of cookie, Local storage and ETag 

based tracking experiments. With the data from those experiments shown in Figure 21, it is 

demonstrated that tracking can be done reliably and, in a privacy-preserving manner without using or 

exposing any PII information of users. During these experiments, individual users are not identified, 

instead the server generated UID which is based on the date and time of the visit, represents a 

browser. No PII of the user was used nor was necessary for the tracking process. In general usage, a 

computer user routinely uses one browser on a single machine, thus a UID issued for a browser is 

Figure 21: Results of Click-Tracking in descending order 
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synonymous with a user. But during my experiments, multiple popular browsers were used, therefore 

multiple UIDs displayed in Figure 21, can be different browsers on the same computer, used by a single 

user. The “VisitorID” column contains the UID. The first three records belong to the same user, the 

UID being represented by the numeric part of the Visitor ID. As this table holds records of different 

experiments that used different tracking vectors, the Visitor IDs that contain only a numeric value as 

in first record originated In Robust Tracking experiment described in section 4.1.4. When the same 

numeric UID is prepended with LS as in second and third records, they represent the results of Local 

storage experiment described in section 4.1.2. The UIDs prepended with ET are results of ETag 

experiments. Records 1, 2, 3, 6 and 7 belongs to the same UID and therefore represent a single 

browser, but the time stamp and more importantly the “SessionID” shows that our experiments using 

different tracking vectors have successfully tracked a user over different browsing sessions, and the 

different “AffID” (Affiliate ID) among those records indicate, that they were successfully tracked across 

different unrelated websites. As the table data shows, there is sufficient information to verify which 

affiliate generated the web traffic, and to which e-commerce site (advertiser ID) and which advertised 

offer, as different offers can attract different fees or commissions. Based on that information, fees, or 

commissions due to each affiliate can be calculated. The user is only known by the UID and many 

months or even years of interactions at different sites can thereby be monitored, without causing a 

privacy intrusion. 

A single instance of a tracking server (connex.net.nz) continued to track visitor interactions across all 

participating domains. The network was expanded by adding multiple instances of e-commerce and 

affiliate servers which enabled me to simulate a real-world networks of multiple e-commerce sites 

subscribing to one tracking service provider.  

5.5.2 Tracking for information gathering 

All tracking use cases that displayed ISB at different levels were grouped under this category. It starts 

with a least privacy-invasive scenario such as an e-commerce site gathering business insights locally. 
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They then extend towards most privacy-intrusive scenarios such as search engines and browser 

manufacturers, whose primary intention is to gather as much user related data.  

Business insights gathering experiment 

Starting with the least privacy intruding ISB experiment, the previous experiment was expanded, 

simply by adding a few more data fields, that are available to us through the HTTP request object. It is 

done without the requirement of a Log-in or account creation, thereby still without gathering any PII 

data of a user. This use case represents an e-commerce company gathering useful visitor insights, 

without personally identifying a user. Figure 22 shows visit data of six visitors to the site.  

Each page of the website contained a tracking Pixel. Therefore, when a visitor navigates from page to 

page, a new tracking record is saved in the database, giving the e-commerce site the capability to 

gather important insights relating to visitor interaction. In this experiment we can determine that the 

six different CookieIDs represent six different users. In previous experiments, where IP addresses were 

not tracked, six different CookieIDs can mean either six different users or a single user using different 

browsers, as browsers do not share cookies and each new browser appears to the webserver as a 

separate entity. When we add the IP address to the mix, we can see these are six different users as 

Figure 22: E-commerce site gathering business insights locally 
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they have six different IP addresses, which give away their geographical locations too. An IP look up 

reveals the following information displayed in Table 16. 

Table 16: IP address information 

IP address Internet Service City Country 

203.118.180.182 Vodafone NZ Auckland New Zealand 

116.206.247.249 Dialog-LK Colombo Sri Lanka 

175.157.42.165 Dialog Colombo Sri Lanka 

171.13.14.5 China Telecom Henan Zhengzhou China 

112.134.131.166 Sri Lanka Telecom Colombo Sri Lanka 

The referrer field shows the sequence of the pages visited and the time gap between two entries 

indicates the time spent on each page, thereby indicating which pages are most popular and how long 

users spend on those pages. Some of the columns that are not shown in Figure 22 due to lack of space, 

such as “Is Mobile”, “Mobile Model”, “User-Agent” and “Browser Capabilities”, reveal additional 

details. “Is Mobile” column reveals if the visitor is using a mobile device to browse, and “Mobile 

model” reveals the model and manufacturer. More specific device model data can be extracted from 

the User-Agent column. If the visitor is using a non-mobile device (laptop or a desktop) the Platform 

column shows the operating system used, and the Browser column shows the web browser used. 

Though this experiment demonstrates an active ISB by the e-commerce site, which is gathering more 

information than required to function as a technological necessity, it does not gather PII. Hence, it can 

be seen as a balanced effort in insights gathering while preserving the privacy of user. 

5.5.3 Tracking by third-party business analytics services 

Though an e-commerce site can gather business insights locally, as demonstrated in previous 

subsection, most enterprises use a third-party service provider, mainly due to two different reasons. 
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1. The e-commerce site does not have the technical expertise to implement tracking and 

information gathering expertise. There are cost-free services readily available, who offer 

premium services at an additional cost.  

2. The e-commerce site is interested in gathering more insights than what is available within a 

local insight gathering endeavour, which has only visibility over interactions within the local 

site. When hundreds or thousands of such websites have subscribed to services of a large 

analytics service provider, such provider has visibility over user-interactions across any of 

those subscribed sites. It can provide insights on customer interests based on what products 

were perused or purchased at other monitored websites. For example, if a customer has 

purchased an air ticket to a holiday destination at one e-commerce site, other e-commerce 

sites that sell accommodation, leisure activities, travel accessories, tours and transports will 

be interested in those marketing leads. 

The experiment described in section 4.2.4 was used to demonstrate the use case of a third-party 

business analytics service. In real-world this use case is represented by AMNs who provide business 

analytics services in addition to third-party tracking services, as well as services such as Google’s 

Universal Analytics service. They provide services to many e-commerce sites, and each subscribed site 

has a Tracking Pixel of the specific service provider embedded in the webpages. When a visitor visits 

any of the monitored sites, visitor-interactions are being tracked in the tracking database. A visitor 

carries the same UID across all the websites that are being monitored by the tracking service, hence 

their interaction across all those monitored websites can be compiled in to one dossier of an individual 

visitor’s interactions, over time. 

Figure 23 shows the results of the experiment, where individual landing pages are tracked. The 

“CookieID” shows interactions of four different users across multiple sites. The displayed tracking 

results are from the Public-AMNSTE platform, tracked by the tracking service located at 
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https://cnx.ictresearch.co.nz/, which provides tracking services to all the websites seen in Referrer 

column.  

Here we combine the IP address, which is unique to a single user during a browsing session. IP 

addresses are usually not unique over a longer duration, depending on the IP address leasing period 

of the DHCP server, as the IP addresses are re-allocated after specific interval.  

But the geographical location of the user is revealed by the IP address, which can be matched with 

browser language to reveal the possible nationality or ethnicity of the visitor. It is an important 

information for marketing and strategic planning to know the composition of visitors to an e-

commerce site. On the other hand, it can be used for specific fraud prevention purposes too. 

Database queries can further summarize or extract specific information on visitors such as, the first 

visit, frequency of subsequent visits as well as successful monetary outcomes, total purchase values, 

purchase per visit ratios and similar business insights from tracking data as shown in Figure 20. As the 

visitor moves between other e-commerce or affiliate sites, that have subscribed to the same tracking 

service, the “referrer” header of the HTTP request revealed the previous domain name, while the 

unique identifier remains the same across all the visited domains. Any products that were perused at 

Figure 23: Multi-domain visitor tracking results 

https://cnx.ictresearch.co.nz/
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other domains give away the current purchase interests of the visitor. The knowledge of non-purchase 

of a product at one site, can be sold to the next site as a premium lead such as the “remarketing” leads 

provided by many such services. A query for each session, that does not include the page URL of the 

payment page returns all customers who perused products but did not make a purchase. This group 

of records can be further queried based on the time spent on individual product pages, showing which 

products caught the attention of the user, most. If the same product or category was perused at 

multiple e-commerce sites, such customers can be promoted as strong “remarketing” leads to other 

e-commerce sites, that sells similar products. At this level of tracking, despite knowing the 

approximate location, language and buying habits, the visitor is only identified by a UID, without any 

PII.  

As described in section 4.2.4 we examined three different use cases within this category, which 

represented three different real-world scenarios.  It exposed that even under a third-party AM 

network or under a business analytics service, a user can have three levels of privacy intrusions and 

ISB’s based on the use case:  

I) non-PII, when only a UID is used (as in above experiment) 

II) limited PII usage based on PII provided by a user at the time of creating a local login account 

at an e-commerce site (as in next experiment use case) 

III) highest level of exposure by combining the local user account with social media data (as in 

last use case in this section).  

As described in section 4.2.4, we extended our simulation experiment to the second level of privacy-

intrusion, by adding a user-account creation and log-in feature to some e-commerce sites. This is a 

regular feature in real-world e-commerce websites, as customers need to securely log-in to order and 

pay for purchases. Customer’s PII such as name and contact details and delivery addresses are usually 

required to complete a transaction.  
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That led to the first level of personal privacy intrusion, as that enabled the tracking service to combine 

the anonymous user-persona that was well developed in the previous non-PII experiments, with a real 

person who is identifiable with an email address. Names, addresses or any other information could be 

gathered in this process, depending on the motivation to lead a user to provide additional data in 

exchange of services provided. 

We further extended this experiment to the third and highest level of privacy-intrusion by adding the 

facility of an external authentication service. Instead of a local account that uses a user name and 

password, by offering the log-in facility with Facebook, Google, Microsoft, Twitter and similar 

authentication providers, we can combine UID used in previous experiments with the user name and 

the provide key of the external login account to reveal the OSN profile name of a user as shown in 

Figure 24. This enables further enrichment of the tracked persona with information that appear in 

OSN platforms, thus causing a much higher level of privacy intrusion. PII data in the table in Figure 24 

was anonymised for privacy protection. 

5.6 CDN exposure 

We created a service endpoint on tracking server to serve a JavaScript library simulating the common 

use of JavaScript libraries from public CDNs. Web pages were created within the Dev domain that had 

links to those JavaScript libraries within their headers. Some pages were setup to use “Local Storage” 

as tracking technology in place of HTTP-cookies (Laperdrix et al., 2016). 

Figure 24: UID merged with social media account data 
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CDNs are popular among web developers to reduce network latency. It is also common practice to link 

to most of the popular JavaScript libraries, CSS files and font files through CDNs. A compromised 

JavaScript file can provide control and access to sensitive data within a page, or in “Local Storage” and 

user inputs. Our tests were able to steal the visitor IDs from Local Storage, hidden fields on forms, 

change DOM elements, etc. Other static content providing CDNs can be used to stuff cookies, as 

discussed in cookie stuffing fraud in AM (Amarasekara & Mathrani, 2015; Sanchez-Rola et al., 2021).  

Sanchez-Rola et al. (2021) discovered in their study using large-scale fine-gained crawler a convoluted 

network of actors, who created and shared tracking cookies and reciprocally exchanged content in 

webpages, often without the explicit knowledge or consent of the website owners. The shared content 

from CDNs contain JavaScript files that can extract information and content from each website that 

uses CDN resources, and cookies that allow cross-domain tracking between them. 

5.7 Tracking vector summary - utility, efficacy, and ease of use 

HTTP cookie is the de-facto tracking mechanism, which is part of the HTTP state management 

protocol. Setting a cookie with a UID in a client-browser and sending the cookie back and forth 

between the server and the client-browser with each HTTP request/response happens as a part of the 

HTTP protocol. When the server needs to identify the user, it simply reads the UID off the cookie. In 

contrast, other alternative tracking vectors that we experimented with, during this research, need 

additional steps to pass the UID to the server. For example, the HTTP cookie-based tracking process 

described under 4.1.1 starts with the process “The user clicks the banner advertisement”, while Local 

storage and ETag based tracking processes starts banner advertisement clicking at process 11. Cookie 

based tracking process has the least number of processes involved, while all other alternative tracking 

methods described here have many other background processes happening during the page-load 

event and has many more processes to complete a click-tracking and a conversion-tracking process.  
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5.7.1 Local Storage 

Newest versions of Local storage specifications recommend browsers to treat persistent storage as 

cookies, which has taken some time to implement (Hickson, 2021). Our experiments confirmed that 

the behaviour of the local storage repository has many similarities to the HTTP cookie cache in a 

browser, in latest versions of all popular browsers. In 2017, when the first experiments of this research 

were carried out, Local storage retained its values during cookie deletions in most browser 

implementations, and therefore was selected as an alternative tracking vector. As of 2021, the Local 

storage data get cleared, when cookies are deleted, and they are very much aligned with HTTP cookie 

behaviour. In contrary to previous research findings discussed in literature review, our experiments 

revealed that Local storage cannot be used to respawn cookies.  

Unlike HTTP cookie the Local storage is a client-side technology, which is only accessible to the 

browser through JavaScript. It is a mechanism to save user-specific data locally on user’s computer. 

Therefore, it is not accessible to the server. For us to repurpose it, to be used as a tracking vector, we 

need to make it available to the server during each user interaction (e.g., when user clicks on a banner 

advertisement). This was accomplished by using a JavaScript to read the UID from Local storage during 

the page load event and appending it to all URLs as a parameter. For example, a Click-Pixel on a banner 

advertisement on an affiliate’s webpage has a URL that points at click-tracking URL on the tracking 

server, with affiliate ID (f=10), advertiser ID (a=2), and other optional parameters such as campaign 

ID, offer ID (o=5), etc. appended to the URL as parameters, as follows: 

<div id="divLeftCol"> 

  <a href="https://connex.net.nz/Track/click/?a=2&f=10&o=5" id="banner"> 

      <img src="image/banner.jpg" alt="BestCars Advertisement" /> 

   </a> 

 </div> 

The above parameters of affiliate and advertiser IDs are known at design time, which are static, 

therefore can be delivered as static content during page-load event. At the time the browser loads the 

page, the JavaScript can dynamically append the user’s UID as v=123456, assuming UID=123456. 
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That solved the problem of passing the UID to the server, which worked well in single domain tracking 

scenarios. During multi-domain based tracking, (e.g., during a CPA session), the click-tracking occurs 

in affiliate domain, while conversion-tracking happens at e-commerce domain. The click-tracking 

could not be matched with the conversion-tracking record, as the UID extracted from Local storage 

was different during affiliate website access and during e-commerce site access.  

That leads to another important technical consideration, which is the placement of JavaScript file. Just 

as each HTTP cookie has a “Domain” field, that controls which domain owns and has access to the 

cookie, the local storage too is unique to each domain. A webpage may contain numerous HTML 

resources such as images, videos, iframes, script files, etc. many could be from different origins, having 

fetched from different domains. Each resource delivery could send a cookie; therefore, a single web 

page can contain tens or hundreds of cookies from different domains. Similarly, when Local storage is 

used, each domain is assigned its own local storage reserved for that domain. One domain cannot 

access the cookie or the dedicated local storge of another domain.  

Consider a multi-domain tracking scenario, where SiteA.com and SiteB.com are using connex.net.nz 

as tracking server. Both sites have embedded JavaScripts in their respective webpages to request a 

UID from the tracking server for new visitors, and both sites save them in their local storages. When a 

user visits SiteA.com, the UID generated by tracking server will be saved in user’s local storage, 

dedicated to SiteA.com. When the same visitor goes to SiteB.com, the previous UID is not available to 

SiteB.com, as it was saved in the Local storage dedicated to SiteA.com. Therefore, each website can 

successfully identify the visitor locally, within that site using the issued UID, but not globally, when 

visiting other websites. For the tracking server, they appear as two different people with two UIDs. 

The idea of multi-domain tracking is to identify a person with a global UID across all domains, so that 

the tracking server can create a comprehensive history of all customer interactions on different 

websites. It was possible to overcome this “Same-Origin” restriction by adding an iframe to each 

webpage and configuring the source of iframe to the tracking server domain. The JavaScript, that 
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sends and receives the UID from tracking server was placed within the iframe’s source page, instead 

of the parent page. As every tracked website has an iframe, whose source is tracking domain, the UID 

becomes globally accessible among all tracked websites. As the iframe is purely for tracking purpose, 

the size can be set to 0 or 1 Pixels in size, making it invisible. The UID is saved to and later retrieved 

from the Local storage that is dedicated to the tracking domain, which is accessible to all the webpages 

with an iframe, of all tracked domains. This phenomenon can be observed when using the Public-

AMNSTE platform for experiments on Local storage at: 

https://nztravelguide.org.nz/Alternate/uselocalstorage.html 

https://newzealandtravel.net.nz/Alternate/uselocalstorage.html 

The above test pages display the UID received by the JavaScript file on parent page and that from 

iframe, both for information. The tracking results page of the tracking domain displays click-actions 

and conversion-actions of the user, at both unrelated web domains above, can identify the user with 

a single global UID.  The results page is at: 

https://connex.net.nz/track/results/ 

It is important to note that when Local storage is used as a tracking vector, the UID stored in Local 

storage is never available to the server on the first HTTP request of a browsing session. Which means, 

the first page returned cannot be customised for the user, unlike when using a cookie, where the UID 

can be extracted, and web contents can be customised with each web request. Similar customisation 

when using Local storage as tracking vector, can be achieved by using AJAX (asynchronous requests). 

The page is first sent with static content together with an embedded JavaScript file. The script then 

runs on client browser, extracts the UID from the Local storage, and sends asynchronously back to the 

server. The server will then create personalised content based on the UID and return to the browser, 

which will then populate the page. All the above processes happen asynchronously in the background. 

https://nztravelguide.org.nz/Alternate/uselocalstorage.html
https://newzealandtravel.net.nz/Alternate/uselocalstorage.html
https://connex.net.nz/track/results/
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In experiments discussed here, the UID was obtained and appended to the click-Pixels in the above 

manner. 

After finding the solution to obtain a global UID, the “Same-Origin” restrictions prevented the iframe 

updating the click-Pixel URLs on the parent page. The parent page and the iframe cannot access each 

other directly due to different origins. Message posting technique was used to communicate the UID 

from iframe to the parent page. A JavaScript on parent page registers an EventListener to listen to the 

“postMessage” from iframe. The iframe extracts the UID and posts it to the parent page using a 

“postMessage”, which was then appended to the URL of the click-Pixel on parent page. 

5.7.2 ETag 

The function of ETag (Entity Tag) as defined in HTTP specification is to send a conditional request to 

the server as a cache management mechanism. Instead, the Sequence diagram on Figure 15  

demonstrates how a complete user-interaction across multiple domains can be tracked without using 

HTTP cookies, instead using ETags.  The usage is slightly tweaked in contrast to the specification 

recommendations, to accomplish the use of ETag as a tracking vector. The tracking server software is 

configured to generate a UID for each new visitor and send it as an ETag to the browser. Unlike when 

using Local storage, sending the UID as an ETag back to server with each subsequent HTTP request, is 

looked after by the browser, as part of the HTTP protocol. 

When used as a cache validation mechanism, the server sends a unique ETag, with each resource 

request that a browser may cache. The client browser caches the resource with the ETag. On a 

subsequent request for the same resource, the client sends a header "If-none-match: <"ETag">" to 

the server. If the ETag sent by the browser does not match the current ETag for the same resource on 

server, the updated version of the resource will be sent to the browser to cache, together with the 

new ETag. If ETags do match, it indicates that the resource has not changed, therefore the server sends 
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a "304-Not Modified" header, thus saving the bandwidth and latency when downloading the same 

resource repeatedly.  

In the modified usage of ETag as a tracking vector, we use it for tracking a user instead of cache 

validation. To avoid “Same-Origin” restriction discussed in previous subsection, an iframe whose 

source is set to the tracking domain, has been used in every page that needs to be tracked. Within the 

iframe a "tracking Pixel" with a JavaScript is used to connect with the tracking server to obtain a UID 

for new visitors. Each request URL to obtain or to verify the ETag, must be always identical across all 

requests from all domains. Any variation in protocol (http or https), parameters, etc. will cause the 

server to create a new ETag, thus failing the tracking process. The sequence diagram on Figure 15 

shows the extra steps taken, so that no parameters (e.g., Total sale value, transaction ID, advertiser 

ID, etc) are appended to the URL, unlike when using HTTP cookies or Local storage. In the modified 

usage, though the server wants to retain the UID unchanged as ETag, the tracking server does not 

return a “304-Not Modified” result, instead sets the same ETag again. Sending a 304 result terminates 

further processing on the browser, as it indicates that the resource has not changed; not setting the 

ETag again would essentially delete the cached ETag and its cached resource. 

If a client browser makes an HTTP-request to the tracking URL without the "If-none-match" header, it 

indicates a new user who doesn't have a Unique tracking ID; hence a new one is sent as the ETag. If 

the user browses any webpage from any domain, that contains the above Tracking Pixel, the HTTP 

request to the tracking URL will always accompany the "If-none-match" header with the given ETag, 

by which the current visitor can be identified across domains. 

In usual tracking usage the iframe will be made invisible, setting the size to zero Pixels. But on the 

Public-AMNSTE test environment’s ETag demonstration pages the iframe has been kept intentionally 

visible. This enables the researchers verify the need to execute the ETag related JavaScript code from 
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within the iframe, instead of executing from main parent page. The ETag demonstration pages are 

located at: 

https://newzealandtravel.net.nz/Alternate/ETag.html 

https://nztravelguide.org.nz/Alternate/ETag.html 

In this chapter, I have demonstrated how HTML5 Local storage and ETags can be successfully used as 

tracking vectors, by slightly tweaking the usage recommended in specifications. The results of 

individual experiments presented in this chapter and the summary of the efficacy of alternative 

technologies shown in Table 15 provide proof that alternative technologies can improve the 

robustness of the HTTP cookie-based tracking process. In next chapter, findings of the above 

experiments are generalised outside of this current application context. 

https://newzealandtravel.net.nz/Alternate/Etag.html
https://nztravelguide.org.nz/Alternate/Etag.html


              P a g e  | 148 

Chapter 6. Discussion 

It was discussed and demonstrated in previous chapters that tracking is a technological necessity in a 

stateless ecosystem, such as the Internet. This research aims at improving the robustness of the 

underlying tracking and state management techniques in a privacy-preserving manner and 

disseminating the knowledge thus acquired to update current knowledge base on efficacy and 

currency of previously discussed tracking techniques. This was achieved by capturing the complexity 

of the research problem, within three research goals.  

6.1 Research goal 1  

The task at hand was to update the knowledge base, on the current status of multiple tracking vectors 

discussed in previous literature, through experiments and evaluation. Our results (Table 13) have 

shown while Flash cookie concept and other third-party web storages such as those used by Microsoft 

Silverlight have become obsolete, while browsers are moving to implement storage and multimedia 

capabilities introduced with HTML5, thus avoiding security vulnerabilities involved with third-party 

browser plug-ins. Through experiments, it was found that HTML5 Local storage and ETags are still 

usable as tracking vectors. Nevertheless, the experiment results in Table 15 show, they are not 

indestructible anymore, in contrary to the findings of Ayenson et al. (2011) and Soltani et al. (2010), 

as browsers have been implementing protocol recommendations to align storage and privacy 

preserving behaviour of web storages with HTTP cookie behaviour (Barth & Berkeley, 2011). As ETag 

is not a web storage mechanism, it has the capability to retain the value under circumstances where 

other tracking vectors fail. Therefore, as shown in Table 15, ETags can be used to increase the 

robustness of the tracking process.  
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6.2 Research goal 2 

HTML5 Local storage and ETags were chosen as the two alternative tracking vectors to experiment 

further, how the HTTP cookie-based tracking system’s robustness can be improved. There successful 

implementation within the experimented AM context, was discussed in previous chapter. Here the 

findings are further generalised, as it may be applicable to a wider context. 

In developing an online tracking solution, two approaches are available, based on the level of 

integration between the tracking solution and e-commerce software, as internal tracking solution (ITS) 

or external tracking solution (ETS). The internal or external prefix does not represent the physical 

location of the tracking server, but how far it is coupled with the e-commerce application software. 

The tracking technique differ in each implementation and strengths and weaknesses need to be 

assessed based on implementation needs, as discussed below. 

6.2.1 Internal tracking solution 

An ITS can be used to track only within one domain, similar to the single-domain tracking scenarios 

discussed previously, but this categorisation is based on software integration. An ITS is convenient for 

an e-commerce site to track user-interactions within its own domain. While handling each resource 

request, the web application can identify the browser with a previously set UID, thus reducing an extra 

roundtrip to a tracking server. It avoids information leeks to third parties, as discussed later in the 

chapter. 

The disadvantage is two tightly coupled web and tracking applications. It also requires ongoing 

technical capabilities of an in-house software development team to keep up with evolving tracking 

technologies and associated fraud preventions strategies, which is only affordable to very large e-

commerce practitioners. Though such application can capture customer interaction within the 

enterprise domain efficiently, most marketing teams demand wider range of customer demographics 
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available through third-party business analytics providers, based on customer interactions beyond 

their own domains. 

6.2.2 External tracking solution 

With this architecture, the e-commerce software that generates the webpage, with which a visitor 

interacts is completely de-coupled from the tracking software artefacts, and they can reside in either 

within the same domain or in two different domains. In case of a third-party service provider, they 

reside in two different domains. But an enterprise that wish to carry out tracking tasks internally, as 

described in ITS sub-section above, may decide to de-couple the tracking artefacts to avoid the 

disadvantages of tightly coupled applications, but follow the same techniques as and ETS, while 

keeping the service within the same domain. 

This architecture requires a Tracking Pixel to be placed on each tracked webpage. While the client-

browser loads the webpage from e-commerce webserver, the embedded tracking Pixel will cause an 

HTTP request to be sent to the tracking domain, giving tracking server the chance to track the event. 

ITS solutions discussed in previous sub-section does not require a Tracking Pixel, as any resource 

request within a page, can be used to track the user.  

Any resource can be a Tracking Pixel provided it can make an HTTP request and receive a HTTP cookie 

with the response (in case of Cookie-based tracking, else a HTTP request that send any other tracking 

vector). An iframe, whose source is set to the tracking URL is a common Tracking Pixel. An image or 

any other multimedia file, a JavaScript or CSS files are other such options. The External-AMNSTE2 

platform demonstrates how different resources can be used as Tracking Pixels, which can be 

investigated interactively at https://nztravelguide.org.nz/test.html. 

Third-party tracking and business analytics services providers eliminate the need for in-house 

technical expertise for SMEs, by offering a simplified implementation strategy. A typical Tracking Pixel 

is a small code block that causes a HTTP request to the tracking URL as below: 

https://nztravelguide.org.nz/test.html
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<div id="TrackingPixel"> 

  <a href="https://connex.net.nz/Track/click/?a=2&f=10&o=5" id="banner"> 

      <img src="image/banner.jpg" alt="BestCars Advertisement" /> 

   </a> 

 </div> 

When a new e-commerce site signs up with a tracking or business analytics service provider, the only 

technology implementation required by the new client is to cut and past the above code block 

anywhere within the body section of the webpages, that need to be tracked.  

6.2.3 Single-event tracking 

The tracking need of some e-commerce activities, is limited to a single event, such as: (a) capturing 

visited website URLs or individual page URLs of a user, (b) an advertisement appearing on user’s screen 

(CPM), (c) a user clicking on an advertisement (click-tracking or CPC), (d) a user signing up for a 

membership, email list, a petition, etc. Usually, such single events are associated with user traffic 

generation. The website, search engine or the entity that promoted that event to the user, gets 

rewarded for that event. While many such individual events within a single browsing session may need 

to be captured by the tracking server, none of those events may require validation through a 

corresponding event that may happen within a different domain at a different time. Each event is a 

single independent and completed event, under single-event tracking scenarios. In such scenarios, the 

underlying tracking technology used is simpler, easier to implement, less error-prone and there is a 

wide selection of tracking methods to use.  

CPM and CPC models are single-event tracking scenarios that do not need to track the visitor beyond 

the current tracking session. If the same visitor clicks on the same banner advertisement (CPC) or visits 

the same webpage that displays a banner advertisement (CPM), many times over many browsing 

sessions, each such event is a sperate legitimate event, that needs to be captured as a new event that 

would earn a fee. Hence, such tracking implementation does not even need the capability of persisting 

a UID within an HTTP cookie or within any other tracking vector. The Tracking Pixel merely needs to 

trigger a HTTTP resource request to the tracking server, enabling it to capture the tracked event.  
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In contrast, other single-event tracking scenarios such as a business insight gathering use case, 

requires each single-event to be attributed to a specific user, to gather insights over historical data, to 

create more insightful customer demographics. The service may enrich the behavioural data with a PII 

or as a generic customer from a specific geographic location (based on IP address). In such scenarios, 

the Tracking Pixel needs the capability to receive a HTTP cookie with a UID or an alternative tracking 

technique described in previous chapter that can capture a UID. The need to maintain the UID with 

the tracking event, adds another step of complexity to the anonymous single-event tracking. 

6.2.4 Multi-event tracking 

Implementing multi-event tracking introduces more complexity to the process, than single-event 

tracking. It is a collection of related single events that makes up a composite event. For example, CPA 

advertising model presented in section 2.5.2, which does not pay for clicks in visitor traffic generation, 

instead only for monitory outcomes. One CPA event takes place across three or more different 

domains. It may happen in one browsing session or over different sessions and at different times. But 

the composite tracking event, comprises of a click event that happened at an affiliate’s website and a 

conversion event that happened at the e-commerce site. Those web domains who do not exchange 

information directly between them, but they all communicate directly with tracking domain, where 

the conversion events are been matched with click events. This adds more complexity, and the 

tracking techniques that can perform this task are limited, in contrast to techniques available for 

single-event tracking discussed above. The experiments in this research simulate many categories of 

tracking scenarios. Researchers and practitioners can choose a technique that suits a given scenario 

from the techniques presented in chapter 4 and further discussed in chapter 5. 

6.2.5 Tracking vectors 

Unlike HTTP-cookies, alternative state management methods discussed here are not by design, 

technologies invented for tracking purposes. Methods that automatically transfer persisted identifiers 

back to the webserver with each HTTP-request, without having to implement additional functionality, 
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are good candidates as tracking vectors. It is convenient, reduces the number of points of failure and 

can reduce latency. By design, both HTTP-cookie and ETags fulfil this condition. Webservers set 

cookies or the ETags, and on subsequent requests look for the cookies (by the name) or in case of 

ETags, by the value. As part of the HTTP protocol, it is the responsibility of the browser to return the 

unique identifier to the server, with every request. In case of “Local Storage” it is not designed to send 

its values back to the server. It is meant to be used by the code running on client browser. Therefore, 

additional efforts are required to extract the information from the local storage and post it back to 

the server. 

The “super cookie” concept and associated technologies were not designed to be used for the purpose 

of tracking; therefore, all alternative tracking vectors can inadvertently become obsolete with new 

releases of those technologies. As a technology that formed the super cookie concept “Adobe Flash 

Local shared objects” commonly known as “Flash cookies” have been upgraded by Adobe, to prevent 

them from being used as tracking vectors. Further, most browsers have by default, disabled access to 

Flash content and require user’s explicit permission.  Ayenson et al. (2011) found that ETag retained 

their identifier values even when the cookies were blocked in a browser and even when using “Private 

browsing mode”. Results of this research experiments show that all the browsers now block ETags and 

Local storage, in both above scenarios. Therefore, keeping abreast with current developments of these 

technologies will enable researchers to adapt to the changes and modify the techniques to stay ahead 

of these changing technologies. 

However, as seen in the results in Table 15, tracking capabilities using “Local Storage” and “ETags” 

perform better than HTTP-cookie based traditional tracking technologies, in multiple ways. Most 

common browsers have a visual indicator on the browser window to show the use of HTTP-cookies 

within a site. For example, Chrome has a small cookie icon at the end of the URL address bar at the 

top of the windows. On clicking it, even the least-tech savvy users can delete or even block the cookies 

to that specific site, thereby failing the tracking process within that browser completely. In contrary, 
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the use of local storage is not as visible to the user. To view data in the local storage the user must dig 

deeper, such as use the “Developer Tools” that are accessible to users with more technical 

sophistication. Nevertheless, deleting HTTP-cookies now deletes local storage too, in newer versions 

of modern browsers.  

It is important to note that the efficacy of tracking vectors cannot be inferred from the number of 

tests passed, which are listed in Table 15. The experiments were designed to test fail-scenarios, that 

were discussed in previous literature (Amarasekara & Mathrani, 2016), but each test-scenario does 

not have the same impact or significance when measuring success related to real-world tracking. For 

example, the ability to track accurately when using two browser tabs and ability to track despite 

clearing browser cookies are two different fail-scenarios, which in real-world have different 

significance to tracking result, and also represent two levels of probabilities of occurrence. Clearing 

the browser-cache and deleting cookies are two of the most challenging fail-scenarios, that affect 

HTTP cookie-based tracking systems that are widely in use today. The results in Table 15 show that 

two alternative tracking vectors, ETags and HTML5 Local storage can both successfully handle one 

scenario each. Therefore, our proposed Robust tracking technique, which uses both above vectors in 

tandem to supplement the existing cookie-based tracking technique results in an improved tracking 

capability, which can solve two of the major fail-scenarios. 

As ETag values are meant for the caching mechanism and therefore not easily visible to the general 

user, ETags have an advantage over HTTP cookies and HTML5 Local storage. Also, the tools that are 

readily accessible on the user interface to remove or block cookies, do not delete the ETags, though 

they affect both the HTTP-cookies and local storage.  But removing browsing data and cache history 

effectively removes all identifiers including ETags. 

During multi-domain tracking scenarios, all tracking code should be executed from within an iframe, 

whose source property should be set to the tracking domain. Though the parent page may be owned 
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by different domains, the same-origin restrictions would not prevent sharing the tracking UID between 

domains, as all tracking codes have their origin in iframe, which in turn has its source in tracking 

domain. Both alternative tracking vectors used in multi-domain experiments (ETags and HTML5 Local 

storage), need to use a JavaScript to access the UID, which must run within the tracking-iframe. 

Implementation details specific to each tracking vector, will be discussed under the specific subsection 

below. 

Though we have displayed how these methods could be used for tracking without using cookies, we 

do not consider them as alternatives for HTTP-cookies. We recommend using cookies as the primary 

means for tracking, while using other methods in combination to make the process more robust.  

The experiments above also verified the often-unintended information breaches. Following data 

security breaches and privacy threats were simulated during following technology usage scenarios, 

which are common in personal and business environments. 

Using Local Storage as a tracking vector 

In chapter 4 of Artefact Description, in subsection 4.1.2, the physical configuration and technical 

details of a Local Storage based tracking system used in the test environment was described. In 

Evaluation chapter 5 under subsection 5.7.1, the implementation details of the test environment were 

described, and different techniques and processes justified.  In this section, further generalisation of 

the implementation technique is presented, as it can be applied to other use cases and scenarios.  

As Local storage is a client-side technology, when used as a tracking vector, the web application needs 

to take the extra steps needed to retrieve the UID from Local storage and send it to the webserver. At 

the start of a browsing session, during the first HTTP request, the UID is never available to the 

webserver. With the first HTTP response a skeleton page should be sent with static content and a 

tracking-iframe.  A JavaScript within the tracking-iframe will then execute on local browser to extract 

the UID. If personalisation of webpages is desired, the webserver needs to send the UID back to 
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webserver asynchronously. The personalised content thus generated can then be asynchronously 

loaded to the browser for display.  

If no such personalisation of the page content is required, but the UID needs to be sent to the 

webserver in response to some user action (e.g., CPC, CPA models), the action hyperlinks such as the 

Click Pixel can be appended with the UID using JavaScript. It can also be sent in a hidden form field if 

the requirement is simply to send the UID back to the server. When the user clicks the updated URL, 

the click-tracking server can retrieve the UID from the parameter list of the URL or if posted back as a 

form field. This tracking process involves multiple steps. A JavaScript running in an iframe cannot 

access the parent page directly. Therefore, we need two JavaScripts; one that is embedded in the 

parent page, where the banner advertisements (or hidden form fields) are located, and the other 

embedded within the iframe. At the time of loading the page, the JavaScript on parent page registers 

an EventListener that listens to any messages from the iframe. The JavaScript in iframe extracts the 

UID and posts the message to the parent window, which is then used by the JavaScript in the parent 

window to update the Click-URLs, as shown in subsection 4.1.2. 

During the first visit to any tracked website, a new UID is created, even if the user does not buy a 

product or interact any further with the website, except viewing the landing page. That UID remains 

in Local Storage without any expiry unlike HTTP cookies, until it is explicitly removed from Local 

Storage. Therefore, it is much more persistent than HTTP cookies. 

The tracking results In Chapter 5 (Evaluation) under sub heading Test 5 shows, that all three tracking 

vectors failed to track a user under Private browsing mode. This result confirms with the specification 

that requests browsers to treat all storage mechanisms to behave similar to HTTP cookies within a 

Private browsing context. Different browsers implemented this recommendation to a different degree 

since the introduction of HTML5 Local storage and other web storage mechanisms such as Web SQL 

Database and Indexed Database. As of now in May 2021, the results show that all tracking vectors 
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adhere to the recommendation of the specification, by isolating the browser session during Private 

browsing mode. In this mode, browsers do not store the specific browsing session related data, such 

as the browsing history, content related to the visited sites, passwords used or cookies received 

(Alabbas & Bell, 2018, 2021; Olejnik, 2019). Adhering to these recommendations have taken time, 

hence previous research findings over the past decade has been varied. But the intention of this 

research is to evaluate through live experiments and present the state of tracking vectors as of now, 

in early May 2021.  

Robustness of ETag as a tracking vector 

The purpose of the ETag is to reduce network latency and data bandwidth usage, by caching resources 

that do not change frequently, on user’s computer (Fielding & Reschke, 2014). Physical configuration 

details of ETags as a tracking vector in our test environment was presented in subsection 4.1.3. 

Implementation details within test scenario was discussed in subsections 5.7.2. In this section, I further 

generalise some of the implementation details, as it applies to a wider general use as a tracking vector. 

By looking at the process 4 in Figure 15, which relates to the tracking-iframe’s HTML source being 

loaded from the tracking server, one would be tempted to use this HTTP request for UID creation and 

maintenance through ETag. Though the URL is always the same from any Affiliate webpage, it cannot 

be used for cross-domain tracking, when the URL from the e-commerce page needs to pass 

parameters containing additional data such as sales amount, Transaction ID, etc., whose values change 

from e-commerce site to site as well as with each transaction. Similarly, it cannot be used even for 

single-event multi-domain tracking, even if the URL remains unchanged, because when using ETags, 

the source of the request, which is reflected by the “Referrer” header, must match too. In the above-

mentioned configuration, it can only be used in a single-event & single-domain tracking scenario. 

Therefore, in all other scenarios, we need to use an HTTP request that can be called from within any 

affiliate webpage and from any e-commerce payment confirmation page, with the same URL, without 

any parameters. In such scenario, a viable option is to embed the parameter values into request URL 
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or into a field content, and attach a JavaScript file, which can then make an asynchronous call to the 

tracking server’s UID returning URL. Next, the JavaScript can combine the UID with the parameters 

passed by e-commerce server and make another asynchronous call to the conversion tracking URL. 

The ETag specification (Fielding & Reschke, 2014) requires the webserver to return a 304 (Not 

Modified) response, if the ETag sent by the client browser matches with the server version of the 

resource. But, when the ETag usage is repurposed as a tracking vector, a 2xx result code should be 

returned, instead. Returning a 304 (Not Modified) result code, halts any further processing of the 

server response, by the browser. It is also important to set a new ETag header with each server 

response, using the same UID. As per the current version of ETag specification, the default behaviour 

is: if the server returns a 304 result, the browser continues to retain the ETag for future use. If a new 

ETag is returned instead, the browser will replace the old ETag with the new. If no ETag is returned 

with the 2xx result code, then the ETag would be removed from the resource, which would result in 

losing the UID for future use and causing a tracking failure. A future update of the specification could 

change this behaviour to abandon the ETag, if a server returns a response with an ETag that is identical 

to the ETag it received, together with a result code that is not 304 (Not Modified), as that would 

indicate tracking behaviour. 

Versatility of Robust tracking 

A chosen set of tracking vectors was evaluated within different use cases, as described in the two 

previous chapters. Experiment results under different fail-scenarios, shown in Table 15 indicate that 

Local storage and ETag based tracking techniques can each track successfully under two of the most 

critical fail-scenarios, i.e., when the cookie collection of a browser is cleared and when the browser 

cache is cleared of its contents. As a result, we combined the use of HTTP cookies with Local storage 

and ETags resulting in a more reliable tracking technique and named it as Robust tracking method.  

When using Robust tracking, the UID is saved within the storage mechanism of each tracking vector, 

so that if one tracking vector fails, the next tracking vector can be used to retrieve the UID. One of the 
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several different algorithms can be used for this, depending on the requirement. The least work-

intensive might be to check each UID storage, based on ease-of-access: i.e., first check the local 

storage, or HTTP cookie which happens at client-side, and if found, update the click URL with it. If none 

found or if the cookie is set with server access only, then a round-trip to the server is required to check 

the cookie and ETag. This approach is based on finding the first available UID occurrence. I have chosen 

a different approach, that provides more robustness, as shown in Figure 16; it entails additional steps 

to synchronise all UID storages with each tracking instance, thus automatically correcting any previous 

tracking malfunctions, if any occur. In a rear chance, should one of the UIDs gets overwritten with a 

new UID, it will be corrected with the next tracking event. In such situation, the UID’s will be compared, 

and the oldest UID will be restored across all UID stores.  

Respawning 

Cookie respawning was discussed and demonstrated by Ayenson et al. (2011), which is essentially to 

recreate deleted tracking cookies. They used Adobe’s Flash cookies, which were indestructible during 

the time of their research, to back-up the UID. If a user clears the browser cache and deletes existing 

cookies, the web application was capable of restoring the HTTP cookie with the identifier found in the 

Flash Cookie. Though Flash cookies are non-functional now, we have demonstrated here, how to 

respawn the HTTP Cookies using HTML5 Local storage and ETags. Processes 6 to 11 on the Robust-

clicking sequence diagram in Figure 16, show the respawning process at work. Table 15 shows that 

ETags are very resilient tracking vectors that persist against cookie deletions. Therefore, processes 6 

to 11 demonstrate, how the UID within all three tracking vectors stay synchronised during each 

tracking instance. If any disparity in UIDs is found between the three tracking vectors, either due to 

an application error, wilful manipulation or due to any such uncommon event, the respawning process 

queries the UID table in the database server and chooses the UID that was issued first out of the two 

unmatching UIDs and respawns that earliest issued UID among all three tracking vectors. As HTTP 

cookies are most vulnerable and most accessible to users, causing them to be deleted, the respawning 

process increases the robustness of the tracking capability considerably.  
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Newer versions of web technology specifications keep evolving responding to the threats and user-

privacy concerns. At the same time, practitioners and researchers find newer ways to forego those 

restrictions and adapt to those changes. For example, since browsers started implementing session 

isolation during Private browsing mode, current trend in tracking algorithms involve first verifying if a 

user is in Private browsing mode, when a new user is detected. If Private mode is detected, it will 

attempt respawn the UID through an alternative tracking method. There are several different ways to 

identify if a user is using Private browsing mode, and more techniques are found regularly. An empty 

browsing history, or checking the CSS for visited links, and errors popping-up when trying to save data 

to different local storages (as saving locally is disabled in private browsing), were some of the giveaway 

signs of a user in Private browsing mode. The ability for the practitioners to identify a user in Private 

browsing mode, negates the advantages of the privacy mode to some extent. In response to this cat 

and mouse game, latest specifications recommend browser manufacturers to counter such detection 

methods by, for example, requesting browsers to make sure that error conditions do not pop-up when 

trying to save data to local storages, instead offer identical functionality as in normal browsing mode; 

then to discard the data at the end of the browsing session, thus preventing tracking technology 

developers from discovering a user in Private browsing mode in the first place (Olejnik, 2019). 

From an E-commerce perspective, the inability to identify a user with a previously assigned UID during 

Private browsing mode does not have a major implication. Many e-commerce transactions and traffic 

generation models (i.e., CPM, CPC, CPA) do not require the ability to identify a user with PII or over a 

longer period, instead tracking capability from the beginning to the end of a transaction, usually 

suffice. Multi-event interactions such as clicking a banner advertisement at an affiliate website and 

purchasing a product at an E-commerce site happens frequently within the same browsing session. In 

such cases, session cookies and other storage mechanisms that are used in Private browsing modes 

do function as much as they do under normal browsing modes. The click- and conversion-tracking as 

well as commission payments to affiliates will continue to function with session storage capabilities. 
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Users may intentionally switch to Private browsing mode, usually when they visit a website, where 

they expect extra level of privacy, not to sabotage an affiliate earning a commission as a payment for 

Internet traffic generation. It can mostly effect tracking service providers who track users to gather 

behavioural information to generate electronic personas or to provide business analytics, a process 

which need to gather such information over longer periods than within a single browsing session. That 

is exactly the kind of information a user does not want to allow third parties to gather, hence the 

merits of privacy vs. tracking provider needs, are beyond the scope of this research. 

6.3 Research goal 3 

The third and final research goal is to verify through experiments and describe a tracking privacy model 

based on levels of privacy intrusion, during diverse tracking activities. Through “robustness improving 

experiments” (artefacts described under 4.1 and results discussed under 5.4) I have demonstrated 

that most e-commerce activities and web traffic generation activities such as AM can be carried out 

in a privacy-preserving manner. Those experiments used generic UIDs without any PII attached to 

them. This provides a pathway for e-commerce operators who are committed to privacy preserving 

tracking practices, an improved robust and privacy-preserving tracking technique. 

Nevertheless, some service providers may choose to adopt the techniques to improve the robustness, 

presented in this research, but may not adopt the privacy-preserving tracking techniques that are 

presented if their business models are based on gathering customer demographics and creating 

marketable digital personas. Hence, this research proposes a privacy model, based on Information 

Seeking Behaviour (ISB) of different business model use cases and their reach, which can aid regulatory 

frameworks to control user-privacy. The privacy related tracking artefacts were described in 

subsection 4.2 in Artefact Description chapter and the results of the experiments were evaluated and 

described in subsection 5.5 in Evaluation chapter. In this subsection, I generalise the findings, as it 

applies to online privacy intrusions within a wider context. 
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6.3.1 Information seeking behaviour 

As we investigated privacy intrusion levels that occur during different tracking scenarios, a clear 

distinction emerged that set the different tracking use cases apart. The differences were based on 

privacy intrusion levels, which has a positive correlation to the ISB of the tracking application. ISB Level 

was defined as a variable of the user-privacy construct that would be measured during the 

experiments to determine the privacy intrusion level of different tracking use cases. ISB of a tracking 

application is intentional in most use cases which are described below, but it is an unintentional 

consequence in case of tracking as a pure technical necessity use-case. The ISB is the causation of 

privacy intrusion; parameters of privacy intrusion levels are limited by the technological limitations 

within each use-case that we will discuss under each subsection below.  

Under the research goal 3, a main objective is to establish a clear definition for Tracking as a pure 

technical necessity in cross-domain interactions in a stateless ecosystem such as Internet. This will 

enable privacy legislators and policy makers to recognize the technological requirement boundaries 

in future endeavours, thus not hinder the advancement of technology. At the same time, it enables 

them to curtail predatory information seeking behaviour of specific actors and to safeguard the 

privacy of users. This will also facilitate, for the users to make informed decisions when choosing 

privacy preserving settings within their daily online environments. 

As users, privacy groups and countries are getting more concerned about privacy and user rights, more 

regional and local regulations such as GDPR (GDPR, 2016) are being implemented that restrict online 

tracking activities. Many of these legislations fall far short of intended goals (Matte et al., 2020; 

Papadogiannakis et al., 2021; Utz et al., 2019); at the same time, they can have a detrimental effect 

on non-privacy invasive tracking techniques that are an essential technological necessity in a stateless 

ecosystem. Therefore, a detailed and systemic approach to ISB and the resulting privacy intrusion 

through a privacy model will help the legislators and researcher alike, when targeting specific groups 

and techniques in future endeavours.  
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Tracking activities can be divided in to five categories based on ISB and resulting privacy intrusion 

levels. Each category of tracking has different levels of privacy implications therefore should be 

addressed differently:  

(1) Purely technical: Tracking process used in AM and different web traffic generation models fall 

into this category. E-marketing methods necessitate the ability to track a visitor from the web traffic 

source until completion of the transaction. ISB is limited to a non-PII UID assigned to each user during 

first visit. A “click-Pixel” in all advertising pages (e.g., banner advertising) and one “conversion-Pixel” 

in each payment-confirmation page are the only tracking requirement for this kind of tracking 

technique. This mode of tracking does not create privacy concerns to the users, therefore new 

regulations and policies need to consider the importance of current and future technological 

necessities during policy and legislature planning. Implementation details are presented in chapter 4 

under Artefact Description and implementation evaluation in subsection 5.5.1. 

(2) Non-PII based: A website or an e-commerce site that tracks visitors to its own domain, to 

gather basic customer demographics, fall into this group. There is a clear ISB in the process, but the 

information is limited to what is sent by the client’s browser to the webserver, with each HTTP request. 

A visitor can be “remembered” and only visits to the same local website can be tracked over a long 

period, using a UID which does not reveal any personal information.  

The IP address within each session can identify the current location of the visitor, by the country and 

often by city in larger countries. This can therefore reveal a visitor’s travelling behaviour, and the 

language can be inferred from the IP address location or from the browser’s language setting. A 

combination of both is a more reliable option, as a person travelling outside of home country, but 

using own device, can be accurately identified with the browser language, though language of the 

geo-location may differ. On the other hand, a travelling visitor using a public computer in a net-café 

would have a different browser language to her own. The operating system (windows, Linux, or apple) 
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can be useful for profiling to some extent, and the mobile device type and brand, in case of mobile 

users, can add to the demographic information.  

Though such websites do not usually require users to be logged on to browse through pages, e-

commerce sites do require a user log-on, to purchase goods. Therefore, such e-commerce sites usually 

gather some PII data such as Name, delivery address, telephone, and email data. Any e-commerce site 

that combines anonymous user profiles discussed above with the PII-based local login account, has a 

limited ISB.  

Experiments carried out are evaluated in subsection 5.5.2. It should be noted though, that the data 

relating to a customer’s web interactions are limited to the visited domain and personal data is limited 

to the information provided by the user during account creation. A user has the option of not providing 

non-essential information such as OSN profile URLs, business affiliation details, etc. 

(3) Non-PII based external provider: The tracking process used by AM networks and tracking 

service providers, who venture a little further than being purely a tracking service provider, fall into 

this category. Such services provide business analytic services as a premium product, displaying a 

strong ISB, but without using PII. They can provide business insights beyond one’s own domain 

boundaries, but their reach is still limited to the network of e-commerce sites that have subscribed to 

the service provider. They can create a useful set of data regarding product interests and purchase 

habits that was created using the behavioural information gathered across many e-commerce sites, 

including one’s business competitors. Any products that were perused at other domains give away the 

current purchase interests of the visitor. The knowledge of non-purchase of a product at one site, can 

be sold to the next site as a premium lead such as the “remarketing” leads provided by many such 

services. 

At this level of tracking, despite knowing the approximate location, language and buying habits, the 

visitor is only identified by a UID, without any PII. Visitors to a website do not see any presence of a 
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third-party tracking provider, nor require any login to a tracking service; hence no PII is captured, and 

tracking takes place in the background without visitor’s knowledge or explicit consent. When an e-

commerce site has subscribed to an external tracking provider, a Tracking Pixel embedded in 

webpages of the e-marketing site, causes a connection to the third-party tracking service, which allows 

the tracking service to capture information about the visitor. This process is described in chapters 

Artefact Description and Evaluation, in detail. One of the major differences between this category and 

PII-based OSNs category discussed next, is that the service providers at this level do not have a product 

or service that has a global reach. 

(4) PII-based OSNs: This category can span from harmless and non-privacy intrusive services to 

information-scavenging nefarious operators. At the lower end of the scale are the e-commerce and 

other service providers who may choose to gather more PII than what a local login account can 

provide, hence use an OSN that provides external authentication, such as Facebook, Twitter, etc. At 

the opposite end of the scale are OSNs with a global presence, such as Facebook, Twitter, LinkedIn, 

etc., who have large amounts of personal data, most of which has been provided by users through 

social media posts and photo sharing applications. In between, are entities gathering business 

intelligence who are mostly invisible to the users, which can include entities such as Cambridge 

Analytica (Berghel, 2018; Manokha, 2018; Margaret, 2020; Richterich, 2018; ur Rehman, 2019). It also 

includes data brokers such as Acxiom, Experian or PeekYou who gather data from different OSNs and 

combines them with data available at other sources (census, voter registrations, court reports, driving 

records, etc.) to create rich datasets that are sold as a commodity to interested parties (Manokha, 

2018). Actors in this area of operation either do not have any visible web presence (e.g., Cambridge 

Analytica) or appear as a free service (e.g., Facebook, LinkedIn), sometimes very useful to the users. 

Web scraping and web crawling activities form an important part of their activities. They usually offer 

free services and tools, requesting subscribers to by fill out forms with PII such as names, contact e-

mails, etc., so that they can place tracking cookies into the browsers of unsuspecting visitors.  
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Providers of categories 4 and 5 are set apart from the other categories due to one or more of their 

products or services having a global reach. The global reach provides them the crucial advantage that 

millions of customers around the globe will have an account with them. Different service providers 

who sit at the top of the tracking hierarchy (Figure 28) have different methods to track the users across 

the globe.  OSNs like Facebook, Twitter, LinkedIn can gather visitor-data at partner sites, either 

through oAuth external login service they provide at partner sites or using “Like” and “Share” buttons 

of different services. “Off-Facebook Activity” is another way that businesses and organisations share 

information with Facebook, when partner sites use Facebook Pixel, Facebook SDK or Facebook Login 

feature. Facebook has now provided a new tool enabling users to view a list of organisations that share 

Off-Facebook information in their settings page of the profile, shown in Figure 25, which requires a 

user to be logged-in to the account. Facebook uses this information to personalise the advertisements 

they show on Facebook, based on the user’s recent activity, outside of Facebook (Facebook, 2021a). 

The explanation of the process described by Facebook in Figure 25 is downplaying the gravity of the 

privacy intrusion.  

 
Figure 25: How "Off-Facebook activity" is sourced (Facebook, 2021b) 
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This example shows that tracking activities of some actors fall within one of the above ISB categories, 

while others such as Facebook can have different business models that span multiple ISB categories. 

In this example, the hierarchical nature of tracking ecosystem depicted by the reversed pyramid 

(Figure 28) allows operators in higher levels to have oversight and capabilities of all categories below 

it. 

Most websites today, implement a Business analytic service such as Google’s Universal Analytics. A 

Pixel embedded in the page triggers a post-back to Google analytics servers that can identify the user 

by Google identifier. That enables Google to capture all online activities of a user, such as the sites 

visited, specific actions such as online purchases, which are accumulated over a long time. This is a 

top-down tracking approach for user profile creation, where first the person is positively identified, 

and then over time, behavioural data is accumulated to enrich the digital persona. Microsoft, Apple, 

Google, Facebook, Twitter, LinkedIn, and other OSN companies fall into these two categories 4 and 5 

(Krishnamurthy & Wills, 2009; Mayer & Mitchell, 2012). Most people have an account with one or 

more services of these tech giants. 

This is the kind of tracking activity that is most frowned upon by users and most privacy laws are trying 

to curb. The comprehensiveness of the created user profiles depends on the visibility a service 

provider has over the Internet. Google trackers are found across 80% of world’s leading (Alexa top 1 

million) websites (Cahn et al., 2016; Libert, 2015). Online tracking by the largest third-party 

organisations has grown from a 10% in 2005 to 20-60% by 2008 (Krishnamurthy & Wills, 2009). 

OSNs of this category and browser manufacturers of the next category, both have the highest level of 

ISB, among different categories presented here. Their business models are based on marketing 

comprehensive digital personas as a commodity to other OSNs, Enterprises, security agencies, 

governments, and political parties (Hinds et al., 2020; Manokha, 2018; ur Rehman, 2019). Groups 4 
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and 5 have similar ISB and modus operandi, but they differ based on the tracking limitations they face 

within a browser environment.  

(5) PII based Browsers, Browser-extension, and OS manufacturers: Very similar to the above 

category 4, with similar ISB, but who have the capability to circumvent the privacy-related restrictions 

imposed by the browsers on websites. Browser extensions are small software modules, that can 

provide customised behaviour to browsers. They can be installed by the users on their browsers. 

Extensions that claim to block advertisement or manage cookies, expose tracking, etc. are popular 

among some users. Operating system manufacturers Microsoft, Apple and Google have the advantage 

of operating system level identity knowledge (Gamba et al., 2020). 

Most privacy preserving features such as Private browsing mode, Cross-site scripting, CORS, etc. are 

client-side browser implementations.  For example, a webserver sill sends the HTTP cookies even 

across domain boundaries as discussed in 2.3.1 and 4.1 to the browser, and the browser will 

determine, based on CORS restriction headers, if the received HTTP cookies should be stored in 

cookie-cache or discarded.    

Most popular browsers have a log-in feature, though browsers can be used in an anonymous mode 

without log-in. Logging in provides an improved user experience, by remembering passwords, 

browsing history, form data for frequently filled form fields and perhaps most importantly, 

synchronising data and sessions across all the devices used by the user. For users who don’t use 

Chrome browser, Google offers Google toolbar, which, in effect, allows similar visibility. While it 

provides convenience to users, it also provides the tracking operators complete oversight on user 

interactions on Internet and the ability to create comprehensive personas. 

In a Connected World today, people use multiple devices: wearables, mobile phones, tablets, work PC, 

personal laptops etc. It is convenient to move between devices, continuing tasks started on a different 

device. That provides uninterrupted connectivity to the user, and continuous tracking capability to the 
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category 5 service providers. For example, people who use Chrome browser by Google, log in to the 

chrome browser usually on first use. In turn, Google has a record of user’s activity throughout the 

Internet, not only at websites owned by Google. The GPS on the user’s phone provide the physical 

location at any given time. A quick look at my Timeline on Google Maps shows me that I have activated 

the Timeline feature on 2nd December 2015. A detailed movement history is available to Google since 

ca. five and half years, to date. The Figure 26 shows start time, walked distance to and from with exact 

route on a map. 

Google Maps Timeline feature is turned off by default. But Google support documentation mentions 

that even if Location history is not enabled by a user, the location data can continue to be saved by 

other Google services (Google, 2021a). 

 
Figure 26: Google Timeline - Location history 

 

The Google Maps Timeline can summarize a monthly report (Figure 27) that presents some of the 

information aggregated by Google services. It may be convenient and informative to an interested 

user but reveals how daily movement information and visit of places including shops and other 

commercial venues can provide comprehensive marketable insights to a person’s life. While other 
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researchers have examined how the information is used by Google, Facebook, Cambridge Analytica, 

etc., it is beyond the scope of this research (Hand, 2018; Manokha, 2018; Persily, 2017; Richterich, 

2018; ur Rehman, 2019). Instead, based on data science, possible use-case capabilities can be inferred 

from data summaries presented by the services.  
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Figure 27: Google Maps Timeline 
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6.3.2 Tracking privacy model 

Privacy intrusion level shows a positive corelation with ISB of the tracking application, as discussed in 

previous subsection 6.3.1. Figure 28 shows the hierarchical nature of ISB of different tracking use cases 

over privacy intrusion level. It represents the five categories of ISBs described above, where lower 

category numbers at the bottom of the figure represent lower ISB which result in lower privacy 

intrusion. An inverted pyramid was used to show the influence over the cyber-world, by the mass of 

the layer at each level. It shows the operators at lower levels have a limited scope and visibility of 

user-activity, such as only within their own domain. Moving up the inverted pyramid, players above 

have not only more intrusive tracking techniques, but also wider visibility of user activity. Actors at 

the very top, have visibility over the whole Internet. The privacy model can also be represented with 

a standard pyramid representing the dominance instead of the reach. In that case the mass of the 

pyramid at each level representing the number of operators and the level representing the 

Figure 28: Tracking privacy model relating to ISB 
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dominance. The apex representing Level 5 consists of a few browser manufacturers, but with a 

dominance and visibility over the entire cyber-world, and the ability to track a user across the Internet. 

An operator can function at multiple ISB levels simultaneously, sometimes unknowingly. For example, 

a website that has subscribed to a non-PII based external service provider at level 3 might also 

implement an external login service provided by Facebook or incorporate a “Like” or “Share” button, 

or it might have used Google Tag Manager or Universal Analytics to receive business analytics. That 

operator functions as a non-PII based ISB at Level 3 for itself, but unknowingly functions as a Level 4 

PII contributor for Facebook or Google. The level 4 and 5 providers will collate the data thus received, 

with their already existing huge repository of user profile data to enrich the existing digital personas, 

to create a highly marketable commodity.  

The Cambridge Analytica scandal has revealed that there are other actors at level 4, who do not have 

any visible interface nor provide any useful service to the users, or other level 4 and 5 operators, who 

scrape data off the level 4 repositories. Such undercover operators market digital persona-based 

services selectively to the largest premium customers such as governments, political parties, large 

conglomerates to influence public opinion (Afriat et al., 2021; Bakir, 2020; Laterza, 2018; Manokha, 

2018). That exposes even more vulnerable situations like “data thieves” (Facebook) becoming victims 

of other data thieves (Cambridge Analytica), harvesting tens of millions Facebook profiles (Bakir, 

2020).  

An example of a digital persona that can be created at each ISB Level is presented below (Table 17). It 

is intended to provide what kind of data, and which level of privacy exposure that can takes place at 

each level.  
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Table 17: Digital personas at each ISB level 

Category 1. Purely technical 

Digital persona 

User “CX16370300517261265490” clicked ecotourism.com banner at nztravelguide.net on 01/01/2020. 

Monetary outcome of 50.00NZD bearing TransactionID 12345 occurred on 05/4/2020. 

 

Category 2. Non-PII based 

Digital persona 

User “CX16370300517261265490” / Jane DOE of 30 Arran Street, Auckland, email Jane@freemail.com 

clicked ecotourism.com banner at nztravelguide.net on 01/01/2020. Monetary outcome of 

50.00NZD bearing TransactionID 12345 occurred on 05/4/2020. As per IP address, from New 

Zealand, speaks French (browser language) uses an iPhone, has visited the site 15 times since first 

visit 10/5/2018. 

 

Category 3. Non-PII based external 

Digital Persona 

Jane DOE of 30 Arran Street, Auckland, email Jane@freemail.com.  As per IP address, from New 

Zealand, speaks French (browser language) uses an iPhone, has visited 520 affiliate sites 1500 times 

since first visit 10/5/2018.clicked ecotourism.com banner at nztravelguide.net on 01/01/2020. Had 

following interactions: 

Purchased ->Flight CMB -> 500.00NZD -> a.com -> TransID 12345 ->on 5/4/2020 ->3 visits 

Perused -> Hotel room CMB ->  ->b.com -> -> on 5/4/2020 ->2 visits 

Perused -> Hotel room CMB -> -> c.com -> ->on 6/4/2020 -> 1 visit 

Purchased -> Travel Insurance ->300.00NZD -> d.com ->TransID 43435 ->on 6/4/2020 -> 1 visit 

 

Category 4. PII based OSNs 

Digital persona 

Jane DOE, Female, 36 years, of 30 Arran Street, Auckland, email JaneDoe@freemail.com.  As per IP 
address, from New Zealand, speaks French (browser language) uses an iPhone. She works at: (from 
LinkedIn profile). 

e-marketing specialist -> e-solutions.com -> 2010-current 
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event manager ->Event Management Ltd. -> 2007 -2010 

Education: 

Postgraduate Marketing, Bachelor of Business studies 

Political views: centre-left 

Responds happy: animals, cats, cooking, puzzles,  

Responds sad: animal cruelty, destruction of nature, racial discrimination, gun control, SOS 

Responds Angry: MAGA, animal cruelty, ecological negativity, Nationalism, capitalism,  

Shared posts for: Greenpeace, animal, cat, animal rescue, anti-palm oil, ethnic  

Liked: Democrats, Labour, herbal, vegan, vegetarian, travel 

 

 

Category 5. PII based browsers, browser extensions and OS manufacturers 

Digital persona 

Jane DOE, Female, 26 years, of 30 Arran Street, Auckland, email Jane@freemail.com.  As per IP 
address, from New Zealand, speaks French (browser language) uses an iPhone. She works at: (from 
LinkedIn profile). 

e-marketing specialist -> e-solutions.com -> 2010-current 

event manager ->Event Management Ltd. -> 2007 -2010 

Marketing Assistant -> e-solutions.com ->2006->2007 

Education: 

Postgraduate Marketing, Bachelor of Business studies 

Political views: centre-left 

Responds happy: animals, cats, cooking, puzzles,  

Responds sad: animal cruelty, destruction of nature, racial discrimination, gun control, SOS 

Responds Angry: MAGA, animal cruelty, ecological negativity, Nationalism, capitalism,  

Shared posts for: Greenpeace, animal, cat, animal rescue, anti-palm oil, ethnic  
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Liked: Democrats, Labour, herbal, vegan, vegetarian, travel 

Had following interactions: 

Purchased ->Flight CMB -> 500.00NZD -> a.com -> TransID 12345 ->on 5/4/2020 ->3 visits 

Perused -> Hotel room CMB -> ->b.com -> -> on 5/4/2020 ->2 visits 

Perused -> Hotel room CMB -> -> c.com -> ->on 6/4/2020 -> 1 visit 

Purchased -> Travel Insurance ->300.00NZD -> d.com ->TransID 43435 ->on 6/4/2020 -> 1 visit 

 

 

There have been some research, that investigate different use-case scenarios of such digital personas 

by Level 4 and 5 actors. Bakir (2020) concluded that psychographic profiling and targeting carried out 

by Cambridge Analytica is a form of psychological operation (“psy-ops”). Bilge et al. (2009) 

demonstrated profile cloning (creating cloned profiles of an existing user on an OSN) and cross-site 

profile cloning (creating a profile of a user who has an existing profile on one OSN and impersonating 

that user on another OSN) exploits undertaken by third-parties without the consent or knowledge of 

the OSNs involved. Research study of Hu et al. (2007) involved predicting user demographics based on 

user’s browsing behaviour. Level 4 and 5 actors can enrich the digital personas they have created by 

combining a steady stream of demographic and psychographic information based on activities of a 

user across large number of web domains and use this information to influence users, their choices, 

opinions, affiliations with groups such as political parties, religious or environmental groups and social 

movements etc., which have been discussed in previous studies. It does not come as a surprise, due 

to the large amount of data gathered by Level 4 and 5 operators. The information can be distilled in 

to features that are important to the provider, that model different aspects of user-behaviour. 

Machine learning techniques can further enhance the corelation of these features with expected 

influencing outcomes, similar to risk prediction based on a user’s browsing behaviour carried out by 

Canali et al. (2014). 
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It is equally interesting to see, how operators such as Cambridge Analytica, operating in a stealth 

manner can also tap into the vast reservoirs of information that belong to Level 4 operators, such as 

Facebook. It came to light in 2018 that, together with Cambridge researcher Aleksandr Kogan, who 

developed a personality and quiz application called “thisisyourdigitallife”, Cambridge Analytica was 

able to harvest millions of Facebook user profile data, without the knowledge of Facebook, as claimed 

by Facebook (Bakir, 2020; Brown, 2020; Laterza, 2018; Manokha, 2018; Richterich, 2018; ur Rehman, 

2019). 

6.3.3 Information scavenging 

Even without such software artefacts used by Cambridge Analytica, any third-party operator can 

harvest personal information from OSNs to create elaborate digital personas. Experiments to 

demonstrate the exploits and the methods described here were not tested during this research in this 

exact manner, as obtaining ethics approval for research relating to human subjects and the 

experiments were beyond the scope of this research. Instead, the technological feasibility in practice 

was experimented, within the AMNSTE22 network. Social media posts were simulated through 

multiple pages categorised as those representing diverse interests mentioned below, and visits to 

those URLs were captured at the tracking server. Queries run on the captured data simulated the 

information harvesting and digital persona creation techniques which together with empirical 

knowledge enables to present the following techniques to harvest user information from OSNs. 

An operator who wants to gather customer demographics and combine them with psychographic 

information can start by determining personality traits expected to capture. OSN user profiles with 

names that reflect the main personality traits can them be created, as the profile name should have 

some relevance to the posts. Using each profile, posts that invoke emotional responses in either 

extreme (extremely positive/negative and in-between for finer gradience of evaluation) will then be 

made, and user actions such as Likes, Shares, Sad, Angry, Surprise etc. can be classified for each 

personality trait from each responding user. For example, under political views, a post depicting 
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extreme right-wing and extreme-left wing and those of the centre, can determine the political affinity 

of the responders. Repeating similar posts can increase the accuracy. Share action can also reveal the 

“circles” as used by Facebook. Closeness of relationships between users is defined by “circles”.  

Information scavenging act can be taken a step further by creating a Current affairs website similar to 

many online news channels. Freely available content management systems (CMS) can create a very 

professional looking site within minutes. Similar to posts on OSNs in previous example, articles of 

diverse interests can be created under current affairs, politics, nature, Home & Living, etc. and as 

mentioned above, with articles that are controversial and bordering both ends of the extremes. The 

URLs of these articles are then posted on a social media. For example, Facebook provides a small 

preview with URL for external links, and users who click on the link to read the article arrives at the 

news website of the tracking operator. That allows the tracking operator not only to capture the 

information of users who responded to that specific topic, but also store a tracking vector such as a 

cookie in client browser. That enables tracking over a long period, gathering psychographic 

information on how the user reacts to opinionated views. This knowledge enables targeted opinion-

swing-campaigns for each group more effectively. 

It is evident that there are such operators using similar tactics, already profiling users. By presenting 

some of the techniques used, it is hoped that regulatory authorities and industry partners will be able 

to formulates measures and legislations that can target specific practices, while not curtailing tracking 

technologies, in general.  

6.3.4 Tracking data spillage 

There are instances when actors who gather user-related data, inadvertently expose the gathered 

data to external parties, thus creating additional privacy breaches than what is visible. As discussed 

above, while Facebook was gathering large quantities of user data, Cambridge Analytica was 

harvesting Facebook’s gathered data, for many years, without Facebook’s knowledge. Further, 
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research experiments that simulated real-world AM network using AMNSTE2 exposed some data 

leakages that happen within AM environments.  

The range of information exposed to third-party tracking service providers was observed. E-commerce 

practitioners who subscribe to services of an AMN expect the AMN to monitor only transactions 

belonging to affiliate-generated web traffic. Instead, as the tracking Pixel is placed on the payment 

confirmation page and a confirmation page is sent to every customer at the end of a payment, it 

triggered the conversion tracking process for every transaction. This results in all transactions being 

captured by the tracking server, including those visitors who came through organic searches, paid 

advertising, search-engine advertising, and every other traffic generation method. The tracking server 

can easily differentiate the AM generated traffic from non-AM traffic by the presence of an 

accompanying HTTP-cookie, which has been placed by the tracking server during click-tracking 

process. When tracking results are reported, all web traffic that does not have a tracking cookie are 

excluded by the tracking server and those are classified as non-AM generated traffic. However, 

enterprises are usually unaware that the tracking service has captured all online sales data of the 

subscribed e-commerce practitioners.  

This information leakage becomes more critical with the popular practice of using services such as 

“Google Tag Manager”, where e-commerce sites link their Pixel-code via the Tag Manager URL instead 

of triggering directly on the tracking server. This exposes all online sales data to two different service 

providers (Google and Tracking service), both of whom could use that information to generate 

additional value-added services, that are useful for the marketing efforts of competitors. For instance, 

remarketing sales leads that are offered at a higher price are based on the information on unsuccessful 

sales at competitors’ e-commerce sites, since tracking service providers have visibility over customer 

interactions within all sites that have subscribed to their services. Some business managers who are 

uninformed about the information security breaches that occur, and the associated disadvantages 

choose to ignore security risk over the convenience of analytics (when their sales data are combined 
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with the rest of business analytics data). Google’s Universal Analytics guidelines make end-user privacy 

policy explicitly a practitioner’s responsibility. Their terms and conditions state: “When you implement 

Universal Analytics, it is your responsibility to ensure that your use is legally compliant, including with 

any local or regional requirements for specific notification to users” (Google, 2021b). 

Google’s analytics service which is offered free of charge to businesses, offer complete visibility of 

user activity that are of commercial interest. Google Tag Manager provides Google with visibility over 

transactions that are considered confidential between an advertiser and AMP within an AM scenario. 

6.4 Privacy and perceptions 

The approach of this privacy model is based on the ISB of applications and platforms that provide 

services to users. It differs somewhat from a model that is based on an individual user’s privacy 

perspective. This model is intended to provide the context for regulatory authorities to formulate legal 

frameworks that aim at curbing certain practices while not hindering technological advances for a 

connected world. It is also intended to provide application developers, web security implementers 

and researchers to implement their solutions to align with different levels of the model.  

Operators at Level of privacy model freely admit in their documentations that users and their activities 

are being tracked for advertisement personalisation as shown, for example in Figure 25. It is popular 

belief that tracking of even very personal data is carried out by tracking algorithm driven automated 

processes, not by humans; as a result, user’s personalised digital environment is a benefit to user, as 

often claimed by these operators. As behavioural research discussed later in the chapter show, most 

people are not too concerned nor bothered to act against such intrusions.  

The most nefarious practice related to tracking activity today, is the least discussed opinion swaying 

business model. Undertaken by few large Level 4 players, catering directly to large customer entities, 

such as governments, political parties, and industries, it is away from public eye and easily dismissed 

as conspiracies. The Cambridge Analytica scandal exposed the tip of the iceberg which gave rise to the 
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few scientific research undertaken on this topic (Afriat et al., 2021; Bakir, 2020; Berghel, 2018; Laterza, 

2018; Manokha, 2018; ur Rehman, 2019). Tracking for advertisement personalisation intrudes only 

the privacy of individuals, but opinion swaying use-case has far more dangerous and far-reaching 

consequences that effect whole societies and countries. This will be the major market that is poised 

to grow hugely in the coming decade, which need to be targeted through privacy regulations. The 

political will may remain questionable.  

What amounts to privacy, what are the accepted levels of privacy exposure, individuals right vs. 

collective responsibility, etc. are research questions for a social science research, which I do not 

attempt to answer in this research. The answers can vary based on country, cultural values, etc. Even 

before the Cambridge Analytica scandal got publicised, Afriat et al. (2021) found in their research work 

that most participants perceived privacy as a commodity that can be traded, rather than an integral 

part of one’s civil rights. Another research by the authors after the Cambridge Analytica scandal 

showed the users considered that it is Facebook and other OSN’s right to profit from activities on their 

platforms and it is the responsibility of the user to manage their own privacy. This contrasts with the 

expectation of privacy campaigners (Boyd & Hargittai, 2010), that such an event would enlighten the 

public about precarious privacy preservation, currently in practice.  

Most traditional advertising models we experience in our daily lives are not customised for our 

individual preferences. It remains true, that online advertising will drive our online user experiences 

and under those circumstances, the advertisements that we are obliged to deal with being based on 

our interests is a consolation than random unrelated advertisements appearing during all our online 

activities. Personalisation of advertisements require the capability to track our recent activities, which 

can be accomplished by non-invasive tracking scenarios taking place in Level 3 of the above privacy 

model. More comprehensive personalisation is carried out using personality traits tracking at Level 4 

and 5. While many privacy-conscious users and organizations may consider any level of tracking to be 
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a breach of individual rights to privacy, others may find them, from tolerable to useful under 

circumstances.  



              P a g e  | 183 

Chapter 7. Conclusions & future direction 

Online tracking is a technological necessity in a connected world, driven by e-commerce activities.  

Nevertheless, online tracking is associated with privacy concerns. Some research studies are primarily 

concerned with privacy protection, which can hinder the user-experience that many are accustomed 

to. At the opposite end, AI driven research is looking at connecting the virtual world with the physical 

world we live in, seamlessly, breaking down the perception of privacy. This research does not attempt 

to define privacy-boundaries, which are left for behavioural research studies.  Instead, this research 

presents underlying technologies, their implementation details, and their impact on user-privacy 

within a design science paradigm. 

Alternative tracking techniques have been discussed widely in previous research studies in the past 

decade. Those tracking techniques have a wider relevance in Information Science and Business 

research disciplines where AM and other e-advertising and web traffic generation activities play a 

major role. Many research studies in those fields have been referring to indestructible tracking 

techniques from last decade. The first goal of this research was to evaluate if those techniques were 

still relevant and to update the current knowledge on alternative stateful tracking vectors. The efficacy 

of different tracking vectors was verified through experiments and HTML5 local storage and ETags 

were found to be still useful, while Flash cookies, Silverlight, the Super-cookie concept were already 

outdated.  

The second goal was to use the alternative tracking vectors that are still relevant, to strengthen the 

HTTP cookie-based tracking technology. Experiments that used HTML5 Local storage and ETags as 

tracking vectors were designed to test nine predefined test scenarios and the results showed that 

both vectors outperformed the traditional HTTP cookie as a tracking vector. As ETags passed some 

tests that HTML5 Local storage failed and vice versa, an improved tracking capability was 

demonstrated by combining the three tracking vectors.  
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Though many previous research studies discuss the possibility of using alternative tracking vectors, 

implementation details of such techniques were not seen during the review of literature. Following a 

design science research paradigm, this research demonstrates how those tracking vectors can be used 

to strengthen underlying tracking technologies under a variety of e-commerce use cases.  

This research has also demonstrated through experiments that the HTTP cookie-based tracking 

techniques are still the easiest to use, with least amount of extra code writing at software 

development stage and least resource intensive during program execution. As HTTP cookie is part of 

the HTTP protocol, it is well documented and will remain fit for the purpose for years to come. We 

have also demonstrated how HTML5 Local storage and ETag caching mechanism can be used to 

supplement the HTTP cookie-based tracking process, which can improve the reliability of the tracking 

capability, during some instances when HTTP cookies fail. We have also demonstrated that 

indestructible state of stateful tracking mechanisms, discussed in previous research literature, are not 

effective anymore. As these technologies were developed for purposes other than for user-tracking, 

their later updates and developments can render them useless for tracking purpose.  

We have also demonstrated that many of these alternative tracking techniques, which did not adhere 

to privacy requirements, as mentioned in previous research literature, have over time, been 

implemented with the same restrictions by different browser manufacturers. For example, though 

many previous research studies have mentioned that HTML5 Local storage and ETags remain 

accessible even in incognito mode of the browser, we have found that browsers have by now already 

restricted access to both HTML5 Local storage and to ETags, during anonymous browsing mode.  

Finally, the third goal was to improve the user-privacy during online tracking processes. The above 

experiments to improve the robustness of the tracking process were designed to use a non-PII based 

UID to represent users online.  The experiments demonstrated how a user who is only known by a UID 

can be tracked across multiple domains, over time, fulfilling the tracking requirements, but still not 



              P a g e  | 185 

personally identifying the user. Using different web traffic generation models such as CPC, CPM and 

CPA, the web applications were able to successfully monitor user-activities such as banner 

advertisement clicks and purchase actions across multiple domains. They were able to attribute 

commission earnings to affiliates who generated that web traffic accurately, identifying the user only 

by the UID, without the need to know any personal information.  

Despite demonstrating how the improved online tracking can be undertaken in a privacy-preserving 

manner, there are different service providers such as business analytics services and e-marketing 

services whose business models are based on acquiring large-scale personal and behavioural data of 

users, who have the choice to continue to gather data in a privacy-intrusive manner. Therefore, 

another set of experiments were designed to demonstrate how much personal information can be 

gathered based on the network reach associated with different tracking use-cases. A privacy model 

was developed based on the information seeking behaviour of the applications and resulting levels of 

privacy breaches. It presents a hierarchical view of privacy intruding use cases, which provides clarity 

to web tracking, a term that has over time become synonymous with stalking.   

This knowledge will be useful for formulation and enacting of effective privacy legislations that protect 

privacy of individual users, but at the same time, does not curtail or hinder the development of web 

technologies.  

As outputs of this Design Science research, implementation details for each alternative tracking vector 

are presented separately and in combination with other tracking vectors, which makes the process 

more robust. They are presented in chapter 4 Artefact Description, as sequence diagrams with 

additional process descriptions. The multi-domain test environment containing Advertiser domains, 

Affiliate domains and the Tracking domain has been instantiated as a functional prototype, which has 

been made publicly available for testing and demonstration. 
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7.1 Future direction 

In this research we have investigated the use of different stateful tracking techniques. They provide 

high accuracy, as the identifier is stored within the client computer and accurate identification is as 

simple as reading the saved identifier. Such process has little computational processing overheads and 

is suitable for a production server that might handle large number of HTTP requests. Stateless tracking 

techniques have improved its accuracy of identification over time and might be a viable option to 

explore. It requires gathering of large number of features to create a unique footprint, which require 

more processing resources and may incur some latency. The viability of adding stateless tracking was 

not explored in this research due to the limitation of scope but would be considered in future research 

endeavours.  

Federated Learning of Cohorts (FLoC) proposed by Google is a new way of targeting advertisements 

towards groups of people who share common interests without identifying individuals. It is an attempt 

to replace third-party cookies and identification of individuals online, while still being able to generate 

revenue through advertising (Chetna, 2021). It is still at experimental stage and has the potential to 

change direction of individual user tracking altogether. Nevertheless, though it would offer an 

alternative for digital marketing, the same technology might not replace the needs of other tracking 

purposes. Nevertheless, what impact FLoC has on the tracking requirements discussed in this research 

and how it might be incorporated will be an important consideration. 

The App Tracking Transparency framework introduced by Apple Inc. since the release of iOS 14.5 in 

April 2021 restricts tracking by third-party phone Apps by default (Apple, 2021; Facebook, 2021a). 

While Facebook has been campaigning against Apple’s new privacy feature, calling it a monopoly of 

advertising revenue, how far it restricts user identification during browsing for non-advertising 

purposes discussed in this research, is yet to be studied. The new feature blocks access to the system 

advertising identifier (IDFA) on the phone and other identifiers such as email address, but using other 

tracking vectors and stateless tracking techniques, need to be studied in future research.  
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