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Abstract 

People frequently describe the locations of objects using natural language. Location 

descriptions may be either structured, such as 26 Victoria Street, Auckland, or 

unstructured. Relative location descriptions (e.g., building near Sky Tower) are a 

common form of unstructured location description, and use qualitative terms to 

describe the location of one object relative to another (e.g., near, close to, in, next to). 

Understanding the meaning of these terms is easy for humans, but much more difficult 

for machines since the terms are inherently vague and context sensitive. 

In this thesis, we study the semantics (or meaning) of qualitative, geospatial relation 

terms, specifically geospatial prepositions. Prepositions are one of the most common 

forms of geospatial relation term, and they are commonly used to describe the location 

of objects in the geographic (geospatial) environment, such as rivers, mountains, 

buildings, and towns. A thorough understanding of the semantics of geospatial relation 

terms is important because it enables more accurate automated georeferencing of text 

location descriptions than use of place names only. Location descriptions that use 

geospatial prepositions are found in social media, web sites, blogs, and academic 

reports, and georeferencing can allow mapping of health, disaster and biological data 

that is currently inaccessible to the public. Such descriptions have unstructured format, 

so, their analysis is not straightforward.  

The specific research questions that we address are: 

RQ1. Which geospatial prepositions (or groups of prepositions) and senses are 

semantically similar?  

RQ2. Is the role of context important in the interpretation of location descriptions? 

RQ3. Is the object distance associated with geospatial prepositions across a range of 

geospatial scenes and scales accurately predictable using machine learning methods? 

RQ4. Is human annotation a reliable form of annotation for the analysis of location 

descriptions? 
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To address RQ1, we determine the nature and degree of similarity among geospatial 

prepositions by analysing data collected with a human subjects experiment, using 

clustering, extensional mapping and t-stochastic neighbour embedding (t-SNE) plots to 

form a semantic similarity matrix. In addition to calculating similarity scores among 

prepositions, we identify the senses of three groups of geospatial prepositions using 

Venn diagrams, t-sne plots and density-based clustering, and define the relationships 

between the senses. Furthermore, we use two text mining approaches to identify the 

degree of similarity among geospatial prepositions: bag of words and GloVe 

embeddings. By using these methods and further analysis, we identify semantically 

similar groups of geospatial prepositions including: 1- beside, close to, near, next to, 

outside and adjacent to; 2- across, over and through and 3- beyond, past, by and off. The 

prepositions within these groups also share senses. Through is recognised as a 

specialisation of both across and over. Proximity and adjacency prepositions also have 

similar senses that express orientation and overlapping relations. Past, off and by share 

a proximal sense but beyond has a different sense from these, representing on the other 

side. Another finding is the more frequent use of the preposition close to for pairs of 

linear objects than near, which is used more frequently for non-linear ones. Also, next 

to is used to describe proximity more than touching (in contrast to other prepositions 

like adjacent to). Our application of text mining to identify semantically similar 

prepositions confirms that a geospatial corpus (NCGL) provides a better representation 

of the semantics of geospatial prepositions than a general corpus. Also, we found that 

GloVe embeddings provide adequate semantic similarity measures for more specialised 

geospatial prepositions, but less so for those that have more generalised applications 

and multiple senses. 

We explore the role of context (RQ2) by studying three sites that vary in size, nature, 

and context in London: Trafalgar Square, Buckingham Palace, and Hyde Park. We use 

the Google search engine to extract location descriptions that contain these three sites 

with 9 different geospatial prepositions (in, on, at, next to, close to, adjacent to, near, 

beside, outside) and calculate their acceptance profiles (the profile of the use of a 

preposition at different distances from the reference object) and acceptance thresholds 

(maximum distance from a reference object at which a preposition can acceptably be 
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used). We use these to compare prepositions, and to explore the influence of different 

contexts. Our results show that near, in and outside are used for larger distances, while 

beside, adjacent to and at are used for smaller distances. Also, the acceptance threshold 

for close to is higher than for other proximity/adjacency prepositions such as next to, 

adjacent to and beside. The acceptance threshold of next to is larger than adjacent to, 

which confirms the findings in Chapter 2  which identifies next to describing a proximity 

rather than touching spatial relation. We also found that relatum characteristics such as 

image schema affect the use of prepositions such as in, on and at. 

We address RQ3 by developing a machine learning regression model (using the SMOReg 

algorithm) to predict the distance associated with use of geospatial prepositions in 

specific expressions. We incorporate a wide range of input variables including the 

similarity matrix of geospatial prepositions (RQ1); preposition senses; semantic 

information in the form of embeddings; characteristics of the located and reference 

objects in the expression including their liquidity/solidity, scale and geometry type and 

contextual factors such as the density of features of different types in the surrounding 

area. We evaluate the model on two different datasets with 25% improvement against 

the best baseline respectively.  

Finally, we consider the importance of annotation of geospatial location descriptions 

(RQ4). As annotated data is essential for the successful study of automated 

interpretation of natural language descriptions, we study the impact and accuracy of 

human annotation on different geospatial elements. Agreement scores show that 

human annotators can annotate geospatial relation terms (e.g., geospatial prepositions) 

with higher agreement than other geospatial elements. 

This thesis advances understanding of the semantics of geospatial prepositions, 

particularly considering their semantic similarity and the impact of context on their 

interpretation. We quantify the semantic similarity of a set of 24 geospatial prepositions; 

identify senses and the relationships among them for 13 geospatial prepositions; 

compare the acceptance thresholds of 9 geospatial prepositions and describe the 

influence of context on them; and demonstrate that richer semantic and contextual 
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information can be incorporated in predictive models to interpret relative geospatial 

location descriptions more accurately. 
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Glossary of technical terms 

Abstraction: the process of reduction to a set of basic features by eliminating or omitting 

characteristics from it. 

Antonymy: two words are antonyms if they have opposite meanings (e.g., arrive and 

depart). 

Axial structure:  structure of the main axis of an object, determining which parts of the 

object are referred to with projective relations (front, back, left, right, top, bottom). 

BNC (British National Corpus): BNC is a 100-million-word textual collection including 

written and spoken English samples collected from a variety of sources. 

Boundedness: focuses on internal fragmentation of a quantity. 

Conceptual neighbourhood graphs: graphs that define the semantic similarity between 

topological relations. 

Degree of extension: point-like form, bounded extent, or unbounded extent of an 

object. 

Dividedness: whether an object is divided to multiple parts or not. 

Elongation: a formula that identifies the length of an object divided by its width (how 

long an object is). 

Force dynamics: the nature of objects and the goal of the statement, as well as the force 

dynamics that happen between them (e.g., whether objects push against one another). 

These have an impact on how language is applied. 

Frame of reference: the conceptual frame in which a location/an object is being viewed 

or described (egocentric, relative, absolute). 

Geometry type: the shape of an object in geographical space (e.g., line, polygon, point). 
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Human Intelligence Tasks (HIT): a HIT is a specific, self-contained online job that a 

Amazon Mechanical Turk (a job brokering web site) Worker can complete by working on 

it, submitting an answer, and receiving a reward. 

Hypernym: a word is a hypernym of another word, if it has a more general concept (e.g., 

colour is the hypernym of blue). 

Image schema:  the schema (e.g., platform, container) that is used to conceptualisation 

an object, and that influences language selection. The geometry of an object, its 

location, and the trajectory of mobility are all represented schematically in image 

schemas. 

Liquidity/solidity: specifies if a location has a liquid characteristics or solid (e.g., river: 

liquid, building: solid) 

Locatum/trajector: the object whose location is being described in a relative location 

description. 

Metric spatial relations: metric relationships are based on the distance between two 

items. 

NCGL (The Nottingham Corpus of Geospatial Language): a geospatial corpus which 

contains geospatial descriptions collected from news websites, geographic websites, 

tourism, and local history websites. 

Pattern of distribution: include the pattern of distribution of matter through space or 

of activity through time. 

Pearson correlation: Pearson product-moment correlation coefficient (also known as 

the Pearson correlation coefficient) is a measurement of a linear relationship between 

two variables. 

Plexity: The state of being made up of a specific number of items (e.g., uniplex, duplex). 
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Probability density fields: providing a likelihood measure in the form of a continuous 

field to indicate whether a geographic relation term fits in a given context. 

Projective relations: the relations which determine the location of an object relative to 

a framework that is projected on the scene (e.g., left, right, behind). 

Proximity/proximal prepositions: prepositions that indicate object closeness. 

Relatum/landmark: a reference object for the locatum, used with a spatial relation term 

(e.g. a preposition). 

Schematization: to attain cognitive competence, a representation is purposely 

simplified beyond technical needs which is called schematization. 

Senses of geospatial prepositions: the meanings associated with geospatial 

prepositions. Each geospatial preposition can have more than one sense (meaning). 

SMO regression (Sequential Minimal Optimization): is a more efficient method of 

solving the Support Vector Machine (SVM) training optimisation problem than typical 

QP (quadratic programming) solvers. 

Spatial qualifier: A word or set of words that adds more information to a spatial relation 

term. 

Spatial relations: identify the relationships between locatum/relatum. 

Spatial specifier: a word of set of words that describes particular subparts of a feature. 

tf-idf (term frequency, inverse document frequency): tf-idf is a statistical measure for 

assessing the relevance of a word to a document in a set of documents. 

Topological relations: topological relations are relations that do not change with 

rotation, translation, and scaling. The basic topological relationships are connectivity, 

adjacency, and enclosure. 

Toponym recognition: locating geographic place name references in text. 
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t-SNE (t-distributed stochastic neighbour embedding): a statistical method to reduce 

the dimension and visualise high dimensional data in 2D or 3D map. 

Word embeddings: word embeddings are vectors that show the semantics of words for 

text analysis based on their collocation with other words across many instances. 
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Chapter 1  - Introduction 

1.1 Motivation and problem statement 

Location and route data is widely used in modern society, saved in databases for easy 

information retrieval. We can ask applications such as Google Maps to find a specific address 

such as “126 Queen Street, Auckland, New Zealand” and be provided with corresponding 

geographic coordinates (e.g., latitude and longitude). Location data of this kind is quick and 

easy to use.  

However, dealing with natural language place and route descriptions is much more difficult. 

When people describe a location, especially in an emergency such as a traffic accident or 

violent crime, they do not normally provide an exact address. Instead, they may describe the 

location using qualitative terms. For example, the accident site is on Queen Street, near the 

Noel Leeming store. Determining coordinates for (georeferencing) these kinds of descriptions 

is not a simple task for a machine and requires interpretation of qualitative terms to receive 

an accurate result. However, the ability to georeference location descriptions would be useful 

for a wide range of types of text, including the descriptions people provide during emergency 

situations; social media text such as that used on Flickr1 or Twitter2 (Kelm et al. 2013; 

Landwehr & Carley 2014), textual descriptions for the task of search and rescue (Doherty et 

al. 2011); text documents describing objects in historical sites (Rupp et al. 2013; Alex et al. 

2015), textual data describing the location of specimens (Beaman and Conn 2003; Hill et al. 

2009; van Erp et al. 2015), or reports of the starting point for specific disease like flu (Achrekar 

et al. 2011). 

To georeference a relative location description, first the elements of a description should be 

identified. The main elements of relative location descriptions, that describe the location of 

one object relative to the secondary object, are the locatum (the object whose location is 

 

1 https://www.flickr.com/  

2 https://twitter.com/home  

https://www.flickr.com/
https://twitter.com/home
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being described), the relatum (a reference object for the locatum) and spatial relation terms 

(that specify the relationship in space between the locatum and relatum) (Talmy 1983). For 

example, a house (locatum) on (spatial relation term in a form of a preposition) the A25 road 

(place name relatum). Following identification of these elements, their characteristics and all 

the contextual factors in the described spatial scene can be considered in georeferencing 

tasks. 

Georeferencing of place names has been addressed by many researchers and there are a 

number of existing applications and mapping tools (Google maps3, OSM4, Stanford NER5 and 

SpaCy6) that can complete this task (Leidner 2008; Karimzadeh 2016; Cardoso et al. 2019). 

However, the problem of georeferencing text documents is not limited to specific place 

names (toponym resolution/recognition). Many textual documents contain qualitative spatial 

relation terms followed by place names or without any place names. For instance, a 

description such as the building near Victoria Embankment Gardens contains the place name 

Victoria Embankment Gardens, but the description really refers to the building which is 

related to the Victoria Embankment Gardens by the spatial relation term near. This term could 

specify any place in the vicinity of Victoria Embankment Gardens, but its location is still 

unclear and needs further processing for the location of the building to be identified. While 

humans are often able to work with such uncertainty and interpret the meanings of 

expressions like this based on knowledge of the scene or other cues, automated methods for 

georeferencing require the semantics of these spatial relation terms to be understood, and 

of particular importance is accurate determination of the locations associated with spatial 

relation terms. 

 

3 https://www.google.com/maps  

4 https://www.openstreetmap.org/  

5 https://nlp.stanford.edu/software/CRF-NER.html  

6 https://spacy.io/  

https://www.google.com/maps
https://www.openstreetmap.org/
https://nlp.stanford.edu/software/CRF-NER.html
https://spacy.io/
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In addition to better understanding the semantics of, and developing georeferencing 

methods for, spatial relation descriptions, one possibility is to find semantically similar spatial 

relation terms, as this could reduce the cost of automated georeferencing and make it faster. 

As an example, if we need to georeference the description (1) the building near Victoria 

Embankment Gardens, and already know the georeference for two other descriptions: (2) 

building close to Victoria Embankment Gardens and (3) a building on Victoria Embankment 

Gardens, we can conclude that description 1 is likely to have a similar location to description 

2, but not to description 3. Knowledge of the semantic similarity among pairs of spatial 

relation terms can enable us to do this and is particularly useful for machine learning methods 

for automated georeferencing, in which interpretations of descriptions are learnt from other 

similar descriptions. 

The similarity between spatial descriptions that may aid in automated georeferencing is not 

limited to their meaning. Many other factors can contribute to the similarity between spatial 

descriptions and may also be helpful in interpretation. These may include characteristics of 

the relatum and locatum, including feature types, size, image schema, axial structure, and 

scale. Other contextual factors that describe aspects of the surrounding scene may also be 

useful. Identifying these factors and using them in the process of georeferencing spatial 

descriptions can increase the accuracy of georeferencing and may also reduce the time taken 

in cases that require quick response such as emergency incidents like violent crime, 

earthquake damage, traffic accidents or fires. 

We will address the questions mentioned in this section through this thesis. In this chapter, 

we summarise previous works in the area of georeferencing and research gaps in Section 1.2, 

and in Section 1.3 we identify the research goals, objectives and research questions that we 

cover in this thesis. Section 1.4 lists manuscripts and the methods we used in each chapter. 

In section 1.5 we visualise the prepositions we work with in each chapter and Section 1.6 

presents a table of data used in each manuscript/chapter. 1.7 summarises our contributions 

in each chapter and Section 1.8 is the outline of this thesis. 
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1.2 Background and research gaps 

Spatial data includes not only coordinate-based information described with maps, diagrams, 

databases, or models to specify the location of objects that are referenced in location 

descriptions, but also other forms of information describing locations, movements and routes 

(Lautenschütz et al. 2006; Blaylock et al. 2009).  

Spatial language has been defined as a relation between a cognitive model of space and 

language (Talmy 1983; Landau and Jackendoff 1993; Emmorey et al. 1993; Hayward and Tarr 

1995; Richardson et al. 2001; Munnich and Landau 2003; Steels and Loetzsch 2006; Chatterjee 

2008), and studied by many researchers with goals such as toponym resolution/recognition 

(Leidner 2008; Karimzadeh 2016; Cardoso et al. 2019), locating objects or places in text 

descriptions or documents (Landau and Jackendoff 1993; Coventry et al. 2009), studying the 

meaning and use of spatial relations (Bitters 2009; Coventry and Garrod 2004; Hois et al 2009; 

Kemmerer 2006; Levinson and Meira 2003; Retz-Schmidt 1988, Zwarts 2005, Zwarts and 

Winter 2000, Tenbrink 2008) and spatial topic modelling (Long et al. 2012; Joseph et al. 2012; 

Lim et al. 2017). Landau and Jackendoff (1993) defined the identification of objects; spatial 

search and navigation tasks as the three main areas of spatial knowledge. They claimed that 

because we are human, we can easily use language to describe the location of spatial objects 

and incidents around us and highlighted the key role that language plays in human spatial 

cognition, assisting us in talking about our perception of events.  

A number of researchers have explored the nature of the objects involved in relative location 

descriptions (the relatum and locatum). For example, Landau and Jackendoff (1993) 

conducted experiments that show that objects that are described as nouns or noun phrases 

are easily described using axes, volume, surface information. Talmy (1983), in his early work, 

named the locatum and relatum as figure and ground and specified characteristics of them. 

Talmy advanced on his earlier work by identifying additional characteristics of the locatum, 

having simpler geometry, being more salient and more dependent on the relatum. On the 

other hand, the relatum is more likely to have complex geometry, be more familiar, more 

stable, and more independent (Talmy 2000). For example, ‘the car is near the post office’ is a 
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much more common order of objects than ‘the post office is near the car’, which is not 

factually incorrect, but unusual (Olivier and Gapp 1998). In relative location descriptions, the 

locatum and relatum can be place names (Tezuka and Tanaka 2005; Rose-Redwood et al. 

2010), geographic feature types such as rivers, buildings, roads (Usery 2020; Ying et al. 2011; 

Richter et al. 2012) or moving objects such as vehicles, people, or weather events (Talmy 

1975, 1983, 2000; Richter et al. 2012). Talmy has pointed out that the geometry of the 

locatum and relatum is an important factor in choosing the right preposition to relate them. 

For instance, in the expression the board lay across the river, the geometry and axes of the 

locatum and relatum let us use across instead of other prepositions (Talmy 1983).  

Core to a location description is a term or terms that determine the position of the locatum 

relative to the relatum, and these are most often spatial prepositions (Zelinsky-Wibbelt 1990; 

Vasardani et al. 2013; Khan et al. 2013; Kim et al. 2016), although other words or groups of 

words (including verbs, adverbs) may also be used to describe relative location, and have 

more generally been referred to as spatial relation terms or spatial indicators (Kordjamshidi 

et al. 2011; Vasardani et al. 2013; Khan et al. 2013; Kim et al. 2016).  

Accurate georeferencing relies on an understanding of the semantics of spatial prepositions, 

the ways in which they are used and the spatial locations that specific spatial relations 

describe, a topic that has been addressed by a number of researchers (Bitters 2009; Coventry 

and Garrod 2004; Hois et al 2009; Kemmerer 2006; Levinson and Meira 2003; Retz-Schmidt 

1988; Zwarts 2005; Zwarts and Winter 2000; Tenbrink 2008). A consideration of the semantic 

similarity among spatial prepositions is useful for tasks such as language learning, automated 

translation, as well as machine learning methods for georeferencing. However, previous work 

has only addressed the semantic similarity of a limited number of prepositions (or other 

spatial relation terms) or considered them only in a limited context such as road park (Mark 

and Egenhofer 1994). Furthermore, previous work has mainly used human subjects 

experiments to measure the semantic similarity of spatial prepositions. Recent automated 

text processing work, including the application of word embeddings (Mikolov et al. 2013) 

shows some promise as a tool for determining semantic similarity, but to the best of our 

knowledge, there was no previous work using this text mining technique to measure the 
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semantic similarity among spatial prepositions using word embeddings considering their 

context or Global Vector embeddings (GloVe). 

In addition, in some cases, the same spatial preposition may be used to describe different 

kinds of spatial configuration (e.g., the house across the road; houses across the country), 

referred to as senses. Some authors have studied the senses of spatial prepositions that 

influence the interpretation of spatial descriptions (Cooper 1968; Leech 1970; Bennett 1972; 

Miller and Johnson-Laird 1976; Talmy 1983; Lakoff 2008), but this work is limited in scope, 

focussing on a small number of spatial prepositions (Tyler and Evans 2003; Coventry and 

Garrod 2004), and not considering the semantic similarity of, or relations between, different 

senses of spatial prepositions. 

While early models of the areas referred to by spatial prepositions and other spatial relation 

terms were adopted from the field of Qualitative Spatial Reasoning (QSR) and mapped to 

natural language spatial relation terms (Schwering 2007), more recently qualitative 

interpretations of spatial relation terms (prepositions or other elements such as verbs) have 

been defined as acceptance models such as density fields (Hall and Jones 2008; Hall et al. 

2011; Hall et al. 2015). These fields describe the areas within which the use of a given 

preposition is acceptable, and are extracted from large volumes of expressions that use the 

preposition concerned, collected by either human subjects experiments or crowdsourced 

web sites (e.g. Geograph7) (Lan et al. 2012; Hall et al. 2011; Hall et al. 2015). However, these 

works largely aggregate the use of prepositions across many contexts to create a generalized 

model and do not explore the contextual variations in acceptance models. Furthermore, they 

provide only limited comparison of the acceptance models of different prepositions. 

Moving on from generalised acceptance models, predictive models have been developed to 

determine the location that corresponds to a particular location description (including spatial 

preposition), often using machine learning. These models incorporate a range of features and 

 

7 https://www.geograph.org.uk/  

https://www.geograph.org.uk/
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learn the interpretation of a spatial preposition from a training set in order to estimate the 

location of objects, georeference locations, predict distances or retrieve objects in images 

(Chang et al. 2014; Chen et al. 2018; Collell et al. 2018). Thus far, there are very few works 

that have applied predictive models to the interpretation of geographic location described by 

location descriptions, with these kinds of models more commonly being applied to image 

retrieval (e.g. to provide automated methods to find the photo with the boy on the horse) 

(Lan et al. 2012), or robotics, in blocks world or indoor environments (Moratz and Tenbrink 

2006). Furthermore, the range of contextual features included in these models has been 

limited in the previous work. For example, Bisk et al. (2018) and Collell et al. (2018) included 

locatum and relatum size, and embeddings indicating feature type to predict the location of 

objects in a spatial scene or in images, and Stock and Yousaf (2018) incorporated a range of 

characteristics of locatum and relatum in their model, but incorporation of a broader range 

of characteristics, and more general contextual information about the environment, have 

been addressed only in very limited ways (Chen et al. 2018; Novel et al. 2020).  

Finally, much work in the area of geospatial natural language processing relies on human 

annotation as ground truth (Stock and Yousaf 2018; Kordjamshidi et al. 2011; Hois et al 2009). 

While some studies calculate inter-annotator agreement, the reliability of human annotators 

in identifying, parsing, and tagging location descriptions has not been established. 

1.3  Research goals, objectives, and questions 

This thesis addresses the twin goals of advancing the understanding of English geospatial 

prepositions and automating their interpretation. 

 We break down these goals into several research objectives to address the research gaps as 

follows: 

• To understand the semantic similarity of geospatial prepositions and their senses using a 

human subjects study. 

• To understand the semantic similarity of geospatial prepositions using text mining 

methods. 
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• To review the effect of contextual factors and distance between the locatum and relatum 

and understand the use of specific prepositions in different contexts. 

• To predict the distance between the locatum and relatum using contextual information 

and extract the most important factors that influence this prediction. 

• To understand the reliability of human subjects in annotating geospatial language. 

The specific research questions that we will address are: 

RQ1. Which geospatial prepositions (or groups of prepositions) and senses are semantically 

similar?  

RQ2. Is the role of context important in the interpretation of location descriptions? 

RQ3. Is the object distance associated with geospatial prepositions across a range of spatial 

scenes and scales accurately predictable using machine learning methods? 

RQ4. Is human annotation a reliable form of annotation for the analysis of location 

descriptions? 

We present this thesis by publication so that each chapter describes a step towards the end 

goals of the project. Table 1.1 shows the research questions, the objectives we mentioned 

here, and the manuscripts that address each objective and research question. 

1.4 Manuscripts and methods 

This thesis combines five different manuscripts in order to progressively advance the goals of 

increasing the level of understanding of geospatial prepositions and automating their 

interpretation. Prepositions are geospatial when they are being used in a geospatial context. 

A context is geospatial when it’s happening in an outdoor environment in an open geographic 

space (Radke et al. 2019; Stock et al. 2021).  
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Table 1.1. Research questions, objectives, and papers 

Research question Objective Manuscript 

RQ1: Which geospatial prepositions (or 
groups of prepositions) and senses are 
semantically similar?  

•To understand the semantic similarity of 
geospatial prepositions and their senses 
using a human subjects study 
 

Manuscript 1 (Chapter 2 ): An Empirical study of the semantic similarity of 
geospatial prepositions and their senses 

-Measures the semantic similarity among 24 geospatial prepositions and 
describes the senses of three groups of them 

•To understand the semantic similarity of 
geospatial prepositions using text mining 
methods 
•To evaluate how well text mining methods 
could be used to determine the semantic 
similarity of geospatial prepositions 

Manuscript 2 (Chapter 3 ): Mining the semantic similarity of spatial relations 
from text 

-Measures the semantic similarity among 25 geospatial prepositions using text 
mining methods including bag of words and word embeddings and compares 
the results to a human subjects experiment that is a ground truth data 

RQ2: Is the role of context important in the 
interpretation of location descriptions? 

 

 

•To review the effect of contextual factors 
and distance between the locatum and 
relatum and understand the use of specific 
prepositions within different contexts  

Manuscript 3 (Chapter 4 ): Spatial preposition acceptance thresholds and the role 
of context  

-Identifies the impact of the contextual factors of the relatum on choosing 
prepositions in a spatial scene. 
-compares the distances at which each preposition is acceptable 

RQ3: Is the object distance associated with 
geospatial prepositions across a range of 
spatial scenes and scales accurately 
predictable using machine learning 
methods? 

•To predict the distance between the 
locatum and relatum using contextual 
information and extract the most important 
factors that influence this prediction 

Manuscript 4 (Chapter 5 ): Machine learning model to predict the distance 
between geospatial locations using contextual factors 

-Predicts the distance between the locatum and relatum in a given expression 
using contextual factors, word embeddings of geographic features, the semantic 
similarity of geospatial prepositions and environmental factors  

RQ4: Is human annotation a reliable form of 
annotation for the analysis of location 
descriptions? 

 

•To understand the reliability of human 
subjects in annotating geospatial language  

Manuscript 5 (Chapter 6 ): Challenges in creating an annotated set of geospatial 
natural language descriptions  

-Creates an annotated dataset using six different spatial language elements, as 
marked by specific labels that use an annotation scheme) and evaluates the 
degree to which annotators can consistently identify the elements  
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1.4.1 Manuscript 1 Chapter 2 

The first research paper in Chapter 2 describes the semantic similarity between 24 

geospatial prepositions using an empirical study. For this research, a human subjects 

experiment was implemented using diagrammatic representations following Stock and 

Yousaf (2018) to measure the degree and nature of the semantic similarity among 

geospatial prepositions using clustering, t-stochastic neighbour embedding (t-SNE) 

(Maaten and Hinton 2008) and extensional mapping (Levinson and Meira 2003). Then, 

the senses of three groups of geospatial prepositions are identified using Venn diagrams, 

t-SNE and density-based clustering (Ester et al. 1996). The data used were 720 geospatial 

expressions extracted from the Nottingham Corpus of Geospatial Language (NCGL) 

created by Stock et al. (2013) and the Manaaki Whenua - Landcare Research Specimen 

Collection data, consisting of four different data sets (soils8, flora9, terrestrial 

invertebrates10 and fungi11), including specimen types and collection locations in the 

form of natural language descriptions. 

1.4.2 Manuscript 2 Chapter 3 

The second research paper in Chapter 3 defines the semantic similarity between 25 

geospatial prepositions (included a ternary preposition between in addition to the 24 

prepositions studied in Chapter 2 ) using text mining methods, including the bag of 

words model and GloVe embeddings (Pennington et al. 2014) using two different 

datasets, the British National Corpus (BNC12) and NCGL. The bag of words model consists 

of a vector with a normalised measure of word frequency values for the 1000 most 

frequent words across the expressions that use each of the geospatial prepositions. 

 

8 https://soils.landcareresearch.co.nz/soil-data/national-soils-data-repository-and-the-national-soils-
database/ 

9 https://www.landcareresearch.co.nz/resources/collections/allan-herbarium 

10 https://www.landcareresearch.co.nz/resources/collections/nzac 

11 https://www.landcareresearch.co.nz/resources/collections/pdd 

12 http://www.natcorp.ox.ac.uk/  

https://soils.landcareresearch.co.nz/soil-data/national-soils-data-repository-and-the-national-soils-database/
https://soils.landcareresearch.co.nz/soil-data/national-soils-data-repository-and-the-national-soils-database/
https://www.landcareresearch.co.nz/resources/collections/allan-herbarium
https://www.landcareresearch.co.nz/resources/collections/nzac
https://www.landcareresearch.co.nz/resources/collections/pdd
http://www.natcorp.ox.ac.uk/
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GloVe embeddings are a dimension-reduced vector representation pre-trained on a very 

large corpus. We use both of these methods to calculate the semantic similarity 

between each pair of geospatial prepositions using the cosine similarity. Then, the 

results are compared to the previous human subjects experiment conducted by Stock 

and Yousaf (2018), and the Pearson correlation coefficient is calculated between the 

human subjects data and three methods separately.  

1.4.3  Manuscript 3 Chapter 4 

This Manuscript in Chapter 4 studies the distance acceptance thresholds for two subsets 

of 24 geospatial prepositions (9 geospatial prepositions in total). Then, explores the role 

of context on the use of geospatial prepositions by measuring the frequency of mentions 

of specific locatum-spatial preposition-relatum triples and the distance between the 

locatum and relatum. A web scraping method was used to extract spatial expressions 

from Google containing six proximity and adjacency prepositions (next to, close to, 

beside, adjacent to, outside, near) and three topological prepositions (in, on, at) for 

three relata (Trafalgar Square, Buckingham Palace and Hyde Park) all based in London, 

each with 100 surrounding unique place names as locata.  

1.4.4 Manuscript 4 Chapter 5 

Chapter 5 uses the preposition and sense semantic similarities extracted from the 

empirical study (Chapter 2 ) as an input for prediction of distances indicated by 

geospatial prepositions in different spatial contexts using a machine learning method. 

In addition to preposition and sense semantic similarity, characteristics of the relatum 

and locatum such as geometry type, image schema, liquidity/solidity and semantic 

similarity and contextual information such as object density are used as input for a 

regression model to predict the distance between two locations described in a spatial 

scene. Two datasets were used in this study: a data set containing 690 geospatial 
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expressions extracted from Geograph13 and Foursquare14 and a set of about 7400 

expressions from a previous study (Morris 2020). 

1.4.5 Manuscript 5 Chapter 6 

The last Manuscript in Chapter 6 explores the reliability and consistency of human 

annotation of geospatial language. It identifies, describes, and explains an annotation 

scheme consisting of six elements and an experiment in which four annotators tagged 

location descriptions. Inter-annotator agreement was calculated and the reliability of 

annotation between annotators and between different elements were compared to 

evaluate human annotation as a method for ground truthing geospatial natural language 

processing methods. 

1.5 Spatial prepositions addressed in each chapter 

This thesis addresses geospatial prepositions from a number of different angles, and 

each manuscript uses a particular set of geospatial prepositions to answer the research 

questions. Figure 1.1 shows the prepositions used in each chapter of this thesis. 

We only considered English in our analysis of geospatial prepositions and associated 

elements like locatum and relatum. For examples of studies of spatial preposition use in 

other languages, see (Cuyckens 1991; Takenobu et al. 2005; Marchi Fagundes et al., 

2021). Furthermore, we did not consider different English dialects. The data that we 

used in Chapters 2-5 are collected from a range of different sources such as Google 

search engine, Geograph or Foursquare, and were not limited to only one dialect, as our 

focus was on generic characteristics of geospatial prepositions that occur across dialects, 

and dialect detection can be difficult in the kinds of sources we used. 

 

 

13 https://www.geograph.org.uk/  

14 https://foursquare.com/  

https://www.geograph.org.uk/
https://foursquare.com/
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Figure 1.1. Prepositions used in each chapter of thesis 

1.6 Table of the data for each manuscript 

Table 1.2 presents the datasets we used for each manuscript.  

1.7 Contribution in each chapter 

The scientific contributions and the research questions for each individual paper, which 

contribute to the wider thesis research questions, are as follows. 

Chapter 2 two research questions have been defined for this chapter: 

RQ1. Which geospatial prepositions are semantically similar to each other across a 

range of geospatial contexts, and what is the degree and nature of that similarity? 
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Table 1.2. Datasets used for each manuscript 

Manuscript Dataset 

Manuscript 1 

Chapter 2  

720 geospatial expressions extracted from: 

o The Nottingham Corpus of Geospatial Language15 (NCGL) (Stock et 
al. 2013) 

o The Manaaki Whenua - Landcare Research Specimen Collection 
data, consisting of four different data sets (soils16, flora17, terrestrial 
invertebrates18 and fungi19) 

Manuscript 2 

Chapter 3  

-NCGL (Stock et al. 2013) 
-BNC data20 (British National Corpus) 

Manuscript 3 

Chapter 4  

-5000 spatial expressions  
o Google 

Manuscript 4 

Chapter 5  

-690 geospatial expressions from (London area TQ3080): 
o Geograph21  
o Foursquare22 

-7300 expressions from: 
o  Geograph (all over the UK) 

Manuscript 5 

Chapter 6  

-1000 sentences from: 
o  NCGL 
o  where am I (Stock et al. 2015) 

- The Manaaki Whenua - Landcare Research Specimen Collection data,  

 

 

15 http://geospatiallanguage.massey.ac.nz/ncglindex.htm  

16 https://soils.landcareresearch.co.nz/soil-data/national-soils-data-repository-and-the-national-soils-
database/ 

17 https://www.landcareresearch.co.nz/resources/collections/allan-herbarium 

18 https://www.landcareresearch.co.nz/resources/collections/nzac  

19 https://www.landcareresearch.co.nz/resources/collections/pdd  

20 http://www.natcorp.ox.ac.uk  

21 https://www.geograph.org.uk/  

22 https://www.foursquare.com/  

http://geospatiallanguage.massey.ac.nz/ncglindex.htm
https://soils.landcareresearch.co.nz/soil-data/national-soils-data-repository-and-the-national-soils-database/
https://soils.landcareresearch.co.nz/soil-data/national-soils-data-repository-and-the-national-soils-database/
https://www.landcareresearch.co.nz/resources/collections/allan-herbarium
https://www.landcareresearch.co.nz/resources/collections/nzac
https://www.landcareresearch.co.nz/resources/collections/pdd
http://www.natcorp.ox.ac.uk/
https://www.geograph.org.uk/
https://www.foursquare.com/
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To answer the first research question, we studied the semantics of 24 geospatial 

prepositions using the data collected from a human subjects experiment and defined a 

matrix of the semantic similarity among these geospatial prepositions. 

The output is an important contribution of this chapter, as no one has previously 

measured the semantic similarity of the wide range of geospatial prepositions. The 

groups of semantically similar prepositions we identified in this chapter can be used in 

future research to identify semantically similar spatial descriptions, as existing semantic 

networks such as WordNet do not adequately cover prepositions.  

RQ2. How are the semantics of similar geospatial prepositions and their senses related 

to each other? 

To answer this second question, we studied the senses of three subsets of the larger 

group of 24 prepositions (13 in total), using both quantitative and qualitative 

approaches. Our contribution here was to define the senses of these 13 prepositions, 

and the relationships between them. Senses of geospatial prepositions are important in 

understanding their semantics. Two spatial descriptions may be different at first glance 

because they use different geospatial prepositions, but individual senses of the 

geospatial prepositions may be similar. Conversely, prepositions may appear similar, but 

in particular expressions, their semantics may be different due to the senses being used. 

Chapter 3 the research question of this chapter is the same as the first research question 

of the previous chapter, i.e., RQ1. However, this chapter uses a different methodology 

to determine semantic similarity. Instead of a human subjects experiment, this chapter 

studies the accuracy of text mining in measuring the semantic similarity among 

geospatial prepositions, addressing the research question: 

Which geospatial prepositions are semantically similar to each other across a range of 

geospatial contexts, and what is the degree and nature of that similarity? 

To answer this question, we used a Bag of Words (BoW) (expressing context by 

representing the frequency of words around the geospatial prepositions) and GloVe 

embeddings (only embeddings of geospatial prepositions) on two corpora (one 
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geospatial and one non-geospatial) to calculate the semantic similarity between pairs of 

spatial relations. We are not aware of any previous works using text mining methods to 

measure the semantic similarity of geospatial prepositions, and in particular, we address 

geospatial uses of these prepositions. This work indicates that the Pearson correlation 

between the human subject experiment is higher than the BNC which is a general 

corpus. So, by using a text mining method with geospatial corpus, we can identify the 

semantic similarity between all 25 geospatial prepositions with the correlation 47%, and 

if we only analyse the geospatial prepositions that have less descriptions, mainly 

because they only have spatial sense like opposite and beyond, the correlation will 

increase to 76%. 

Another contribution of this chapter was an analysis of the parts of speech words that 

occur frequently with each geospatial preposition, showing that the geospatial 

prepositions adjacent to, beside and next to are more likely to co-occur (to be in a same 

spatial description as) with nouns, while above, in and off more frequently co-occur with 

other prepositions. However, in the case of on, we see more adjectives in the given 

spatial descriptions. This contribution is also important for further analysis of geospatial 

prepositions and understanding of their context. 

Chapter 4 addresses two research questions: 

RQ1. How do distances between relata and locata that are acceptable differ between 

prepositions? 

RQ2. How important is context in the use of geospatial prepositions? 

The contribution of this chapter was to identify and compare the acceptance thresholds 

(distances at which a given preposition is acceptable) for 9 qualitative, non-directional 

geospatial prepositions using frequency graphs with data extracted from the Google 

search engine, for three different sites (relata) in Central London. The results show that 

near and close to have the highest distance acceptance thresholds, that proximity 

prepositions vary widely in their thresholds (next to being high and beside being used 

mainly for very short distances) and that the preposition in is frequently used for locata 

that are not physically inside the relatum, but nearby. Contextual factors such as size, 
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image-schema, popularity, and accessibility also influence the acceptance thresholds of 

some geospatial prepositions. 

Chapter 5 uses the information gained from the three previous chapters to build a 

machine learning model using a range of features to predict the distance between the 

locatum and relatum indicated by a geospatial preposition, in a spatial scene. We 

defined two specific research questions for this chapter: 

RQ1. How accurately can we predict distance using machine learning regression 

methods?   

RQ2. How important are specific model features in the success of that prediction? 

Our contribution was a model that used a much wider range of features in our model 

than previous work, including: 

- Characteristics of the relatum and locatum, such as: 

o Information about feature type, using both broad and detailed 

classifications, and word embeddings 

o Liquidity/solidity, scale, geometry type and image schema 

o Elongation 

- Semantic information about the prepositions: 

o Semantic similarity data for geospatial prepositions obtained from Chapter 2 

and Chapter 3  

o Data about geospatial preposition sense  

- Information about the wider context: 

o GloVe embeddings of the whole expression 

o Density of objects in the area, and of specific types of objects. 

The novelty of this research is the usage of contextual factors as well as geospatial 

prepositions characteristics to predict the distance between two locations. The 

methodology was tested on two different geospatial corpora to predict the distance, 

achieving an average distance prediction with 93.5% of distances being predicted within 
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50m of their correct locations, and improvements of 15-38% over the best baseline, for 

different experiments.  

Another contribution of this chapter was to identify the importance of variables such as 

the scale and geometry type of the locatum and relatum, as well as semantic 

information about the geospatial prepositions in the accuracy of the distance 

predictions. 

Chapter 6 sheds some light on the effectiveness of human manual annotation, a topic 

that has only been addressed in a limited way before. This chapter shows that 

agreement between annotators varies by individuals and by the kinds of language 

elements that are being annotated. Annotators were most consistent in their annotation 

of the spatial relation term (including prepositions), locatum (trajector) and relatum 

(landmark), with average inter-annotator agreement ranging from 0.53 (for locatum) to 

0.64 for spatial relation and 62% for relatum. Chapter 6  shows a lower agreement 

accuracy between human annotators who are not experts in this field, although they 

had some training through our experiments. Human annotation is widely relied upon as 

a method for ground truthing automated natural language processing, including for 

spatial language, and this chapter shows the significant role of annotators and how they 

can contribute to the body of knowledge in this field, as further work on the context and 

characteristics of spatial elements is highly dependent on the accuracy of annotations. 

1.8 Chapter outline 

This thesis by publication has seven chapters. It consists of an introduction chapter, five 

chapters that each contain a publication and a conclusion chapter. 

Chapter 1  introduces the research and its importance, some of the previous literature, 

research gaps, research goals and questions, then summarises the main methods of 

each manuscript and the datasets used in each. 

Chapter 2 and Chapter 3  answer the first research question, measuring the semantic 

similarity of spatial relation terms (we focused on geospatial prepositions) using a 

human subjects study (Chapter 2 ) and text mining methods (Chapter 3 ).  
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Chapter 2 also investigates senses of geospatial prepositions, and the relationships 

between them. These studies help us to understand more about geospatial prepositions, 

their semantic similarities and those of their senses and are also used in our method for 

automated prediction of distances associated with geospatial prepositions (Chapter 5 ). 

In Chapter 4 we describe a web scraping approach to extract geospatial expressions 

from Google and analyse how contextual factors and the distance between the locatum 

and relatum influence the selection of geospatial prepositions. This chapter sheds more 

light on the use of geospatial prepositions in text location descriptions as we did not 

limit user selection to specific options but extracted available data and analysed it based 

on the spatial scene elements. 

Chapter 5  presents a method to predict the distance between the locatum and relatum 

in a spatial description using the features belonging to its locatum, relatum, and 

preposition and the surrounding environment. These features include the embeddings 

of the geographic feature types; contextual factors such as building density and the 

semantic similarities we measured in Chapter 2 . 

Chapter 6  measures the success of human annotation of spatial language by defining a 

scheme of spatial elements including, trajector (locatum), landmark (relatum), spatial 

relation (such as preposition), location and movement verb, spatial specifier, and spatial 

qualifier. We asked four annotators to annotate spatial expressions with these elements 

following training and compared the results to determine consistency. The best 

agreement was for elements such as spatial relation, trajector (locatum) and landmark 

(relatum).  

The findings, contributions, conclusion, and future work are discussed in Chapter 7 . 
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Chapter 2  - An Empirical study of the semantic similarity 
of geospatial prepositions and their senses 

ABSTRACT 

Spatial prepositions have been studied in some detail from multiple disciplinary 

perspectives. However, neither the semantic similarity of these prepositions, nor the 

relationships between the multiple senses of different geospatial prepositions, are well 

understood. In an empirical study of 24 geospatial prepositions, we identify the degree 

and nature of semantic similarity and extract senses for three semantically similar 

groups of prepositions using t-SNE, DBSCAN clustering, and Venn diagrams. We validate 

the work by manual annotation with another data set. We find nuances in meaning 

among proximity and adjacency prepositions, like the use of close to instead of near for 

pairs of lines, and the importance of proximity over contact for the next to preposition, 

in contrast to other adjacency prepositions. 

2.1 Introduction 

The locations of objects on the earth are commonly described using natural language in 

human speech and written documents. Locations may be identified using place names, 

but may also be described with relative location expressions, consisting of a spatial 

preposition and a reference object (Herskovits 1986). For example, the expression I am 

near the cinema describes the speaker’s location (near) relative to a cinema. In this case, 

the preposition near does not describe a precise, specific location. Near could refer to a 

location in any direction within a short distance of the cinema. The distance specified by 

near is vague, and likely to depend on the context (Purves et al. 2007). 

Spatial prepositions are a key element of relative location descriptions, and a clear 

understanding of their meaning (semantics) and applicability in different contexts is key 

to the study of location language but is far from straightforward. Spatial prepositions 

are vague, and they might have different interpretations in different contexts (Landau 
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and Jackendoff 1993). In addition to their vagueness, spatial prepositions often have 

multiple senses and contexts of use (Talmy 1983; Coventry and Garrod 2004; Tyler and 

Evans 2003). They are known to be among the most difficult kinds of words for second-

language learners to use correctly (Chodorow et al. 2010), and spatial prepositions are 

often used metaphorically to apply to other situations (for example, I am at the end of 

my tether) (Coventry and Garrod 2004). In addition to the inherent interest in the study 

of spatial prepositions for our understanding of human language use, a clear 

understanding of the semantics of spatial prepositions in different situations is crucial 

for advancing the effective methods for automated georeferencing and generation of 

location descriptions. Such automation has multiple applications, including natural 

language spatial querying; georeferencing of social media, blogs, reports, and archives, 

automated georeferencing of emergency calls and natural language support for 

navigation (Chen et al. 2019; Al-Olimat 2019; Hu and Wang 2020). 

An important element in understanding the semantics of geospatial prepositions and 

their senses is the consideration of semantic similarity. The semantics of concepts are 

often understood through their relations with other words (Bittner et al. 2005; Sánchez 

et al. 2012), and if we know which geospatial prepositions and/or geospatial preposition 

senses are synonymous or nearly synonymous, we can better understand their meaning 

based on their senses of the interpretation of their synonyms. This knowledge can also 

be applied in automated natural language processing methods, as it enables us to learn 

correct interpretations from other semantically similar expressions. For example, the 

restaurant next to the Auckland Harbour Bridge and the restaurant beside the Auckland 

Harbour Bridge describe the same location, and awareness of this similarity may be 

useful for machine learning tasks, or for ontology-based information retrieval. Semantic 

similarity has long been an essential element for many information retrieval problems, 

including web search (Hliaoutakis et al. 2006), and for tools like WordNet (Fellbaum 

1998), which is built on semantic relations.  
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Researchers have investigated the semantics of spatial prepositions in some detail (e.g., 

Talmy 1983; Coventry and Garrod 2004; Tyler and Evans 2003; Herskovits 1985), 

exploring the different contexts of use, and describing their senses (Talmy 1983; 

Herskovits 1986; Coventry 1999; Tyler and Evans 2003; Coventry and Garrod 2004; 

Tenbrink 2008). However, much of this work focusses on spatial prepositions and/or 

their senses individually, rather than addressing the semantic similarity between them. 

A number of formal, mathematical models have been developed to enable rule-based 

calculation of the physical configurations in which specific spatial relations occur 

(Freeman 1975; Clementini et al. 1994), but these works focus on the definition of 

spatial relations on a theoretical level, not natural language spatial prepositions, and do 

not take context into account. Some work has addressed the problem of mapping spatial 

relations to the natural language prepositions that are used to describe them, and 

explored the semantic similarity of different spatial prepositions, but these works largely 

focus on a single contextual situation (road and park, with different spatial relation 

terms), rather than developing more broadly applicable models, and do not address 

different senses of spatial prepositions (Mark and Egenhofer 1994, Mark et al. 1995; 

Shariff et al. 1998, Du et al. 2017, Schwering 2007). A third strand of investigation of 

spatial prepositions comes from the computational linguistics and computer science 

fields, in which methods for automated interpretation of spatial prepositions include 

applicability models, or spatial templates (Zenasni et al. 2015; Hall et al. 2015; Collell et 

al. 2018). These works provide a picture of the operation of some spatial prepositions, 

but they do not address semantic similarity or individual senses.  

In this chapter, we address these gaps in the previous literature and pursue two research 

questions: 

RQ1: Which geospatial prepositions are semantically similar to each other across a range 

of geospatial contexts, and what is the degree and nature of that similarity? 
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RQ2: How are the semantics of similar geospatial prepositions and their senses related 

to each other? 

We address these research questions by studying the semantics of 24 spatial relation 

prepositions and their senses using empirical data from a human subjects experiment. 

Our focus is particularly on the geospatial context, in which these geospatial 

prepositions are used to describe situations in geographic, environmental or some cases 

of vista space, in Montello’s typology (Montello 1993; Stock et al. 2021). We asked 

respondents to match 720 expressions to the diagrams (from a set of 55) that best 

reflect their meaning. From the analysis of the human subjects data, we make two main 

contributions. Firstly, we study geospatial preposition semantics using both quantitative 

and qualitative approaches. Using a quantitative approach, we identify groups of 

semantically similar geospatial prepositions using clustering and t-distributed stochastic 

neighbour embedding (t-SNE), contrasting the groupings of similar prepositions to the 

typologies and groupings of prepositions that have been proposed thus far. Then, using 

a qualitative approach (although based on our quantitative data), we explore the 

aspects of similarity and difference within and between groups of prepositions using 

extensional maps.  

In our second contribution, we explore the senses of three groups of semantically similar 

geospatial prepositions, again using a combination of qualitative and quantitative 

approaches. We apply density-based clustering (DBSCAN) to the x, y coordinates for 

each individual expression that were determined using t-SNE. We then examine the 

clusters using Venn diagrams to isolate individual senses and the relationships between 

them using a manual approach. We do not attempt to build sense networks that show 

the ways in which senses may have been abstracted from other senses of a particular 

preposition like Tyler and Evans (2003) and Lakoff (2008). Our focus is rather on 

identifying the senses used in geospatial natural language, and the relationships 

between the senses of different prepositions. We are particularly interested in 

geospatial natural language because of the applications of semantic similarity work on 
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the problem of georeferencing. We combine computational and manual methods to 

explore the semantic similarity of specific prepositions and their senses, and do not 

attempt to define an automated approach to the extraction of senses. 

The structure of this chapter is as follows. Section 2.2 describes related work addressing 

the spatial prepositions and the similarity between them, Section 2.3 describes the 

method used for the human subjects experiment, Section 2.4 describes the data 

collection process, and Section 2.5 describes the analysis applied to the data to 

represent the semantics of the geospatial prepositions. Section 2.6 analyses the 

semantic similarity of the geospatial prepositions using qualitative and quantitative 

methods and discusses the results. Section 2.7 analyses the senses of three subgroups 

of geospatial prepositions and discusses the results. Section 2.8 presents future work 

and the conclusion. 

2.2 Literature review 

2.2.1 The Semantics of spatial prepositions 

The main elements of a relative spatial description are the locatum (the object being 

located), the relatum (the reference object) and the spatial relation term, which 

describes the position of the locatum relative to the relatum (Lehmann 1983, Taylor and 

Evans 2003; Quirk et al. 1985). Spatial relation terms are commonly prepositions (Talmy 

1983; Retz-Schmidt 1988) but may alternatively (or as well as) consist of other parts of 

speech such as verbs, adverbs (Kordjamshidi et al. 2011). Prepositions may specify the 

geometric configuration of the relatum relative to the locatum, as well as shape, 

magnitude, and orientation (Talmy 1983; Dirven 1993). 

Experimental work has demonstrated the importance of context in the selection of 

spatial prepositions to describe a scene (Coventry 1999), and their selection and use 

may be influenced by space schematisation, idealisation, image schema and abstraction. 

For example, in the expression a bar inside the hotel, the spatial preposition inside may 

indicate that bar is smaller than hotel, hotel has a volume geometry and both objects 
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have locative characteristics (Herskovits 1980; Herskovits 1985; Talmy 1983; Vorwerg 

and Rickheit 1998; Zwarts 1997; Zelinsky-Wibbelt 1993), although note that the 

application of these aspects depends on the specific situation and perspective of the 

observer. Other aspects that may impact on the semantics of prepositions include frame 

of reference, which may be object-centred (intrinsic), viewer-centred (relative) or 

environment-centred (absolute). Stock and Hall (2017) identified a broad range of 

factors that affect the interpretation of spatial descriptions including: proximity, 

visibility, immediacy, object shape, contact, centrality, physical containment, projection, 

convergence, collinearity, vertical contact, surroundedness, termination, and some 

locatum and relatum characteristics such as liquid/solid (Lautenschütz et al. 2006); 

image schema which is mainly connected to the spatial preposition (Lakoff and Johnson 

1980; Mark and Frank 1996); axial structure or axes that describes whether objects have 

back, side, top, bottom, left and right (Landau and Jackendoff 1993); perspectival mode 

which is a subcategory of perspective defined by Talmy (2000) as stationary or moving. 

Other factors that are subcategories of configurational structure have been described in 

Talmy (2000), including: boundedness (focuses on internal fragmentation of a quantity); 

dividedness; quantity; plexity (referring to single or multiple objects); pattern of 

distribution (which may include the pattern of distribution of matter through space or 

of activity through time) and degree of extension (point, bounded extent or unbounded 

extent). Geometry type (point, line, and polygon shape of locatum and relatum) (Landau 

and Jackendoff 1993); scale (the size of spatial elements) (Lautenschütz et al. 2006) and 

force dynamics (Coventry and Garrod 2004) are also known as important contextual 

factors that impact the interpretation of a spatial description. While these different 

aspects of the semantics of spatial prepositions have been studied in some detail, 

particularly by linguists and cognitive scientists, investigation of the semantic similarity 

and relatedness between spatial prepositions is more limited. 
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2.2.2 Semantic similarity 

Semantic similarity is a subset of the general idea of semantic relatedness, which 

includes any kind of relation between concepts. A vast range of different kinds of 

semantic relations between objects have been defined, including contrasts (e.g., 

antonyms, incompatibilities); case/syntactic/syntagmatic relations (e.g., agent-action), 

part-whole relations and causality (Chaffin and Herrmann 1984; Ballatore et al. 2014; 

Budanitsky and Hirst 2006). 

Definitions of semantic similarity vary, with Chaffin and Herrmann (1984) including 

synonymity (car-auto); attributional similarity (have the same salient attributes); 

dimensional similarity (smile-laugh) and necessary attribution (lemon-sour); Ballatore et 

al (2014) including synonymity, hypernymity or hyponymity (e.g. house is a kind of 

building) and Miller and Charles (1991) defining semantic similarity in terms of 

substitutability (whether terms can be used in place of one another without changing 

meaning, or in a weaker form, truth value). Several criticisms of definitions of similarity 

have been proposed (Goodman 1972), but the notion of semantic similarity 

nevertheless plays a key role in many information retrieval and querying tasks.  

Much of the work on semantic similarity has focussed on objects, rather than relations, 

and methods for determining semantic similarity have considered the presence of 

shared or similar attributes, relations (e.g., analogy) or affordances (Turney 2006; 

Ballatore et al. 2014; Janowicz and Raubal 2007; Hahn and Chater 1997); proximity in 

space; correspondence between objects; or number of transformations needed to 

change one object into another (Goldstone and Son 2005). Janowicz et al. (2011) provide 

a comprehensive review of the semantics of similarity, describing a range of approaches 

to the measurement of similarity in the context of geographic information retrieval, and 

identifying the benefits of each. Ontology-based approaches, which formally specify the 

semantics of concepts using their attributes and relations, have been used to identify 

semantically similar objects, and have been applied to geographic concepts (river, 
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mountain, forest) by a number of researchers (Rodríguez and Egenhofer 2004). 

Initiatives such as WordNet define a range of different types of relations to assist in the 

automation of semantic processing (Pedersen et al. 2004). Another common approach 

to determining the semantic relationship between objects (or types of objects) uses 

word context in natural language, assuming that similarity in the terms that appear near 

words in text corpora indicates that they are semantically similar (Rubenstein and 

Goodenough 1965, Agirre et al. 2009; Wang et al. 2020). However, text-based 

approaches more accurately describe semantic relatedness than semantic similarity, as 

they do not account for situations such as antonymy (Budanitsky and Hirst 2006; Miller 

and Charles 1991; Ballatore et al. 2014). 

2.2.3 Semantic similarity of spatial prepositions 

Despite extensive investigation into the notion of semantic similarity, application of the 

concept in the context of spatial prepositions is more limited. Several researchers have 

addressed the semantics of spatial prepositions by attempting to categorise them, 

indicating some level of semantic similarity or relatedness (e.g., adjacency and 

proximity) (Bitters 2009; Coventry and Garrod 2004; Hois et al 2009; Kemmerer 2006; 

Levinson and Meira 2003; Retz-Schmidt 1988; Zwarts 2005; Zwarts and Winter 2000; 

Tenbrink 2008). However, many of these studies cover only a subset of spatial relation 

terms, and there is little consensus among schemes (e.g., beside can be classified as 

projective or proximal) (Retz-Schmidt 1988, Zwarts and Winter 2000, Coventry and 

Garrod 2004). Other classes contain prepositions that are related in some way but are 

not semantically similar (e.g., the class of topological prepositions includes various types 

of connection or containment (e.g., contains, outside, overlaps) (Kemmerer 2006; 

Levinson and Meira 2003). Similarly, the class of projective relations contains relations 

that rely on projected axes (e.g., left, right, in front, behind) (Coventry and Garrod 2004; 

Kemmerer 2006), but would not be considered semantically similar for many purposes. 
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Theoretical work by Bitters (2009) describes equivalent and synonymous relations for 

the spatial preposition near, equivalents being near to, nearby, close, close to, and nigh, 

and synonyms being adjacent, adjacent to, beside, by, alongside, and next to. However, 

the focus of this work is to identify the frequency of use of prepositions with particular 

feature type pairs, and the semantic equivalence and synonymous relations are not 

experimentally verified. In a quantitative approach, Schwering (2007) defines a semantic 

similarity measure between pairs of 15 natural language spatial terms, combining Shariff 

et al’s (1998) mapping from natural language terms to topological and metric relations 

with Mark and Egenhofer’s (1994) conceptual neighbourhood graphs that define the 

semantic similarity between topological relations. They test their measure with a human 

subjects experiment, identifying three groupings of semantically similar terms (broadly 

representing containment, intersection and near/avoid/bypass). However, they 

experiment only with road and park as locatum and relatum respectively, and do not 

consider a wider range of situations. Du et al. (2017) develop a random forest classifier 

to predict spatial relation from a sketch also using Shariff et al’s (1998) parameters. To 

aid prediction success, they identify sets of five and seven groups of semantically similar 

prepositions (from a set of 69) using three methods: human judgement with a sketch 

drawing task; examination of a confusion matrix to identify misclassification (and thus 

likely similarity) and average distance between vectors of features. Their groups roughly 

correspond to: starts and ends in; alongness/enclosure; leads up to; containment; 

crosses/overlaps; goes into and near. However, their similarity assessment is relatively 

course-grained, with some groups containing a wide range of terms, and is again 

confined to the road + park context only. Stock (2008) demonstrates an approach to 

determine semantic similarity of spatial relations using a restricted natural language 

called Natural Semantic Metalanguage, but investigates only the intersects, next to, on 

and contains spatial relation terms in a theoretical treatment. 
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2.2.4 Spatial preposition senses 

It is common for words to have multiple meanings in natural language generally, and 

spatial prepositions are no exception. Several spatial prepositions are known to be used 

to describe multiple, different spatial configurations (e.g., the preposition on in the cup 

is on the table and the key is on the chain) (Coventry and Garrod 2004). These different 

meanings of the same preposition are referred to as senses. In some cases, the same 

word is used to refer to objects or concepts that appear to have no semantic connection 

(homonyms) (e.g., the word bank can be used to describe a geographic feature or a 

financial institution) (Lakoff 2008), but in the case of spatial prepositions, senses are 

commonly thought to be connected through some underlying principle (polysemes) 

(Tyler and Evans 2003). Principles of support and location control have been posited as 

playing this role for the on and in prepositions respectively (Coventry and Garrod 2004). 

Lakoff (2008) describes connections between senses as being defined by metaphors and 

image schemas and shows how multiple senses are connected for the spatial preposition 

over. Herskovits (1986) cites contiguity, attachment, and support, but also identifies 

other factors and exceptions in different cases, rather than a single organising principle.  

Senses of spatial prepositions have been studied and enumerated by several researchers 

(Cooper 1968; Leech 1970; Bennett 1972; Miller and Johnson-Laird 1976; Talmy 1983; 

Lakoff 2008), and application of the specific senses of prepositions have been shown to 

be influenced by the surrounding context (Dahlmeier et al. 2009). In the Preposition 

Project (PP) Litkowski and Hargraves (2005) define senses based on dictionary 

definitions. Cannesson and Saint-Dizier (2002) discuss the difference in senses based on 

the characteristics of the noun and verbs in the context. Cooper (1968) defines senses 

based on a semantic marker that is a specification of a concept, defining different 

concepts and interpretations. To disambiguate senses, Dahlmeier et al. (2009) and Tratz 

and Hovy (2009) designed a classifier and trained it on an annotated data to get the 

annotations of senses for test data prepositions. While this work has investigated 

senses, work on the semantic similarity of senses is limited.  
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In addition to studying distinct senses, researchers have investigated the means by 

which senses are related to each other (e.g., through metaphor). Herskovits (1986) 

refers to use types that describe variations on the ideal meaning of a preposition, and 

the ‘stretching’ of prepositions to apply in different situations. How then, do we define 

a distinct sense? Tyler and Evans (2003) propose two criteria. Firstly, “it must contain 

additional meaning not apparent in other senses associated with a particular form” (pp. 

42-43). Secondly, “there must be instances of the sense that are context independent, 

that is, in which the distinct sense could not be inferred from another sense and the 

context in which it occurs” (p.43). As an example, they mentioned “Joan nailed a board 

over the hole in the ceiling”. This meets the first criterion, by describing a sense of over 

that is distinct from the more standard sense meaning ‘on top of’ conveying the idea of 

covering; and the second criterion in that this different sense cannot be extracted from 

the context in which it occurs. They distinguish uses of a preposition that meet these 

two criteria, and thus count as distinct senses, as those that are “conventionalised in 

semantic memory” (p.45), in contrast to other uses that are the result of inference and 

“produced on-line for the purposes of understanding” (p.45). They acknowledge that 

these criteria are strict, and that agreement about how fine-grained sense distinctions 

should be has not been agreed on, and also discuss the notion of a primary sense, which 

they define as the most prototypical, which can be identified through empirical means 

(from language studies) and linguistic means (the earliest use, role in the semantic 

network relative to other senses, inclusion in composite words, participation in contrast 

sets with other prepositions (e.g. above/below) and ability to be substituted for related 

senses) (Tyler and Evans 2003; Langacker 1987). 

While in previous work, the semantics of many common spatial prepositions and their 

senses has been explored, limited attention has been given to the semantic similarity of 

spatial prepositions and senses, except in a narrow range of situations (e.g., road + park). 

In the next section we explain the human subjects experiment that forms the basis of 
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our determination of semantic similarity of geospatial prepositions and their senses, 

across a range of different contextual situations. 

2.3 Method 

Our method for studying geospatial prepositions and their senses has its theoretical 

foundations in Gärdenfors’ conceptual spaces, in which the semantics of an object can 

be described by its position in a multidimensional vector space whose axes are defined 

by quality dimensions, and the distance between objects in that vector space can be 

used to determine semantic similarity (Gärdenfors 2004). We create a conceptual space 

in which objects are geospatial prepositions and their senses, and we use 55 geometric 

configuration diagrams, based on Stock’s (2014) Geometric Configuration Ontology, to 

represent each quality dimension. Values for each quality dimension for a given 

preposition are determined by respondents’ assessments of how well each geometric 

configuration diagram fits a range of expressions using the preposition. We use 30 

expressions for each preposition in order to incorporate a range of different contextual 

situations (explained in Section 2.3.2), as the interpretation of spatial relations is 

acknowledged to be highly influenced by context (Coventry and Garrod 2004). By using 

a range of different expressions for each preposition, we explore the aspects of 

preposition semantics that are generic in different situations, as well as different 

preposition senses. 

Like a number of previous researchers (Mark and Egenhofer 1994, Levinson and Meira 

2003, Coventry 1999, Stock and Yousaf 2018), we use a diagram matching task, in which 

respondents select diagrams that match each expression and rate the degree of 

agreement on a Likert scale. While grouping and pairwise comparison tasks are common 

alternatives to diagram matching methods for determining semantic similarity (e.g., 

Miller and Charles 1991; Chaffin and Herrmann 1984; Mark and Egenhofer 1994), we 

consider them less useful for gaining a clear understanding of the specific meanings of 

geospatial prepositions and their senses because we are interested in exploring the use 
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of prepositions in different contexts, and in the range of different ways that prepositions 

are used, aspects that can be highlighted through the diagram matching approach. 

Drawing tasks have also been used in the study of geospatial prepositions (Shariff et al. 

1998), but unlike many studies that focus on a single expression (for example, the road 

crosses the park), we study prepositions across many different contexts, and we 

considered that it would be difficult to obtain comparable diagrams across such a range 

of situations, when the experiment is not based on a limited number of expressions. 

Employing the results of our diagram matching experiment, we apply several methods 

to determine semantic similarity, including clustering, t-distributed stochastic neighbour 

embedding (t-SNE) (Section 2.6.1), as well as qualitative methods (Section 2.6.2). 

2.3.1 Selection of geospatial prepositions 

There are about 80 spatial prepositions and some of them have multiple senses. Out of 

these 80, we investigate the semantics of 24 frequently used geospatial prepositions. 

These prepositions were identified by extracting geospatial expressions from the 

Geograph23 and Foursquare24 websites. Geograph aims to crowd-source geographically 

representative photos and associated captions, descriptions, and locations for every 

square kilometre of Great Britain and Ireland. Foursquare is a social networking 

application and website that contains attractions and user reviews. We extracted 

descriptions and comments from both sites in the central London area (specifically, the 

TQ 3080 map tile on the British National Grid) and excluded any descriptions that did 

not include place names or location information, resulting in 890 geospatial 

descriptions. From these descriptions, we manually identified geospatial prepositions as 

those that described either the location or movement of a geographic object/place. For 

instance, we excluded the expression a cat behind the table as it does not refer to a 

 

23 https://www.geograph.org.uk/  

24 https://foursquare.com/city-guide  

https://www.geograph.org.uk/
https://foursquare.com/city-guide
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named place, but we include the bridge over the Thames River. We excluded the 

geospatial prepositions to and from because their interpretations are based on the verbs 

that they are collocated with (e.g., the road goes to the church; the ferry came to the 

island), and ternary prepositions (e.g. between). This process resulted in 700 expressions 

with 24 geospatial prepositions. The final list consisted of twenty-one single word 

prepositions (above, across, along, alongside, around, at, behind, beside, beyond, by, in, 

inside, near, off, on, opposite, over, outside, past, through, towards) and three 

prepositional phrases (adjacent to, close to, and next to). Figure 2.1 shows the frequency 

of expressions for each preposition. 

 

Figure 2.1. Number of prepositions in 700 geospatial expressions 

2.3.2 Selection of descriptions 

Having selected 24 frequently appearing geospatial prepositions, we randomly selected 

30 expressions for each preposition from two other data sets (Table 2.1):  
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1. The Manaaki Whenua - Landcare Research Specimen Collection data, consisting of 

four different data sets (soils25, flora26, terrestrial invertebrates27 and fungi28), 

including specimen types and collection locations in the form of natural language 

descriptions.  

2. The Nottingham Corpus of Geospatial Language29 (NCGL) (Stock et al. 2013), 

consisting of around 11,000 geospatial expressions collected from 46 websites with 

content such as news, travel, tourism. 

Table 2.1. The properties of each dataset 

Dataset Number of 
expressions 

Number of 
tokens 

Example 

Landcare collection 
locality data 

132,954 237,936 “Beside Lake Wairarapa 1 km north of Burling's 
Stream.” 

NCGL 10,147 812,145 “At the crossroads by the church, turn right down the 
hill down Trent Lane.” 

 

From these expressions, we manually extracted the relatum and locatum for each 

preposition in each of the 720 expressions. Many of the expressions were complex, 

involving other elements (e.g., adjectives, adverbs), but these additional elements were 

disregarded. Specific place names were replaced with the relevant geographic feature 

type to avoid bias specific to particular locations. For instance, the first example in Table 

2.1 becomes “beside the lake, 1km north of stream”. We did not use any automation 

process to identify the grammar and extract these elements. 

 

25 https://soils.landcareresearch.co.nz/soil-data/national-soils-data-repository-and-the-national-soils-
database/ 

26 https://www.landcareresearch.co.nz/resources/collections/allan-herbarium 

27 https://www.landcareresearch.co.nz/resources/collections/nzac 

28 https://www.landcareresearch.co.nz/resources/collections/pdd 

29 http://geospatiallanguage.massey.ac.nz/ncglindex.htm  

https://soils.landcareresearch.co.nz/soil-data/national-soils-data-repository-and-the-national-soils-database/
https://soils.landcareresearch.co.nz/soil-data/national-soils-data-repository-and-the-national-soils-database/
https://www.landcareresearch.co.nz/resources/collections/allan-herbarium
https://www.landcareresearch.co.nz/resources/collections/nzac
https://www.landcareresearch.co.nz/resources/collections/pdd
http://geospatiallanguage.massey.ac.nz/ncglindex.htm
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2.4 Data collection 

We collected assessments of the semantics of each expression from respondents using 

Amazon Mechanical Turk30, a platform for crowdsourcing responses to Human 

Intelligence Tasks (HITs) that has been used in a range of research projects (Schnoebelen 

and Kuperman 2010; Mason and Suri 2012). We created a separate HIT for each of our 

720 expressions, and Mechanical Turk Workers were paid US$0.1 to complete each HIT. 

Workers could complete as many or as few HITs as they liked but could only complete a 

given HIT once. We collected 30 responses (from 30 different respondents) for each of 

our 720 expressions (30 expressions for each of the 24 geospatial prepositions), in order 

to ensure that the results were not biased by responses of one, or a small number of 

respondents.  

Each HIT page contained introductory instructions (see Appendix B - Full instructions for 

experiment), an explanation of geospatial prepositions, and an ethical statement. The 

research was conducted in accordance with the Massey University Code of Ethical 

Conduct for Research, Teaching and Evaluations involving Human Participants, and low-

risk ethical approval was obtained from Massey University Ethics Committee prior to the 

commencement of data collection31. For each HIT, we showed respondents an 

expression and asked them to select diagrams from a set of 55 (see Figure 2.2) derived 

from the Geometric Configuration Ontology (GCO) (Stock 2014) (Appendix A - Geometric 

configurations Stock (2014)), with the inclusion of more than one diagram for some GCO 

concepts to reflect different geometry types, in line with the two basic models of 

representation of place as regions and vectors (Zwarts 2017). The GCO provides a 

comprehensive ontology of different geometry configurations extracted from the 

literature and text analysis, and includes topology, distance, linear orientation, 

 

30 https://requester.mturk.com/  

31 Ethical Approval Number 4000021526 

https://requester.mturk.com/
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horizontal projective orientation, direction, adjacency, collocation, and object parthood. 

The diagrams depict the locatum (in red) and the relatum (in blue) and include spatial 

relations that are relative to the position of the observer (projective, egocentric frame 

of reference) (Diagrams 1-10) and cardinal direction relations (absolute frame of 

reference) (Diagrams 11-26). The observer was represented by a stick figure while the 

direction of North was represented by an arrow labelled with the word ‘North’. Several 

diagrams reflect multiple kinds of spatial relations (e.g., Diagram 53 depicts the 

topological contains relation and a parthood centre of relation). 

 

Figure 2.2. Diagrams of the human subject experiment for the HIT task 

The diagrams intentionally omit contextual information (e.g., scale, location of other 

objects in the scene). This is because our goal is to focus on the semantics of spatial 
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relations and their senses that occur across a range of different situations, relata and 

locata, rather than through a single relatum-locatum pair (Egenhofer and Shariff 1998; 

Shariff et al. 1998; Mark and Egenhofer 1994), or a specific aspect of context (e.g., 

Tenbrink 2008). We acknowledge that this approach excludes a deeper level of 

understanding of contextual aspects of geospatial preposition semantics but leave this 

for later work. 

We asked respondents to select at least one and no more than 3 diagrams for each 

expression (in case a single diagram didn’t exactly reflect the expression and additional 

diagrams were needed), and to specify closeness of match from a half-Likert32 scale with 

options: agree somewhat, agree, and strongly agree. To remove bias created by the 

order of the diagrams in the experimental stimulus, we produced 100 different diagram 

matrices, each containing the same diagrams, but in different orders (changing the order 

of diagrams in Figure 2.2). Each of the 720 HITs was sequentially allocated one of the 

100 diagram matrices.  

The experiment was restricted to fluent English speakers through self-selection (workers 

were asked to proceed only if they met this criteria), since prepositions (and not least 

geospatial prepositions) are one of the more difficult aspects of English for learners to 

obtain (Bitchener et al. 2005; De Felice and Pulman 2008).  

2.5 Analysis 

From the 21600 HITs (30 responses x 30 expressions x 24 geospatial prepositions), 956 

blank HITs were submitted. These responses were rejected (Mechanical Turk provides 

the option to accept or reject responses before payment) and we re-ran the rejected 

 

32 The negative half of the scale is removed because respondents are asked to select diagrams that they 
consider do reflect the expression. 



Chapter 2: An Empirical study of the semantic similarity of geospatial prepositions and 
their senses 

 

38 

 

expressions to get new responses. The total number of respondents was 921 and the 

majority completed fewer than 21 HITs (Figure 2.3). 

 

Figure 2.3. Number of respondents and number of HITs completed 

We calculated a total agreement score for each expression – diagram combination using 

the following formula (Equation 2.1):  

Total agreement score expression, diagram = (∑ 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑘 ∗ 𝑤𝑒𝑖𝑔ℎ𝑡𝑘
𝑛
𝑘=0 )/n         Equation 2.1 

We assigned a weight to each response: 0.5 for “agree somewhat”, 0.75 for “agree” and 

1 for “strongly agree”. 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑘 specifies an individual response and has a value of 1 

(for each respondent who selected the diagram concerned), 𝑤𝑒𝑖𝑔ℎ𝑡𝑘  is the weight of 

that response and n represents the total number of responses for the given description. 

We produced a 55-dimension vector (one number for each diagram representing the 

average weighted agreement across all respondents with the diagram for that 

expression) for each expression. We refer to these vectors as expression diagram 

vectors. 
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Previous studies have shown that although Mechanical Turk can be a cheap and fast 

platform for collecting data, sometimes the quality of data may not be at the level that 

requesters expect (Schnoebelen and Kuperman 2010; Mason and Suri 2012). When 

computing the Total agreement score, we average across all 30 responses for a given 

expression in order to reduce the effects of outliers amongst respondents, and we 

further removed noise from the vectors by considering only average values that were 

equal to or greater than 0.1 (all average values for a dimension below 0.1 were set to 

zero). Very low numbers for a given diagram in an expression diagram vector suggest 

that only one or two people selected the diagram, and therefore it does not reflect a 

common view across all, or even most, respondents. 

We then produced a single diagram vector for each geospatial preposition by calculating 

an average score for each diagram across all 30 expressions that contained the 

geospatial preposition. We refer to these vectors as preposition diagram vectors. 

2.6 Semantic similarity of geospatial prepositions 

In this Section, we use the results from our experiment to explore the semantics of 

geospatial prepositions and their similarity. We firstly apply quantitative techniques 

(clustering and t-SNE) to identify groupings of geospatial prepositions and discuss the 

results from this process. We then study the prepositions using qualitative methods, 

with an extensional map. 

2.6.1 Quantitative analysis, results, and discussion 

We apply clustering to the preposition diagram vectors in order to identify groups of 

semantically similar geospatial prepositions, following the assumption that respondents 

will select similar diagrams for geospatial prepositions that have similar meaning. We 

applied several different clustering configurations in order to identify the dominant 

groupings robustly, as follows: 
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• We applied two clustering techniques: Agglomerative Hierarchical Clustering (AHC) 

and K-means (Johnson 1967; Hartigan and Wong 1979). 

• We applied the techniques to both the preposition diagram vectors and a modified 

form of the vectors, in which only the top three diagram values in each preposition 

diagram vector were retained, and all other values were set to zero (this eliminates 

all but the most dominant selections), because the top three values show the most 

frequently chosen diagrams for that specific expression, and thus carry more 

information than other small values that may be outliers.  

• We applied these techniques with different numbers of clusters (3, 5, 7, 9 and 11). 

We then calculated the co-occurrence between pairs of prepositions as the percentage 

of configurations in which they appear in the same cluster, across all of these different 

clustering configurations (20 in total – 5 x 2 x 2) in order to ensure that our groupings of 

semantically similar prepositions are not influenced by a particular clustering 

configuration, using the following formula (Equation 2.2): 

𝑐𝑜 − 𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑥,𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝑤ℎ𝑖𝑐ℎ 𝑥 𝑎𝑛𝑑 𝑦 𝑎𝑟𝑒 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑠
                    Equation 2.2 

We created a co-occurrence matrix representing the pairwise co-occurrence of the 

prepositions and plot this data on a t-distributed stochastic neighbour embedding (t-

SNE) plot (Figure 2.4). T-SNE plots are able to express the similarity between multi-

dimensional non-linear vectors in two-dimensional space (Maaten and Hinton 2008).  

The t-SNE plot shows several interesting groupings. Unsurprisingly, in and inside are 

grouped together. While there are differences in the way these prepositions are used 

(e.g, I live in the street makes sense, while I live inside the street is unlikely), there are 

significant overlaps that suggest this common positioning in the reduced dimension 

space. Several adjacency and proximity prepositions are grouped together (next to, 

near, adjacent to), while beside and close to are together, but some distance from the 

other proximity and adjacency relations.  
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Figure 2.4: t-SNE plot of preposition co-occurrence matrix 

The groupings do not reflect the distinction between proximity (near, close to) and 

adjacency (beside, next to, adjacent to) that has been identified in preposition typologies 

(Bitters 2009). While Zwarts and Winter (2000) and Retz-Schmidt (1988) class beside as 

a projective relation, Coventry and Garrod (2004) class it as a proximity relation, 

consistent with its position in Figure 2.4 with the close to relation. Interestingly, outside 

is grouped with next to, near and adjacent to, although it is not commonly presented as 

either an adjacency or proximity relation, but rather a topological or containment 

relation (in that it would typically be considered to refer the situation in which the 

locatum is external to the containing relatum) (Bitters 2009). 

Past, beyond, off and by are grouped together in the t-SNE plot. While by might be 

considered more akin to the adjacency and/or proximity relations, the similarity 

between the four prepositions is further confirmed by the Pearson Product Moment 

Group 1 

Group 2 

Group 3 
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Correlation Coefficients between the preposition diagram vectors as shown in  Appendix 

C - Similarity matrix of geospatial prepositions, in which the similarity of by with off and 

past is 0.95 and with beyond is 0.7 (Figure 2.5 shows the shaded similarity matrix). 

Across, through and over are close together in the plot. Although the relations expressed 

by these prepositions might vary if viewed in three-dimensional space, because our 

diagrams only depict plan view, there is significant overlap in the diagrams selected. 

Above, behind, and opposite are also close to each other in the plot, even though they 

appear to be semantically very different. As for the across, through and over group, this 

grouping may be affected by the absence of the three-dimensional view in our diagram, 

and the tendency for respondents to select diagrams in which one object is above the 

other, even though the diagrams are not intended to depict the vertical dimension. Thus 

Diagram 2 was highly scored for both above and behind. While it is intended to reflect 

the behind relation, given the position of the objects relative to the observer, some 

respondents also applied it to the above preposition. We consider the specific diagrams 

selected for each preposition and explore these aspects in more detail in the next 

Section. 

2.6.2 Qualitative analysis, results, and discussion 

Following Levinson and Meira (2003), we present an extensional map (Figure 2.6) of the 

three diagrams with the highest agreement for each preposition. Extensional maps are 

used to highlight the findings of diagram matching experiments and depict groups of 

diagrams that are most frequently selected for a given linguistic expression (in our case 

prepositions). Diagrams are positioned on the extensional map in a way that facilitates 

display of groups of similar diagrams (i.e., diagrams used for the same preposition are 

grouped together on the map), and most importantly for our work, enables comparison 

of the semantics of individual prepositions.  
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The extensional map of our experimental results further elucidates some of the 

groupings shown in the t-SNE plot. It is important to note that while the t-SNE plot 

incorporates the full set of average diagram vectors for a preposition, and position on 

the plot can be influenced by diagrams that have lower agreement scores, the 

extensional map only shows the three most highly scored diagrams, so gives a more 

general view of the similarities of the prepositions. Nevertheless, it highlights the explicit 

distinctions between those views, which is informative. 

In the extensional map, in, inside and at all share the same highest scoring diagrams 

(Diagrams 26, 40 and 53) those that indicate containment, with greater or lesser degree 

of centrality in the relatum. As in the t-SNE plot, the proximity and adjacency relations 

in the extensional map form two distinct groups, but these do not coincide with the 

distinction between proximity and adjacency. Beside, by and close to all have the same 

three highest scoring diagrams, one of which indicates two objects touching, and the 

other two of which depict a linear object near a polygon object. In contrast, all three 

highest scoring diagrams for adjacent to, near and next to show two polygons, in one 

case touching (which overlaps with those for the beside, by and close to group) and the 

other two near each other. This suggests that beside, by and close to are more 

appropriate for linear objects than polygonal ones, where adjacent to, near and next to 

might be preferred. Outside, which was grouped with adjacent to, near and next to in 

the t-SNE plot, shares two highly scored diagrams with each of the other two groups, 

and those groups include linear objects as well as touching and near polygons, indicating 

more general semantics. Past, beyond, off and by, which are grouped together in the t-

SNE plot, all share the same two highly scored diagrams (Diagrams 29 and 30), as well 

as one other which they do not share (past: Diagram 35, beyond: Diagram 2, off: Diagram 

38 and by: Diagram 36). They are the same two diagrams that are included in the top 

three for beside and close to: a polygon and a linear object near each other.  
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Figure 2.6: Extensional map of geospatial prepositions 

These prepositions thus clearly have some shared semantics, while also some additional 

aspects of meaning that are independent of the others. In the case of beyond, this 

additional diagram is a projective relation, indicating one object behind another, relative 

to the observer, and is also shared with behind. Past includes a diagram showing a linear 

locatum over a polygonal relatum, and all three of its diagrams combine linear and 

polygon objects. Off also includes a third diagram involving linear and polygon objects, 

with the linear locatum outside and leading up to the edge of the polygonal relatum. 
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Across, through and over were very closely clustered in the t-SNE plot, while in the 

extensional map, across and through share the same three highly scored diagrams and 

over shares two of those, with one different diagram. Across, through and over all share 

a diagram involving two crossing lines, as well as one in which a linear locatum crosses 

a polygonal relatum. Across and through (but not over) also share a diagram with a linear 

locatum going into and stopping in the middle of a polygonal relatum. The extra diagram 

that is highly scored for over involves two overlaid lines, one inside the other. It should 

be noted that our diagrams are only in plan view, so three-dimensional diagrams are not 

available, even though they may be more suitable for prepositions like over, and this 

may affect the results. 

The above, behind, and opposite group from the t-SNE plot is not visible in the 

extensional map, with the three prepositions only sharing one diagram. Above and 

behind share two diagrams, but it is possible that this is because of a mistaken 

identification of the diagrams concerned as a view from the side, rather than from 

above, in the case of the above preposition. All three of the diagrams selected for above 

show the locatum object geometrically above the relatum object in the diagram (i.e., 

further up the page), but when the diagrams are interpreted in plan view, they do not 

reflect the above relation. Instead, in plan view, diagrams that show one object inside 

another may be considered the most accurate depiction of the above relation. 

The above, behind and opposite prepositions also reveal the tendency for respondents 

to ignore the intended meaning of the north arrow in the diagrams. Diagrams 11 to 26 

include a north arrow and were intended to show cardinal direction spatial relations 

(north of, south of) from the original Geometric Configuration Ontology (Stock 2014). 

Cardinal directions were not included in our set of 24 spatial relations, although a small 

number of our expressions (14 expressions) did include cardinal direction references in 

other parts of speech (e.g., a kitchen on the north side of the town). In any case, 

respondents appeared to ignore the north arrows, and see the diagrams as if only the 

objects themselves appeared, in contrast to Diagrams 1 to 10, which included an 
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observer to reflect spatial relations that were relative to the observer’s position (the 

projective relations), for which the selection of diagrams did appear to take the 

existence of an observer into account. 

It is clear from the extensional maps that for some geospatial prepositions, the three 

most highly scored diagrams include different kinds of spatial configurations. For 

example, the top three diagrams for the around preposition include one in which the 

entire locatum covers the relatum, and another in which it is only around the edges of 

the relatum. Some of these selections of different diagrams suggest different senses of 

the geospatial preposition. In the next section, we explore preposition senses in more 

detail. 

2.7 Geospatial preposition senses 

In this section, we focus on three groups of prepositions that were shown to be 

semantically similar in the previous section (Figure 2.4): 

• across, through and over;  

• proximity and adjacency: beside, close to, near, next to, outside and adjacent to and 

• past, off, beyond and by. 

Again, we combine quantitative and qualitative approaches to study individual 

geospatial prepositions and their senses, using the diagram vectors and applying Tyler 

and Evans’ (2003) criteria for identification of distinct senses. Within each group, we 

present our findings, validating them with explanation and examples in the tradition of 

Talmy (1983), Tyler and Evans (2003) and Herskovits (1985) and relating them to the 

previous literature. We then further validate our findings using manual classification. 

2.7.1 Qualitative and quantitative analysis method 

In this section, we interpret the prepositions, their similarity, and their senses using both 

qualitative and quantitative means. We first apply t-distributed stochastic neighbour 
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embedding (t-SNE) to the expression diagram vectors (in contrast to the preposition 

diagram vectors that were used in Section 2.6.1), reducing them to x, y coordinates in 

two-dimensional space. We then apply density-based clustering (DBSCAN) (Ester et al. 

1996) to the t-SNE coordinates for the expressions for each geospatial preposition, to 

identify clusters of expressions that have similar agreement score profiles across the 55 

diagrams. We consider each of these clusters a candidate sense for the preposition 

concerned. We perform manual, qualitative analysis on these clusters using Venn 

diagrams for each preposition to study the semantics of prepositions and identify their 

senses. The Venn diagrams33 allow us to identify which aspects of the semantics of the 

prepositions (represented by the highly scored diagrams) are shared across all senses 

(in the section of the Venn diagram where the clusters intersect). The Venn diagrams 

also clearly identify the aspects of the semantics of each cluster that are distinct to that 

cluster, as required by Tyler and Evans’ (2003) first criteria for a distinct sense (see 

Section 2.2.4). To address Tyler and Evans’ second criterion, which specifies that 

instances of a sense must not be capable of being inferred from the context they appear, 

we consider three kinds of similarity between diagrams that may invalidate a given 

cluster as a separate sense (see Appendix E - Venn diagrams for across, through and 

over, Appendix F - Venn diagrams for adjacency/proximity prepositions, and Appendix 

G - Venn diagrams for by, past, off, beyond for examples):  

• semantic similarity, determined from the semantic similarity matrix in Appendix C - 

Similarity matrix of geospatial prepositions; 

• representations of the same relation with different geometric types, determined 

from our mapping from the GCO ontology to diagrams, in which some GCO concepts 

were mapped to multiple diagrams with different geometry types and 

 

33 We always use the prefix Venn when referring to these to avoid confusion with the geometric 
configuration diagrams used in our experiments, which also appear within the wider Venn diagrams 
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• representations of the same relation with different plurality (one diagram depicts a 

single object while another depicts multiple objects, but the diagrams are otherwise 

identical). 

While distinct senses may be invalidated by other kinds of similarity than these three 

(since Tyler and Evans’ second criterion is not clearly specified), we consider that these 

give an indication of clearly similar clusters that do not qualify as distinct senses, and 

during our manual study of each sense, we require a clearly different semantic intent 

for each sense and discuss equivocal cases.  

Figure 2.7 shows the Venn diagram for across (Appendix E - Venn diagrams for across, 

through and over , Appendix F - Venn diagrams for adjacency/proximity prepositions, 

and Appendix G - Venn diagrams for by, past, off, beyond show the Venn diagrams for 

each of the three groups of prepositions discussed in this Section). Each Venn diagram 

shows the six most highly scored (by maximum total agreement score for any expression 

within the cluster) diagrams for each cluster, scaled by maximum total agreement score. 

Diagrams that appear in more than one cluster are scaled for the highest maximum total 

agreement score, and the maximum total agreement scores for all clusters are shown 

as vertical bars beside the diagram, colour coded for the cluster. For example, in the 

Venn diagram for across (Figure 2.7), Diagram 35 had the highest maximum total 

agreement score in cluster 1 (green), with much lower scores in clusters 2 and 3, 

indicated by the smaller blue and orange bars. The lines between diagrams represent 

the types of semantic similarity discussed above:  

• solid lines indicating semantic similarity are weighted by degree of similarity 

(Diagram 48 is more semantically similar to diagram 43 than 51, based on the results 

of our human subjects experiment);  

• dashed lines indicating the same spatial relation represented with different 

geometry types (for example, Diagrams 35 and 39 are both representations of an 
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overlaps/crosses spatial relations, but in one case the relatum is a line, while in the 

other it is a polygon) and 

• dot-dash lines indicating the same spatial relation with different plurality. 

 

Figure 2.7. Appendix E (a) (Venn diagrams for across) 

In cases in which diagrams is sufficiently highly scored to be among the top six and thus 

appear in the Venn diagram, but that on closer examination has gained that high score 

based on use with only one expression, we exclude it from the analysis (shown without 

borders in the Venn diagrams). Such cases are normally due to other aspects of the 

expression than the original preposition (e.g., referred to part of a relatum) and are 
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considered outliers (e.g., A doorway close to the head of the north-western staircase). 

We also consider that the intersecting section of the Venn diagrams may be used as 

guidance as to the primary sense of a preposition, given that Tyler and Evans (2003) view 

the primary sense of a preposition as its prototypical use, and the intersecting portion 

of the Venn diagram indicates a ‘central’ meaning of the preposition, but further 

research is required to verify this. 

We also show example expressions from each cluster to assist in analysis of the 

differences between the kinds of expressions. Appendix D - Summary of sense 

extraction, summarises the extraction of the senses from the Venn diagrams for all the 

prepositions. 

2.7.2 Across, through and over 

All three of these prepositions have a sense that indicates an overlapping relation 

between the located and referenced objects. In addition to this sense, we identify two 

other senses for across, one in which there is a third object between the observer and 

locatum, and the observer is often implied (e.g., the bus station is just across the road 

[from me]) (see Appendix D - Summary of sense extraction). A third sense indicates a 

relation in which multiple locata appear throughout different areas of the relatum (e.g., 

cities across the country). The previous literature mainly refers to the first, and most 

dominant (given its role in the intersecting part of the Venn diagram) of these senses 

(Cooper 1968; Landau and Jackendoff 1993; Lindstromberg 2010). Cooper (1968) also 

identifies a sense that has some similarities with our second sense (e.g., the town across 

the river), but specifies that “x is located in the space which is contiguous with the distal 

boundary of y” (p.19).  

The through preposition (Appendix E - Venn diagrams for across, through and over(b)) 

has only one sense, which it shares with across. We thus consider that through is a 

specialisation of across, being semantically similar to across sense 1, but not 

encompassing the semantics of senses 2 and 3. Expressions in across clusters 2 and 3 in 
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which through is substituted for across make little sense (the bus station through the 

road) or alter the semantics of the expression (the valley is just through the crest). The 

preposition through has not been widely studied, although Dirven (1993) describes 

spatial and non-spatial senses of through. In the spatial context, the focus of this work 

is that through is used in movements in a 2D or 3D enclosure (e.g., channel, tunnel or 

surface).  

The over preposition also shares the overlapping sense with through and across, as 

identified by a number of other researchers (Cooper 1968; Brugman and Lakoff 1988; 

Mackenzie 1992; Tyler and Evans 2001;2003; Lakoff 2008; Kreitzer 1997). The second 

sense combines the overlapping relation with varying degrees of linear alignment 

between relatum and locatum and was identified by Lindstromberg (2010). Our third 

sense places a greater emphasis on verticality, with diagrams such as the tower over part 

of the bay reflecting a meaning that is more akin to above than across and through, a 

sense that has been identified by other researchers (Bennett 1975; Brugman and Lakoff 

1988; Lakoff 2008; Kreitzer 1997). It must be pointed out that only 2-dimensional 

diagrams were available to respondents, and that these are limited in their ability to 

represent some uses of over, given that they represent a survey perspective (from 

above) (Taylor and Tversky 1996). A final sense that has been described for over but that 

was not identified in our research describes the case in which the locatum is on the other 

side of the relatum (e.g., “Arlington is over the river from Georgetowns, Tyler and Evans 

2003, page 48”) (Tyler and Evans 2003; Geeraerts and Cuyckens 2007; Lakoff 2008; 

Lindstromberg 2010), and is like our second sense for across. 

Figure 2.8 illustrates the senses of the prepositions in the across, through and over 

group, and the relationships between them, highlighting the common overlapping sense 

across all three prepositions that was also identified by Kreitzer (1997). The overlapping 

sense frequently has a dynamic component of transition relative to the reference object. 
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Figure 2.8. Senses of across, through and over prepositions 

2.7.3 Adjacency and proximity prepositions 

Six prepositions that relate to adjacency and proximity were grouped together in Figure 

2.4, and the Venn diagrams for these are presented in Appendix F - Venn diagrams for 

adjacency/proximity prepositions, and the senses and the relationships between them 

are summarised in Figure 2.9. 

We identify two senses for the adjacent preposition: one describing spatial proximity, 

and another describing the overlap relation. The more dominant touching or proximal 

sense reflects the sense of adjacent identified by Klien and Lutz (2005) in their analysis 

of Wordnet definitions. There can be some debate about whether the second sense 

(overlapping) is merely a stretching of the proximity sense (such ‘stretched’ semantics 

are described by Herskovitz (1986)) to accommodate vague boundaries. Expressions for 

which diagram 32 was selected include land adjacent to the mountain, and a wetland 

adjacent to the avenue.  
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Figure 2.9. Senses of adjacency and proximity prepositions 

A similar overlapping sense was identified for the outside preposition (Appendix D - 

Summary of sense extraction), and thus we have included this as a sense of both 

prepositions, but it should be noted that it is weaker than the other senses, as the 

maximum scores given by respondents for the overlapping diagrams are much lower. 

The shared senses, absence of additional senses for either preposition and close 

positioning in Figure 2.4 confirms the semantic similarity of adjacent and outside. 

The touching or proximal sense is also shared by beside, close to and next to. Near has a 

similar sense (like close to, near has only one sense), but interestingly near only used the 

sense for polygon-polygon and line-polygon pairs. The other prepositions also use 

touching or proximal sense for line-line pairs. In order to confirm this finding, we 

examined the expressions, and noted that all of the near expressions in the data set 

(randomly extracted from the NCGL) involved polygon objects (with another polygon or 

a line). We further confirm this by randomly selecting a larger sample of 174 expressions 

using near (87 expressions) and close to (87 expressions) from Geograph, and manually 
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identifying the geometry types of the locatum and relatum using the Linguistically 

Augmented Geospatial Ontology (Stock and Yousaf 2018), which identifies geometry 

types for a range of geographic feature types. The results showed that 31% of close to 

expressions referred to line-line feature type pairs, in contrast to 3% of near expressions. 

Figure 2.10 shows this distribution. 

 

Figure 2.10. The distribution of close to and near prepositions in the expression 

An additional sense that was evident for next to and beside was the proximal and parallel 

sense, which was used for pairs of linear objects, rows of multiple objects in a line, or 

sides of a larger polygon object. 

Another interesting observation was the relative importance of the proximal and 

touching aspects of this group of prepositions. Figure 2.11 compares the maximum 

expression scores for diagrams that depict a touching relation vs those that depict a 

proximal relation. It is unsurprising that proximity is more important than touching for 

close to and near, and that touching is more important for adjacent. However, next to is 
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more similar to close to and near in that proximity is more important than touching, and 

beside gives equal scores to both.  

 

Figure 2.11. Max scores for proximity and touching diagrams 

It must be acknowledged that our method does not capture the importance of the 

vertical elements of the adjacency prepositions identified in the literature (Herskovits 

1980; Lautenschütz et al. 2006; Lindstromberg 2010), since we work only with diagrams 

in plan/survey view. However, the previous literature confirms the role of proximity and 

the possibility of contact (Mackenzie 1992; Zwarts 1997; Saint-Dizier 2006; 

Lindstromberg 2010), without identifying the nuances and inter-relationships shown in 

Figure 2.9.  

2.7.4 Past, off, beyond and by 

The third group of prepositions that we examine in more detail also captures varying 

kinds of proximity, with some additional semantics for particular senses. The Venn 
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diagrams are presented in Appendix G - Venn diagrams for by, past, off, beyond, and the 

senses and relationships between them are summarised in Figure 2.12. 

Off, past and by all have a sense that conveys proximity. This sense for by is particularly 

used in expressions involving ‘by the side of’ (e.g. a house by the side of the lake), and 

has been identified by multiple researchers for linear objects (Cooper 1968; Mackenzie 

1992; Landau and Jackendoff 1993; Lindstromberg 2010).  

 

Figure 2.12. Senses of off, by, past and beyond prepositions 

Our data also identifies an additional sense that has been discussed by Hois and Kutz 

(2008), in which particular verbs combine with the preposition to indicate enclosure (a 

field bounded by the canal, the platform is surrounded by a ditch). The previous literature 

identifies the first sense of off shown in our data (Cooper 1968; Landau and Jackendoff 

1993; Lindstromberg 2010). Our second sense of off is used for pairs of linear features 

in various relative orientations, and indicates a branching or veering configuration, 

sometimes combined with a verb (the avenue off the main road, the path leading off the 

track). In addition to the proximal sense, past also includes a sense in which the located 
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object overlaps a reference object that is a group, conveying the notion of travelling 

through that group (a walk past the buildings, a river past the villages). This is similar to 

the sense described by Lindstromberg (2010), but our data mostly confined this sense 

to grouped objects. Lindstromberg (2010) also identified a sense of past that was similar 

to beyond, which we did not observe in our data, possibly because it is a less common 

use of past and did not appear in our sample of 30 expressions. Finally, beyond has only 

one, distinct sense and is thus different from the other three prepositions. That sense is 

similar to the third sense of across and indicates an object on the other side of some 

reference object from the observer (a chapel beyond the river). This extends the 

semantics of beyond described in the previous literature, which mainly focusses on 

distance (objects that are far away) (Cooper 1968; Mackenzie 1992; Landau and 

Jackendoff 1993; Mackenzie 2003; Lindstromberg 2010). We postulate that beyond is 

close to past, off and by in Figure 2.4 mainly because some respondents selected 

diagrams 29 and 30, rather than the diagrams that depicted the observer. While this 

group of prepositions appear close to each other due to common semantics mainly 

related to the proximal sense, they also have additional senses that clarify the nature of 

their semantic variation. 

2.7.5 Validation of the senses 

In addition to comparison with the senses identified in the literature, we validate the 

senses extracted above in two ways. Firstly, we validate the repeatability of the manual 

sense extraction process. The candidate and main supervisor independently extracted 

the senses for Group 3 (past, off, beyond and by) using the method described in Section 

2.7 and the resulting senses were compared. Both independently produced the same 

senses for all four prepositions using the Venn diagram methodology. 

Secondly, we validate the senses by classifying additional data using our senses to 

identify gaps and/or ambiguities. Two other co-supervisors, who were not involved in 

the sense identification step, classified a sample of 100 expressions involving each of the 
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13 prepositions for which we extracted senses. Four of the prepositions were excluded 

as we only identified one sense for them (close to, beyond, near and through). The 

annotators were given a description of the senses (the right most column in Appendix D 

- Summary of sense extraction) and asked to classify the expressions into each of the 

senses, with the addition of two other classes: non-spatial use (for uses of the 

prepositions in a non-spatial sense, as these are excluded from our work here) or other 

sense (a sense that is not included in the set we have extracted here), and to identify 

any ambiguous cases. The latter two classes validate our set of senses by determining 

(1) completeness: identifying any senses that are found in the sample of expressions 

but were not identified by our approach; and  

(2) distinctness: identifying cases in which the sense classification was ambiguous, 

suggesting that our senses are not sufficiently distinct or well defined. 

The sample of 100 expressions for each preposition was randomly selected from the 

combined set of the NCGL and Landcare corpora, excluding the expressions that had 

been extracted and used in the main experiment. In the case of adjacent to and beside 

there were insufficient expressions, so additional expressions were sourced from 

Geograph34, a photo posting web site that includes photo captions and descriptions in 

which geospatial prepositions often appear. For each of the lower-frequency two 

prepositions, we conducted a manual search using the geospatial preposition in 

Geograph’s search images function, and manually extracted the first 75 for adjacent to 

and 67 for beside expressions (142 in total being the number needed to achieve a total 

of 100 together with expressions already obtained from NCGL and Landcare corpora) 

that contained each respective preposition and that included both a locatum and a 

 

34 http://www.geograph.org.uk/  

http://www.geograph.org.uk/
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relatum (some captions in Geograph have an implied locatum, and these were 

excluded).  

The 100 expressions for each preposition were divided among the two annotators with 

an overlap of 22 expressions to check inter-annotator agreement (each annotator 

classified the shared 22 expressions plus half of the remaining 78). Following annotation, 

we calculated the inter-annotator agreement for the 22 shared expressions, achieving 

an average agreement score across all eight of prepositions of 86%, with a range 

between 72% (by) and 100% (next to). The past preposition had much lower agreement 

(50%), in part because an additional sense was identified by one annotator (see below). 

2.7.5.1 Completeness of senses 

Across the nine senses, only one additional sense was identified by the annotators that 

had not emerged from our analysis, for the past preposition, with a beyond/after sense. 

For example: 

• I’m standing one street from Long Bay College past the roundabout on the right 

next to the giveaway sign. 

• I am standing at the first driveway past the side street on the right side of the 

road as you face downhill… 

This additional sense was identified by Lindstromberg (2010) as discussed in Section 

2.7.4, but not found in the 30 expressions that were used for our experiment (and that 

were a different set of expressions from those used for the validation), due to its low 

frequency of use (9 expressions out of the 61 expressions included in the validation). 

2.7.5.2 Distinctness of senses 

We asked the annotators to identify expressions that were of ambiguous class, with a 

view to determining the distinctness of our set of senses. 6 expressions for the by 

preposition were marked as ambiguous across both annotators. For example, in the 
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expression below, traversed by is the ambiguous case that was not identified by our 

experiment: 

• The Chesterfield canal here passes through the ridge of ground, that is traversed 

by the road to the north, by means of a tunnel some 270 yards in length and 15 

feet in breadth and height. 

Furthermore, 2 expressions for the off preposition were identified as ambiguous. For 

example: 

• The bus ride across the Pyrenean Mountain passes into Andorra is spectacular, 

although a new tunnel cuts off part of the original road over the pass. 

The ambiguity is mainly due to the verbs that accompany the prepositions (e.g., cuts off, 

traversed by, crossed by) conveying a different meaning than the uses of by and off with 

verbs in our experiment, in which most of the expressions used by with verbs of 

boundedness (e.g., surrounded by, flanked by). 

2.7.5.3 Frequency of senses 

Figure 2.13 shows the frequency of each sense for the eight validated prepositions, using 

all 100 expressions and averaging across annotators for the overlapping portions of the 

sample. As can be seen, most prepositions have a clearly dominant sense, along with 

other sense/s that are much less frequent. 
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Figure 2.13. Average distribution of each senses 

2.8 Conclusion  

In this chapter, we used a human subject experiment with 720 expressions across 24 

spatial relations and multiple geospatial contexts, in order to study the semantic 

similarity among spatial relations and their senses. We identified groups of semantically 

similar prepositions using t-SNE and studied the nature of differences between the 

prepositions using an extensional map to address Research Question 1. Groups that 

were particularly similar included across, through and over; the proximity and adjacency 

prepositions (beside, close to, near, next to, outside and adjacent to) and past, off, 

beyond and by. We then studied the senses of these three groups of similar geospatial 

prepositions, identifying the senses and the semantic relations between them using 

Venn diagrams to address Research Question 2. We validated this work though 

comparison to previous literature and manual annotation. We found that through is a 

specialization of across and over, sharing only one of their senses; and that the adjacency 

and proximity prepositions share a complex network of senses. While these were 

centered on proximity and touching relations, overlap, orientation and geometry type 
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were also relevant for some senses. The senses of past, off and by were similarly 

overlapping, while the single sense of beyond was distinct. Our results further showed 

that: 

• The near preposition is rarely used for line-line relations, with close to being 

preferred to describe proximity in this case. 

• The next to preposition is used to describe proximity more than immediate 

adjacency (touching), in contrast to adjacent, which more frequently requires a 

touching relation.  

We acknowledge that this analysis provides one perspective on the semantics of the 

geospatial prepositions: a perspective mediated by the experimental method used. The 

diagrams were deliberately designed to be context neutral in order to study the generic 

semantics of geospatial prepositions across a range of contextual situations (although 

geometry type is an exception to this given that it is a key component of diagrammatic 

elicitation methods), but the importance of context in the application of geospatial 

prepositions in specific geographic situations is acknowledged (Talmy 1983; Landau and 

Jackendoff 1993; Schwering 2007). Future work to build on these findings by exploring 

specific aspects of context (e.g., image schema, scale) is needed, particularly to identify 

the degree to which these contextual aspects affect semantic similarity. The focus of our 

work on two dimensional (survey view) diagrams is another potential limitation, 

particularly when applied to prepositions that have a clear vertical component (e.g., 

above). Future work using three dimensional diagrams is appropriate to address the 

semantic similarity of these prepositions and their senses in particular. 

In the next chapter, we will investigate the semantic similarity among geospatial 

prepositions, using a text mining method. We use the human subjects experiment data 

as a ground truth for the semantic similarity information we extract from the text.
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Chapter 3  - Mining the semantic similarity of spatial 
prepositions from text 

ABSTRACT 

Spatial prepositions are one of the most important components in a location 

description, conveying information about proximity, direction, adjacency and topology 

among other things. However, despite being studied for many years, the semantics of 

spatial prepositions are still not well understood, particularly given that the use of spatial 

prepositions can vary with context.  

Chapter 2  has shown that we can understand the semantic similarity among geospatial 

prepositions by analysing human subjects data. In this chapter, we take one step further 

and investigate whether it is possible to mine the semantics of spatial prepositions from 

text, particularly focusing on semantic similarity, but also exploring the extraction of 

richer semantic information about the relationships between spatial prepositions, with 

the long-term goal of moving towards the automation of the interpretation and 

generation of locative expressions. We test three similarity methods, including a bag of 

words technique, with both general and geospatial corpora, and using word 

embeddings. We compare the results to ground truth data from human subjects 

experiments. 

3.1 Introduction 

Spatial language is an essential aspect of communicating information about 

geographical locations whether in speech or in textual documents. The main distinctive 

component of such language is the use of words that describe spatial relationships 

between the location or object to be described and one or more reference objects, as 

in I am standing in front of the cinema. A major challenge in geographical information 

retrieval is the automated interpretation of locative expressions such as this, which is 

essential for translation of natural language expressions into georeferenced locations, 

allowing information about the location of people, objects or events in text documents 
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to be located for applications such as emergency response or navigation. A related 

challenge is the automated generation of spatial language to provide descriptions of 

locations and navigational instructions. Many of the words that are used to 

communicate individual spatial relations are prepositions, though other parts of speech, 

such as verbs, can also play an important role. A widely acknowledged characteristic of 

prepositions used in a spatial sense is that they are often vague and overloaded in 

meaning, in that a single word, such as at might imply different interpretations of the 

corresponding geometric configuration to which they refer (Landau and Jackendoff 

1993). Thus, at can mean inside, or next to, or just outside of a reference object. 

Therefore, some spatial preposition can be used interchangeably, while others, such as 

beneath and above, have much more specific meanings. Successful automated 

interpretation and generation of geo-spatial language depends on understanding 

factors including the geometric configuration to which a spatial preposition refers in a 

given context and the semantic relationships, such as synonyms and hypernyms, 

between spatial relational terms. In this chapter, as a step towards the creation of a 

semantic network of spatial prepositions, we present the results of some experiments 

to determine the degree of similarity between natural language spatial prepositions. 

We investigate the use of three different text-based approaches to determine the 

semantic similarity between spatial preposition terms. As Firth (1957) mentioned: “You 

shall know a word by the company it keeps”. Two of our approaches use a bag of words 

method, where a bag of words is a vector of frequencies of occurrence of the words in 

the document collection (explained further below). The first approach employs a generic 

corpus (the British National Corpus) and the second a corpus that contains geospatial 

language (the Nottingham Corpus of Geospatial Language (Stock et al. 2013). The third 

approach uses GloVe (Global Vectors) embeddings from the Stanford Common Crawl35 

which is a vector space representation of terms obtained using an unsupervised learning 

algorithm (Pennington et al. 2014). An embedding of an individual word is a reduced 

 

35 https://nlp.stanford.edu/projects/glove/  

https://nlp.stanford.edu/projects/glove/


Chapter 3: Mining the semantic similarity of spatial prepositions from text 

 

66 

 

dimensionality representation of the co-occurrence of other words with that word. In 

the two bag of words approaches, the bag of words is a vector containing a dimension 

for every word used in a document collection, and the values of the vector are a function 

of the frequency of use of the respective word in the context of the represented spatial 

preposition, using tf-idf, which attaches more weight to words that are specific to the 

spatial preposition and less common throughout the document collection. Similarity 

between a pair of spatial prepositions is then measured by the cosine similarity between 

their vectors. In the case of the GloVe embeddings, we calculate the cosine similarity 

between GloVe embedding vectors for the spatial prepositions concerned. 

We evaluate the similarity values by comparing each matrix of derived similarity values 

with a matrix of similarities that was created using the results of human subject 

experiments to measure the extent to which each of the spatial preposition terms 

correspond to each of a number of geometric configurations representing a variety of 

possible spatial prepositions. In addition to reporting the results of this evaluation we 

highlight a number of observations of the degree to which particular spatial prepositions 

were found, using these methods, to be similar to many other spatial prepositions, and 

hence of a generic nature, or different from most other spatial prepositions, and hence 

more specific in their meaning and usage. 

In the remainder if the chapter we review related work in Section 3.2, before describing 

in Section 3.3 the methods applied. In Section 3.4 we present the results and their 

evaluation. The chapter concludes in Section 3.5 with a summary of the conclusions and 

a discussion of future work. 

3.2 Literature review 

As we discussed in depth in Section 2.2, spatial language is often regarded as serving the 

purpose of locating objects and places in space (Landau and Jackendoff 1993; Coventry 

and Garrod 2004).  
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The idea of exploiting semantic networks in the context of natural language processing 

is well established. Their potential for disambiguation was recognised in Au (2010) who 

proposed a semantic network of words, giving examples of the use of informs and is-a 

links. Fellbaum (1998) proposed some semantic and lexical relations, or factors, that are 

influential in creating a semantic network of verbs. Some of these factors are 

entailment, hyponymy, and opposition. WordNet (Miller et al. 1990) also provides a rich 

semantic network for some parts of speech such as nouns, but its support for semantic 

relations between terms, such as prepositions, that serve as spatial prepositions is very 

limited.  

In recent years there has been interest in using vector space representations, to infer 

semantic relations between words. Word embeddings provide such a vector space 

representation, which can be regarded as form of conceptual space as proposed by 

Gardenfors (2004), mentioned in Section 2.3. In word embeddings the dimensions 

correspond to meanings associated with the words that have been mapped to the 

respective dimension by a dimensionality reduction procedure. It was demonstrated in 

Mikolov et al. (2013) that cosine distances between word embeddings represent vector 

offsets that correspond to semantic relations (especially analogy) between the 

represented words. Subsequent studies (Fu et al. 2014; Attia et al. 2016) have also 

exploited word embeddings to determine semantic relations (e.g., synonyms, 

hypernyms) between words. In our work we present an investigations of the use of word 

embeddings to measure similarity between spatial prepositions  as well as investigating 

similarity between the textual contexts of spatial prepositions represented in bag of 

word vectors. 

3.3 Method 

In order to test the ability of text mining approaches to determine the semantic 

similarity of spatial prepositions, we compared three methods. Using these methods, 

we tested 25 spatial prepositions, 22 of which were single word prepositions, and the 

other 3 of which were prepositional phrases (next to, adjacent to, close to). The set of 
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prepositions was selected from content obtained from the Geograph 36 and Foursquare 

web sites37. We manually identified the spatial prepositions present in a sample of 1010 

expressions from these two sources from central London (780 expressions from 

Geograph and 230 expressions from Foursquare), excluding spatial prepositions that 

rely on verbs for their spatial interpretation. For example, prepositions like to and from 

usually require a verb for complete interpretation (e.g., the road comes from the city 

centre), and were thus excluded. 

3.3.1 Method 1: bag of words with BNC 

In the first method, we extract eight-word windows (four words on either side of the 

spatial prepositions) and build a bag of words model that contains the tf-idf value for 

the most frequently appearing 1000 words across all of the spatial prepositions. We 

tested windows of two words and eight words (on either side). For two words the 

window was so small that we lost some useful information. Eight words was too much, 

and sometimes went beyond one sentence into the next one. We chose four to keep all 

necessary information around the preposition and to avoid losing important text or 

going beyond one sentence. We then calculate the tf-idf sum for each word-spatial 

preposition pair (summing across all expressions that include the spatial preposition 

concerned), and thus producing a vector for each spatial preposition, with each value in 

the vector being the sum of tf-idf values for one of the words in the bag. We then 

calculate the cosine similarity between pairs of vectors, to establish a measure of the 

semantic similarity between the corresponding spatial prepositions. We used the British 

National Corpus (BNC) 38 to create the model, searching only for the spatial prepositions, 

and did not distinguish between spatial and non-spatial senses. This means that some 

of the expressions included for a given spatial preposition are likely to contain non 

spatial senses (e.g., not all children in the family are gifted or in the period between the 

 

36 https://www.geograph.org.uk/  
37 https://foursquare.com/city-guide  
38 http://www.natcorp.ox.ac.uk/  
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first European landings and the First World War...). Metaphoric, figurative, and temporal 

uses of spatial preposition words and phrases in text are common, and these are 

included in the bag of words alongside everything else. 

3.3.2 Method 2: bag of words with NCGL 

Method 2 is very similar to Method 1: bag of words with BNC, except that is uses a 

geospatial corpus, rather than a general corpus, and thus we aim to reduce some of the 

non-spatial senses of the spatial relation words and phrases. The Nottingham Geospatial 

Corpus of Geospatial Language (Stock et al. 2013) contains 10,146 expressions 

(sentences or paragraphs), each of which contains geospatial content, including at least 

a location reference and a spatial preposition (i.e., only a place name is not sufficient for 

addition to the Nottingham Corpus). The content of the Nottingham Corpus was 

harvested from a 46 different web sites, from a range of domains (e.g., local history, 

tourism, news). 

We performed the same steps using the bag of words approach as for Method 1, 

producing a second set of similarity measures between the 25 spatial prepositions. Since 

the Nottingham Corpus only includes geospatial expressions, the incidence of non-

spatial uses of the spatial prepositions is likely to be much lower than for the BNC. 

However, given that the Nottingham Corpus contains some complex expressions, 

occasional non-spatial senses are still likely to occur. For example, the following 

expression includes a temporal sense of at: This is known as Stony balk and was at one 

time a paved way across the field. However, these non-spatial senses are in the minority. 

3.3.3 Method 3: GloVe embeddings 

The third method uses the published GloVe embeddings from the Stanford Common 

Crawl39 (Pennington et al. 2014). We extracted vectors for each of the 25 spatial 

prepositions from the 840B token, 2.2M vocabulary, cased, 300-dimension vector data 

 

39 https://nlp.stanford.edu/projects/glove/  

https://nlp.stanford.edu/projects/glove/
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set. For the three spatial prepositions that consist of two words (close to, next to and 

adjacent to), we used only the first word, as the data set did not include embedding 

vectors for bigrams. We tested the use of hyphenated bigrams, which do appear in the 

GloVe dataset, but these provided negative cosine similarities, in contrast to every other 

word in the matrix, and thus were not thought to be representative of the bigram spatial 

prepositions phrases concerned, so were excluded. We calculated the cosine similarity 

between pairs of embedding vectors to create a third similarity matrix. 

3.3.4 Human subjects data 

Data from a human subjects experiment (described in more detail in Stock and Yousaf 

(2018)) was used to calculate similarity between pairs of the 25 spatial prepositions for 

comparison with the similarity determined using the three methods described above. 

Human subjects were presented with a series of natural language expressions, each of 

which contained one of the 25 spatial prepositions, in the context of a particular pair of 

geographic features (locatum and relatum). The expressions were randomly selected 

from instances of the selected 25 spatial prepositions in the Nottingham Corpus of 

Geospatial Language, and then in some cases simplified to exclude non-spatial 

adjectives and create expressions conforming to a standard construction as described 

in Stock et al. (2013). 

Alongside the expression, respondents were also presented with a matrix of diagrams, 

each showing a particular geometric configuration between two objects, indicating one 

of 50 different spatial relations (Appendix A - Geometric configurations Stock (2014)). 

To avoid overloading the respondents with many diagrams, the diagrams were divided 

into subsets so that each respondent was presented with only 16 diagrams for each 

expression. The 16 diagrams were randomly selected from the full set, ensuring that 

diagrams from the same class of spatial relation (e.g., topological, projective) were 

included. Figure 3.1 contains an example stimulus. Respondents were asked to select 

between 1 and 3 diagrams that best reflected the expression, and to rate the degree to 

which those 1 to 3 diagrams fitted the expression using a half-Likert scale (agree 
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somewhat, agree and agree strongly). This approach was designed to force respondents 

to select the diagram/s that best matched the expression, and then indicate the degree 

of match. 

 

Figure 3.1. Example stimulus for human subjects experiment 

In total, 1882 expressions were scored, with each respondent scoring 20 randomly 

selected expressions, each expression being scored by between 21 and 36 respondents 

recruited from Survey Monkey Audience. Following the experiment, a score was 

calculated for each of the 50 spatial relations, using Equation 3.1, where response k 

represents each individual response, which is multiplied by the weight, depending on 

the selection of the respondent for the given expression-spatial relation combination, 

and n is the total number of responses for the expression. 

𝐺𝐶𝑂𝑠𝑐𝑜𝑟𝑒𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛,𝑠𝑝𝑎𝑡𝑖𝑎𝑙 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = (∑ 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑘𝑤𝑒𝑖𝑔ℎ𝑡𝑘)/𝑛
𝑛

𝑘=0
        Equation 3.1 

Weights were applied to each response (0.5, 0.75 and 1 for agree somewhat, agree and 

agree strongly respectively). The score for each expression-spatial relation combination 

was then calculated as the mean of all individual responses across all diagrams that 

depicted the relation. 



Chapter 3: Mining the semantic similarity of spatial prepositions from text 

 

72 

 

We then created a single vector for each spatial preposition by calculating the mean of 

the values across all expressions that used the term. Table 3.1 shows the number of 

expressions that were used to calculate the mean, for each spatial preposition, and as 

can be seen, there are wide variations in the number of expressions that were used to 

calculate the mean vectors, and some spatial prepositions have very few (or only one) 

expressions. Therefore, those spatial prepositions that are included in many are likely 

to represent a broader range of contexts than those that are included in only one 

expression. This issue and its implications are discussed further in Section 3.4.1. 

Table 3.1. Frequency of spatial preposition terms in corpora 

Spatial preposition Nottingham corpus BNC Human subjects 

beyond 46 782 1 

opposite 68 408 1 

close to 54 360 1 

between 368 11178 2 

toward 24 272 2 

behind 56 828 3 

off 245 1418 4 

past 131 1729 8 

outside 95 955 10 

inside 49 522 11 

near 518 526 13 

adjacent 18 101 15 

alongside 32 208 16 

around 262 2266 19 

over 413 6027 19 

beside 23 40 20 

next to 99 83 56 

by 1325 39248 67 

through 567 6876 84 

along 411 1127 95 

at 2259 21223 196 

on 2507 36313 302 

in 5185 8999 327 
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3.4 Results 

3.4.1 How well do the three methods match the human subjects experiments, 
and which method matches most closely? 

Our first analysis considers how well the text mining methods presented match the 

human subjects experiments.  

Table 3.2 presents the Pearson Product Moment Correlation Coefficient for each of the 

three methods when compared with the human subjects experiments (and between 

methods 2 and 3), calculated using the lower triangular half of the diagonally 

symmetrical matrix. As shown in Table 3.1, the numbers of expressions included in the 

mean calculations for each spatial preposition vary widely, and we tested the inclusion 

of different subsets of spatial prepositions by expression frequency, to determine 

whether the lower number of expressions produced poorer correlations, given that 

spatial prepositions with few expressions would be expected to represent a smaller 

number of different contexts and therefore be less representative. Unexpectedly, the 

reverse was true, with the spatial prepositions with most expressions showing lower 

correlation between the text mined methods and the human subjects experiments, with 

moderate correlation (as defined in (Hinkle et al. 1988)) for spatial prepositions with 

fewer than 50 expressions in the human subjects comparison set, and high correlation 

with fewer than 15 expressions (around half of the spatial prepositions). This decreased 

correlation may be due to noise resulting from the multiple uses and meanings of 

expressions in many different contexts and situations, and therefore may have been 

matched to different spatial prepositions by respondents. We can see in the Nottingham 

corpus the results for all spatial prepositions are higher, due to the fact that most of the 

spatial prepositions appeared in spatial or geospatial senses. Notably prepositions that 

have the largest numbers of expressions are the most general, with a broad range of 

applications in different contexts (especially in, at and on), while most of those with 

fewer expressions, and higher correlations, are more specific spatial prepositions (e.g., 

opposite, between and beyond, although close to might be considered a counter 
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example, that may be considered to have a general meaning, but fewer expressions in 

the human subjects data set). 

Of the three methods, the bag of words (BoW) method using the Nottingham Corpus 

(Method 2: bag of words with NCGL) provided the best results, with GloVe (Method 3: 

GloVe embeddings) slightly poorer and the BoW using the BNC (Method 1: bag of words 

with BNC) noticeably worse.  

Table 3.2. Pearson product moment correlation coefficients 

Comparison All spatial 

prepositions 

Prepositions 

with <100 

expressions 

<50 

expressions 

<20 

expressions 

  <15 

expressions 

  <10 

expressions 

<5 

expressions 

Number of 

spatial 

prepositions 

25 22 18 16 12 9 8 

BNC/ human 

subjects 

0.285 0.248 0.331 0.491 0.569 0.666 0.727 

Nottingham/

human 

subjects 

0.468 0.482 0.517 0.596 0.716 0.746 0.761 

GloVe/ 

human 

subjects 

0.45 0.434 0.515 0.556 0.648 0.707 0.77 

Nottingham/

GloVe 

0.701 0.763 0.818 0.835 0.825 0.889 0.902 

 

The only distinction between Methods 1 and 2 is the corpus from which the context 

words (the four words on either side of the spatial preposition) were selected, and an 

additional potentially confounding factor in Method 1: bag of words with BNC, is that 

multiple senses of the spatial prepositions are likely to be included in the data, while for 

Method 2: bag of words with NCGL, non-geospatial senses are likely to be relatively 

infrequent. Since Method 3 also uses generic text but nevertheless provides a clear 

improvement over the BoW approach, we might expect that the use of embeddings 

trained on a geospatial rather than a generic corpus would result in additional 
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improvements. This is an area for future work. Given that Method 2: bag of words with 

NCGL, produced the best results, our subsequent analysis focuses on the data produced 

using that Method. 

3.4.2 Do some spatial prepositions correlate better with human subjects 
experiments than others? 

In Figure 3.2, a matrix of cosine similarity between specific pairs of spatial prepositions 

using Method 2, four spatial prepositions show high similarity to each other: at, in, on 

and by. In addition to these specific, strong pairwise similarities, the sum of the cosine 

similarities between these four spatial prepositions and all others are also higher than 

the sums for other spatial prepositions (see Figure 3.3, which presents all geospatial 

prepositions in order of their total similarity, being the sum of cosine similarities with all 

other prepositions. For example, the sum of the total cosine similarity of the spatial 

preposition on and all the other 24 spatial prepositions is 15.7). At the other end of the 

spectrum, alongside, beside and toward have particularly low sum of similarity. Thus, 

there is a trend for the more general spatial prepositions, that can be used in different 

contexts and could often be substituted with more specific spatial prepositions, to have 

higher total correlation with other spatial prepositions. These spatial prepositions at the 

top of the list are relations of proximity, collocation, and containment, while some more 

specific relations appear further down the list. Surprisingly, there are some spatial 

prepositions (close to, beside, next to), that might reasonably be expected to appear 

higher up the list, and be more similar to other spatial prepositions (e.g. near to close 

to). 
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Figure 3.2. Matrix of spatial preposition cosine similarity for method 

 

Figure 3.3. Total cosine similarity for each spatial preposition with all others 
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3.4.3 Do we see clusters among the spatial prepositions? 

To answer this question, we used unsupervised clustering techniques to see whether 

meaningful groups of spatial prepositions could be extracted from the text. The 

following dendrogram (Figure 3.4) shows the clusters among spatial prepositions using 

Agglomerative Hierarchical Clustering. To calculate the distance among clusters, the 

complete linkage agglomeration method was selected which clustered the spatial 

prepositions in a similar manner to human subject spatial prepositions’ similarity. Other 

methods such as Average and Ward were tested, but they produced sparse clusters that 

appeared less effective than those from the complete linkage method. The reason might 

be that the complete linkage method can perform well on dissimilar and distinct clusters 

and is sensitive to outliers (Schütze et al. 2008). The dendrogram groups together the 

more general relations (in, at, on), discussed in Section 3.4.1. alongside and beside also 

appear together, but some other relations that might be considered similar (e.g., 

adjacent, next to) do not. However, next to is grouped with outside, and in some 

contexts, this similarity is likely to be valid (e.g., I am outside the post office, and I am 

next to the post office). Another collection of adjacency/proximity relations (around, 

near, by) appear together in another group. Spatial prepositions that are commonly 

used in route directions (e.g., through, across, along, past) also appear together. 

The dendrogram identifies some particular sub-groupings of spatial prepositions, but 

also highlights the often ambiguous and context-sensitive nature of spatial prepositions, 

and it may be necessary for a more sophisticated semantic similarity measure to 

consider different senses of some commonly overloaded spatial prepositions. 
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Figure 3.4. Nottingham corpus (method2) dendrogram 
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3.4.4 Do we see patterns among the highly scoring words in the bag? 

We extracted the highest ranked (by tf-idf) words in the bag of word matrix for each 

spatial preposition and performed part of speech analysis on the top 30 words, 

classifying the words into 9 of the most frequently occurring parts of speech, accounting 

for 99% of the words (only 8 words did not fall into these 9 categories, across all spatial 

prepositions). Figure 3.5 shows the proportions of each part of speech for each spatial 

preposition in their alphabetic order. 

Nouns and prepositions were the most frequently occurring classes, covering 60% of the 

top 30 words across all spatial prepositions. There is a distinct negative correlation (-

0.67 Pearson product moment coefficient) between the frequency of nouns and 

prepositions across the 25 spatial prepositions.  

 Table 3.3 ranks the spatial prepositions in order of the frequency of nouns and 

prepositions, with a group of proximity and adjacency related prepositions (adjacent, 

beside, next to, near) having the highest proportion of noun frequency, and the lowest 

proportion of preposition frequency. In contrast, the more general prepositions referred 

to in Section 3.4.1 have lower noun frequencies and higher preposition frequencies, 

with in, on and at all appearing near the top of the preposition frequency list. 

It is clear from these results that there are differences in the patterns of language used 

by different prepositions, and this analysis suggests some particular variations by level 

of specificity of spatial prepositions, and by particular classes of spatial preposition 

meaning (e.g., topology, proximity, collocation). 
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Figure 3.5. Frequency of occurrence of parts of speech among Top 30 words in the bag 

3.5 Conclusions and future work 

This research suggests that text mining methods show some promise for the 

identification of semantic similarity and richer relationships among spatial prepositions 

and are able to identify differences in the way that spatial prepositions are used. 

Specifically, we identify variations between the spatial prepositions that we consider to 

be more general (e.g., at, in, on) in the sense of being spatial prepositions that could be 

substituted with other more precise spatial prepositions, and those that have a much  
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Table 3.3. Rank of spatial prepositions by frequency of parts of speech in top 30 words in the 
bag 

Spatial preposition rank by noun frequency Spatial preposition rank by preposition frequency 

adjacent above 

beside in 

next to off 

between on 

near across 

toward at 

across opposite 

beyond outside 

inside over 

outside around 

alongside beyond 

opposite by 

along near 

around past 

at through 

close to alongside 

above behind 

by inside 

off along 

over close to 

past adjacent 

behind between 

in next to 

on toward 

through beside 

 

narrower meaning. The former, more general spatial prepositions exhibit a higher 

correlation with other spatial prepositions than the more specific spatial prepositions.  

We demonstrate that clustering methods can be used on text data to identify groups of 

words that have associated meanings, and we show that spatial prepositions vary in the 

parts of speech that they commonly co-occur with, with proximity spatial prepositions 

much more commonly co-occurring with nouns than spatial prepositions like (e.g., at, in 

and on), which more commonly co-occur with prepositions, potentially due to a need to 

clarify the spatial preposition in a given context. 
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Our analysis compares bag of words and word embeddings models on different corpora 

to see which most closely reflect human cognition. Among the methods tested, the BoW 

approach with the Nottingham corpus was most highly correlated with the human 

subjects assessment, but GloVe embedding using vectors extracted from generic data 

were only slightly worse, and both were much more highly correlated than the BoW 

method with the BNC. Given that the use of a purely geospatial corpus showed 

significant improvement for the BoW method over a generic corpus, in future work, we 

propose to create embeddings from geospatial text, in the hope that this will result in 

further improvement in the results. This work is a first step towards a broader goal of 

creating a semantic network of spatial prepositions showing not just the degree of 

similarity, but also the nature of the relationship between spatial prepositions (e.g., 

hypernymy, hyponymy, synonymity). It also provides a glimpse of the ambiguous and 

context-sensitive nature of spatial prepositions, an aspect that must be accommodated 

in any semantic network. 

In the next chapter, we use the semantically similar proximity/adjacency prepositions 

we obtained from this chapter and Chapter 2 and study the role of context using three 

different relata on the selection of geospatial prepositions.
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Chapter 4  - Geospatial preposition acceptance thresholds 
and the role of context  

ABSTRACT 

In natural language location descriptions, people tend to describe object locations 

relative to other objects (the house near the river). As we discussed in previous chapters, 

geospatial prepositions are a key element of these relative descriptions, and the 

distances associated with proximity, adjacency and topological prepositions are thought 

to depend on the context of a specific scene. In this chapter, we use the semantically 

similar geospatial prepositions obtained from Chapter 2 to extract spatial descriptions 

from the Google search engine for three sites (as the reference location). We count the 

frequency with which named locations around them are described (relative to the 

reference location) using nine geospatial prepositions. Our goal is to compare the 

acceptance thresholds (distances at which different prepositions are acceptable) for the 

prepositions, and to study their variations in different contexts using cumulative graphs 

and scatter plots. Our results show that some proximity/adjacency geospatial 

prepositions such as close to and near are used for larger distances than other adjacency 

geospatial prepositions like next to, adjacent to or beside. We also found that the 

characteristics of the reference object (specifically the image schema) influences the 

selection of geospatial prepositions such as near or in for a given description. 

4.1 Introduction 

In natural language location descriptions, people tend to describe their location or that 

of a point of interest (POI), using relative spatial descriptions. As Kennington (2012) 

explains relative spatial descriptions describe the locations of objects relative to each 

other. For example, garden beside the park describes the location of the garden relative 

to the park. Location descriptions mainly contain three essential elements (Talmy 1983): 

the locatum (the object for which the location is being described); the relatum (used as 

a reference location for describing a locatum) and the spatial relation term (specifies the 

relation in space between the locatum and relatum). 



Chapter 4: Geospatial preposition acceptance thresholds and the role of context 

 

84 

 

Relative spatial descriptions are important in human communication. Most of the time, 

people tend to describe location using spatial relation terms instead of formal 

addresses, as the latter may not be known. They often use known place names as a 

reference (relatum) to describe their location (for example, I’m inside the Westfield 

Albany Mall). This description locates the person inside (the spatial relation term) 

Westfield Albany Mall (the reference object or relatum). Location descriptions can be of 

critical importance during disaster events, in which they may be used to describe the 

location of stranded people or dangerous conditions. Similarly, in emergency situations 

they are often a more usual way for people to describe the location at which assistance 

is required (Wu and Cui 2018; Hu and Wang 2020) (for instance there is a fire in the 

house on Victoria street, next to Mitre 10). The development of methods to interpret 

and generate natural language relative location descriptions is thus useful for a number 

of important applications. 

Most of the previous works on georeferencing relative spatial descriptions focused on 

toponym recognition and disambiguation (Leidner 2008; Lieberman and Samet 2012; 

Karimzadeh 2016; Kamalloo and Rafiei 2018; Kew et al. 2019) and did not take into 

account the role of spatial relation terms that modify the spatial description. For 

example, in a description such as behind the Shell building, considering only the toponym 

is not useful and behind should be considered in order to interpret the description 

accurately. To do this, it is necessary to understand the meaning of spatial relation 

terms, and the areas in which a given spatial relation term may validly be used to 

describe location (for example, how near does a locatum have to be to a relatum for 

near to be an appropriate spatial relation term for that locatum-relatum pair). To 

address this question, a number of models have been developed for specific spatial 

prepositions, known as acceptance models, applicability models or spatial templates 

(Moratz and Tenbrink 2006; Hall et al. 2011; Chang et al. 2014; Hall et al. 2015; Skoumas 

et al. 2016; Yu and Siskind 2017;  Du et al. 2017; Platonov and Schubert 2018; Chen et 

al. 2018; Collell et al. 2018). These models may describe metric properties such as 

distance or orientation in quantification tasks or the possible area of an object in 
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qualification tasks, and are often probabilistic or predictive, describing areas in which a 

given preposition is highly suitable, compared to others where it may be borderline. 

These models may be combined with the known location of the relatum to determine 

the areas of likely location of a locatum described in a relative location description, to 

provide automated georeferencing. 

In this chapter, we address two gaps in the previous research. Firstly, previous work has 

mostly focussed on the task of developing acceptance models for individual 

prepositions. Here, we compare the models for different prepositions in order to study 

their semantic similarities and differences. 

Secondly, the importance of contextual factors on location interpretation has been 

emphasised in a number of previous works (Herskovits 1985; Johnson 1987; Morrow 

and Clark 1988; Mark and Frank 1996; Yao and Thill 2005; Gronau et al. 2008; Platanov 

and Schubert 2018). As Johnson mentioned "Given a center and a periphery we will 

experience the NEAR-FAR schema as stretching out along our perceptual or conceptual 

perspective. What is considered near will depend upon the context, but, once that is 

established, a SCALE is defined for determining relative nearness to the center" (Johnson 

1987, p. 125). Herskovits (1985) also claimed that contextual factors influence the 

selection of prepositions and their interpretation in locative descriptions. She pointed 

to variation in the locatum/relatum selection based on prepositions. However, context 

has thus far only been included in acceptance models in limited ways. For example, 

Chang et al. (2014) and Yu and Siskind (2017) predicted the location of objects in an 

indoor environment using projective and topological spatial relations (including 

prepositions), but did not consider context, while works such as Collell et al. (2018) and 

Malinowski and Fritz ( 2014) considered contextual factors such as embeddings, relatum 

type and size to predict the location of objects and identify particular objects in images 

respectively. We address this gap by comparing differences in acceptance models across 

three different contexts (three sites) for several qualitative geospatial prepositions 

(adjacent to, at, beside, close to, in, on, near, next to and outside) with data scraped from 

the web through Google searches. We use the frequency with which a specific 
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preposition is used to describe the location of a specific named place with respect to 

another named place, to produce acceptance profiles that model the distances 

(between relatum and locatum) for which a given preposition is used. We use 

acceptance profiles to model distance between locatum and relatum only, rather than 

acceptance models (also known as spatial templates or applicability models) (Moratz 

and Tenbrink 2006; Hall et al. 2011; Chang et al. 2014; Hall et al. 2015; Skoumas et al. 

2016; Yu and Siskind 2017;  Du et al. 2017; Platonov and Schubert 2018; Chen et al. 2018; 

Collell et al. 2018) which model the two dimensional space around a relatum, because 

the prepositions we address describe proximity, adjacency, collocation and 

containment, rather than direction/orientation. While we acknowledge that the use of 

proximity and adjacency relations may not be exactly concentric around a relatum (Fu 

et al. 2005), indicating that there may be some directional effects even for proximity and 

adjacency prepositions, in this chapter our focus is on the distance referred to with these 

prepositions, so we use acceptance profiles and thresholds (the distance at which the 

preposition is no longer acceptable). We visualise the distances at which each of the 

nine prepositions we considered are used in graph form, comparing the prepositions, 

and considering their semantic similarity, and we study the impact of context by 

comparing the use of the nine prepositions across three well-known landmarks in 

London, UK (Trafalgar Square, Buckingham Palace, and Hyde Park).  

We address two specific research questions: 

RQ1: How do distances between relata and locata that are acceptable differ between 

prepositions? 

RQ2: Is the role of context important in the use of geospatial prepositions? 

In Section 4.2, we discuss previous work on acceptance models, the similarity of 

geospatial prepositions and the contextual factors that influence the use of geospatial 

prepositions. Section 4.3 defines the data extraction method; Section 4.4 presents the 
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results and Section 4.5 provides a discussion and findings. In Section 4.6, we conclude 

the chapter by summarising the main points and giving some directions for future work. 

4.2 Previous work  

Spatial relation terms are the core component of locative descriptions. Herskovits (1985) 

defined locative descriptions as those containing a preposition, the object that belongs 

to it (locatum) and other elements of a prepositional phrase such as verbs or adjectives. 

For example, “a house beside the river” is a locative description that has three main 

elements: the locatum, or located object (house), a geospatial preposition (beside) and 

the relatum, or reference object (river). As Talmy (1983) and Zwarts (1997; 2005) 

discussed, spatial prepositions specify the connection between the locatum and 

relatum, including their geometric configuration and orientation. Thus, spatial 

acceptance models that define the areas (or in our case distances) in which a given 

preposition may be applied are important for interpretation of relative spatial location 

descriptions.  

4.2.1 Previous work on acceptance models 

Spatial acceptance models have been investigated for several goals, including location 

prediction (Chang et al. 2014; Collell et al. 2018), selection of an appropriate preposition 

for a description (Du et al. 2017; Platonov and Schubert 2018) and georeferencing (Hall 

et al. 2011; Chen et al. 2018). 

Chang et al. (2014) and Yu and Siskind (2017) used acceptance models to draw a spatial 

scene in 3D using textual descriptions and to find objects in videos in an indoor 

environment respectively. They studied projective and topological spatial relation terms 

as well as motion prepositions and adverbs (Yu and Siskind 2017) with rule-based 

approaches but did not consider contextual factors or outdoor geographic scenes in 

their work. In a geographic context, Hall and Jones (2008) extracted descriptions from 
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the Geograph40 website to quantify the distances between the locatum and relatum for 

cardinal direction spatial relation terms. In another study, Hall et al. (2011;2015) 

reviewed projective and proximity spatial relations to assign captions to photos and 

generate photo captions. They defined density fields based on human annotations of 

spatial relations and produced density models for each spatial relation (highlighted the 

area/distance that is more likely to specify a spatial relation). This work is similar to our 

current approach, but the main differences are: the source of data extraction (they used 

Geograph image captions while we use a wider scope of source material, scraping from 

the web more generally); the spatial relations we addressed and our focus on 

comparison of spatial prepositions, and on the role of context in the determination of 

distances that are acceptable for a given preposition.  

In addition to Yu and Siskind (2017), Malinowski and Fritz (2014) and Lan et al. (2012) 

used deep learning and machine learning models (pooling, CNN and latent ranking SVM) 

to retrieve specific objects in image configurations, relying on spatial acceptance 

models. Their goal is different, but their approach (identifying spatial thresholds) is the 

same as each other. However, again they did not compare different spatial prepositions 

(and the sets they addressed are not identical but overlap with our set of spatial 

prepositions) (Lan et al. 2012; Malinowski and Fritz (2014)) or have not used any 

contextual factors for the identification of acceptance thresholds (Yu and Siskind 2017). 

4.2.2 Effects of contextual factors on spatial preposition selection and 
interpretation 

While previous work on acceptance models has developed standard models that apply 

across a range of different spatial situations or have developed machine learning models 

that incorporate only limited contextual factors, it is clear that the individual context in 

a given spatial scene has an influence on the use of spatial prepositions. Herskovits 

(1985) identified geometric configuration, use types, and salience, relevance, tolerance 

 

40 http://www.geograph.org.uk/  

http://www.geograph.org.uk/
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and typicality as important in determining whether a preposition would apply in a given 

situation or not. Tyler and Evans (2003) counted context as an important factor for some 

spatial prepositions such as over and stated that other elements of the spatial 

description such as the locatum and relatum are key to understanding preposition 

meaning. In a similar approach, Kemmerer (2005) mentions that the best choice of 

spatial preposition is the one that fits in that specific scene.  

Stock and Hall (2017) and Stock and Yousaf (2018) reviewed the impacts of context on 

location descriptions and we discussed them earlier in Section 2.2.1. In a more similar 

work on context, Collell et al. (2018) used acceptance profiles to predict the location of 

objects in photos using some contextual factors such as embeddings and size of locatum. 

However, their focus is on spatial relations in the form of verbs (implicit) and they did 

not address prepositions. 

In the current chapter, with data collected from the web via Google searches, we 

investigate the impact of context on the use of several qualitative geospatial 

prepositions (adjacent to, at, besides, close to, in, on, near, next to, and outside). The 

approach we used in this chapter is different from previous work in several ways. Firstly, 

we used Google to extract the descriptions associated with specific locata, relata and 

prepositions, and used frequency of mentions of a locatum-preposition-relatum triple 

as a proxy for the degree to which a given preposition is acceptable at the distance 

between the locatum and relatum. This differs from previous work that has addressed 

more specific types of descriptions, or data from human subjects experiments. Secondly, 

we compare prepositions, rather the considering them individually. Thirdly, we consider 

how the acceptance profiles for geospatial prepositions vary across different contexts. 

This aspect of context has only been addressed through the use of a limited set of 

features in machine learning models previously. 

4.3 Data extraction method 

In this section, we discuss the data extraction process. We used a web scraping 

technique to extract descriptions that contain three elements: locatum, geospatial 
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preposition, and relatum using Google searches. We used actual place names for the 

locatum and relatum and excluded generic, unnamed geographic features such as a 

river, street. This enabled us to identify the coordinates of the relatum and locatum used 

with a specific preposition and calculate the distance between them for further analysis. 

We use the frequency of references to a locatum by a particular geospatial preposition-

relatum combination as a proxy for the applicability of that geospatial preposition. For 

example, a search for Green Park next to Buckingham Palace returned a count of 83 

mentions (which we refer to as frequency). We consider that this frequency of use 

indicates that the next to preposition is acceptable for the Green Park-Buckingham 

Palace locatum-relatum pair. 

We selected three relata, being popular tourist attractions in the London area: Trafalgar 

Square, Hyde Park, and Buckingham Palace (the actual building and its grounds). In 

selecting these three landmarks, we aimed for a variety of scales and feature types. 

Table 4.1 indicates the area and perimeter calculated using QGIS41 with geometries from 

OpenStreetMap (OSM42) of each site. 

Table 4.1. Area and perimeter of the three relata used in our experiment (m2) 

Site Area Perimeter 

Buckingham Palace 18040 954 

Hyde Park 1388013 5629 

Trafalgar Square 7741 391 

 

Figure 4.1 shows the locations and sizes of the three relata in the London area. After 

investigations with a number of other landmarks around London (including Victoria 

Embankment Garden, St Martins-in-the-Field Church, National Gallery, Cleopatra’s 

Needle, and Nelson’s Column), it became clear that many landmarks, while popular, 

 

41 https://qgis.org/en/site/  

42 https://www.openstreetmap.org/  

https://qgis.org/en/site/
https://www.openstreetmap.org/
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were not sufficiently frequently described as the relatum in spatial relation descriptions 

found on the web by Google for our analysis. For example, many small landmarks (such 

as monuments), are rarely used as relata, due to the tendency for relata to be larger, 

more stable objects (Talmy 1983), and many landmarks are not sufficiently popular to 

generate frequent mentions on the web. 

 

Figure 4.1. Hyde Park (left), Buckingham Palace (middle) and Trafalgar Square (right) on map 

We collected data for nine prepositions. Six of the prepositions described adjacency and 

proximity relations (adjacent to, next to, close to, beside, near, outside) and three 

described topological relations defining contact, collocation or containment (in, on, at). 

We selected these prepositions because our focus was on the variation in the distance 

for which different prepositions are used, rather than orientation, direction or other 

aspects, and we consider these prepositions to best capture distance variations. Also, 

topological relations such as in, on and at have been identified in the literature as being 

influenced by contextual effects (Mark 1989; Mark and Frank 1996). Furthermore, we 

are interested in the degree to which the semantics of these topological prepositions 

‘stretch’ the notion of literal containment or collocation to incorporate distances that 

are some distance from the relatum (Malinowski and Fritz 2014). 
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Our methodology for extracting the locata that are used with each of geospatial 

prepositions and each of our relata and their frequency of use consists of 10 steps that 

we explain in the remainder of this section and display visually in Figure 4.2. 

Step 1: Extract all places in the vicinity of each relatum from OpenStreetMap 

We used the OpenStreetMap export service to extract all places in the vicinity of the 

three relata. Given that they are in a similar area, this was done once for all the relata, 

using a bounding box as shown in Figure 4.343. 

Step 2: Identify all point and polygon features that are within a specified distance of the 

centroid of each relatum 

From the set returned in Step 1, we identified those features that had centroids within 

a specified distance (see below) of the centroids of each relatum. We only extracted 

point and polygon geometries as line objects are segmented into line strings, making 

analysis more difficult. Also, we consider that prepositions are used differently with 

linear objects than those that are areal or point-based (e.g., the house beside the river 

indicates proximity, while the road beside the river suggests both proximity and 

alignment). The specified distance for our search was 2km in the case of Trafalgar Square 

and Buckingham Palace, and 3km in the case of Hyde Park. These distances were 

selected in order to retrieve a manageable number of locata but with the aim of 

achieving the extents of acceptable use of the prepositions. Our results indicate that the 

range of locata analysed for each relata was sufficient in most cases, given that the 

frequencies reduce to a very low level for the outermost locata that we analysed, but a 

few of the prepositions required data to extend beyond these distances (e.g., outside), 

and thus we were not able to establish acceptance thresholds for these prepositions 

(see Section 4.4.1).  

 

43 https://www.openstreetmap.org/copyright  

https://www.openstreetmap.org/copyright
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Figure 4.2. Methodology of data extraction 
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We selected a larger distance for Hyde Park than for the other two relata because Hyde 

Park is a lot bigger than the other two sites (as shown in Figure 4.1) and within 2km 

distance, we could only extract places inside the park and not outside its boundary. 

 

Figure 4.3. Using the export service on the OpenStreetMap to extract place names around each 
of three relata 

Step 3: Exclude place names with multiple instances 

After extracting all the place names within 2km of each relatum (3km for Hyde Park), we 

manually checked and excluded place names that had multiple instances (for example, 

“McDonald’s” has multiple branches across the London area) in order to avoid ambiguity 

regarding the coordinate location of the locata referenced by the mentions that we 

extracted from the web. The manual process involved searching for the place name 

combined with the word London in Google Maps, and any place names that returned 

more than one result were excluded.  

Step 4: Identify the 100 most frequently mentioned places 

After Step 3, we had around 800 locata for each relatum. We next used Google search 

counts to identify the 100 most frequently mentioned places for each relatum using an 

automated process. For example, we searched for The Royal Festival Hall, London, and 
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recorded the number of times it appeared on Google (the count that appears 

immediately below the menu options that are below the search input box). After 

collecting the counts for all candidate locata, we selected the 100 places that had the 

highest counts. However, the count figure that Google returns is an estimate only, and 

in particular, often the counts are higher than the actual number of pages available 

(Matsuo et al. 2007). For example, in some cases the returned results were 2,800,000 

on the first page, but when we click on second page, the numbers are decreased because 

Google omits some results which are repetitive or similar to the ones already returned. 

Because our main focus was the comparison of numbers and not working with them, we 

used the first returned counts for each locatum.  

Step 5: Scrape content from web using Google search for locatum+preposition+relatum 

triple 

We next generated triples combining each of the 100 locata for a given relatum, each of 

the prepositions and the relatum itself, surrounded by quotation marks in order to 

ensure that only the explicit query was returned by Google, rather than other variations 

(for example, “National Gallery near Trafalgar Square”) and used the Python- Beautiful 

Soup library (Richardson 2007)- to run a query for each triple and scrape the 

descriptions, including the triple, the URL of the page on which it appeared, and the 

excerpt from the page that usually appears during the search. By default, Google omits 

some entries based on similarity, and we adopted this option in Python as well, because 

we examined this option and most of the returned results were repetitive. During this 

process, we were asked to enter captcha several times, and used a captcha service to 

automate this process. 

Step 6: Scrape content from web using Google search for locatum+preposition+relatum 

with wildcard characters 

The queries that were run in Step 5 were surrounded by quotation marks to ensure that 

only relevant searches were returned. However, verbs, adjectives, or other parts of 
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speech are frequently included in location descriptions. For example, National gallery is 

located next to Trafalgar Square. We therefore included a version of each triple with 

wildcard character before preposition “locatum + * preposition + relatum” to 

accommodate this possibility. 

Step 7: Manually clean data 

We manually reviewed the results returned from the previous steps in order to remove 

repetitive search results, results with non-spatial use of the selected prepositions (this 

occurred especially in the descriptions using the wildcard character), and results that 

refer to a locatum or relatum in another country. Table 4.2 shows the criteria that we 

followed to exclude the descriptions. Locata are shown with underline, relata are with 

dashed lines and prepositions are in bold. 

After removing the cases mentioned in Table 4.2, we reviewed the descriptions which, 

while having none of the problems mentioned in this table, were ambiguous, or seemed 

surprising in some way, mostly because of their topological geospatial prepositions (in, 

on, at) and the high distances between locata and relata. For example, in the following 

description: “Istithmar's property portfolio in London, which includes two business parks 

and West End office buildings the Adelphi and Grand Buildings on Trafalgar Square”, 

because of the presence of a conjunction (and), the locatum was vague (only the Grand 

Buildings, or both the Adelphi and the Grand Buildings). However, because the distance 

between the Adelphi and Trafalgar Square is 422.63m, while the distance between the 

Grand Buildings and Trafalgar Square is 36.56m, we did not consider the Adelphi as a 

locatum in this case. 

Another ambiguous case was the description “Great working at the Royal Opera House 

in Trafalgar Square, providing site safety for the build and derig. We hope everyone had 

a great time who went!“ We reviewed this case further because of the in preposition 

and the 660m distance between the Royal Opera House and Trafalgar Square. During 

the data collection, we collected the web page URLs too, and observed on the webpage 
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that there were hashtags such as #trafalgarsquare #royaloperahouse #screening 

#cinema #outdoorcinema, and discovered that this description refers to a screening in 

Trafalgar Square organised under the auspices of Royal Opera House. 

A third group of cases that we manually investigated were descriptions from old 

newspapers. The locata belong to this group were places for which the locations had 

changed since the description was published. For instance, the following description is 

from an 1849 newspaper: “On Monday a General Assembly of the Academicians was 

held at the Royal Academy of Arts, in Trafalgar Square, when Mr William Dyce and Mr 

William Calder … “, but historical documents indicate that the Royal Academy of Arts 

was relocated in 1868. 

Another issue arose in the following 1947 description that describes a vision of an 

Imperial House that did not exist at the time: “He wanted to see great Imperial House in 

Trafalgar Square or some where where the British people could have a permanent 

exhibition of what was going on- ...”, while a new building with that name has been 

constructed in a different place.  

These and other similar descriptions were excluded from our analysis. 

Step 8: Count frequency of mentions for each locatum-preposition-relatum combination 

After excluding the cases mentioned in Step 7, we counted the frequency of descriptions 

for each locatum-preposition-relatum combination, adding together those returned 

through searches with and without the wildcard character. 

Step 9: Extract geometries for relata and locata 

Because the place names (locata) were unique names in the London area, we were able 

to search for them through the OpenStreetMap (Nominatim) API and retrieve their 

geometries. For each locatum and relatum, we retrieved, along with the category, type, 

centroid coordinates and if a polygon, the coordinates of the boundary. 
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Table 4.2. Exclusion rules and their examples 

Rule for the exclusion Example (locatum, preposition, relatum) Explanation 

Non- spatial preposition  “We're currently thinking perhaps Kings Cross to Charing Cross; a visit to the Benjamin Franklin 
House then a look at Trafalgar Square, walk down the Mall to ...10 answers  ·  Top answer: On the 
surface looks pretty good, but your first day might be ambitious. The British Museum ...” 

at is not spatial preposition 

Real locatum comes after the specified 
locatum 

“Trafalgar Square, Westminster, WC2N 5DS 3 minutes’ walk from Her Majesty's Theatre. The 
Fourth Plinth in Trafalgar Square remained empty after its ...” 

Real locatum is Fourth Plinth and 
not Her Majesty’s Theatre 

Invalid description (Repetitive 
sentences) 

“...Restaurants near National Portrait Gallery · Restaurants near Trafalgar Square · Restaurants 
near ...” 

 

Locatum and relatum belong to 
different sentences 

“... Trafalgar Voices will be performing in the spectacular Freemasons Hall on 19 December. No 
concerts at St Martin-in-the-Fields this year but #themusicplayson.” 

 

Real locatum comes before the 
specified locatum 

“The nearest car parks to the Playhouse Theatre are situated at Trafalgar Square and Chinatown. 
These car parks are about 10 to 15 minutes walk away.” 

Real locatum is car park not the 
Playhouse Theatre 

Preposition is not the specified 
preposition (e.g. in between) 

“Haymarket House is definitely it!! Nestled in between Trafalgar Square and Leicester Square you 
have the delightful little Haymarket Wine House.” 

 

Complete description doesn't exist View deals for The Grand at Trafalgar Square, including fully refundable rates with free 
cancellation. Guests praise the locale. The Strand is minutes away. Rating: 8.6/10 · 956 reviews · 
Price range: from NZ$207  

“Her Majesty's Theatre” is missing 

Description is in another language but 
is the exact match with our searched 
description 

“ng mga skyscraper ng Lungsod at ang makitid na kalye ng Soho, matikas na Piccadilly at ang 
marilag na Tower Bridge, Big Ben at Trafalgar Square “ 

at means and in Filipino 

The locatum name is same as another 
place/object  

“28/10/2010 — Souvenirs of Big Ben are sold in a shop near Trafalgar Square on October 28, 2010 
in London, England. Get premium, high resolution news ...” 

instead of the real Big Ben, this 
refers to souvenirs of Big Ben 

Photo caption, mostly for the case of in, 
meaning standing in the locatum and 
taking a photo of the relatum. 

“King Charles Statue and Big Ben in Trafalgar Square at Night with Light Trails in London. London 
Night View include Big Ben. Lion Statue, seen from Trafalgar ...” 
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Step 10: Calculate distances between relata and locata 

We then calculated the closest distance between each locatum and relatum using 

boundary geometries (for polygons). The reason is that, for a large site such as Hyde 

Park, use of the centroid may result in artificially large distances (e.g., for a locatum that 

is outside, but close to the park boundary). So, if the locatum was inside the relatum, 

the distance is zero and if it is located outside the relatum the distance was the closest 

distance between the locatum and relatum boundaries.  

Table 4.3 shows the number of locata for each relatum (Buckingham Palace, Hyde Park 

and Trafalgar Square), the number of prepositions for which we extracted descriptions 

for each relatum (out of a total of 9 prepositions) and the total number of descriptions 

for each site in our final data set, after the above steps had been carried out. 

Table 4.3. Description frequencies in the dataset 

Site Descriptions (locata) Prepositions Total number of descriptions 

Buckingham Palace 78 9 1970 

Hyde Park 75 8 1523 

Trafalgar Square 76 8 1746 

 

The description extracted from Google, came from different sources. About 30% came 

from image sharing websites such as Flickr44, Pinterest45 and Shutterstock46, 20% from 

news websites such as BBC and Telegraph, 15% came from knowledge databases such 

 

44 https://www.flickr.com/  

45 https://www.pinterest.com/  

46 https://www.shutterstock.com/  

https://www.flickr.com/
https://www.pinterest.com/
https://www.shutterstock.com/
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as Wikipedia47 and Google books48, 10% from public social media pages such as 

Instagram49 and Facebook50, 5% from historical websites such as British-history51 and 

historical England52 and 20% from other sources. 

In section 4.4, we analysed the data using visualisations such as cumulative graphs and 

scatter plots to investigate the acceptance thresholds for prepositions and study the 

impact of context on the usage of geospatial prepositions.  

4.4 Results 

We provide some information about the three relata used for the experiments, their 

features, and the kinds of locata that were used with them in Table 4.4. Then in Sections 

4.4.1 and 4.4.2, we analyse our data in order to address each of the research questions. 

4.4.1 RQ1: How do acceptable distances between relata and locata differ 
between prepositions? 

The term distance here refers to the closest distance between the boundary of the 

relatum and locatum. So, if the locatum is outside the relatum, the distance would be 

the shortest distance between their boundaries. However, if they overlap or the locatum 

is inside the relatum, the distance has been set to zero. Figure 4.4 shows the cumulative 

frequency graphs (Jelinek 1962) for each preposition for each of the three sites.  

Table 4.4. Relatum features 

 

47 https://www.wikipedia.org/  

48 https://books.google.com/  

49 https://www.instagram.com/  

50 https://www.facebook.com/  

51 https://www.british-history.ac.uk/  

52 https://historicengland.org.uk/  

https://www.wikipedia.org/
https://books.google.com/
https://www.instagram.com/
https://www.facebook.com/
https://www.british-history.ac.uk/
https://historicengland.org.uk/


Chapter 4: Spatial preposition acceptance thresholds and the role of context 

 

101 

 

Site Features 

Buckingham Palace Buckingham Palace is a palace in the City of Westminster. Most of the locata associated 

with the palace are used with proximity/adjacency prepositions such as next to, near, 

close to and adjacent to. This is the only site that the preposition outside is used for. In 

some descriptions, only the palace building is considered but, in some others, the 

whole grounds and palace are considered together. The most popular locata around 

Buckingham Palace are Green Park, Royal Mews, and Wellington Barracks (a military 

barracks). 

Hyde Park Hyde Park is a park located in central London. There are many small locata inside the 

park, including memorials, statues, fountain, gallery, and swimming club, and there are 

also some outside it that are mostly referred to with the geospatial preposition near. 

Trafalgar Square Trafalgar Square is a square in Westminster City in London. It is one of the most 

popular places in London, due to its location close to many tourist sites, including the 

National Gallery, St Martin-in-the-Fields, and the River Thames. Most of the extracted 

descriptions that used Trafalgar Square as a relatum, describe locata close to it, but 

there are also several statues and memorials that are in the Square itself. 

 

The points on the graphs represent locata and are positioned on the x axis using the 

distance between the boundary of the relatum and locatum. The vertical axis shows 

cumulative frequencies, being the total of all mentions of a given locatum plus all locata 

at closer distances. A slope indicates an increase in frequency (the frequency of 

mentions in descriptions extracted from Google), while the closer the line is to 

horizontal, the fewer mentions for the locatum at the right end of the line (although 

note that the line is never horizontal, as this would only occur if there were no new 

mentions for the locatum at the rightmost end of the line, but we only add points if there 

is at least one mention). For example, the line between 176.71 and 682.1 for the in 

preposition for Hyde Park is close to horizontal, as only 11 new mentions were added 

for the locatum at 682.1 metres. We use cumulative frequency graphs because they 

provide a clearer picture of the behaviour of each preposition in comparison to raw 

frequency graphs in which individual locata can obscure the visualization. It is important 

to note that the point at which each curve flattens is the point at which there are very 

few new mentions, so we consider this to be the acceptance threshold for each 
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preposition. We define the acceptance threshold quantitatively by starting from the last 

point on each preposition line (from right to left) and moving to the left until the slope 

of the line connecting two point exceeds 5° (relative to the horizontal) – we chose 5° 

because we tested other numbers and 5 seemed to be more accurate visually. We define 

the point to the right of the first line that is less than 5 degrees as the acceptance 

threshold. If no line for that preposition has a slope of <5°, we consider that our data 

has not yet reached the point at which the line flattens, and we do not have sufficient 

data to identify the acceptance threshold. If no line has a slope of >5°, then we calculate 

the average slope across all lines for the preposition and define the threshold as the 

point for which the slope between it and the next point (from the right) is greater than 

that average. Figure 4.5 shows the flowchart for this algorithm.  

On the graphs in Figure 4.4 acceptance thresholds are marked with large red dots, and 

this figure indicates the acceptance thresholds for each preposition for each relatum 

(Figure 4.4 (a-c)). In addition to the graphs for each relatum Figure 4.4 (a-c), we present 

a cumulative frequency graph Figure 4.4(d), in which, we aggregate the data for all the 

relata, and adjust frequency values to account for varying site popularity. 

Some relata are more popular than others (i.e., attract more mentions in social 

media). So, if more popular sites are not adjusted for popularity, their values will have a 

disproportionately large influence on the shape of the graph that combines the results 

of all relata, because they would have more mentions for all prepositions. We therefore 

scale down these more popular sites so that all relata have an equal total, adjusted 

number of mentions, this being the same as the total minimum total across all relata (in 

this case it is for Hyde Park, which has 1523 mentions). The reason for doing this rather 

than normalising (adjusting to values between 0 and 1) is that it still gives some 

indication of the scale of mentions (Equation 4.1).  
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Figure 4.4. Cumulative frequency graphs of all prepositions for (a) Buckingham Palace, (b) Hyde 
Park and (c) Trafalgar Square(d) cumulative frequency graph with adjusted frequency 
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Figure 4.5. Acceptance thresholds algorithm to identify acceptance threshold (red dots on 
Figure 4.4 a-d) 
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𝑎𝑑𝑗 𝑓𝑟𝑒𝑞 (𝑟𝑖 , 𝑙𝑖) =
𝑓𝑟𝑒𝑞(𝑟𝑖 , 𝑙𝑖)

∑ 𝑓𝑟𝑒𝑞(𝑟𝑖 , 𝑙𝑖..𝑛)𝑛
𝑖=1

∗ min (∑ 𝑓𝑟𝑒𝑞(𝑟𝑖..𝑛, 𝑙𝑖..𝑛))

𝑛

𝑖=1

 
Equation 4.1 

𝑓𝑟𝑒𝑞(𝑟𝑖 , 𝑙𝑖) indicates the frequency of a given preposition for the locatumi and relatumi, 

∑ 𝑓𝑟𝑒𝑞(𝑟𝑖 , 𝑙𝑖..𝑛)𝑛
𝑖=1  indicates the sum of the frequencies of the prepositions across all the 

locata for the relatumi and min (∑ 𝑓𝑟𝑒𝑞(𝑟𝑖..𝑛, 𝑙𝑖..𝑛))𝑛
𝑖=1  indicates the sum of the 

frequencies of the prepositions across all the locata for the relatum that has the 

minimum sum of the preposition frequencies (in this case Hyde Park). The total number 

of mentions for Trafalgar Square and Buckingham Palace were 1746 and 1970 

respectively, so the frequencies for these two relata were adjusted down accordingly. 

We identify the acceptance thresholds for each relatum in Table 4.5, as well as the mean 

acceptance threshold (across whichever sites sufficient data was available to calculate a 

threshold), as well as the acceptance threshold for the aggregated data. This data is 

visualised in Figure 4.6. 

Table 4.5. Acceptance thresholds of each preposition for each site, mean and aggregate 

Site/ 

Preposition 

Buckingham 
Palace 

threshold 
Hyde Park 
threshold 

Trafalgar 
Square 

threshold 
Mean 

threshold 
Aggregate 
threshold 

adjacent to 265  55 160 264 

at 101 167 55 108 167 

beside 17   17 103 

close to 903   903 903 

in   188 188  
near  341 347 344  
next to 358  87 223 357 

on  116 87 101 115 

 

The data shows some clear patterns across the prepositions. The near preposition has 

one of the highest acceptance thresholds (distance at which the preposition is no longer 

acceptable), with a distance of 341m for Hyde Park and 347m for Trafalgar Square. 

Furthermore, we see near being used infrequently for much greater distances than the 

threshold (700-800m for Hyde Park and Trafalgar Square).  
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Figure 4.6. Acceptance thresholds of each preposition for each site, mean and aggregate 

The acceptance threshold for Buckingham Palace (and for the aggregated data) is much 

higher (>1100m), as the graph does not level off for this site, indicating that the 

acceptance threshold is beyond our last data point. Like near, the close to preposition 

has among the highest acceptance thresholds, with (903m) for Buckingham Palace and 

for the aggregated data, and insufficient data to establish a threshold for the other two 

relata (close to is a relatively infrequently used preposition, so we have few mentions in 

the data). 

Next to has the highest mean acceptance threshold (223m) and threshold for the 

aggregate data (357m) of the adjacency prepositions. However, the range in thresholds 

between 358m for Buckingham Palace and 87m for Trafalgar Square has some 

substantial overlap with the range for adjacent to (265m to 55m, with mean 160m and 

threshold for aggregate data of 264m). Beside has a much smaller threshold, being 103m 

for the aggregate data, and 17m for Buckingham Palace (beside did not appear in our 
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data for Hyde Park, and only infrequently (with distances of 50m or less) for Trafalgar 

Square. Based on this limited evidence, we postulate that beside is typically limited to 

much closer locations than next to and adjacent to, both of which are used for locations 

within a closer range than the proximity prepositions near and close to. More data is 

needed to confirm this. Outside has been only used for the Buckingham Palace site, but 

we couldn’t identify any acceptance threshold for it because the slope between its 

rightmost two points exceeds 5° and thus, we consider that we have not collected 

sufficient data to determine the acceptance threshold. 

Moving to the containment and collocation prepositions in, at and on; surprisingly, the 

acceptance thresholds for in appear to be large, being beyond our last data point for the 

aggregate data and for Hyde Park, and to a lesser extent, for Trafalgar Square (187m), 

even though given that our distances are measured boundary to boundary, we might 

expect distances of zero (the locatum inside the relatum). For Buckingham Palace, only 

two locata were used with the in preposition. The first one is within its boundary (The 

Royal Mews) and the second is 100m away (Victoria Memorial). While the latter is 

located on the site of Buckingham Palace, it was not within the boundary we extracted 

from OSM. The Hyde Park data is affected by the location of another garden called 

Kensington Gardens (see Figure 4.7). People sometimes refer to this garden as Hyde 

Park. For example, the description Princess Diana Memorial Playground in Hyde Park 

appears, but the playground is on the east side of Kensington Gardens, 900m from the 

closest boundary of Hyde Park. Kensington Garden was part of Hyde Park until 1728, but 

given the length of time since their separation and the fact that our sources are more 

recent than that, we consider it unlikely that this history has influenced of the usage of 

these two place names.  

In the case of Trafalgar Square, the most distant locata within the acceptance threshold 

are Her Majesty’s Theatre (187m) and the Nigerian High Commission (180m). The reason 

of using in and Trafalgar Square for these two locations is that Trafalgar Square is a well-

known landmark in the area. We postulate that in natural language location 
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descriptions, the geographic boundaries of well-known landmarks may be ‘stretched’, 

but more work is needed to validate this.  

 

Figure 4.7. Expression Baglioni hotel (red) on Hyde Park on OSM map 

We also see an unusual outlier for Trafalgar Square: The Methodist Central Hall, which 

is marked with the dashed line on the graph because we suspect that it is an error. The 

source description came from The Westminster Reporter (The Westminster City Council 

Magazine) and reads “16/09/2015 — The largest air raid shelter in England was at the 

Methodist Central Hall in Trafalgar Square which could hold 2,000 people each night.” 

(September 2015, Issue 120, page 21). However, Figure 4.8 shows that Methodist 

Central Hall is a substantial distance from Trafalgar Square (821m). There were other 

cases in our data that showed similarly questionable descriptions, but that could be 

explained by changes in location of the locatum over time (particularly where the source 

was a historical document- see Section 3 step 7), but no such evidence could be found 

for this description. It is clear from other documentation53 that there was an air raid 

shelter of this size at the Methodist Central Hall, also referred to as the largest in 

 

53 https://dmbi.online/index.php?do=app.entry&id=2968  

https://dmbi.online/index.php?do=app.entry&id=2968
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England, but no evidence that the Hall, or the air raid shelter was in Trafalgar Square, 

other than this single description.  

 
Figure 4.8. The distance between Methodist Central Hall as 

the locatum (bottom) and Trafalgar Square (up) as a relatum 
that used preposition 'in' 

 

The at preposition has acceptance thresholds of 167m, 100m and 55m for Hyde Park, 

Buckingham Palace and Trafalgar Square respectively, with a mean of 108m and 167m 

for the aggregated data, putting it within a similar range to the in preposition, but with 

the lowest acceptance threshold of the three topological prepositions, being for 

Trafalgar Square (but note that the lowest acceptance threshold across the data is for 

beside, for Buckingham Palace). The on preposition has thresholds in a similar range 

(87m-116m) with a threshold for the aggregate of 115m and a mean of 101m, both of 

these latter figures being the lowest for the three containment and collocation 

prepositions. 

4.4.2 RQ2: How important is context in the use of geospatial prepositions? 

To answer the second research question, we present Figure 4.9 (a-h), which compares 

the three relata for each of the prepositions using scatter plots, and regression lines for 

each relatum. We use a reciprocal, linear regression equation to plot the regression line  
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Figure 4.9. Scatter plot and acceptance profiles for the frequency of each preposition across all 
three sites (a-d) 
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(𝑦 =  
1

𝑋
), and we refer to these regression lines as acceptance profiles, as they show the 

profile of the distances at which the preposition is used, including the distances at which 

it is highly acceptable, as well as those at which is becomes less so. This provides us with 

more information than the acceptance threshold. Note that we do not show a plot of 

the outside preposition, as our data extraction only identified descriptions that used 

outside with the Buckingham Palace relatum, and in RQ2, our focus is on comparison of 

the context. 

Several of the prepositions show clear similarity across all three sites, including next to 

and close to. The curves across the three relata for next to are very similar, the main 

difference being in frequency of mentions, an issue that is discussed further below. The 

ranges of the data points vary for the three sites, with Buckingham Palace having low 

frequency mentions for more distant locata, while in contrast, Hyde Park uses next to 

with locata that are relatively close (up to 56m). Although the mentions do not extend 

as far, for close distances, the adjacent to and beside preposition graphs are similar to 

those of next to. Both are used with Buckingham Palace for distance up to 250m, but 

the most frequent uses across the other two sites are less than 100m. 

We see a very similar pattern for close to, with Buckingham Palace attracting mentions 

out to approximately 1km, Trafalgar Square to 660m (albeit very low frequency) and 

Hyde Park to 123m. We consider it likely that the larger distances associated with 

Buckingham Palace are influenced by the ambiguity in the specific size/area of the 

relata: the entire grounds, or only the palace building itself. In this analysis, we used the 

entire grounds, since access to the grounds and palace is limited, so it is less likely that 

mentions would refer only to the palace (and indeed our comparative analysis 

confirmed this, with calculations that used the palace geometry only as the relatum 

being distorted). Despite the differences among the three sites discussed above, the 

highest frequency uses of close to and next to (point at which the steeper sections of the 

graph level out, being less than 100m in both cases) are consistent across all three sites, 

suggesting limited impact on context among the most common uses of these 

prepositions. While the near graph is similar to that of close to, it does show some 
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variation between the three positions: namely the absence of high frequency use at very 

low distances for Buckingham Palace and Hyde Park. It appears that while near may be 

used for Trafalgar Square for locations very close to (or at) the Square, this does not 

apply to the other two relata, in contrast to close to, which is applied at very small 

distances for all three relata. Trafalgar Square is a much more open location, which 

vaguer boundaries than the other two relata, which may explain the more liberal use of 

near in that case. 

The in preposition shows similar patterns across all three sites. Hyde Park and Trafalgar 

Square have a much greater range of mentions (going up to 1km), but all of the curves 

flatten at a distance within approximately 50m of the relata. It is interesting to note that, 

counterintuitively, the in preposition is used relatively frequently with locata much 

further from the relatum than the next to and close to prepositions, and clearly for 

objects that are well outside the boundary of the relatum. 

Like in, the at preposition shows flattening at distances very close to the relatum, but 

this distance is greater for Buckingham Palace than for the other two relata. This may 

be due to the closed nature of Buckingham Palace (public access is strictly controlled, 

being limited in timing, volume of visitors and area of access, and requiring payment) 

compared to the other sites. Thus, the description I’m at Buckingham Palace could mean 

that the speaker is outside the Palace gates, while this is less likely (but still possible) for 

the other two relata. At is used at a much greater distance for Hyde Park than for the 

other two relata, but this may be related to the Kensington Gardens effect described 

above. 

Use of the on preposition is much more frequent for Trafalgar Square than for Hyde Park 

and is only used once for Buckingham Palace in our data set, with distance zero. This is 

likely the result of image schema, with squares and plazas being more frequently 

associated with a platform schema than parks or palaces (Mark 1989; Mark and Frank 

1996). However, we do not see a similar pattern for the in and at prepositions, which 

are commonly used for parks and similar types of objects. Trafalgar Square is frequently 
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used with in, at and on, suggesting that a range of different image schemata are suitable 

for this feature type, while parks and palaces are more limited. Across all of the 

prepositions, we see much greater variation between relata of the outer extremes of 

acceptability of the prepositions. That is, many of the prepositions studied are used less 

frequently for quite large distances for some sites more than others; while the most 

frequent uses are much more uniform across the sites, despite the differences in size, 

feature type and level of urban construction among the relata. Generally, the proximity 

(near, close to) and adjacency (next to, adjacent to, beside) prepositions are more 

frequently used for greater distances for Buckingham Palace than the other two relata, 

and for smaller distances particularly Trafalgar Square; while in, on and at are most 

frequently used for Trafalgar Square across all distances.  

In Section 4.5, we discuss the results found in this section with some comparisons with 

the previous literature. 

4.5 Discussion 

4.5.1 Acceptance thresholds (RQ1) 

Section 4.4.1 provided an analysis of the acceptance thresholds highlighted for our data, 

as well as the extremes of range within which each preposition is used. Our findings 

show that among the proximity/adjacency prepositions, near and close to have the 

highest acceptance thresholds (are used for largest distances) near > 1100m and close 

to = 903m. Next to and adjacent to are used for distances between 55-358m for 

Buckingham Palace and Trafalgar Square and no acceptance threshold has been 

identified for these two prepositions in the case of Hyde Park. The smallest threshold 

for proximity/adjacency prepositions is for beside (17m for the Buckingham Palace) but 

there is not enough data on the other two sites to confirm this finding. Carlson and 

Covey (2005) ran a human subjects experiment to estimate the distance associated with 

some spatial prepositions such as next to, beside and near and some projective ones.  

Similar to our findings, their research showed that beside and next to are not associated 

with relatum size and these prepositions specify smaller distances than near. Fisher and 
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Orf (1991) also reviewed the interpretation of near and close in a university campus area 

and found that these two terms are used for objects that are proximal, but not if their 

distance is very close to the locatum. Through their experiment, they found that people 

did not chose buildings that were very close to the student centre (relatum), but instead 

those that were further away as close/near. 

In addition, as mentioned in Section 4.2, some researchers have used methods to 

identify density fields which provide a probabilistic indication of the areas within which 

use of a preposition is acceptable. Due to the vagueness of spatial prepositions, most of 

these works identified the area that prepositions are accepted. As an example, Hall et 

al. (2015), used Kriging interpolation to model spatial prepositions such as near, 

between, at the corner, at and next to. Similar to our work, their findings show a larger 

distance for near in any direction around the relatum and smaller distances for at and 

next to. Also, Skoumas et al. (2016) visualised near, in and on and some cardinal relations 

such as north and south using heatmaps with a grid-based approach. Their visualisation 

shows that near is not restricted to only locations close to the grid centre (relata) but 

extended further and in all directions around the relata. However, at was limited to a 

small part of the grid in the centre of it which shows more limited usage of at to those 

areas close to the distance of the relata same as our findings. Also, their visualisation of 

next to confirms our findings and shows that next to is more limited to the close vicinity 

of the relatum without any orientational variations. 

Our findings show that among all proximity/adjacency prepositions, beside has the 

shortest aggregated threshold and it has been used for the shorter distances (with 

aggregated threshold 103m which is across all relata). In addition, next to has larger 

aggregated threshold than adjacent to, that suggests it might be used in larger distances 

that adjacent to. we also found that close to has the largest aggregated threshold among 

adjacency/proximity geospatial prepositions. However, more data is needed to confirm 

this as it has been only identified for one site (Buckingham Palace). Among container 

and collocation prepositions, at and on have the shortest aggregated thresholds. We 

could not find an aggregated threshold for in and near. This is because for near the 
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cumulative frequency for Buckingham Palace kept rising, and for in, there is not 

sufficient data for Buckingham Palace and for Hyde Park, the cumulative frequency has 

never been flattened. This might be because of the size of Hyde Park and the usage of 

in for further area which is not Hyde Park (Kensington Garden discussed in Section 4.5.2). 

4.5.2 Contextual factors (RQ2) 

The analysis in Section 4.4.2 highlights a number of observations regarding contextual 

variations in the use of spatial prepositions. Firstly, we note that near is used less 

frequently for locata very close to the relatum for two of the three relata, the exception 

being Trafalgar Square. This ‘doughnut effect’ was not evident in the analysis of Hall et 

al. (2011). For example, their analysis of the expression Pond near High Boston (Hall et 

al. 2011, pp.17) showed that all of the area in the close vicinity of High Boston (a hamlet) 

was considered near. However, Fisher and Orf (1991) identified the doughnut effect and 

claimed that this might be due to the similarity in place names or functions. For example, 

a building known as the student service centre is typically considered to be closer to 

another building known as the student centre, than other buildings with different 

functions, even though those other buildings are in fact closer. In our work, we consider 

this effect is likely to be related to the nature of the relatum feature type, and possibly 

related to vagueness of boundaries and/or openness of the environment. More research 

is needed to confirm this. 

We also noted in Section 4.4.2 the likely impact of image schema on the use of the 

containment and collocation prepositions. This has been identified by other researchers, 

who identified the use of the on preposition when a platform schema is used, or in for a 

container schema (Mark 1989; Mark and Frank 1996). However, our results identify a 

variation in image schemata applied to different feature types. Some of our relata were 

strictly subject to a single image schema (e.g., Hyde Park with the container schema, 

indicated by the use of the in preposition in preference to at or on), while others were 

more promiscuous (notably Trafalgar Square, which uses all three of these prepositions 

liberally, suggesting platform, container and possibly other image schemata such as link 
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are appropriate). Stock and Yousaf (2018) assigned some geolinguistic factors (image-

schema, axial structure, solidity, geometry type and scale) to feature types such as 

highway or river. For example, they claimed that if two relata have similar geolinguistic 

factors such as image-schema or axial structure, they might be more similar than the 

ones that have different geolinguistic factors. However, more research is needed to 

identify the use of different image schema types by feature type.  

We also note that the outside preposition is only used with Buckingham Palace in our 

data (see Figure 4.4(a)). While the outside preposition would normally be associated 

with the container image schema, we see low frequency use of in (also associated with 

the container image schema) with Buckingham Palace compared to the other two relata. 

However, this may be due to the access limitations previously mentioned reducing the 

frequency of mentions for Buckingham Palace. In contrast, in is the most frequently used 

containment or collocation preposition used for Hyde Park, but outside is not used for 

this relatum in our data. This suggests that outside requires a stronger form of 

containment than in, with Buckingham Palace being a stronger container than Hyde 

Park. It is unclear to what degree the containment that results in the use of outside with 

Buckingham Palace is due to restricted access, rather than feature type or other aspects 

of the nature of the relatum, but certainly the grounds of Buckingham Palace are similar 

in nature to Hyde Park, with the exception of accessibility. Clearly the Palace itself is 

quite different in nature, but neither palace nor grounds can be accessed by the public 

without payment and in a controlled manner (e.g., organised tour). 

In addition to the influence of generalisable characteristics of different relata on the 

acceptance profiles and thresholds of prepositions, our data shows that individual 

contexts can influence the use of prepositions, as in the case of Hyde Park and the likely 

influence of the neighbouring Kensington Gardens. This suggests that general models of 

preposition applicability, even if they are able to incorporate a rich range of contextual 

factors such as feature type, accessibility or image schema, are likely to still be limited 

in accuracy, as they are unable to capture these individual nuances. 
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One limitation of the current work is that our calculations are based on current OSM 

data. However, during the data collection from the Google search engine, we extracted 

several historical texts. For example, in the description “On Monday a General Assembly 

of the Academicians was held at the Royal Academy of Arts, in Trafalgar Square, when 

Mr William Dyce and Mr William Calder … “ from 1844, The Royal Academy of Arts is not 

“in” Trafalgar Square now, and was relocated in 1868 to a location about 900m away 

from Trafalgar Square. So, these expressions are not valid anymore. So, this limitation 

can be seen in both descriptions and the map. We have tried to work with the most up 

to date data but there is always some data which is not compatible with the current 

information and in this case, we have not considered the expressions concerned. 

Also illustrated by the Hyde Park/Kensington Garden example, the influence of 

familiarity on the use of prepositions and the associated selection of locata to describe 

a location is confirmed by our research (Yao and Thill 2005). People use the reference 

objects whose names they are more familiar with, and this may influence the acceptance 

profiles and thresholds of prepositions in specific contexts. Also, there are some places 

for which location descriptions rely on generic relata such as shops, buildings, or other 

prominent landmarks, in part due to the absence of known named places. This adds to 

the complexity of spatial descriptions because most of the time these places are not 

unique, and analysis of the kind described in this chapter is difficult. 

Figure 4.10 shows Hyde Park, with locations of locata that used in, on, and at for Hyde 

Park descriptions. The symbol indicates the preposition, and the size of the symbol 

indicates mention frequency. As can be seen, some of the locata are outside the 

boundary of Hyde Park close to the boundary of Kensington Gardens (e.g., at the bottom 

left, Cheval Thorney Court, Baglioni Hotel and Royal Albert Hall numbered as 1,2 and 3 

respectively) and some are inside Kensington Gardens (e.g., on the left side Princess 

Diana Memorial Playground and Princess Diana Memorial Garden numbered 4 and 5 

respectively). However, as is described above, Hyde Park is still used as their relatum 

instead of Kensington Gardens, possibly due to the familiarity or prominence of Hyde 

Park (Epstein et al. 2007). 
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Figure 4.10. Hyde Park and the in, on and at prepositions used with it weighted by their 
frequencies 

We also reviewed the data to find the impact of relatum size on the usage of geospatial 

prepositions. The only impact of size we found in this data is the frequency of in, on and 

at prepositions in the case of Hyde Park. Due to the size of this relatum, more locata has 

been found to be located within the boundary or in the close vicinity of this site (Figure 

4.10). Thus, there are more descriptions that used these three prepositions than the 

other two relata (1221 descriptions out of 1523 with three prepositions in [943], on [45] 

and at [233]). 

These results also show that while there are distances that are acceptable for a given 

preposition across all three of our relata, which we might refer to as ‘ranges of 

agreement’, there are also outer extremes of those ranges that are only used in certain 

circumstances, for only one or two relata, and depending on context. We see some 

examples of this in Figure 4.10 and Figure 4.11 illustrate the usage of some of the 

adjacency prepositions with Buckingham Palace as the relatum. Both Hyde Park and 

Buckingham Palace have data points at much greater distances than Trafalgar Square, 

usually with low frequency (for example, the next to preposition is used at around 900m 

for Buckingham Palace), but with greater frequency at much lower distances for all three 

relata. We thus consider it likely that the acceptance areas for geospatial prepositions 
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follow prototype theory (Rosch 1975) in having a range of exemplars, and outliers, which 

are at least partly determined by context. 

 

Figure 4.11. Buckingham palace and the adjacent to, next to and close to and outside 
prepositions used with it (not weighted) 

4.5.3 Locata popularity 

In addition to the impact of relata on the selection of appropriate geospatial 

prepositions, we acknowledge the impact of locatum popularity on our dataset. It is 

likely that people chose the most popular or salient locata when describing a scene, in 

favour of less noticeable objects. While this may result in bias, since we are looking at 

the same three relata for all prepositions, the comparison between the relata is still 

valid, and we see that for a given locatum, a mixture of different prepositions is selected, 

rather than a single preposition. This means that while our results may be affected by 

the absence of popular locata at a certain distance from the relatum, and instead a 

locatum that is further away may be selected, the selection of the preposition will still 

take distance into account, and still enable valid comparison of preposition selection. 
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4.6 Conclusion 

In this chapter, we investigated the acceptable distances (referred to acceptance 

profiles and acceptance thresholds in this chapter) for a set of prepositions used in 

geospatial situations, and the impact of context on those distances. We used a web 

scraping technique to extract descriptions with three main elements (locatum, 

preposition and relatum) from Google for three sites in London (Trafalgar Square, 

Buckingham Palace, and Hyde Park) and analysed the frequency of mentions of specific 

locata with each preposition and relatum.  

Our experiment led to a number of findings. Firstly, proximity/adjacency geospatial 

prepositions such as near and close to are used for larger distances than adjacent to, 

next to and beside. Also, in, on and at have not only been used for locata that are inside 

the relata, but sometimes these prepositions are used when there is a short distance 

between locata or relata (depending on the specific context). Another finding is that, 

based on the visualisations (Figure 4.4 (a-d)) in most cases when the distance increases, 

the number of mentions decrease. This means that, when we go far away from the 

relatum, it is more likely that the descriptions that refer to the relata are less frequent. 

However, this is not always the case. In some cases, frequency of mentions is based on 

the importance of the locata. As an example, Boy and Dolphin Fountain in Hyde Park, 

has a frequency of 7, even though the distance between its locatum and relatum is zero. 

In contrast, the description Serpentine Gallery in Hyde Park, has a frequency of 92, with 

a distance between locatum and relatum of 93m (it is located inside Kensington Garden 

and not Hyde Park). So, in addition to the characteristics of the relatum (as it mentioned 

in Section 4.5.2), the popularity, familiarity, or size of the locatum has an impact on the 

mentions and it is more likely that in search engines like Google, we read and find more 

descriptions about the places that are well-known, and some events might happen 

around/inside them. 

This exploratory research identifies a number of areas for future research. More data 

collection is needed to identify the acceptance thresholds for the prepositions for which 
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our data did not extend far enough. As an example, the acceptance thresholds we 

reported in this chapter for close to and in are only based on one of the sites 

(Buckingham Palace and Trafalgar Square respectively), as we did not have locata far 

enough away to identify the acceptance threshold for Buckingham Palace. For outside 

we also have not identified any acceptance threshold as the graph has never reached 

the point of flattening. We also discussed the doughnut effect for the near preposition, 

and more investigation is required to study this phenomenon in more detail. There is 

also a need for more future work on the relationship between image-schema and 

feature types, the flexibility in use of image-schema by a given feature type, and the 

conditions attached to each use. In addition, it is important to study the impact of 

geolinguistic factors mentioned in Section 4.5.2 (Stock and Yousaf 2018), on the usage 

of different geospatial prepositions. Most of the previous works have reviewed the 

impact of feature types (Manguinhas et al. 2008; Tobin et al. 2010; Alex et al. 2015; 

Acheson et al. 2017) on the georeferencing task, but there is not much work on the 

effect of contextual factors on preposition usage and spatial context interpretation.  

In the next chapter, we will use the preposition semantic similarity matrix, prepositions’ 

diagram vectors obtained from Chapter 2 as input variables for a machine learning 

model. Our goal in the next chapter is to predict the distance based on the contextual 

factors and characteristics of the prepositions, locata and relata.
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Chapter 5  - A Machine learning model to predict the 
distance between geospatial locations using contextual 
factors 

ABSTRACT 

People use relative location descriptions, which describe the location of one object 

relative to another, on a daily basis. Automated understanding of these descriptions is 

not an easy task, because the interpretation of spatial relation prepositions depends on 

the context in which they are used. For example, identification of the location referred 

to in the expression building beside the Event cinema, depends on the context of the 

scene, including aspects such as the location of other buildings, the orientation of the 

buildings and the location of the roads. In this chapter, we consider two datasets of 

different scales to predict the distance between locations in a geospatial scene. We use 

multiple contextual factors and features related to the elements of a location 

description as they have been shown to be important in Chapter 5 obtained from 

Chapter 2 and Chapter 3  as inputs into a regression model and predicted the distance 

between locations in the description. Then we compared the model with three 

baselines. Our regression model outperforms the best baseline with 25% improvement 

for both datasets.  

5.1 Introduction 

People often describe the location of objects using relative geospatial location 

descriptions (e.g., the shop beside the cinema, the house behind the bakery). Automated 

methods for decoding expressions of this kind are useful for a number of applications, 

including responding to requests for emergency services if an address is not known (e.g. 

we need an ambulance near the public toilets in Metro Park) and immediate response is 

important to save lives; identifying the location of disaster impacts reported on social 

media (e.g. there is a power line blocking the bridge near the Community Arts Centre) or 

identifying the location of species explained in text form in scientific reports (Scott et al. 

2021). For this decoding, a machine must be able to understand the main components 
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of a relative location description and interpret the expression based on the relationship 

between these elements. The main components of relative location descriptions are the 

locatum (the object whose location is being described), the relatum (the reference 

object for the locatum) and spatial relation terms (mostly prepositions but could be 

other parts of speech such as verbs) that connect the two. Relative location descriptions 

are not easy to interpret due to the vagueness and context sensitivity of spatial relation 

terms (e.g., prepositions such as near). Based on the context, prepositions can have 

different interpretations. As an example, the house on the island and the house on the 

road have different interpretations although the geospatial preposition on is used in 

both descriptions. The house in the former expression could be on any part of the island, 

but the house in the latter expression on the road is most likely close to the edge of the 

road. So, the relatum feature type and meaning change the interpretation of these two 

expressions. 

In this chapter, we predict the distance between the locatum and relatum in geographic 

space using a machine learning model. We use a number of features consisting of 

numeric and descriptive values belonging to the locatum, relatum, and the relative 

location description text to create a regression model and evaluate their effect on the 

prediction of the distance between locatum and relatum. We focus on 24 qualitative 

non-directional spatial relation prepositions (we exclude geospatial prepositions that 

are quantified such as: 10km to the right of the river).  

We address two research questions: 

RQ1: How accurately can we predict distance using machine learning regression 

methods?   

RQ2: How important are specific model features in the success of that prediction? 

A large body of previous work addressing georeferencing of location descriptions has 

focussed on toponym recognition and resolution (Leidner 2008; Lieberman and Samet 

2012; Karimzadeh 2016; Kamalloo and Rafiei 2018; Kew et al. 2019) but has not 
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addressed the modification of the georeferenced named places that results from the 

inclusion of a preposition. For example, just outside Paris refers to a place name, but 

without consideration of the preposition, the georeference will be inaccurate. While a 

number of previous works have defined so-called spatial templates to generalise and 

sometimes predict the behaviour of spatial prepositions (Hall et al. 2011; Skoumas et al. 

2016), these do not consider the context of the particular situations in which a spatial 

preposition is used. Other work has developed models that include basic contextual 

factors to predict location, but these are mostly applied in either indoor or 

artificial/blocks world environments (Moratz and Tenbrink 2006; Yu and Siskind 2017), 

or refer to location on images in order to describe or retrieve photos using spatial 

relations (Hall et al. 2011; Lan et al. 2012; Hall et al. 2015; Collell et al. 2018), and most 

apply a limited range of contextual factors including object types, urban/rural, 

embeddings and size (Lan et al. 2012; Hall et al. 2015; Collell et al. 2018).  

In this chapter, we predict distance rather than georeferenced location (which is derived 

from distance and direction) because the prepositions we are working with are largely 

proximity, collocation and adjacency (non-directional) prepositions, and direction (and 

thus full georeference) cannot be predicted from these kinds of prepositions. Prediction 

of distance is useful because it determines the area within which the locatum is located, 

and for adjacency, collocation, and proximity geospatial prepositions, which do not have 

specific direction, we cannot narrow down the location further without other additional 

information. To the best of our knowledge, there is no previous work that uses a wide 

range of factors affecting spatial language elements for distance prediction between the 

spatial locations in a description. 

In order to develop a model to predict distance for specific relative location descriptions, 

we use two datasets. The first dataset contains 24 geospatial prepositions (690 

geospatial descriptions), and the second dataset contains 5 geospatial prepositions (a 

subset of 24 geospatial prepositions with 7364 geospatial descriptions). The data sets 

differ in their scale. We apply SMO regression (Platt 1998; Shevade et al. 2000) to a 
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model that incorporates a range of contextual factors to predict the distance described 

by the geospatial preposition. As a motivating example, in the expression there is a fire 

in a building close to the Sky Tower, we assume that the location of the relatum (the Sky 

Tower, a well-known landmark in Auckland, New Zealand) is known, but the location of 

the building is unknown and there are several buildings around the area. We address 

the problem of predicting the distance between the building and the Sky Tower, given a 

range of information about the features and their properties; the geospatial preposition 

and the context of the area around the relatum. 

The chapter is structured as follows: Section 5.2 reviews some of the previous work on 

the importance of geospatial prepositions in a text description, the impact of context on 

the interpretation of a description and some of the machine learning work that has 

previously used contextual factors to predict object location. In Section 5.3, we discuss 

the methodology, datasets and attributes used in the model; the regression technique 

we use to predict the distance between locatum and relatum and the baselines. Section 

5.4 presents the results of the evaluation and our analysis of the importance of different 

attributes in the model. Section 5.5 discusses the results and Section 5.6 concludes the 

chapter and presents future directions. 

5.2 Literature review 

Spatial relation terms are one of the main elements of spatial location descriptions 

(Talmy 1983; 2000; Herskovits 1986; Retz-Schmidt 1988; Mark et al. 1995; Levinson 

2003; Tyler and Evans 2003; Langacker 2008), and may be verbs, adverbs, prepositions, 

or other parts of speech. The geometric relationship between the locatum and relatum 

in a description is specified by a spatial relation term or terms, although the application 

of spatial relation terms is governed by cognitive and contextual factors. In this chapter, 

all the datasets and examples we review contain spatial relation terms in the form of 

prepositions, referred to in this chapter as spatial prepositions, and we confine our 

attention to geospatial prepositions. 
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Spatial prepositions are mainly qualitative (Freksa 1991; Freksa 1992; Frank 1996; Cohn 

et al. 1997; Yao and Thill 2005; Kunze et al. 2014), meaning that there is no specific 

quantity assigned to them, and this makes georeferencing challenging. In the example 

there is a fire in a building close to the Sky Tower, the distance between the locations is 

not specified, so in order to georeference the building (or identify which building from a 

collection of buildings surrounding the Sky Tower is being described), we need to 

determine the distance indicated by the spatial preposition close to. Some previous 

work has assigned numerical values (or ranges thereof) to prepositions based on the 

scale of the places (Fu et al. 2005; Delboni et al. 2007; Liu et al. 2009; Hall et al. 2011; 

Chen et al. 2018). Several works have proposed mathematical, often formal, models to 

describe the semantics of different spatial relations, including topological (Egenhofer 

and Franzosa 1991), metric (Hernández 1991), directional (Freksa 1992; Moratz and 

Tenbrink 2006) or hybrid models, which combine topological, metric, and directional 

spatial relations (Schwering 2007). These works provide theoretical models of the area 

to which a spatial preposition refers, and do not allow for context. In the case of disjoint 

proximal relations, such as near and close to, the topological models provide no 

guidance on what the actual separation distance might be. Furthermore, they describe 

the semantics of spatial relations, but are not directly connected to the natural language 

expression of those spatial relations, and most spatial relations can be expressed by 

many different lexemes (words or collections of words). Many of these are prepositions, 

but verbs, adverbs and other phrases may also be used to describe spatial relations.  

Bateman et al. (2010) describe projective terms like left and right as approximate 

directions because they suggest an approximate, rather than exact, direction. For 

example, the road to my right may not refer to a road that is an exactly 90-degree angle 

from the direction I am facing but indicates an approximately leftward direction. Thus, 

projective relations can be considered uncertain in that they indicate degrees of 

agreement with a particular spatial configuration. A number of works have modelled 

degree of agreement with specific spatial prepositions, often using probability density 

fields, referring to them as spatial templates (Hall et al. 2011; Malinowski and Fritz 2014; 
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Logan and Sadler 1996) or applicability models (Hall et al. 2015). These approaches 

provide a generalised model of the locations to which a spatial preposition refers, 

relative to some relatum, usually by amalgamating multiple observation points across 

different spatial scenes. For example, Hall et al. (2015) gathered data from Geograph to 

identify the applicability models of the most frequent spatial prepositions (near and 

cardinal directions), using a human subjects experiment to create density fields. Their 

main goal was to automatically generate photo captions by applying density fields for a 

preposition to toponyms. For example, in their density field models, they show that for 

a cardinal direction such as north of, the area north of a toponym is denser (participants 

in their experiment choose the north part as more applicable than other areas for the 

north of spatial relation term) than the areas in other directions. 

The importance of context in the interpretation of spatial prepositions has been widely 

acknowledged (Coventry and Garrod 2004; Klien and Lutz 2005; Malinowski and Fritz 

2014; Collel et al. 2018). As an example of context-based interpretation, Klien and Lutz 

(2005) study the adjacent to spatial preposition in the expression floodplain adjacent to 

a river for the purposes of defining an ontology. They collect all of the definitions of 

adjacent to from WordNet, these being:  

• nearest in space and connecting without something in between,  

• touching with common boundary,  

• near or close without touching or connecting. 

They identify the third definition as the most suitable in the case of a floodplain, for 

which connection with a river is not essential (the floodplain is simply a place that holds 

flood water, but there could be other objects in between that do not block water flow). 

In contrast, adjacent land parcels are required to be touching in order for adjacent to to 

be appropriate. Thus, in addition to the meaning of a spatial preposition, we need to 

consider the nature of the locatum and relatum in some descriptions to accurately 

georeferenced an expression, and in these two examples, the area for which the 

preposition adjacent to would be acceptable differs. As another example to clarify the 
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impact of the context on the interpretation, we can mention A historic house on 

London’s North Bank versus A historic house on St James’s Pl. These two descriptions 

both refer to Spencer House in London. However, due to the difference between the 

feature types of North Bank (which is a wide linear region) and St James’s Pl (which is a 

narrow linear street) the interpretation of these two descriptions is not the same. 

As we mentioned in Chapter 2 , there are three different frames of reference (intrinsic, 

relative, and absolute). Thus, the interpretation of a spatial preposition may vary 

according to the frame of reference of an observer, and contextual information is 

needed to determine that frame of reference. 

In addition to the feature type and frame of reference, Stock and Hall (2017) studied 

some other contextual factors that impact the interpretation of spatial descriptions that 

have been discussed in Section 2.2.1. Although these works discuss the importance of 

contextual factors on the interpretation of spatial prepositions and categorise 

contextual factors in different groups (Stock and Hall 2017), they do not provide either 

formal or automated models to explicitly describe the ways in which they influence 

interpretation of spatial prepositions or predict the location of objects or distance 

between them. 

In order to accommodate contextual differences in interpretation, rather than creating 

generalised models in the form of spatial templates that are generic across all contexts, 

a number of works have created models that predict location for a specific spatial scene, 

often using machine learning and incorporating basic contextual factors to aid in 

prediction (Hall et al. 2015; Skoumas et al. 2016; Collell et al. 2018). Chen et al. (2018) 

used qualitative spatial relations to model individual relations such as near, inside, 

covered, east, north, then used place graphs to integrate all the descriptions, as well as 

Kernel Density Estimation (KDE) and regression to create density surfaces and a hexagon 

tessellation surface. They use granularity of locatum, granularity of relatum, granularity 
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of the discourse and the prominence of the relatum as some contextual factors in their 

work. 

On the other hand, Collell et al. (2018) predicted the location of reference objects 

(relatum), using the location (coordinates) of the subject (locatum), the embeddings of 

the expression (subject, relation, object) and the size of the subject using neural network 

and regression methods. Their focus was on spatial relation verbs that have implicit 

location meaning (e.g., the boy riding the horse indicates that the boy is on the horse). 

Skoumas et al. (2016) also used distance and orientation between reference point 

(relatum) and the described point (locatum) to train a Gaussian Mixture Model (GMM) 

to predict the continuous density distribution of each spatial relation. They used 

qualitative spatial prepositions such as in, on, at, near, by and their focus was to quantify 

these spatial relations. Bisk et al. (2018) used a different method (neural networks) to 

predict the location in a block world. The spatial relations they used consisted of 

projective relations such as below, right, left, up and some complicated relations such 

as rotate, towers, mirror, degrees. As contextual factors, they used the embeddings of 

the instruction given to locate an object. Platonov and Schubert (2018), used a rule-

based method to predict the appropriate prepositions in an indoor space. They used 14 

relations that consisted of prepositions such as near, at, in, under and in front of, left of. 

The contextual factors they incorporated in their work were relatum type, the role, and 

physical properties of locatum/relatum and other surrounding objects in the room. Lan 

et al. (2012) and Malinowski and Fritz (2014) followed the same goal to retrieve images 

that have a specific object in their configuration. Lan et al. (2012) used only three spatial 

prepositions: above, below and overlaps and the latent ranking Support Vector 

Machines (SVM) method in addition to object types as a contextual factor for image 

retrieval. On the other hand, Malinowski and Fritz (2014) used more contextual factors 

such as embeddings and visual fragments in addition to object types and spatial pooling, 

Convolutional Neural Network (CNN) methods with 11 spatial preposition such as above, 

across from, behind, below to retrieve images. 
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Although these works are similar to what we have done in this chapter, the number of 

contextual factors they used is limited and do not take into account all the features 

associated with the locatum and relatum that might influence the prediction of distance. 

We create a model that incorporate a much richer set of contextual factors, and predict 

the distance associated with spatial prepositions in particular contexts. 

Our work focusses on the role of different elements of a spatial description (relatum, 

locatum, spatial relation), the characteristics of those elements and the wider context 

of a spatial scene on distance prediction. The predicted distance can then be used to 

georeference the region in which a locatum is expected to be located, if the relatum 

coordinates are known.  

5.3 Method 

In this Section, we describe the two data sets that we used to train and test our method. 

We then present the features that were included in our model and explain the 

regression method that was used. The pre-processing of both datasets is shown in Figure 

5.1 For Data Set 2, we mark the stages that has been done by Morris (2020) with a blue 

box. 

5.3.1 Data set 1 

The first dataset contains 690 geospatial descriptions collected from two web sources: 

Geograph54 and Foursquare55. 

 

 

 

54 http://www.geograph.org.uk/  

55 https://foursquare.com/  

http://www.geograph.org.uk/
https://foursquare.com/
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Figure 5.1. Pre-processing steps for both datasets (the tasks inside the blue box were 
completed by Morris (2020) prior to this work) 
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5.3.1.1 Extraction of data in study area 

Geograph is a photo sharing site which aims to store photos collected and submitted by 

members of the public from every square kilometre of Great Britain and Ireland. We 

downloaded the entire Geograph dataset using bittorrent56. By filtering out all the 

images outside the TQ3080 grid, this resulted in a total of 780 (a grid square in central 

London using Great Britain’s map grid). For each image we extracted the long and short 

captions and coordinates of the subject of the photograph. Geograph keeps the 

coordinates of the camera and the subject (locatum), and we used the subject’s 

coordinates to extract full geometries for our locata and relata (see below). 

Foursquare is a website that allows people to submit reviews about points of interest 

(museums, restaurants, cafes, etc) they have visited. We used the Foursquare API to 

extract venue reviews (known as tips, or texts in Foursquare) in the London area. This 

resulted in a total of 230 spatial descriptions (similar to long captions in Geograph) in 

the comments from Foursquare. We automatically excluded the expressions with 

locations (coordinates) outside TQ3080, resulting in 93 expressions on Foursquare. 

Then, for both sets, we filtered out non-geospatial descriptions manually (Stock et al. 

2013) resulting in 75 expressions from Foursquare and 720 descriptions from Geograph, 

and automatically extracted the expressions contain any of the prepositions listed by 

Landau and Jackendoff (1993) and Sithole and Zlatanova (2016) and identified the most 

frequent geospatial prepositions (by considering the ones that were used in at least 3 

descriptions), resulted in 24 prepositions. 

5.3.1.2 Identification of preposition, relatum and locatum for each expression 

We examined each occurrence of the 24 prepositions in the data set. If the preposition 

was used geospatially (to describe a geographic location), we manually identified the 

 

56 http://torrents.geograph.org.uk/  

http://torrents.geograph.org.uk/
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associated relatum and locatum. Descriptions used non-geospatially (e.g., National 

Theatre at night) were filtered out. This manual process was validated by manual 

annotation of a sample of descriptions by one of the supervisors, with average accuracy 

score 0.84 (0.76 for locatum and 0.88 for preposition and relatum). We excluded: 

• the prepositions to and from, as these are heavily dependent upon the verbs with 

which they appear, but in this work, we focus only on prepositions; and  

• ternary prepositions such as between, as our scope in this chapter is limited to binary 

geospatial prepositions.  

We also filtered out expressions whose relatum was not a specific place name such as 

the river, as we use the place name to determine the coordinates of each relatum for 

later distance calculations. The resulting data set contained 690 geospatial descriptions, 

their spatial elements (locatum, relatum and geospatial prepositions) and the 

coordinates of the subject (locatum). Each expression described the location of one 

subject (the locatum) based on a reference object (the relatum). For instance: 

• Savoy hotel (locatum) near (spatial preposition) Shell-Mex house (relatum)  

• the walkway (locatum) along (spatial preposition) Savoy buildings (relatum). 

5.3.1.3 Calculation of distance between relatum and locatum for each expression 

To train and evaluate our regression model for distance prediction, we next calculated 

the actual distances between each relatum and locatum in our data set. We consider 

that the centroid of the locatum and relatum is inadequate for accurate modelling of 

geospatial prepositions (since for example, the size of the object may influence the use 

of a preposition) so extracted the actual relatum and locatum geometries (Newstead 

and Coventry 2000; Kelleher and Costello 2009) from the Ordnance Survey Master Map 

(OSMM57) data set. In addition to calculating more appropriate distance measures than 

 

57 https://www.ordnancesurvey.co.uk/business-government/products/mastermap-topography  

https://www.ordnancesurvey.co.uk/business-government/products/mastermap-topography
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centroid to centroid (see below), this enabled us to later extract other features for our 

model (see Section 5.3.3). 

We extracted the geometry of each locatum by manually identifying its location in 

OSMM. For the locata that were place names, we extracted the geometries belonging 

to the place name. For those that were not, we used the coordinates from Geograph 

(subject coordinates) or Foursquare to identify the closest feature of the correct type on 

map and extracted their geometries. We extracted the geometry of each relatum, all of 

which are named places, by searching for the appropriate place in OSMM. 

Having extracted the geometries for each relatum and locatum, we calculated the 

distance between the closest points of the relatum to the locatum using the python 

Geopy library58, as the dependent variable for our model.  

One of the challenges encountered in using the OSMM data was that many, particularly 

linear (roads, rivers), geometries are recorded as several segments. For example, 

Victoria Embankment is represented in OSMM as a series of segments that touch each 

other, but that do not have any mutual identifier to enable all segments for a given place 

to be extracted. For these relata, we extracted the geometry of nearest segment to the 

locatum. This was a manual process (identifying all the segments, and selecting the 

closest), because it required each relatum to be investigated to determine whether the 

geometry was segmented. 

5.3.2 Data set 2 

Data Set 1 includes expressions in large scale space (i.e., those that describe specific 

objects within an urban environment, often buildings, statues ). In order to further test 

our method, we employed a second data set that consists mainly of expressions that 

 

58 https://geopy.readthedocs.io/en/stable/  

https://geopy.readthedocs.io/en/stable/
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describe smaller scale space (involving objects like towns and cities) (see Table 5.1 for 

comparison of the data sets). Data Set 2 contained 19870 expressions extracted from 

Geograph from all over the UK and described in Morris (2020). This dataset contains only 

short captions with a limited set of geospatial prepositions (see Table 5.1). For short 

captions, a training model was used to tag the locatum, relatum, and preposition terms. 

The coordinates of the locatum and their categories were obtained from Geograph 

(locata are either feature types or feature types + place names), and the relata and their 

categories obtained from OSM. 

From the entire data set, we selected 7364 expressions that used the prepositions we 

had identified as most frequent in our previous data set (near, next to, close to, in, at). 

The remaining prepositions in the data set from Morris (2020) (e.g., north of, south of) 

were excluded from our analysis.  

We used the relatum names (place names) from this dataset to query the 

OpenStreetMap (OSM) Nominatim59 API, to extract full geometries (polygons/polylines) 

to calculate distance and for later feature extraction (see Section 5.3.3). For Data Set 2, 

we calculated the distance between locatum and relatum (our dependent variable) 

using two methods, which we apply in different experiments (see Section 5.4.1). 

• distance from the subject coordinates from Geograph to the relatum centroid 

(extracted from OSM API, presented by Morris (2020)) for Experiment 1. 

• distance between the centroid on locatum to the closest point on the relatum 

(we queried relata from OSM using their coordinates and got their geometry) 

using geometries from OSM API (only for relata that have polygon geometries) 

for Experiment 2a.  

 

59 https://nominatim.osm.org/ui/search.html  

https://nominatim.osm.org/ui/search.html
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Table 5.1. Comparison of datasets 1 and 2 (distances) 

Data Set 1 Data Set 2 

Preposition Quantity Max Min Average Stdv Quantity Min Average Stdv 

above 9 111.34 0.00 42.75 39.96 
- - - - 

across 18 88.56 0.00 16.72 30.32 
- - - - 

adjacent to 11 104.79 0.00 30.27 30.30 
- - - - 

along 24 267.54 0.00 30.51 53.95 
- - - - 

alongside 16 65.08 0.00 18.19 22.65 
- - - - 

around 8 64.22 0.00 24.75 21.50 
- - - - 

at 51 84.98 0.00 20.64 21.37 2390 5.55 843.15 2245.83 

behind 39 88.20 0.00 24.42 24.39 
- - - - 

beside 15 55.65 0.00 11.49 18.64 
- - - - 

beyond 24 436.94 2.99 108.23 105.38 
- - - - 

by 7 36.17 4.06 17.88 13.30 
- - - - 

close to 27 149.09 0.00 36.16 44.98 106 10.44 1225.78 2330.04 

in 76 63.85 0.00 9.70 17.47 1682 0.97 1118.21 2869.00 

inside 3 0.00 0.00 0.00 0.00 
- - - - 

near 49 221.79 0.00 39.72 50.80 2812 3.81 1430.51 2329.02 

next to 18 87.87 0.00 16.75 24.81 374 12.51 1866.59 3897.91 

off 12 104.52 13.22 48.49 30.47 
- - - - 

on 194 131.40 0.00 19.21 27.24 
- - - - 

opposite 5 69.30 5.27 36.56 28.10 
- - - - 

outside 18 49.60 0.00 15.72 15.29 
- - - - 

over 14 160.00 0.00 23.65 55.38 
- - - - 

past 3 58.10 4.93 27.80 22.33 
- - - - 

through 11 120.17 0.00 39.03 43.46 
- - - - 

towards 38 74.05 0.00 20.68 21.87 
- - - - 

Values across 
entire set 690 436.94 0 25.37 40.53 

7364 0.97 1187.75 2554.16 

 

We extracted the closest points on relata to the locatum centroids only for polygon 

relatum objects because of the segmentation problem in linear objects. This 

segmentation caused some problems for distance calculations and resulted in high 

distances for some prepositions such as in and at. For example, in a description like 

Suzuki dealership in Yarmouth Road, which has a linear relatum, Yarmouth Road is 
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recorded with multiple segments, one of which is 19km from the locatum. Instead, we 

chose the closest segment. 

On the other hand, for polygon objects this problem does not exist and each polygon is 

recorded as one segment. Use of the centroid-to-centroid distance resulted in high 

distances in some cases. For example, in the description the beach at Ryde, if we use the 

centroids to calculate the distance, the distance between the beach and Ryde which is a 

seaside town is 1406.78 m. However, using the centroid on the locatum and closest 

point on the relatum returns 0 distance between these two locations because the 

centroid of the locatum is inside the relatum geometry. 

5.3.3 Attribute selection 

To feed the regression model with independent variables, we extracted several 

attributes that we considered might be influential in predicting the distance described 

by a given prepositional expression. These included preposition related variables, 

contextual factors, and locatum and relatum related variables. The variables are 

summarised in Table 5.2, and we discuss some of these in the following text. 

5.3.3.1 Locatum and relatum features 

5.3.3.1.1 Extracting feature types 

We include the 50-dimension, pre-trained GloVe embeddings for the feature types of 

each relatum and locatum in order to enable patterns among similar types of features 

to be identified by the model, even if the explicit place name, or term used to describe 

the feature is different. 



Chapter 5: A Machine learning model to predict the distance between geospatial 
locations using contextual factors 

 

140 

 

Table 5.2: Model Features for Data Sets 1 and 2 

Feature Data set 1 Data set 2 

Locatum and Relatum Features 

Area Area of relatum geometry from OSMM Area of relatum geometry from OSM 

Descriptive group OSMM Descriptive Group attribute for 

relatum and locatum using one-hot 

encoding (see for example Section 5.3.3.1.1 

from a total of 20 types. 

Not used as the OSMM information was not 

obtained for this dataset 

Feature type GLoVE 

embeddings 

Pretrained average 50-dimension 

embeddings for relatum and locatum 

feature type/s (average across feature types 

returned using method described in Section 

5.3.3.1.1). 

Pre-trained average 50-dimension 

embeddings for relatum and locatum using 

categories and types for both locatum (locata 

are types rather than specific place names) 

and relata obtained from OSM (Morris 2020) 

Expression GLoVE 

embeddings 

Pretrained average 50-dimension embeddings for the entire expression, after stop-words 

were removed. 

Liquid/solid 

(Lautenschütz et al. 

2006) 

See Section 5.3.3.1.2, one-hot encoding of 2 types (liquid, solid). 

Geometry type (Landau 

and Jackendoff 1993) 

See Section 5.3.3.1.2, one-hot encoding of 4 types (line, point, polygon, volume). 

Scale (Lautenschütz et 

al. 2006) 

See Section 5.3.3.1.2, one-hot encoding of 3 types (District scale feature, Neighbourhood 

scale feature, and Immediate scale feature). 

Elongation Not used Calculated for polygon objects only. See 

Section 5.3.3.1.3 

Preposition features 

Preposition semantic 

similarity 

A semantic similarity matrix acquired from human subject data analysis (Chapter 3 ) 

explained in Section 5.3.3.1.2 

Preposition diagram 

vector 

A 55-dimension diagram vector for each preposition using data from the Chapter 3  

explained in Section 5.3.3.2.2 

Preposition sense A 55-dimension vector determined using method described in Section 5.3.3.2.3. 

Other contextual factors  

Density (building) 

(Gahegan 1995) 

Number of buildings (using OSMM 

descriptive group feature type) within a 

20m buffer of the relatum divided by the 

area of the buffer, Section 5.3.3.3. 

Not used 

Density (same 

descriptive group as the 

relatum) 

Number of objects with the same 

descriptive group as the relatum (OSMM 

descriptive group feature type) within a 

20m buffer of the relatum divided by the 

area of the buffer, Section 5.3.3.3. 

Not used 

Density (different 

descriptive group as the 

relatum) 

Number of objects with different descriptive 

groups from the relatum (OSMM descriptive 

group feature type) within a 20m buffer of 

the relatum divided by the area of the 

buffer, Section 5.3.3.3. 

Not used 
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Data Set 2 includes feature types for both relata and locata, and many of the locata in 

Data Set 1 are feature types (e.g., building close to Trafalgar Square, in which the 

locatum is building, which is a feature type), so we extract the GLoVE embeddings for 

these directly. However, all relata and some locata for Data Set 1 are place names, and 

in order to extract appropriate embeddings, it is necessary to determine the feature 

types for these place names. In order to identify feature types for these names, we 

selected the Geonames feature type typology, which includes types such as river, park 

and cinema, because the feature types are diverse, and more likely to reflect the range 

of types within our data set. To match the place names used in our expressions to the 

Geonames types, we searched for each place name in two different sources: 

OpenStreetMap and Wikipedia. While OpenStreetMap returned meaningful feature 

types for some place names, for others the place names did not describe the feature in 

sufficient detail (e.g., Cleopatra’s Needle category in OSM is recorded as tourism and its 

type is attraction). Furthermore, the OSM feature types were much more limited in 

range than the Geonames types. So, we only extracted the types from OSM that 

matched the Geonames feature types and did not consider the ones that were not. To 

supplement this data, we extracted all feature types from the first three sentences of 

Wikipedia for each place name (whether locatum or relatum). This process often 

resulted in multiple, different kinds of feature types, since Wikipedia sometimes 

explains not only the actual word, but also close locations/features (e.g., Nelson’s 

Column, London returns column, monument, square and city feature types in the first 

three sentences). We thus calculated the similarity between all pairs of feature types 

returned from the above process using WordNet, with Wu and Palmer (1994) similarity 

measure, which returns a value between 0 and 1 to indicate degree of similarity (Miller 

1995; Wu and Palmer 1994). For example, feature types column, monument, square and 

city were extracted from Wikipedia for Nelson’s Column, and we calculated the 

similarity between each pair. We excluded any feature types that did not have a 

semantic similarity with any other feature type in the group of >= 0.8. This filtered out 

feature all the pairs except (column, monument), (column, square) and (monument, 
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square) in the above example. However, in a small number of cases, because of the 

hierarchical structure of WordNet, some features had high similarity scores but were 

not necessarily semantically similar (for example, the similarity of all above-mentioned 

pairs is more than 0.8 but clearly square does not describe the feature type of the 

Nelson’s Column). We therefore manually inspected the set of features to exclude any 

clearly inappropriate types. So, we ignored square. Square appeared as one of the 

extracted features because the description for the Nelson’s Column was followed by 

Trafalgar Square. Having identified a set of feature types for a given place name 

(monument and column for this particular example); we then calculated the average 

embedding (average value for each dimension) to include in our model. 

We also add 50-dimension GloVe embeddings for the OS master map descriptive groups 

mentioned above. OS Master Map (OSMM) uses descriptive groups as an indication of 

feature type for different locations (e.g., roadside, landform, tidal water, road or track). 

As an example, the River Thames has descriptive group Tidal Water and Victoria 

Embankment is recorded as Road or Track. We extracted the 50-dimensional GloVe 

embeddings for these descriptive groups and added them as the descriptive group 

embeddings to the model. If any descriptive group contained more than one word, we 

calculated the average of all the dimensions using all the words (excluding stop words 

such as or). 

5.3.3.1.2 Additional relatum and locatum features 

We extracted a range of additional features that describe the characteristics of the 

relatum and locatum as they are reported in the literature to influence the 

interpretation of a description. Lautenschütz et al. (2006) studied the impact of the 

liquid/solid relatum and locatum on the choice of spatial relations. They found that 

people choose across more when both locatum and relatum were solid; through more 

with liquid-solid locata and relata and rarely chose next to in a spatial scene involving 

only liquid objects. They also identified three categories for scale: environmental, 
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geographic, and figural. The figural scale is small and mostly refers to steady indoor 

objects. Environmental and geographic space are much bigger and are conceived using 

maps. In their experiment, the preposition through was ranked higher for environmental 

and geographic space. In addition, Landau and Jackendoff (1993) discussed the impact 

of geometry type on the selection of specific prepositions. For example, along is used 

with an elongated relatum. 

The relatum and locatum features included in our model were liquid/solid, geometry 

type  (line, point, polygon, volume) and scale (district scale feature, neighbourhood scale 

feature and immediate scale feature) which are finer models of scales defined by 

Montello (1993) defined in Stock and Yousaf (2018). District and neighbourhood scale 

are considered environmental and immediate scale is considered vista based on 

Montello’s categories of scale. Each of these characteristics affect the interpretation of 

the spatial prepositions. In the following spatial description60, we can see the impact of 

geometry type characteristic. 

The house on the North Bank versus the house on the Embankment Road (geometry 

type) 

So, for the first description, the house can be on any part of North Bank area. However, 

the house on the Embankment Road, is very close to the road or on the edge of the road. 

We extracted the locatum and relatum characteristics from the Linguistically 

Augmented Geospatial Ontology (LAGO) (Stock and Yousaf 2018), an OWL ontology that 

contains these characteristics for existing geographic feature types using ontologies 

created by the UK Ordnance Survey (Hart et al. 2004; Mizen et al. 2005). The 

characteristics included in the LAGO ontology were selected using previous works that 

 

60 https://www.geograph.org.uk/  

https://www.geograph.org.uk/
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identified their importance in the interpretation of spatial prepositions (Landau and 

Jackendoff 1993; Lautenschütz et al. 2006).  

To add these features, we used WordNet to identify the class in the LAGO ontology that 

was most semantically similar to the feature type for each locatum and relatum 

(extracted as described in Section 5.3.1.1). We adopted the values for liquid/solid, scale 

and geometry of the most similar LAGO class, and if more than one class was the most 

semantically similar (with an equal similarity score, usually 1), we adopted the values for 

the first returned class. No semantically similar class could be identified in the LAGO 

ontology for a small number (4) of feature types (e.g., bridleway), so the value for these 

relata and locata were set to 0. 

5.3.3.1.3 Elongation 

We included elongation in our set of features because we observe in text examples that 

geospatial prepositions may have different semantics for features that are elongated 

compared to those that are not (Landau and Jackendoff 1993). For example, the road 

goes beside the river and the road goes beside the church describe different spatial 

configurations between relatum and locatum; while both suggest proximity, the former 

includes the notion of alignment. While the geometry type feature (see Section 

5.3.3.1.2) may capture some aspects of this difference, some objects may have 

elongated shapes even if their feature type does not suggest this (e.g., a highly elongated 

building). 

We did not calculate elongation for Data Set 1 due to the segmented nature of the 

OSMM data. As mentioned in Section 5.3.1, long geometry objects are broken into 

segments with no common identifier, so it is difficult to calculate an elongation value. 

Furthermore, we calculated elongation only for polygon features in Data Set 2, as 

elongation cannot be calculated for points and lines (which are segmented in OSM), and 

we designed different experiments accordingly (see Section 5.4.1).  
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To calculate elongation (Dey and Santhi 2017), we created a minimum oriented 

bounding rectangle around each polygon. The formula (Equation 5.1) to calculate the 

elongation is: 

Elongation = 1-((width)/(height)) Equation 5.1 

 

The width is the shortest edge of the oriented minimum bounding rectangle and height 

is its longest edge. 

5.3.3.2 Preposition features 

5.3.3.2.1 Preposition similarity 

The geospatial preposition is one of the key determining factors in the interpretation of 

relative location descriptions and must be incorporated in our regression model. While 

it is possible to include features for each of the 24 geospatial prepositions that we 

consider using one-hot encoding (place 1 for the preposition appear in the given spatial 

description and 0 for the other 23), this approach would fail to capture the highly similar 

nature of some prepositions (e.g., near and close to; next to and beside). We thus use a 

semantic similarity matrix acquired from human subjects data (Chapter 3 ). After asking 

respondents to choose up to three diagrams that matched a given expression using 

Amazon Mechanical Turk, this chapter created a similarity matrix that included 

numerical measures of semantic similarity among 24 geospatial prepositions. We thus 

introduce a feature consisting of a vector of 24 values where each value represents the 

similarity between the preposition in the expression and each other preposition in the 

set of 24. Thus, the value in our regression model for the feature for the preposition 

actually used by the expression is 1, while the values for all prepositions vary between 

0 and 1 indicating similarity with the preposition used in the expression. For example, if 

the expression is the house next to the church, the similarity score is 1 for next to and 

since the semantic similarity measure from Chapter 3 is 0.91, this value is given to the 

feature for the beside preposition for this expression, and so on for each preposition. 
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5.3.3.2.2 Preposition diagram vector 

In addition to the semantic similarity measures from Chapter 3 , we included the 55-

dimension diagram vector for each preposition using data from the same experiment. 

In that experiment (also reported in Chapter 3 ), respondents were asked to select up to 

three diagrams from a set of 55 spatial configurations that best matched an expression 

containing a geospatial preposition, and to score how well the diagram fit the 

expression. Vectors were then calculated containing the average degree of match 

between each expression used in the human subjects experiment, and each of the 55 

diagrams across all respondents. We then calculated an average diagram vector for each 

preposition by averaging the value for each diagram across all expressions that used the 

preposition (using the data from Chapter 3 ). We added these vectors to our model by 

selecting the average diagram vector for the preposition that appeared in each 

expression in our data set. 

5.3.3.2.3 Preposition senses 

It is clear from previous studies (Cresswell 1978; Litkowski and Hargraves 2005) that 

many spatial prepositions have multiple senses (e.g., I ran across the field; the house is 

across the street from me; buildings across the city). A model that assumes that all uses 

of a spatial preposition are the same will fail to capture these variations. We therefore 

incorporated senses represented by diagram vectors as explained below into our model. 

This was done by clustering the diagram vectors from the human subjects data from 

Chapter 3 (see Section 5.3.3.2.2) in order to identify similar uses based on the 

preposition senses. For each preposition, we identified clusters of diagram vectors using 

agglomerative hierarchical clustering using the complete linkage method and tested 

different indices such as silhouette, Hartigan, cindex and K1 to get the optimum number 

of clusters for each preposition, selecting the mode from these different indices. Then 

we calculated the average diagram vector of each cluster, as a measure of the semantics 

of that sense. Given that the expressions in our data set are different from those used 
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in Chapter 3 , we then needed to identify which of the sense diagram vectors was most 

appropriate for each expression in our data sets. For this calculation, we extracted the 

relatum and locatum feature types of both of our datasets and the data set used in 

Chapter 3  and compared the similarity between feature types between the data sets 

using WordNet. We calculated the similarity scores of locatum with locatum and relatum 

with relatum using the Wu and Palmer (1994) similarity algorithm. The similarity 

between geospatial prepositions is not available in WordNet as it mostly contains nouns 

and verbs, so we used the similarity matrix discussed in Section 5.3.3.2.1 to calculate the 

similarity score between prepositions. Then we calculated the average of these three 

scores (locatum, relatum, preposition) and identified the most semantically similar 

expression in the human subjects data for each expression in both of our data sets, and 

adopted the diagram vector for the sense cluster for that expression. If for instance, 

expression number 420 in the human subject data from Chapter 3 was the most 

semantically similar to expression 1 in our data set, and expression 420 belongs to 

cluster 6 for the preposition on, we used the average diagram vector of cluster 6 for on 

as a vector for expression 1 in our data set and added this average diagram vector (55 

dimensions) as an extra set of features to our regression model. 

5.3.3.3 Contextual factors 

In addition to the features that were directly expressed in the relative location 

descriptions, many of which described rich semantic information about the features and 

prepositions involved in the description, we incorporated additional contextual features 

in our model. There is substantial evidence that the context in which an expression is 

used can affect the interpretation of a spatial preposition (Gahegan 1995; Hall et al. 

2015; Platonov and Schubert 2018; Collell et al. 2018), and density is one of these 

(Gahegan 1995). We therefore include three features that are proxies for different types 

of density, including not just overall density, but also density of buildings, and density of 

similar types of features (Table 5.2). For example, the distance indicated by an 
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expression like the post office is next to the church may depend on how many other post 

offices and/or churches are in the area. 

Having extracted the features for our model, we ran the regression model using the 

approach described in the following subsection. 

5.3.4 Regression model 

We used SMO regression (SMOReg) (Platt 1998; Shevade et al. 2000) to predict the 

distance between relatum and locatum. Sequential Minimal Optimization (SMO) is a 

more efficient method of solving the Support Vector Machine (SVM) training 

optimisation problem than typical QP (quadratic programming) solvers. SMO divides the 

training challenge into smaller problems that can be solved analytically using heuristics. 

We tested other regression algorithms including linear but as they did not perform as 

well, so we only report SMO regression here. 

We used 10-fold cross validation to test predictive models by splitting the original data 

into two parts: a training set for training the model and a test set for testing it. The 

complexity we set was 400 (Abdiansah and Wardoyo 2015) with the RBF (Radial Basis 

Function) Kernel (Hearst et al. 1998). The RBF kernel is a function whose value is 

proportional to the distance between the origin and a given location. We ran the 

regression with all the attributes, and some subsets of them as explained in Section 5.4. 

To evaluate the success of our approach and given that there are few other works that 

have addressed exactly this problem, we defined three different baselines for the 

evaluation of the results. 

Baseline 1 - Zero Distance (ZD): The first baseline sets all distances to zero. This means 

that we considered the locatum to be in the same place as the relatum, or the relatum 

and locatum are touching or overlapping (5.4.1) with the distance described by the 

geospatial preposition being zero, and simulates the approaches to georeferencing in 
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which only the place name of the relatum is used, with no account being taken of spatial 

relations terms (e.g. Tobin et al. 2010; Van Laere et al. 2013).  

Baseline 2 – Random Distance within Max (RDwM): Baseline 2 predicts the distance 

between relatum and locatum as a random number generated between zero and the 

maximum distance for the preposition concerned, across the entire data set (we 

calculated maximum values for each data set, for each preposition). 

Baseline 3 – Average Preposition Distance (APD): Baseline 3 predicts the distance 

between relatum and locatum as the average distance for each preposition across the 

data set (we calculated average values for each data set, for each preposition). 

5.4 Evaluation 

5.4.1 Experimental set up 

We ran the following experiments to evaluate the performance of our approach: 

Experiment 1 uses Data Set 1, consisting of 690 geospatial descriptions from Geograph 

and Foursquare, using 24 geospatial prepositions. Table 5.1 shows the number of 

expressions for each preposition, and Table 2 lists the features that were included in the 

model for Data Set 1. 

Experiment 2a uses the entire Data Set 2, consisting of 7364 expressions with 

prepositions at, close to, in, near and next to. These expressions contain relata with 

polygon, line, and point geometry types. Table 5.1shows the number of expressions for 

each preposition, and Table 5.2 lists the features that were included in the model for 

Data Set 2, excluding the elongation features, which was only used for Experiment 2b. 

Experiment 2b uses the expressions from Data Set 2 for which the relatum is of polygon 

geometry type, totalling 1893 expressions. This approach was taken as the elongation 

feature (see Section 5.3.3.1.3) can only be calculated for polygon relata, so was not 

included in Experiment 2a. Also, this experiment distances are the closest point on 
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relatum to locatum centroid (the other experiments 2a, 2c-e distances are calculated 

between locatum and relatum centroids). 

We also conducted three experiments (Experiments 2c, 2d and 2e) that included only 

expressions using a single preposition each (at, in and near with 2390, 1682 and 2812 

expressions respectively, selected as they were the most numerous). While our 

combined regression model that incorporates all spatial prepositions includes a number 

of features that describe the semantics of the prepositions, and thus we consider that it 

may be able to differentiate the distinctive behaviour of each preposition, these last 

three experiments test whether the model can better fit the data for an individual 

preposition. Distance is calculated between the centroid of the relata and subject 

coordinates for these experiments. 

Experiment 2f also is a showcase of the dataset 2 with smaller range of the distances. 

This set contains the expressions which the distance between their locatums and 

relatums is less than 1000m. We examine if our model can perform better on specific 

range of distance or not. 

We evaluated the success of each experiment using the following metrics: 

• Mean absolute error (MAE), being the mean difference between predicted and 

actual distance between relatum and locatum across all expressions. 

• Percentage within value (PWV), being the percentage of expressions for which the 

difference between predicted and actual distance between relatum and locatum is 

<= x metres, where x = 10, 50, 100, 500 and 1000 for Experiment 1, and x = 10, 50, 

100, 500, 1000, 2000, 5000, 10000 and 20000 for Experiments 2a-e (due to the scale 

difference between the two data sets, as described in Sections 5.3.1 and 5.3.2). 

For Experiments 1, we predicted the distances between the nearest point on a relatum 

to the locatum. For experiment 2b, we predicted the distance between the centroid of 
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the locatum and nearest point of the relatum to that centroid. For Experiments 2a and 

2c-e, we predicted the distances between the centroids of the locata and relata. 

5.4.2 Experimental results 

We report the mean absolute errors for all Experiments in Table 5.3. All the MAEs are in 

metres. In Table 5.4, we present the percentage within value (PWV) metrics for 

Experiments 1 and 2a-f. 

Table 5.3. Minimum absolute errors of the first and second datasets and the baseline (in 
metres) 

Distance 
predictions 

Dataset 1 
Dataset 2a- 
Whole set 

Dataset 2b - 
Polygons 

Dataset 2c - 
at 

Dataset 2d- 
in 

Dataset 2e- 
near 

Distances 
smaller than 
1000m- 2f 

MAE (baseline 1) 25 1170 1239 843 1118 1437 
363 

MAE (baseline 2) 52 9141 - - - - 343 

MAE (baseline 3) 41 1412 - - - - 214 

MAE (Regression 
predictions) 

19 875 958 670 946 888 
176 

Percentage 
improvement % 
(PI) 

25% 

25% B1 

90% B2 

38% B3 

23% 21% 15% 38% 

51% B1 

49% B2 

19% B3 

 

We calculate the percentage improvement (PI) between our model and the best 

baseline (Baseline 1) using the Equation 5.2 below, with figures presented in the last row 

of Table 5.3. 

𝑃𝐼 =
𝑀𝐴𝐸 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒1 − 𝑀𝐴𝐸 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑚𝑜𝑑𝑒𝑙

𝑀𝐴𝐸 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒1
∗ 100 

 Equation 5.2 

As can be seen in Table 5.3, our model performs better than all three baselines in all 

experiments. The Experiment 1 MAE for both baselines and our model are smaller than 

for all the Data Set 2 experiments because of the difference in the scale of the 

expressions. 
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Among the specific preposition experiments (2c-e), our model gives better predictions 

for the near preposition than for in and at. Given that in and at are typically used to 

describe containment and collocation relations, which suggest a zero or near-zero 

distance between the locatum and relatum, it is likely that Baseline 1, which predicts a 

distance of zero between relatum and locatum, is a good estimate (although note that 

there are exceptions to this, as the expression Visitor Centre at Fairburn Ings (from Data 

Set 2) has a distance of 1646m between locatum and relatum). In contrast, the distances 

for near are mostly small but non-zero. Our model thus provides a better improvement 

over Baseline 1 for near than for at and in. We have not calculated baseline 2 and 3 for 

Experiments 2b-2e as these two baselines were significantly worse than Baseline 1 for 

Experiments 1 and 2a. Also, there was some large distances between some of the 

locations in data set 2 (some of them close to 20km) which resulted in the high random 

number generation and averaging. However, for experiment 2f, we calculated all the 

three baselines, and the average baseline (baseline 3) was closer to the predictions. This 

is because we only considered the distances less than 1km for this experiment and 

average baseline was a better baseline for the distance predictions in this experiment. 

As can be seen in Table 5.4, Baseline 1 performs better at the 10m distance for 

Experiment 1, while our model shows an improvement at greater distances (especially 

50m, where our model predicts 93.5% within 50m, compared to 82.2% for the 

baseline1). It must be noted that Data Set 1 (which Experiment 1 uses) is a small data 

set, with a wide range of prepositions and very low numbers for some of these (refer to 

Table 1), making effective training difficult. It is likely that a larger data set would have 

improved these results. Nevertheless, overall (considering MAE and PWV for distances 

> 10m) our model is able to give an improvement over all of the baselines, and this 

suggests that the approach is promising even when a wide range of prepositions (in this 

case 24) is included. 
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Table 5.4. Experiments 1 and 2 percentage within values (PWV) 

 Predictions – 

baselines / distances 

10 50 100 500 1000 2000 5000 10000 20000 

Prediction exp 1 43.0 93.5 97.1 100 100         

Baseline 1 exp 1 51.3 82.2 95.1 100 100         

Prediction exp 2a 2.3 11.9 23.4 73.3 87.3 93.0 95.9 97.6 100 

Baseline 1 exp 2a 0.4 6.3 13.9 51.5 73.0 88.7 95.6 97.6 100 

Prediction exp 2b 2.8 11.4 23.7 73.2 87.6 92.2 95.2 97.0 100 

Baseline 1 exp 2b 0.4 6.2 13.1 53.5 75.2 89.5 94.7 96.7 100 

Prediction exp 2c 3.3 15.3 28.4 82.1 90.8 95.4 97.2 98.1 100 

Baseline 1 exp 2c 0.5 8.7 18.3 65.6 85.0 94.4 97.2 98.0 100 

Prediction exp 2d 3.2 16.6 32.9 78.0 87.9 91.7 94.5 96.9 100 

Baseline 1 exp 2d 0.9 12.3 25.3 67.8 82.5 90.0 94.3 96.5 100 

Prediction exp 2e 1.7 7.4 14.7 63.7 84.8 92.9 96.9 98.2 100 

Baseline 1 exp 2e 0.0 0.6 3.0 29.4 58.0 84.2 95.7 97.8 100 

Prediction exp 2f 4.1 20.5 38.3 95.5 100     

Baseline 1 exp 2f 0.5 8.5 18.9 70.4 100     

Baseline 2 exp 2f 1.7 10 18.4 73.13 100     

Baseline 3 exp 2f 2.3 11.5 22.5 96.7 100     

 

Table 5.4 shows that for Experiments 2a and 2b-f, our model has higher percentage 

within value (PWV) measures than all baselines at all distances, with our model 

predicting 63.7% of expressions within 500m for Experiment 2e (the near preposition), 

compared to only 29.4% using the best baseline.  
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The regression model can handle the expressions with only three elements, locatum, 

geospatial preposition and relatum. That is to say, it cannot predict the distance for a 

geospatial preposition which is not in a set of 24. Also, it is not possible for it to handle 

the locatum and relatums which their feature type or names is not existed in GloVe 

embeddings. For example, if there is and expression such as: The xyz tunnel into the 

forest, if the xyz is not existed in the GloVe embeddings set, the 50 dimensions for it 

would be set to 0. Also, into is not existed in the set of 24 prepositions, so, the model 

will return an error. 

5.4.3 Feature evaluation 

To better understand the model, we analysed the effectiveness of the features for 

predicting distance between relatum and locatum. As mentioned in Section 5.3.3, we 

included three categories of features: locatum and relatum features, preposition 

features and contextual factors in our model. We used Weka’s ReliefAttributeEval61 

evaluation function with the Ranker Search Method (Kira and Rendell 1992; Kononenko 

1994). Relief attribute evaluation is a statistical attribute selection method that 

identifies and discriminates the attributes that have high quality in machine learning 

problems such as regression and classification (Robnik-Šikonja and Kononenko 1997). 

The features that were most influential in the predictions for the three datasets are 

presented in Table 5.5. Yellow indicates preposition features (diagram vectors), orange 

belongs to sense diagram vectors, white indicates the OS descriptive groups for both 

locatum and relatum, light pink represents the relatum scale, dark pink shows the 

locatum scale, light green represents the relatum geometry type and dark green shows 

the locatum geometry type. 

 

61 https://weka.sourceforge.io/doc.stable/weka/attributeSelection/ReliefFAttributeEval.html  

https://weka.sourceforge.io/doc.stable/weka/attributeSelection/ReliefFAttributeEval.html
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Table 5.5: Most influential ten features for Experiments 1 and 2a (listed in rank order) 

(individual vector values are explained in the text) 

Experiment 1 Experiment 2a (whole data set) 

Diagram vector value 14 Locatum scale – district 

Relatum geometry type - polygon Locatum geometry type - polygon 

Relatum scale – immediate Locatum scale – immediate 

Diagram vector value 2 Locatum geometry type - volume 

Relatum descriptive group – road or 

track. 

Locatum scale – neighbourhood 

Diagram vector value 9 Relatum geometry type - polygon 

Diagram vector value 16 Relatum geometry type - point 

Locatum descriptive group – building Relatum scale – immediate 

Sense diagram vector value 1 Relatum geometry type - volume 

Diagram vector value 37 Glove embedding for Relatum Feature 

type 

 

This ranking shows the importance of relatum and locatum characteristics and 

preposition diagram vectors (Section 5.3.3.2). For Experiment 1, relatum characteristics 

are most important, while Experiment 2b relies more on locatum characteristics, 

although relatum characteristics also play a role. Of the relatum and locatum 

characteristics, scale and geometry type are important. This confirms the assertions of 

Lautenschütz et al. (2006) regarding scale and Clements and Battista (1992) and 

Coventry (1999) regarding geometry type and supports the need for these 

characteristics to be included in predictive models. In contrast, solidity/liquidity and 

elongation do not appear in the top ten (although note that elongation was not included 

in the model for Data Set 1). Feature types do not appear to have high predictive power, 

although the one-hot encoding of the relatum as a road or track (most likely correlated 

with geometry type) and the locatum as a building are important for Data Set 1. The 

GLoVe embeddings of the feature types only appear in tenth place for Data Set 2, for 

the relatum, indicating that that specific feature type has less influence on the predictive 

power of distances associated with geospatial prepositions than more general 

characteristics such as scale and geometry type. 
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We also see that a number of the diagram vector (Section 5.3.3.2.2) values are important 

for Data Set 1. Each value in a diagram vector indicates the degree of agreement with a 

specific diagram (out of a total of 55), and some particular diagrams are especially 

important (see Figure 5.2). Values 2, 14 and 16 are sets of polygons with and without 

observer that indicate proximity and values 9 and 37 are sets of two touching linear 

objects. It seems that as well as the impact of geometry type and scale, the diagram 

vector geometries are also important in the prediction of distance. One value 

(dimension 1) in the preposition sense diagram vector (see Section 5.3.3.2.3) also 

appears in the top 10 for Data Set 1, indicating that in some cases, the specific sense of 

a preposition is an important contributor to prediction accuracy, supporting the 

importance of word senses documented in the literature (Kilgarriff 1997; Kågebäck et 

al. 2015; Pilehvar and Navigli 2015; Jackson 2019). 

5.5 Discussion 

5.5.1 Preposition distance patterns 

Based on the previous literature (Egenhofer and Franzosa 1991; Clementini et al. 1994; 

Egenhofer and Shariff 1998; Shariff et al. 1998; Renz et al. 2000; Santos and Moreira 

2009), some prepositions, such as on, in and at, are considered to be topological in 

nature, and to refer to locata that are inside or (possibly approximately) collocated with 

the relatum. If the locatum is inside or collocated with the relatum, we would expect to 

see a distance of zero between locatum and relatum (assuming measurement using 

boundaries rather than centroids, and a distance of zero if the locatum geometry is 

inside the relatum geometry, as was done for these experiments). The in preposition is 

associated with the container image schema, suggesting that the relatum is a container 

that the locatum is inside (Mark 1989; Shintani et al. 2016; Brooks 2018).  
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Figure 5.2. Diagrams of the human subject experiment (locatum in red and relatum in blue) 

Similarly, the on preposition is associated with the platform image schema (Mark 1989), 

again suggesting that in two-dimensional space (from a survey perspective), the locatum 

would be inside, or at least collocated with, the relatum. However, our data shows that 

in some cases these assumptions are incorrect. Many distances associated with 

expressions using the on and in prepositions are non-zero, and sometimes, when the 

descriptions refer to an area that has large scale, these distances are large. Many of the 

examples used in the literature refer to artificial environments and examples in which 

object boundaries are much more clearly defined than in the geographic environment. 

For example, in the spatial description the ball is on the rug, the boundaries of the rug 

are clearly defined, and it is reasonable to expect that this expression would not be used 

if the ball were not completely on the rug’s surface. However, in our real-world, 

geographic data, geospatial descriptions such as customers take advantage of the spring 

sunshine outside this cafe on Trafalgar Square indicate that these prepositions are used 



Chapter 5: A Machine learning model to predict the distance between geospatial 
locations using contextual factors 

 

158 

 

in an approximate way (in this case, the distance between the cafe and Trafalgar Square 

is 83m at the closest point). So, this suggests that in a geographic context, individuals 

may not necessarily regard these containers or platforms to have crisply defined edges. 

In another example from Data Set 2, Camping in Pull Woods, the distance between the 

camping location and the centroid of Pull Woods is 139m, and while it is close to the 

Woods, it is not inside the area that is considered Pull Woods on the map, even though 

the term in is used in natural language. 

For some prepositions such as beyond, near, and over, the maximum distance values are 

high and the minimum is also low, describing a large distance range. For beyond and 

over, there are some expressions that define a location some distance from the relatum. 

For example, Shell building beyond London Bridge shows a large distance (337m) 

between the building and the bridge. This is one of the challenges in the interpretation 

of geospatial descriptions and results from the different usages/senses of geospatial 

prepositions in the geospatial context. In some expressions, the interpretation beyond 

is interpreted as far away (Cooper 1968; Mackenzie 1992; Landau and Jackendoff 1993; 

Mackenzie 2003; Lindstromberg 2010), while in others, it refers to a much closer 

locatum (e.g., Inland Revenue beyond Montreal Place). This is likely because the 

semantics of beyond are not primarily distance related, instead referring to something 

that is on the other side of, or past the relatum, and this could refer to a location that is 

either close or far away. This is important to note, London Bridge is a large structure that 

spans the Thames (where the width of the Thames is much larger than that of Montreal 

Place). So, the characteristics of relata change the interpretation of the preposition. 

5.5.2 Data processing challenges 

As mentioned, most of the linear objects (e.g., roads, rivers) in OSMM are segmented. 

A similar approach is seen in many other data sets (e.g., OSM), as it allows attributes to 

be attached to particular parts of a large, linear object that may vary substantially along 

its length. However, this data segmentation, together with the lack of an identifier to 

connect all segments of a given feature forced us to use a manual process in finding the 
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most appropriate segment to the locatum coordinates in Geograph and Foursquare). 

For the relata, this process was performed manually, by visual inspection to identify the 

closest segment. 

For example, the expression Temple Church near Victoria Embankment (where Victoria 

Embankment is represented in practice by multiple segments that extend over a long 

distance) (Figure 5.3), shows the segments for Victoria Embankment (light blue borders) 

and a segment for Temple Church (yellow border inside the red rectangle). As can be 

seen Victoria Embankment has multiple segments and for this one, we chose the closest 

segment of it (the segment filled with light blue colour) to Temple Church that resulted 

in 194m distance.  

 

Figure 5.3. Segments of Victoria Embankment and Temple Church in the description Temple 
Church near Victoria Embankment 
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5.5.3 Screen shot of the WebApp 

Using the regression model described in this paper and identifying the effective factors 

on this prediction, we have developed a WebApp62 that uses the factors such as GloVe 

embeddings of locatum and relatum feature types, preposition diagram vectors and 

their semantic similarity and the LAGO ontologies to predict the distance between a 

locatum and relatum. The prototype is a web application displaying a map using the 

OpenStreetMap63 data for London. Users can choose one of the 24 geospatial 

prepositions, locatum types (around 1100 types) and relatums (place names across 

London). Then the results are shown in a donut shape which shows the area in which 

the locatum is likely to be located. We used the regression model for dataset 1, as it 

belongs to the London area and predicted the distance between locatum (unnamed 

place) and relatum (a place name). After using the regression model to predict the 

distance for each expression, we calculate the width of the donut by dividing the mean 

absolute error for dataset 1 (19m) by the average of all distances across all the 

expressions in dataset 1, (which is 25m, Table 5.1) which is 0.76. So, to calculate the 

locatum location in each distance prediction, we showed the donut area with the 

predicted distance plus and minus 0.24 of the predicted distance (Equation 5.3). 

 

 

62 https://koja.io.ac.nz/  

63 https://www.openstreetmap.org/  

 

1 −
𝑀𝐴𝐸 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑚𝑜𝑑𝑒𝑙 𝐷𝑎𝑡𝑎 𝑠𝑒𝑡 1

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑓 𝑎𝑙𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑠 𝑖𝑛 𝐷𝑎𝑡𝑎 𝑠𝑒𝑡1
= 0.24                                                          Equation 5.3                                                                                                                                                                                                     

𝐿𝑜𝑐𝑎𝑡𝑢𝑚 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ±  (0.24 ∗ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒)          

 

https://koja.io.ac.nz/
https://www.openstreetmap.org/
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Figure 5.4 shows a sample of this WebApp with the Locatum type theatre, preposition 

near and relatum Trafalgar Square. Actual theatres within the donut are marked with 

orange dots. 

 

Figure 5.4. The predicted area for theatre type locatum, near preposition and Trafalgar square 
relatum 

5.6 Conclusion  

In this chapter, we used machine learning to predict the distance between locations 

described in relative natural language expressions. We used a regression model and set 

of input features including the characteristics of the locatum and relatum (feature type 

via GLoVE embeddings, scale, geometry, liquidity/solidity, elongation); vector models of 

the geospatial prepositions that describe the relation between the locatum and relatum; 

and contextual factors (density of objects in the area) with 10-fold cross validation to 

predict the distance between the locatum and relatum. We studied the importance of 

different features in our model in predicting distance, finding that scale and geometry 

type of the locatum and relatum and the vector models that refer to possible 

diagrammatic representations of the prepositions are among the most influential. We 

demonstrate the importance of a range of non-geometric features in accurate 
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prediction of distances associated with relative expressions, with applications across a 

range of domains. Our research answers each research question as follows. 

5.6.1 RQ1: How accurately can we predict distance using machine learning 
regression methods? 

We tested our regression model on two different data sets using 6 experiments 

(Experiment 1 and Experiments 2a-f). For Experiment 1, the model returned a 25% 

improvement relative to the best baseline. Experiment 2a, which used the data Set 2, 

showed 25% improvement over the best baseline. Experiments 2b-e tested subsets of 

data Set 2, and all showed improvement over the best baseline that assumes that 

locatum and relatum coincide. The highest improvement was for experiment 2e, which 

included only descriptions that contained the preposition near. This showed 38% 

improvement over the best baseline (baseline 1). Experiment 2f also shows that for the 

smaller range of distances in data set 2, we can consider baseline 3 and the 

improvement of this baseline was 19% by our model in this experiment. 

5.6.2 RQ2: How important are specific model features in the success of that 
prediction? 

We used a number of features for the first time in our prediction model, compared to 

previous work that focussed more on the geometric arrangements of the relatum and 

locatum. Two of these new features (the diagram vectors and preposition senses) were 

among the most important in distance prediction, indicating the need to represent 

preposition semantics in predictive models of the distance associated with geospatial 

descriptions. We also found that the scale and geometry type of the relatum and 

locatum were important in predicting distance. In contrast, the density features that 

were included did not appear to have high predictive power in the model. 

In future work, we plan to include additional features in our model, and to extend from 

distance-based prepositions to incorporate other kinds of prepositions, such as 

projective. For example, we did not consider prepositions that specify orientation such 

as left of, right of, and these prepositions require additional information to be included 
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in the feature sets that covers aspects of orientation relative to some axis. In addition, 

the senses we consider here are based on a clustering and WordNet similarity algorithm. 

We plan to evaluate other similarity algorithms and/or instead of comparing the feature 

types of the locata and relata, compare the similarities in relatum and locatum 

characteristics (e.g., image schema, scale, geometry type) and their embeddings. 

In the next chapter, we discuss the accuracy of human annotation of geospatial location 

descriptions. As we discussed in Chapter 2, 3 and 5, it is used as a ground truth for many 

machine learning models and we investigate whether this reliance on human annotation 

is valid.
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Chapter 6  - Challenges in creating an annotated set of 
geospatial natural language descriptions  

ABSTRACT 

As described in previous chapters, in order to extract and map location information from 

natural language descriptions, a first step is to identify different language elements 

within the descriptions. In this chapter, we describe a method and discuss the challenges 

faced in creating an annotated set of geospatial natural language descriptions using 

manual tagging, with the purpose of supporting validation and machine learning 

approaches to annotation and text interpretation. This manual tagging or annotation 

can be used as a ground truth for further machine learning/deep learning models (e.g., 

the machine learning model we used in the previous chapter). 

6.1 Introduction and literature review 

To progress research on the interpretation of geospatial natural language, methods for 

automated tagging of spatial language are required (Kordjamshidi et al. 2011; Stock et 

al. 2013). In this chapter, we discuss the challenges that we encountered when trying to 

create manually tagged annotated data set that addresses the shortcomings of previous 

data sets, using two experiments. A number of researchers have addressed the problem 

of annotating geospatial natural language. For example, Stock and Yousaf (2018) 

annotated a wide range of language elements, including adverb and parts of objects as 

well as relatum, locatum and spatial relation, mainly by extending POS tags in a rule-

based approach. Kordjamshidi et al. (2011) restrict their attention to trajector (locatum), 

landmark (relatum) and spatial prepositions, although they acknowledge that other 

parts of speech can be used to express spatial relations. GUM Space specifies a broad 

range of tags including locatum, relatum, spatial modality (Hois et al. 2009). SpatialML 

uses mark-up language to tag elements (Mani et al. 2010) including places, coordinate, 

orientations, form of reference, direction, distance and frame. Work by Zwarts (2005) 

and Kracht (2008) address spatial prepositions, with a focus on directional prepositions 

and location. Much of the previous work is either limited to very simple elements 
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(Kordjamshidi et al. 2011); adopts a complex tag structure (Hois et al. 2009) or assumes 

a particular syntactic (grammatical) structure (Kordjamshidi et al. 2011; Stock and 

Yousaf 2018). We propose an annotation scheme that addresses these limitations in 

that it focuses on semantics rather than syntax. Section 6.2 describes the methodology, 

results are presented in Section 6.3, and the conclusion and future works are discussed 

in Section 6.4. 

6.2 Methodology 

We conduct our exploration of the challenges of creating an annotated data set using 

two experiments. The first one compares the tagging conducted by pairs of human 

annotators and discusses discrepancies and issues involved in manual tagging. The 

second one discusses variations between individual human respondents in matching 

natural language descriptions to spatial relations, highlighting the lack of consensus. 

6.2.1 Experiment 1: creating an annotated data set 

The selection of an annotation scheme was based on three criteria: 1. What must be 

individually identified in order to support effective geocoding of the text? This is difficult 

to evaluate conclusively, as it depends upon the geocoding approach, and some aspects 

of spatial language are still not well understood. This criterion influences not only which 

items we tag, but also which items we identify as separate elements. For example, it is 

not useful to separate next to into two separate tags, because the meaning depends on 

the combination of the words, and the meaning of to in particular is dependent on the 

presence of next. In contrast, adverbs like right, or directly, have their own meanings 

which are similar regardless of the preposition they appear with, although the meaning 

may be influenced by the latter. 2. Can some of the tags or their subcategories be 

reliably determined automatically? If a particular semantic tag can be reliably identified 

through an automated approach, then there is little point in annotating in manually. The 

reliability of an automated approach is a question of degree, but we use the yardstick 

that if the set of words of interest can be defined by a clear set of specific words, none 

of which are homonyms, then they might reliably be identified automatically. In practice 
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this is rare, because for example, even though the set of prepositions is a closed word 

class, since we are interested in semantic tags rather than syntactic, and prepositions 

normally encode spatial relations, there are examples of spatial relations that are not 

prepositions (e.g.in line with). 3. What is practical to expect people to reliably annotate? 

This involves both volume and simplicity. A set of tags that is too complex will be difficult 

for manual annotators to deal with. The set of tags must be manageable in quantity, and 

simple enough to understand without specialist knowledge. 

In Experiment 1, we develop a generic spatial annotation framework based on the 

semantic roles of tokens in a sentence. To this end, 1000 sentences were randomly 

selected from the combined set of three data sources: The Nottingham Corpus of Spatial 

Language (Stock et al. 2013), The Landcare Research National Soils Database 64 and The 

Where Am I survey, in which natural language descriptions were elicited from human 

respondents, as described in (Stock et al. 2015). Table 6.1 identifies, describes, and 

explains the annotation scheme that was used. Four annotators were given an expanded 

version of Table 6.1 with a simple explanation of terms and examples. Four research 

assistants were recruited to assist with the manual annotation and were paid a standard 

data entry casual rate. Three of them were undergraduate students, with the following 

areas of study: Software engineering major, linguistics minor; History and chemistry 

double major; Software engineering major. The fourth person was a professional 

research assistant specializing in data entry and document transcription, with an 

undergraduate degree in education. The selection of the annotators was non-random 

and aimed to achieve a balance of skills in data analysis and language knowledge. All 

were native English speakers. 

The purpose of the work was explained to them in simple terms, and they were given 

access to the tagging app. Each annotator was then asked to annotate 10 expressions 

using the tagging app, after which the authors examined the expressions and gave 

 

64 https://soils.landcareresearch.co.nz/index.php/soil-data/national-soils-data-repository-and-the-
national-soils-database  
 

https://soils.landcareresearch.co.nz/index.php/soil-data/national-soils-data-repository-and-the-national-soils-database
https://soils.landcareresearch.co.nz/index.php/soil-data/national-soils-data-repository-and-the-national-soils-database
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feedback on any issues, before the annotator began annotating in earnest. Each 

expression was tagged twice by two different annotators. 

Table 6.1. Tag labels and descriptions 

6.2.2 Experiment 2: matching of expressions to spatial relations 

In the second experiment, we used data collected in earlier work (Stock and Yousaf 

2018). In this work, respondents were shown expressions one at a time, and asked to 

match each expression to one of a series of diagrams that illustrated spatial relations. 

After viewing the expression and the set of available spatial relation diagrams, each 

annotator was asked to select values on a Likert scale that included only the positive side 

of the scale, to indicate his or her opinion about how closely each of the selected spatial 

relation diagrams matched the expression: Strongly Agree, Agree, Agree Somewhat. 

Only the positive half of the scale was used because users were invited to only select 

diagrams that they thought reflected the expressions (i.e., if they did not agree, the 

Title Explanation 

Trajector 

(locatum) 

The object whose location is being described. The important role of the trajector in 

spatial language has been discussed by a number of researchers and is also known as 

locatum (Hois et al. 2009) or figure (Talmy 2000). 

Landmark 

(relatum) 

The object that is used as a reference point in the description. The landmark also 

plays an important and well documented role in spatial language and is similar to the 

relatum and ground identified by other researchers (Talmy 2000). 

Spatial relation 

The word or words that indicate how two objects are positioned relative to other. 

The importance of spatial relations has also been well recognised, and they have 

been widely researched (Coventry and Garrod 2004, Kelleher and Costello 2009, 

Zwarts 2005). In syntactic terms, spatial relations are most often represented using 

prepositions, but not always. 

Location and 

movement verb 

(lmv) 

A verb that describes the manner in which one object is positioned relative to the 

other. The location and movement verb is a subset of the verb syntactic category 

(Talmy 2000). The road crosses behind the church. 

Spatial qualifier 

A word of set of words that adds more information to the spatial relation and or the 

location and movement verb. Spatial qualifiers have not been widely recognized as 

an important carrier of spatial information as yet and may be represented with a 

range of different parts of speech, including adverbs, adjectives and nouns. The road 

goes right beside the church 

Spatial specifier 

A word of set of words that describes particular subparts of a feature. E.g., The north 

of the country. Spatial specifiers have also not been widely studied in specific terms, 

with work instead focusing on general issues of mereology (Hahmann and Gruninger 

2011). 
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respective diagram would not be selected). Weights were allocated to each response for 

a given spatial relation diagram-expression pair, using 1, 0.75 and 0.5 for Strongly agree, 

Agree and Agree Somewhat respectively. The score for each expression and its 

geometric configuration was calculated using this formula (Equation 6.1): 

GCOScore expression, diagram = (∑ 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑘 ∗ 𝑤𝑒𝑖𝑔ℎ𝑡𝑘
𝑛
𝑘=0 )/n  Equation 6.1 

In which response k represents the number of responses with weight k, and n defines 

the total number of responses for expression k. Full details of the methodology can be 

found in (Stock and Yousaf 2018). 

6.3 Results 

In order to evaluate the reliability of the manual annotation process in Experiment 1, we 

calculate inter-annotator agreement among the four annotators. Since expressions were 

randomly allocated to annotator, any combination of pairs of specific annotators may 

annotate a given expression. Inter-annotator agreement was calculated by comparing 

the words in a given expression that were given a particular tag by each annotator. Since 

many of the expressions were complex and contained more than one of some tags, we 

calculate agreement by proportion of overlap between the words annotated with a 

particular tag by each user, rather than by a simple true/false agreement. Equation 6.2 

expresses this measurement of agreement between annotators for a single expression: 

For a given tag, MEk denotes the number of mutual elements (words or multi-word 

tagged values) that both annotators agree on, and maxk denotes the maximum number 

of elements that are tagged by either annotator. The total agreement score for the 

expression is then average of agreement across the populated tags. For example, if user 

1 specifies Australia, New Zealand and Canada as landmarks and user 2 specifies Canada 

and USA as landmarks MEk for the landmarks would be 1, because just Canada is mutual 

and the maxk would be three as the maximum number of landmarks by either annotator. 

The agreement score is calculated for all the tags in an expression, and the average is 

calculated to determine the agreement across the entire expression. 

 AgreementScore = Average (∑(𝑀𝐸𝑘/𝑚𝑎𝑥𝑘)) Equation 6.2 
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Figure 6.1. Mean inter-annotator agreement by tag type 

Figure 6.1 shows the mean inter-annotator agreement for individual tags, as well as 

overall and also the percentage of tags of each type that were annotated in the 1000 

expressions. We used this formula, to have an accurate calculation of each separate tag.  

We also explore the role of annotator experience in the manual tagging process and 

evaluate whether annotator performance improves over time. For each annotator, we 

calculated inter-annotator agreement for the first, second and third 50 expressions 

tagged by three annotators through the time to see whether their performance changed 

by time or not. Only 3 annotators are shown because the remaining did not annotate 

sufficient expressions. Figure 6.2 (a-c) show the results. We then calculated the inter-

annotator agreement of different subsets of annotators, to determine whether some 

annotators were more successful than others in tagging, either overall of for specific 

tags. The results (Figure 6.3) show some inconsistency. It is, however, clear that 

Annotator 2’s contribution is important, with her exclusion resulting in overall 

deterioration. 
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Figure 6.2 (a-c). Annotator performance through the time 
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Figure 6.3. Inter-annotator agreement excluding each annotator in turn 

Turning to Experiment 2, the results highlight the lack of agreement among individual 

respondents regarding the spatial relation diagram that best reflects a given expression. 

The respondents in Experiment 2 were also non experts in geographic information 

science.  

Figure 6.4 (a-b), each show the spread of responses for three example expressions. In 

contrast to Experiment 1, Experiment 2 used short, simple spatial expressions, and the 

graph shows the frequency (after weights have been applied as described in Section 2) 

of selection of each spatial relation for a given expression. Two expressions in Figure 

6.4(b) show a number of small peaks, with no clearly dominant relation selected by the 

respondents. Across the entire data set, a similar pattern was observed, with lack of 

consensus among respondents in selecting spatial relations to match many expressions. 
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Figure 6.4 a-b. Study 2. GCO score for second three expressions 

6.4 Discussion and conclusion 

The results clearly show that it is not straightforward to create a manually annotated 

data set of natural language descriptions with a broad set of language elements that is 

based on semantics rather than syntax. Obviously, for an annotated data set for use in 

machine learning and validation, we would like the agreement to be very strong. 

Considerations of the level of experience of the annotators and the examination of the 

influence of specific annotators on particular tags did not result in noticeable 
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improvement. The challenges that were encountered can be summarised as follows: 

Firstly, it is not unusual for the same place name, geographic feature or moving object 

to be both a trajector and a landmark, and secondly, the landmark/trajector status of a 

word may be ambiguous. The following example illustrates both of these cases. In the 

expression the church stands beside the post office near the bridge, the structure of the 

expression could be: 

• trajector+ (lmv) + spatial relation +landmark +spatial relation + landmark 

• trajector+ (lmv) +spatial relation + (trajector and landmark) +spatial relation + 

landmark 

In the first case, church is a trajector for both the church landmark and the bridge 

landmark, and in the second case post office is the trajector for the bridge landmark, as 

well as the landmark for the church trajector. The annotation scheme used in this 

chapter allowed each word to be tagged only as a trajector or a landmark, but not both. 

The creation of a tag that indicates a dual role may be a possible method for addressing 

this. Resolution of ambiguity is a more difficult problem to solve, and even the most 

expert and experience annotators may disagree. A final observation from the results is 

that spatial qualifiers and spatial specifiers had only fair inter-annotator agreement 

(lower than other tags), and while this may be in part due to confusion about when to 

use each, when questioned, Annotator 2 was able to accurately explain when the spatial 

specifier tag was used and claimed to find it easy to understand. Confusion in the tagging 

process was sometimes caused by considerations of grammar, rather than meaning. 

In this chapter, we have described a semantic annotation scheme that is designed to be 

both useful and practical, and the methodology used to create an annotated data set. 

We analysed and presented some of the challenges encountered in the process, and the 

fundamental difficulties resulting from ambiguity and individual discrepancies in the use 

of spatial language that make it difficult to define a single, reliable annotated data set at 

a semantic level. In future work, we intend to do more analysis and test different 
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annotation strategies like single tag per annotator, to see if there is any improvement in 

the results achieved. 
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Chapter 7  - Conclusion 

7.1 Thesis overview 

This chapter provides a summary and conclusion of the thesis. Each chapter of the thesis 

has addressed a specific problem: measuring the semantic similarity between geospatial 

prepositions; studying the impact of contextual factors on the interpretation of a 

geospatial prepositions; predicting the distance between locations in a spatial scene and 

exploring the consistency of human annotations of spatial language. Together, these 

chapters contribute to the broader goals of advancing the understanding of geospatial 

prepositions and automating their interpretation. 

In the next section, we provide an overview of the research reported in this thesis, and 

as a reminder, we include an extended version of the table of the objectives, research 

questions and corresponding manuscripts from the first chapter (Table 7.1), with the 

research contributions added. We then describe future directions that arise from this 

research. 

7.2 Research overview 

As discussed earlier in the introduction, interpretation of geospatial language is essential 

due to hazards and emergency situations that might happen in everyday life. In an 

emergency, people do not use formal language that provide exact street addresses to 

describe their locations. Instead, they use landmarks, known places or prominent 

geographic features to refer to their locations. They construct relative location 

descriptions using language elements including the locatum, spatial relation term (such 

as spatial prepositions, or location or movement verbs), the relatum and other spatial 

words discussed in previous works (Talmy 1983).  

In this thesis, our focus was on spatial relation terms in the form of prepositions. In each 

chapter, some aspect of the broader goals of understanding and interpretating 

geospatial prepositions are addressed in order to answer four research questions. These 
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research questions lead on to the future research directions that we describe later in 

this chapter. 

In Chapter 2 , the semantic similarity of 24 geospatial prepositions, and the senses of 

three groups of prepositions (13 of them) were explored using different methods such 

as Venn diagrams, extensional maps, t-SNE plots and agglomerative hierarchical 

clustering. Although there are existing tools such as WordNet (Miller 1995) that measure 

the similarity among different words, they are mostly unable to measure the similarity 

among prepositions and perform poorly at this task. The focus of this work was to 

provide measures of the semantic similarity of geospatial prepositions as one of the 

main elements in spatial language descriptions, to find groups of semantically similar 

prepositions, and to extract the senses for a subset of these, using a human subjects 

experiment. This study confirmed some of the previous findings on the similarity of 

some of the geospatial prepositions (Talmy 1983; Herskovits 1985; Tyler and Evans 

2003), such as beside, next to, near and adjacent to, which are considered 

proximity/adjacency prepositions and the similar senses of geospatial prepositions such 

as over, through and across (Cooper 1968; Brugman and Lakoff 1988; Mackenzie 1992; 

Tyler and Evans 2003; Lakoff 2008; Kreitzer 1997).  

The findings on the senses of geospatial prepositions show that some geospatial 

prepositions share similar senses through different expressions. For instance: off, past 

and by share a proximity sense that confirms previous work (Cooper 1968; Landau and 

Jackendoff 1993; Lindstromberg 2010), but those prepositions also have other senses 

such as an overlapping sense for off and past and an enclosure sense for by. For the first 

time our work identified these senses for a wider range of prepositions. We found that 

the preposition near is less likely to be used for line-line locata and relata than close to. 

Also, the analysis of senses shows that the next to preposition sense mostly defines 

proximity rather than immediate adjacency or contact of the kind we see for 

prepositions such as adjacent to. 
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The study of geospatial preposition senses is important because they determine the 

correct interpretation of a location description, and understanding these variations is 

important for successful automated interpretation. The identified senses were validated 

with an inter-annotator agreement score of 86%. 

The results of this chapter (the similarity matrix among geospatial prepositions and 

diagram vectors that describe the semantics of geospatial prepositions) were used in 

Chapter 5 as inputs for the machine learning technique. Preposition senses were also 

incorporated into our machine learning method for predicting distances associated with 

prepositions. 

In contrast to the previous chapter, in which we used human subjects experiments to 

measure semantic similarity, Chapter 3 measures the semantic similarity among 

geospatial prepositions using text mining methods. Two methods were used to identify 

the similarity among geospatial prepositions: Bag of Words (BoW) and GloVe 

embeddings, and then we evaluated the results against data from a human subjects 

experiment (Stock and Yousaf 2018) using the Pearson product-moment correlation 

coefficient. In this chapter, the observations were quite different from the human 

subjects experiment and the similarity among geospatial prepositions using text mining 

differed from that determined with the experiment. We used two different corpora to 

perform these methods. The first corpus was purely geospatial (the NCGL (Stock et al. 

2013)), and the measurements of similarity in this corpus showed high correlation with 

the human subject experiment using the Bag of Words method (47% for all spatial 

prepositions and 76% with the less frequent spatial prepositions). On the other hand, a 

more general corpus, the British National Corpus (BNC), showed a lower correlation with 

the human subjects’ experiment (29%). This is most likely due to the fact that many 

prepositions such as in, on and at have multiple senses or meanings, many of which are 

not spatial in the general corpus, causing the semantic representations used (BoW and 

GloVe embeddings) to be too coarse grained to detect the spatial semantics accurately. 

Our results also showed that prepositions that have fewer non-spatial uses senses (e.g., 

beyond, opposite) correlate better with the human subjects data in both general and 
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geospatial corpora. We also showed that GloVe embeddings similarity measures 

correlate well with the NCGL corpus (45% for all spatial prepositions and 77% with the 

less frequent spatial prepositions). 

In this chapter we also analysed the parts of speech of words that co-occur with 

geospatial prepositions (we identified the highest ranked words by tf-idf across all 1000 

tf-idf values and extracted the top 30 words that their tf-idf values ranked high for that 

geospatial preposition). For some geospatial prepositions such as beside, adjacent to 

(proximity/adjacency prepositions), nouns are the most frequent co-occurred elements, 

while more general prepositions like on and in co-occurred more with other 

prepositions.  

In addition to the study of geospatial prepositions to identify their acceptance 

thresholds, in Chapter 4 we studied the role of context on the use of geospatial 

prepositions. We used web scraping to extract location descriptions using the Google 

search engine with three sites as relata in the London area (Buckingham Palace, 

Trafalgar Square and Hyde Park). We counted the frequency of expressions that 

combined a given named locatum and geospatial preposition with each of the relata and 

calculated the distances between each locatum-relatum pair. We used frequency of use 

of a preposition with locata at different distances to indicate the range of distances at 

which use of a given preposition is acceptable. We then used frequency graphs 

(cumulative and non-cumulative) to examine the acceptance profiles for each 

preposition-relatum combination, and calculated acceptance thresholds for each 

preposition. We used this graphic and numerical data to explore the difference between 

the distances at which preposition are used across all three relata, as well as the impact 

of contextual factors on the choice of specific preposition. The results show that the 

preposition outside is used only with Buckingham Palace, and we consider this to be 

connected to use of the container image-schema for the palace, together with restricted 

access by the public. Also, for the biggest relatum of the three, Hyde Park, topological 

prepositions (in, on, at) are used more commonly than the other two relata. The graphs 

also indicate the similarity between some proximity/adjacency prepositions like beside, 
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next to and adjacent to, confirming the results from Chapter 2 and Chapter 3 on the 

study of the semantic similarity of geospatial prepositions.  

After studying the characteristics of the main spatial elements in a geospatial description 

(like the semantics and similarity of geospatial prepositions and the role of context on 

the interpretation of a description) in Chapter 5 , we took a step towards the 

development of automated methods for interpretation of geospatial location 

descriptions by building a model to predict the distance between locations in a spatial 

scene. The contribution in this chapter is a method and model that uses machine 

learning to predict the distance between the locatum and relatum using features 

including the similarity matrix of geospatial prepositions and diagram vectors of 

geospatial prepositions obtained from Chapter 2 ; characteristics of the relatum and 

locatum factors including scale, liquidity or solidity, geometry type, area and elongation; 

preposition sense diagram vectors and contextual factors regarding the surrounding 

area such as object density. The complete list of these features and their explanations 

are defined in Chapter 5 . These features were used as input variables for a regression 

model. The results of running this model on two different datasets (Data Set 1: 690 

spatial expressions in London TQ3080 and Data Set 2: 7364 spatial expressions across all 

of the UK) were evaluated against three different baselines and achieved results that 

were up to 25% (for Data Set 1) and 35% (for a subset of Data Set 2) better than the best 

baseline. For Data Set 1, the mean absolute error (MAE) of distance between locatum 

and relatum is 25m for the best baseline (that assumes that locatum and relatum 

coincide), compared with 19m for our model. For Data Set 2, the best baseline has 

1170m MAE, compared to 875m for our model. Our analysis of the role of individual 

features in the model show that preposition diagram vectors, some of the contextual 

factors such as scale and geometry types and preposition senses have a high impact on 

the distance prediction between relatum and locatum. To the best of our knowledge, 

there is no previous work using the wide range of features used in our study to predict 

the distance for specific geospatial location descriptions across multiple scales. This 

study confirmed the essential role of the characteristics of geospatial prepositions and 
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contextual factors on the prediction of distance, leading to more accurate automated 

interpretation of a location descriptions.  

Chapter 6  describes an experiment to review the accuracy and consistency of human 

subjects in annotating spatial language. In this chapter, we reviewed the accuracy of 

annotation using a human subjects experiment and calculated the inter-annotator 

agreement between annotators for various spatial elements (locatum, relatum, spatial 

relation term, location and movement verb). The results show that, for the spatial 

elements such as trajector (locatum), landmark (relatum) and spatial relation (mostly 

prepositions) the identification of spatial elements is more reliable than for other 

elements like location and movement verbs and special specifiers. However, despite a 

training stage, the results show that human annotators are not very consistent with each 

other for many spatial language elements, and we thus recommend further exploration 

of the use of human annotators as ground truth (and other alternatives) in spatial 

natural language processing research. 

Throughout this thesis I have explored the semantics of geospatial prepositions, their 

senses and similarities and showed how important prepositions are on the accurate 

interpretation of location descriptions. Also, I showed the important role of contextual 

factors and their characteristics on this interpretation. In Chapter 5, I showed that I can 

use all this information such as the senses of geospatial prepositions, their similarity, 

and the characteristics of context to predict the distance between two locations.  

By using the context surrounding a simple geospatial description, I was able to predict 

the distance associated with two locations (non-place names, place names) with a 19m 

mean absolute error for a dense area such as London. This is a notable improvement on 

the current models of distance prediction between two locations. This finding can 

possibly narrow down the search area in location descriptions and make future 

georeferencing tasks easier. Table 7.1 presents the research questions, objectives, and 

contributions of each chapter in more details. 
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Table 7.1. Research questions, contributions, and results 

Research question Objective Manuscript Contribution 

RQ1: Which geospatial 
prepositions (or groups 
of prepositions) and 
senses are semantically 
similar?  

•To understand the semantic 
similarity of geospatial 
prepositions and their senses 
using a human subjects study 

 

Manuscript 1 (Chapter 2 ) 

•Measures the semantic similarity 
among 24 geospatial prepositions 
and describes the senses of three 
groups of them 

•Measured and quantified the degree of semantic similarity among 24 geospatial prepositions 

•Identified groups of semantically similar geospatial prepositions 

•Identified the nature of the semantic differences and similarities among the prepositions 

•Identified the senses of 13 geospatial prepositions in 3 groups, and the relations between those 
senses 
•Validated the identified senses with 86% inter-annotator agreement 

•Identified that the preposition near is less used for line-line relations than close to 

•Identified that next to is mostly used to show proximity rather than adjacency, while adjacent to 
is used more for adjacency relations 

•To understand the semantic 
similarity of geospatial 
prepositions using text 
mining methods 

•To evaluate how well text 
mining methods could be 
used to determine the 
semantic similarity of 
geospatial prepositions 

 

Manuscript 2 (Chapter 3 ) 

•Measures the semantic similarity 
among 25 geospatial prepositions 
using text mining methods 
including bag of words and word 
embeddings and compares the 
results to ground truth data from a 
human subjects experiment  

 

•Identified the high correlation between the prepositions used in the Geospatial corpus (NCGL) 
and the human subject experiment (47%) compared to a general corpus like BNC (29%) 

•Showed that less frequent geospatial prepositions like opposite and beyond have higher 
correlation with human subjects data (76%) 

•Demonstrated that general embeddings such as GloVe correlate well with geospatial corpora 
prepositions like NCGL for geospatial prepositions (77%)  

•Identified the co-occurrence of some geospatial prepositions with other parts of speech 
(proximity and adjacency prepositions mostly co-occur with nouns) 

RQ2: Is the role of 
context important in the 
interpretation of 
location descriptions? 

 

 

•To review the effect of 
contextual factors and 
distance between the 
locatum and relatum and 
understand the use of 
specific prepositions within 
different contexts 

Manuscript 3 (Chapter 4 ) 

•Identifies the impact of the 
contextual factors of the relatum 
on choosing prepositions in a 
spatial scene. 

•Showed that some prepositions (near, outside, close to) may be used acceptably at large 
distances, while beside, next to, adjacent to, at and on are applied mostly at very small distances 

•Demonstrated the importance of some specific contextual factors (e.g., image schema, 
accessibility of relatum) on the usage and distance at which specific geospatial prepositions can 
be acceptably used  

•Showed that a preposition like near is less commonly used when locatum and relatum are very 
close for two sites 
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RQ3: Is the object 
distance associated 
with geospatial 
prepositions across a 
range of spatial scenes 
and scales accurately 
predictable using 
machine learning 
methods? 

•To predict the distance 
between the locatum and 
relatum using contextual 
information and extract the 
most important factors that 
influence this prediction 

Manuscript 4 (Chapter 5 ) 

•Predicts the distance between 
the locatum and relatum in a given 
expression using contextual 
factors, word embeddings of 
geographic features, the semantic 
similarity of geospatial 
prepositions (Chapter 3 ) and 
environmental factors  

•Developed a method to successfully predict the distances associated with geospatial 
prepositions in different contexts with 25% and 35% percent improvement over the best baseline 
for the first and a subset of second datasets respectively 

•Included contextual and preposition sense data in predictive models of geospatial preposition 
interpretation for the first time, including: 
o Spatial prepositions similarity matrix 
o Spatial prepositions sense diagram vectors 
o Contextual factors like scale, geometry type and liquidity solidity of the locatum and 

relatum, and object density 

•Demonstrated the importance of preposition diagram vectors, their senses and relatum and 
locatum geometry type and scale to accurately predict the distance associated with geospatial 
prepositions 

 

RQ4: Is human 
annotation a reliable 
form of annotation for 
the further analysis on 
location descriptions? 

 

•To understand the 
reliability of human subjects 
in annotating geospatial 
language 

Manuscript 5 (Chapter 6 ) 

Creates an annotated dataset using 
six different spatial language 
elements, as marked by specific 
labels that use an annotation 
scheme) and evaluates the degree 
to which annotators can 
consistently identify the elements  

•Evaluated the role and importance of human annotators on the annotation of spatial elements 

•Demonstrated that human annotators were able to annotate locatum, relatum and spatial 
relations more reliably than location and movement verbs, spatial qualifiers and spatial 
specifiers. 
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7.3 Future research directions 

The research described in this thesis suggests a number of possible avenues for future 

research, as described in this section.  

In this work we considered 24 geospatial prepositions, focussing on topological, 

proximity and adjacency prepositions. In future work, this set of prepositions could be 

expanded to include directional prepositions. This would require additional features to 

be added into the predictive model described in Chapter 5 , in order to capture aspects 

of direction and orientation. Furthermore, spatial relations that are described with non-

prepositional language elements (location and movement verbs) are common in 

location descriptions (e.g., push, locate, ride, follow, stand, sit), but previous research 

has only addressed these in limited ways. An application of some of the work in this 

thesis to non-prepositional spatial relation terms provides substantial potential to 

further the goal of automation of natural language processing of location descriptions. 

Another possible direction is using three dimensional diagrams in the human subjects 

experiment (Chapter 2 ) to better understand the nature of some of the prepositions 

such as above that have vertical component. The diagrams we used in this thesis are 

represented in a 2-dimensional space that focusses on the position of the locatum 

relative to the relatum. However, the world has three dimensions and some of the 

senses belong to a preposition might be captured using 3-D visualisations. 

As an addition to our work, a semantic network could be created to show the nature of 

the similarity such as (hyponym, hypernym and synonymity) between geospatial 

prepositions. For example, can we say that near is more general than close to? or can 

we say every close to is near, but not every near is close to? In this work we extracted 

the senses of 13 geospatial prepositions, and a more detailed network at the sense level 

would further elucidate the understanding of prepositions and provide a useful tool for 

automated georeferencing (similar to the approach demonstrated in Chapter 5 ).  
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We also consider the inclusion of additional features into our predictive model would 

be useful. For example, density field maps could be useful to add direction for directional 

spatial relations (north of, south of). Density field maps created by previous works in a 

grid space represent visualisations of geospatial preposition acceptance thresholds. A 

variable (feature) that can be extracted from these maps is the area that they cover in a 

grid space as well as their direction, and these can be added as features to a machine 

learning model for the georeferencing task.  

Extension of our predictive model (Chapter 5 ) to obtain more spatial expressions from 

different sources and run neural network models in addition to regression methods to 

predict the distance is another useful future step. However, collecting more spatial data 

is not an easy task and requires lots of pre-processing and manual annotation to create 

a suitable training set. We did not used a neural model (Huang and Carley 2017) in our 

research because we considered both datasets in Chapter 5 did not reach the amount 

of data that is needed for deep learning tasks, particularly given the large number of 

variables included in the model. This issue might however be re-visited with regard to 

the use of transfer learning methods such as the BERT-based transformer models.  

We would also like to extend this work by developing more complex predictive models 

that people might use in specific situations such as emergencies, or that incorporate 

other dialects of English such as American English speakers, New Zealand English 

speakers, or some countries that English is not their first language, but they can speak 

English. 

Finally, we would like to expand the work in Chapter 4 to evaluate the impact of 

contextual factors on the use of geospatial prepositions by considering a wider range of 

relata with more variations in characteristics (particularly different feature types). 

Although most of the previous works have considered the impact of a single context on 

the usage of prepositions, this work studied three sites, but more sites are needed to 

generalise the findings more broadly.  
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7.4 Concluding summary 

This thesis has presented five chapters that advance understanding of geospatial 

prepositions and that demonstrate the importance of a range of factors in accurate 

interpretation of natural language location descriptions. The semantic similarity and 

senses of geospatial prepositions were examined in Chapter 2 and Chapter 5 . Distance 

prediction using semantic similarity between geospatial prepositions and a wide range 

of contextual and other features were discussed in Chapter 5 and the importance of 

contextual factors was demonstrated in Chapter 4 and Chapter 5 . Chapter 6 evaluated 

the consistency and reliability of human annotators in annotating the spatial elements 

that are used as inputs for experiments on spatial language and distance prediction in 

this research field. 

As has been stated in the introduction, there is a need to automate the processing of 

geospatial location descriptions for situations that require fast response (e.g., 

emergencies, disaster response etc). This thesis presented a series of steps that led to 

increased understanding of the spatial language elements involved in location 

descriptions (especially geospatial prepositions) and the development of methods for 

predicting distances associated with location descriptions, using a range of available 

contextual information. 
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Appendix A - Geometric configurations Stock (2014) 
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Appendix B - Full instructions for experiment 
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Appendix C - Similarity matrix of geospatial 
prepositions 
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Appendix D - Summary of sense extraction 

Preposition Candidate Senses from Venn Diagram Sense 

Across Core of preposition: 

-overlaps (35) 

Sense 1: Objects that are overlapping 

Cluster 1: 

-overlaps (32, 33) 

Does not justify separate sense as only geometry 

type differs Sense 1. 

Cluster 2: 

-across some other object, indicated by nearness 

diagrams (29, 30) 

Sense 2: Objects that are across some other object 

from 

 

Cluster 3: 

-covering (43, 48, 51) 

Sense 3: Objects that are covering (multiple) 

Through Core of preposition: 

-overlaps (35, 39, 33) 

Sense 1: Objects that are overlapping 

Cluster 1: 

-polygon geometries 

Does not justify separate sense as only geometry 

type differs from Sense 1. 

Cluster 2: 

-linear geometries 

Does not justify separate sense as only geometry 

type differs from Sense 1. 

Over Core of preposition: 

-overlaps (39) 

Sense1: objects are overlapping/crossing  

Sense 3: overlap + alignment 

Cluster 1: 

-mainly dominated by overlap using linear and 

polygon objects  

Does not justify separate sense as only geometry 

type differs from Sense 1 

Cluster 2: 

-emphasis on verticality, often polygon/point like 

objects that sit in a vertically dominant position, so 

more like one object on top of (or nearly on top of) 

another 

Sense 2: One object is above another object 

Cluster 3: Does not justify separate sense as only geometry 

type differs from Sense 1 
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-pairs of linear objects (whether aligned or not 

aligned) 

Adjacent to Core of preposition: 

-touches (all senses) (36) 

-semantically similar proximity also important 

Sense 1: objects are touching or nearly touching 

 

Cluster 1: 

-overlaps (32) 

Sense 2: there is some overlap in the objects (with 

vague boundaries) – probably not actually an extra 

sense, just a stretching of the main sense 

Cluster 2: 

-linear features, proximity and touching 

Does not justify separate sense as only geometry 

type differs from Sense 1 

Cluster 3: 

-multiple objects-sides of (50) 

Does not justify separate sense as only the 

frequency differs from Sense 1 

Beside Core of preposition: 

-touching relation (all three clusters) 

-proximity also important 

Sense 1: objects are touching or close to each 

other 

Cluster 1  

-closeness and touching 

Sense 1: objects are touching or close to each 

other 

Cluster 2: 

-close and touching 

-line and polygon 

Does not justify separate sense as only geometry 

type differs from Sense 1 

Cluster 3 

-close and parallel 

-line types  

 

Sense 2: objects are close, linear, and parallel 

Line types alone doesn’t justify separate sense, but 

parallelism does 

Close to Core of preposition: 

-no three-way core 

-proximity 

Sense 1: objects are close to each other 
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-touching less important 

 

Cluster 1: 

-polygons, close to each other, but mostly not 

touching 

Sense 1: objects are close to each other 

 

Cluster 2: 

-linear, parallel most important, but other 

orientations also permitted 

Linear parallelism not so strong as for beside 

(other orientations score more highly), so does not 

justify separate sense 

Cluster 3: 

-no separate sense 

Same as sense 1 

Near Core of preposition: 

-no three-way core 

-proximity 

-touching even less important than for close to 

Sense 1: near (proximity) 

Only one sense 

Cluster 1: 

-proximity 

-3 and 53 are for expressions that involve parts 

(eastern part, centre part) 

-28 is disjoint (similar to proximity) 

Sense 1: near (proximity) 

 

Cluster 2 (only 2 expressions): 

-proximity, for line-polygon pairs 

 

Does not justify separate sense as only geometry 

type differs from Sense 1 

Cluster 3 (only 2 expressions): 

-touches and proximity for pairs of polygons 

 

Does not justify separate sense, for some reason 

diagrams showing a person are selected 

Next to Core of preposition: Sense 1: proximity or touching between objects 
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-proximity most important 

-touching close second 

 

Cluster 1: 

-touching most important 

-proximity second 

-polygon pairs 

Sense 1: proximity or touching between objects 

Cluster 2: 

-proximity 

-49 sometimes used to indicate linear object (a 

nature reserve located next to the coast), 

sometimes to describe part of an object (the side 

of the garden next to main street) 

-some degree of overlap 

-linear and parallel 

Sense 2: linear parallelism 

Diagram 49 sometimes used to indicate linear 

object  

Outside Core of preposition: 

-proximity most important, touching much lower 

 

Sense 1: proximity of objects 

Cluster 1: 

-proximity, pairs of polygons, multiple objects  

Does not justify separate sense as objects are 

either multiple or have different geometries 

Cluster 2: 

-proximity  

-overlaps (a trail outside of the park) 

-line and polygon 

Sense 2: objects have partial overlap 

Off Core of preposition: Sense 1: proximity of objects 
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-no diagrams in all four clusters 

-proximity most dominant 

Cluster 1: 

-proximity, or touching 

Sense 1: proximity of objects 

Cluster 2: 

-two linear objects, all sorts of relations, but more 

involving touching/overlapping 

Sense 2: Overlapping of linear objects 

Cluster 3: 

-linear objects overlapping or touching 

Does not justify separate sense as only geometry 

type differs Sense 2 

Cluster 4: 

-proximity 

-includes multiple object types 

Does not justify separate sense as objects are 

either multiple or have different geometry types 

Past Core of preposition: 

-proximity, but no diagram is in all three clusters 

Sense 1: proximity (includes by the side of) 

 

Cluster 1: 

-proximity, or touching (less important) 

Sense 1: proximity (includes by the side of) 

 

Cluster 2: 

-with verb, bounded by, flanked by or 

-by the side of (probably two senses) 

Sense 2: enclosure (with appropriate verb) 

Cluster 3: 

-proximity, multiple objects 

Does not justify separate sense as objects are 

multiple (sense 1) 

By Core of preposition: 

-proximity, but no diagram is in all three clusters 

Sense 1: proximity (includes by the side of) 

 

Cluster 1: 

-proximity, or touching (less important) 

Sense 1: proximity (includes by the side of) 

Cluster 2: 

-with verb, bounded by, flanked by or 

Sense 2: enclosure (with appropriate verb) 
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-by the side of (probably two senses) 

Cluster 3: 

-proximity, multiple objects 

Does not justify separate sense as objects are 

multiple (sense 1) 

Beyond Core of preposition: 

-no overlap 

Sense 1 (only sense): proximity, with locatum on 

the other side of relatum from implied observer 

position 

Cluster 1: 

-proximity, but implies observer position (diagram 

2) 

Does not justify separate sense as objects are close 

with a presence of an observer 

Cluster 2: 

-touching lines, again implies observer position 

(diagram 9) 

 

Does not justify separate sense as linear objects 

are close with a presence of an observer 
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Appendix E - Venn diagrams for across, through and 
over 
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Appendix F - Venn diagrams for adjacency/proximity 
prepositions 
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Appendix G - Venn diagrams for by, past, off, beyond 

 

  

  



Appendices  

 

229 

 

DRC 16 form (Chapter 2) 
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DRC 16 form (Chapter 3) 
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DRC 16 form (Chapter 4) 
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DRC 16 form (Chapter 5) 
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DRC 16 form (Chapter 6) 
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