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ABSTRACT

Sunlight impinging on an aircraft interacts with the shock waves that form due to the high-speed
flow and produce an optical phenomenon comprising of a shadow and caustic pattern extending
along the wing span. This direct natural shadowgraph feature is visible under particular
observer, vehicle operation and illumination conditions. Despite similarities to simulations
of traditional fluid flow visualisation images, the phenomenon has not been replicated in its
entirety before this research. The capability to simulate the phenomenon in a realistic manner
is a prerequisite for future research. This work will allow the relationship between the observed
visual artefacts, and the trans/super sonic compressible flow over an aircraft, to be established.

In this research, a computational framework to simulate the behaviour of light in compressible
flow is developed. Underpinned by the discipline of geometrical optics and based on underlying
computational fluid dynamics solutions, the framework is composed of physically accurate
models of all of the elements of the shock wave shadow formation and visualisation. These
are used to predict the flow field, replicate light scattering and digitally generate realistic shock
wave shadow images.

In a fully tested working implementation, both natural and artificial (wind tunnel) shadowgraphy
experiments are accurately reproduced. To obtain representative synthetic shockshadows, it is
determined that light must reach the shock waves in a grazing incidence condition. Moreover,
it is found that the computation of the final illumination distribution depends on the spatial
sampling and on the radiant energy gathering characteristics used in an adaptive statistical
density estimation method.
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INTRODUCTION

Technological advances in the Aerospace industry pushed the flight speed of aircraft to
magnitudes in the vicinity of or even above the speed of sound, which were once believed
unachievable. This new realm of flight aerodynamics exposed some new and unfamiliar
phenomena, which affected the overall performance of high-speed aircraft. An example of these
phenomena is a shock wave, which occurs when matter, irrespective of the state, undergoes
a rapid compression. Having higher amplitudes than, for example, acoustic or sound waves,
shock waves delimit a three-dimensional boundary across which an abrupt variation of the
thermodynamic properties of the medium is observed, including density. As a mechanical
high-rate wave, this discontinuity propagates in space with supersonic speeds conditioned
by the magnitude of the pressure change that originated it. The development of experimental
studies into the underlying physics of shock waves has always been primarily based on the
occurrence of the phenomenon in gases, given the translucence and high compressibility of
substances in this state and the common use of optical investigation methods [1]. However,
shock waves are actually studied for many different applications, ranging from ballistics and
explosions to seismology, astrophysics and gas dynamics [2].

1.1 Classical Optical Studies

Being a natural physical phenomenon, shock waves have long been explored by pioneers,
whose achievements provided not only the most fundamental insights into supersonic flow but
also the parallel development of high-speed diagnostic techniques, together forming the current
state of knowledge regarding shock waves. These pioneers were physicists, mathematicians,
researchers, experimentalists and simply curious individuals who attempted to explain the
unique character of shock waves. Over the course of approximately three decades in the second
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CHAPTER 1. INTRODUCTION

half of the nineteenth century, the motto of Ernst Mach that ’Seeing is understanding’ [1, 2]
was explicitly followed and the most significant methods of experimental fluid flow visualisation
were devised, and some valuable measurements and recordings were made.

In the context of the present research, some of the names mentioned in the all-encompassing
chronology presented by Krehl [2] stand out. Perhaps the most significant contributions are
those from Ernst Mach, whose broad experience influenced everyone who followed in his
footsteps. Mach, with the help of other researchers, was responsible for some groundbreaking
achievements in the fields of gas dynamics and high-speed photography. These achievements
include the very first laboratory confirmation of the supersonic speed of shock wave propagation
and its dependence on the shock strength, the first photograph of a shock wave and even the
first record of density variation at the shock wave using an early version of the interferometry
technique [2–5].

This earlier construction of the optical interferometer is attributed to Jules Jamin, but was
later further developed by Ludwig Mach and Ludwig Zehnder, independently, originating the
so-called Mach-Zehnder interferometer device [2, 6–8]. The interferometer was also used by
August Toepler in fluid dynamics, who became mostly known for his own invention, the schlieren
technique (see Figure 1.1). The technique enabled the direct visualisation of discontinuities in
air, which he then described, for the first time, using the term shock wave [2, 9, 10]. Vincenz
Dvorák built on the work of Toepler and greatly simplified the schlieren technique to create
a new method, then named shadowgraphy, that provides similar images without requiring
such complex experimental apparatus [2, 11]. Lastly, Ludwig Prandtl effectively stated that
’the thickness of shock layers range within the wavelengths of visible light.’ [2, 12]. For further
details of all the significant milestones in the understanding of shock waves, see [2].

Figure 1.1: Optical apparatus used by Toepler to develop the schlieren technique. Image
reproduced from [1].
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Prandtl’s statement is of great importance, particularly in the context of the classical studies
of shock waves, and in understanding how the respective optical systems (and modern
developments) process light to form images that allow one to visualise a fluid flow. The
previously mentioned characteristic of shock waves reveals that the behaviour of light involves
more than the scattering, i.e. reflection and refraction, that can be approximately modelled by
treating light in these systems as simple beams or rays parallel to the propagation trajectory.
This is a fundamental abstraction in the idealised and simpler domain of Geometrical Optics.
In fact, the behaviour attributed to the wave nature of light, e.g. interference and diffraction,
can also be observed in these studies. Therefore, in principle, the wavelength of light needs be
taken into account and the visualisation problem has to be also or alternatively addressed from
the perspective of Physical Optics [13].

1.2 A Natural Phenomenon

Settles [1] noted that a typical shock wave encountered in compressible flow, travelling just
over the sonic speed, induces a very small variation of around 10−5 in the refractive index
of air due to its characteristic density gradient. This inhomogeneity in the optical medium in
turn causes the refraction of light and a deflection of only approximately 10−3 degrees or less
[1]. Although such a weak discontinuity and small light bending are usually invisible to the
naked eye, the light displacement, deviation and interference resulting from the interaction with
compressible flow features can be very pronounced. This is due to the complex wave-particle
duality of light and the intricate characteristics of shock waves themselves (e.g. shape, internal
structure and general behaviour within the flow). The outcome is that image features associate
with shock waves can occur naturally, when the conditions are right and ’one knows where
and how to look’ [1], or even be artificially produced. Through the establishment of these
visualisation requirements, from illumination to formation and viewing, and development of
suitable mechanisms that can generate or enhance these conditions, as with the use of special
lights and/or optical systems, similar visual effects can be attained in a controlled environment.
The experimental flow visualisation techniques briefly mentioned above, i.e. shadowgraphy,
interferometry and schlieren imaging, are examples of that.

The diverging high intensity light that is emitted from the sun, which after travelling a very long
distance arrives at the earth as a parallel beam, can serve as an appropriate light source to
generate direct natural shadowgraphs. These shadowgraphs of a refractive index field can
be cast on any approximately flat and diffuse surface [1], via direct illumination or even from
indirect illumination by sunlight reflected from the moon. In the 1940s, for example, in response
to reports from pilots regarding aeroplane instabilities during flight, Major Frederic Austin
Borsodi conducted tests on a P-51 Mustang, diving from altitudes around 35,000 feet and
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reaching Mach numbers up to 0.83. During these tests, Borsodi became possibly the first man
to witness and historically record a shock wave ’as a shimmering line of light and shadow
extending spanwise from the root on the upper surface of the wing’ [14]. Thereafter, the same
visual effect was again described during other flight tests related to the development of the
Lockheed P-80 Shooting Star, the first American jet-propelled fighter aeroplane, where the
light and dark bands were observed on the wing tip fuel tank intersection [15].

These days airline passengers can often see this shadow and caustic (envelope of refracted
rays [13]) pattern [16] over the wing when the Sun is approximately overhead [1]. A quick search
on the YouTube website (http://youtube.com) reveals several examples of video recordings
where the oscillatory optical phenomenon appeared in the out-of-the-window view. Figure 1.2
reproduces some frames captured from those videos, where one can see the specific pattern
sequence of a shadow followed by a bright fringe in the leading to trailing edge direction (Figures
1.2(a) and 1.2(b)); the different shapes including bifurcations in those patterns (Figures 1.2(c)
and 1.2(d)); and even the glare or sun reflection highlight indicating its positioning above the
wing (Figure 1.2(e)). These frames indicate that what is visible from the airborne perspective is
completely dependent on the particular vehicle operation, illumination, observer and recording
conditions.

Direct natural sunlight shadowgraphy is therefore an interesting and potential valuable subject
for study. This research is in response to this fundamental question: what can be inferred
about the shock wave and the compressible flow field in general from the observed shadow
and caustic patterns? Despite being a very straightforward question, answering this question
presents considerable challenges. This may be the reason why there are not many investiga-
tions related to this specific phenomenon in the literature. Although these visual effects have
not been thoroughly explored from the experimental perspective, the field of fluid flow visuali-
sation, especially in the aerospace industry, has long been harnessing the natural behaviour
of light in compressible flow to study, analyse and evaluate naturally invisible flow features.
Therefore, learning how these traditional experimental techniques were devised and how they
work can be helpful in terms of complementing the understanding of the sunlight shadowgraphy
and its computational simulation. The following section thus reviews these flow visualisation
techniques. Next, the historical reports of observation of the actual phenomenon are also
reviewed, since the insights already available may prove to be useful in further understanding
shock wave shadows and how they arise.
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(a) (b)

(c)

(d) (e)

Figure 1.2: Direct natural sunlight shadowgraphy visible during transonic flight. The images are
from [17–21], respectively, and are in the public domain. Note that (c) shows the frame image
on the left-hand side and a zoomed in section around the shockshadow of the same on the
right-hand side.

1.3 Fluid Flow Visualisation

Fluid flow visualisation as a discipline encompasses a variety of diagnostic tools that are
employed in general thermofluids studies. For shock wave research, flow visualisation is
used to convert the invisible, e.g. a fully transparent medium and physical phenomena that
occur within it, into something that can be seen. Classical optical experimental techniques
are particularly valuable being a nonintrusive means of obtaining information about the flow,
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without the addition of foreign particles or materials. Mostly, this is qualitative information in the
form of patterns recorded in images. However, sometimes quantitative information can also
be obtained when these methods are combined with additional data sources and processing.
This information includes the overall aspects and properties of the flow and is mostly free
of possible measurement disturbances that would otherwise influence the flow itself and the
results. Through these methods the now observable features of the flow can be detected, such
as shock waves, enabling further investigation and understanding of its phenomenological
aspects and behaviour mechanisms [22, 23].

Optical experimental techniques essentially see the compressible flow as a simple refractive
index field [22]. This is possible from the standpoint of Physical Optics, which is the field of study
predominantly interested in the wave nature of light and its electromagnetic characteristics
[13]. The work of Lorentz and Lorenz provided a useful constant of proportionality between
the oscillating electric field which is the light wave and the corresponding charge configuration
established in the fluid molecules under the influence of this field [24]. A further development of
their formula resulted in a direct relationship between the index-of-refraction and the density of
a fluid for light of any wavelength [22, 24]. The relationship is somewhat complex, as it involves
the properties of an electron, molecular properties of the fluid and oscillatory features of the
electromagnetic wave. One of its forms valid for gases and liquids is attributed to Clausius
and Mosotti [22], however this formulation is outside the scope of this thesis and hence is not
presented here.

A simpler relationship can be found for gases, which have a refractive index approximately
equal to one. In this case the refractive index of the fluid (n) is directly proportional to its density
(ρ). The relationship is simplified to the Gladstone-Dale relation [22] and is written as

n−1= Kρ (1.1)

where K is the so-called Gladstone-Dale constant. This constant depends on the gas composi-
tion and on the wavelength of the light interacting with the fluid [22, 25]. Table 1.1 highlights
the weakly dispersive characteristic of the constant for air at T = 288K , varying only slightly
across a range of wavelengths, including the visible spectrum [22].

In air, a transparent medium, the index-of-refraction distribution established by changes in the
thermodynamic properties of the fluid are naturally invisible to the naked eye. However, they
can be made visible by setting up specific optical apparatus based on how these variations
affect light propagation. Light, as an electromagnetic wave, will have its main characteristics
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Table 1.1: Gladstone-Dale constant for air at T=288K . Table reproduced from [22].

K, cm3/g Wavelength, µm
0.2239 0.9125
0.2250 0.7034
0.2259 0.6074
0.2274 0.5097
0.2304 0.4079
0.2330 0.3562

determined by the interaction with the fluid [25]. In an isotropic inhomogeneous medium, where
the refractive index is a function of location in space n = n(x, y, z) [26] and the Gladstone-Dale
relation holds true [24], there will be simultaneously a change in the direction of propagation
and a phase shift of a light beam traversing the discontinuities present in the medium [22, 25].
These disturbances of light rays can be measured as a geometrical displacement, an angular
deflection, a retardation or a combination of these quantities [25] with respect to a scenario
in which light rays remain undisturbed [22]. In practice, an arrangement containing an image
plane is used to capture the observable patterns on a picture [22], thus photographing the light
disturbances instead of the flow itself [23]. Each class of optical flow visualisation methods
described below focus on one of those quantities and, as line-of-sight or integral along the
optical path methods, they empirically record the modification in location, impingement angle
and time with which light reaches the sensing device [22, 23].

1.3.1 Shadowgraphy

Shadowgraphy is the simplest of the classical flow visualisation methods [1, 22, 23, 25]. Its
simplicity lies in the fact that even without any equipment, and for a field of view containing an
inhomogeneous medium, the visual patterns of a shadowgraph can be quickly generated on
any approximately flat diffusive surface, which reflects light equally in all directions, by shining
a light on the domain [1, 22].

Shadowgraphy visualisation can be set up either in a direct or a focused configuration, rep-
resented in Figure 1.3. If a diverging light source is used in the direct configuration, the
magnification of the surface of inhomogeneity on the shadowgraph and the sensitivity or
contrast reproduced on the final image are controlled only by the positions of the light and the
screen relative to the refractive field itself. Theoretically, sensitivity is maximised in this case of
direct shadowgraphy if the source is located far from everything and the discontinuity occurs
exactly in between the positions of the source and of the screen. The further the diverging light
is positioned the more it effectively behaves as a collimated beam or parallel light source, and
the sensitivity available in this condition is actually doubled in comparison to when the light is
located closer, for a fixed distance between the refractive field and the screen. Parallel light
is therefore the arrangement of choice experimentally, realisable through the use of optical
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apparatus, such as lenses and mirrors, or even naturally exploiting sunlight, as per the shock
wave shadow phenomenon.

(a) (b)

Figure 1.3: (a) Direct and (b) focused configurations of the shadowgraphy experimental tech-
nique with a diverging light source. Images reproduced from [27].

Despite the high sensitivity achievable with direct shadowgraphy, it still suffers from image
blur due to the fact that the light source is not in reality a singular point, but rather a three-
dimensional shape of some sort, and also because of the wave aspect of light, which means that
diffraction effects can also occur. Because of these blurs and distortions, contact shadowgraphy
is often times practised, in which case the screen, or a photographic film, is placed as close as
it is practically feasible to the inhomogeneous medium. This approach reveals several details
of the flow field (e.g. shock waves and boundary layers), at the cost of image contrast, though
being still well adequate for visualisation purposes. Shock wave shadows cast over aircraft
wings are a clear example of the feasibility of contact shadowgraphy, considering that the
inhomogeneity is literally attached to the projection surface, i.e. the wing itself.

In the focused shadowgraphy configuration, a parallel light source is also set, and two ad-
ditional lenses are placed behind the inhomogeneous medium, focusing and projecting the
shadowgraph onto the screen. These optical instruments, also present in the schlieren system,
greatly facilitate the adjustments of magnification, sensitivity and resolution of the shadowgraph,
instead of relying on changes of the physical location of the recording film to do so [1].

Figure 1.4 depicts an example of direct shadowgraphy [1], where the lit candle is illuminated
by a simple torch and the "shadow" of the flame or, better, the indication of the presence of
convective plume [1] is then cast on a white wall. Parallel light rays traversing the gradient
refractive index field around the flame refract, deviate from their original path and arrive at the
background wall at different locations. It can be seen in Figure 1.4 that this new distribution
of energy on the wall translates to the two main features of a shadowgraph: namely the
concentration of light in one location and deficit of light in the vicinity of this illumination
highlight or caustic feature. In other words, there is a region where light is now scarce resulting
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in the shadow or dark band that gives the technique its name, and another region where those
disturbed light rays have interacted in different ways with the uniform light forming a caustic
pattern or a bright fringe (a coherent caustic) [1, 22, 25].

Figure 1.4: Classical shadowgraph of a candle plume.

For the case of shock wave visualisation, the specific sequence of dark and bright bands then
fading back to the background level in the flow direction is the most common pattern, assuming
a standard experimental setup of light source and recording plane on opposite sides of the
flow discontinuity. Then the discontinuity front coincides with the outer edge of the shadow,
making it a useful method for locating a shock wave surface and measuring its distances to
the solid body immersed in compressible flow. Although the dark band upstream boundary
marks where light was initially disturbed and the respective contour of the refractive object in
two dimensions, other features such as the shadow band width and strength or bright band
position, width and strength usually can not be directly correlated with a physical aspect of
the flow, as they correspond to distorted representations of reality. The caustic is the clear
example of this distortion, since the envelope of refracted rays can spread out or concentrate
across the screen depending on the characteristics of the shock wave that originated it, but the
assessment of the exact trait responsible for this light behaviour can be very contradictory. In
fact, a caustic pattern can lead to an incorrect visual interpretation of the flow feature [1, 22, 23].
A very curved shock wave, for example, could induce a high degree of light deflection, which
would result in a sharp caustic. Similarly, a strong shock wave would cause intensive light
refraction, from which a concentrated caustic would also arise. Given that shock waves are
three-dimensional flow features, two shocks with different strength, shape and internal structure
can therefore, in principle, produce a very similar if not equal visual pattern.

The shadowgraph technique visualises the geometrical displacement of the light beam or
array of light rays and the relative changes in light intensity at a plane of observation with
respect to undisturbed case are recorded by a photographic film. This form of light intensity
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normalised contrast is sensitive to variations in the second derivatives of the gas density. This
characteristic inhibits the extraction of quantitative density information from shadowgraphs,
which would require double integration. Figure 1.5 exemplifies the shadowgraph dependency
on a variable Laplacian of the density field [1, 22].

(a) (b) (c) (d)

Figure 1.5: Schematic of light ray deflection behaviour in optical media equivalent to (a) a
constant density field; (b) a constant density gradient field; (c) a constant Laplacian of the
density field and; (d) a variable Laplacian of the density field.

As shown in Figure 1.5(a), the homogeneous refractive index media only retards (change in
phase) the wave fronts. The linear variation of density, represented in Figure 1.5(b), deflects all
light rays by the same angle and results in an uniform illumination. The quadratic distribution
of density (Figure 1.5(c)) also produces a uniform illumination, but with lower exposure given
the convergent lens effect of the media [22]. It is only the cubic variation in density (Figure
1.5(d)) that actually results in a nonuniform illumination on the image plane [25]. Therefore,
discontinuities in the gradient of density like the ones associated with the formation of shock
waves and turbulent structures in compressible gas flows are well detected and depicted by
shadowgraphs, producing sharp variations in the illumination of the scene [1, 22, 23], as in the
shadowgraph example shown on Figure 1.6.

Figure 1.6: Shadowgraph of the interaction between shock waves and vortices around a finite
wedge. Image reproduced from [28].
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1.3.2 Schlieren Imaging

A schlieren imaging system, represented in Figure 1.7, is a somewhat more complex experiment
than shadowgraphy. It requires an optical imaging unit containing not only a lens system similar
to the one employed in the focusing shadowgraphy method, but also a cutoff device as the
principal component. This device, commonly referred to as the knife edge (also the original
name given to the method), blocks a portion of the light emitted by the source and, in doing
so, it effectively reduces the exposure of the recording film and separates deflected from
undisturbed background light. As a result, on the displaced image of the light source that
forms at the plane of the cutoff device, the points corresponding to the previously intercepted
disturbed beams appear darker. The points corresponding to the beams that were still free to
travel in turn appear brighter. This method projects an inverted image of the inhomogeneity
on the screen, which contains the visual feature that gives the more recent name of the
technique. The schlieren feature is nothing more than a small gradient in the refractive index
of the medium that distinguishes it from the surrounding homogeneous background. This
type of feature can occur in different media, with different structures and levels of complexity,
caused by variations in temperature, density or simply in the geometry of the medium. This
illumination distribution, including the schlieren feature, then retrieves the shape and strength
of the inhomogeneity. In general, the features in the image correlate explicitly with the refractive
field that the method visualises. Because of the very high sensitivity that can be achieved
in the technique, illumination details are even usually highlighted in comparison to the other
techniques [1, 22, 23].

Figure 1.7: Typical setup of the schlieren experimental technique. Image reproduced from [27].

The schlieren imaging technique detects and measures the change in light direction or angular
deflection that occurs after the traversal through the inhomogeneous refractive index field.
The deflection is therefore visible in the resulting photograph and, moreover, it is proportional
to the density gradient in the direction perpendicular to the edge of the cutoff device only.
Systems composed of multiple or particularly oriented and shaped cutoff devices are then often
used to capture deflections, and the respective density gradients, in more than one direction.
This multidimensional possibility and the level of resolution (higher than in shadowgraphs)
that can be achieved with an appropriate configuration makes schlieren particularly useful for
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the visualisation of aerodynamic features characterised by intrincate and weaker gradients
patterns, as the ones shown in Figure 1.8 [1, 22, 23].

Figure 1.8: Schlieren photograph of a rifle bullet at supersonic speed. Image reproduced from
[28].

Although the relative intensity of the schlieren features on the final image can be adjusted
through changes of the aperture of the knife edge, there is a limit on the resolution that can
be used. The resolution is related to the illumination contrast displayed in the image and to
the sensitivity range of angular deflection that can be measured and represented in the image.
The limitation on those factors is imposed both by a minimum illumination level that is required
as the background reference, and by the appearance of diffraction effects. The latter, different
from the schlieren feature itself, are usually undesirable. There is a fundamental trade-off
between contrast and measuring range, characteristics that determine the sensitivity of the
schlieren system [1, 22, 23].

If care is taken in setting the system in order to avoid these effects and reduce or even eliminate
other possible optical aberrations, a schlieren image can be used to evaluate the refractive
index and hence the density distribution within the flow field via single integration. The gradient
dependence also means that some slowly varying or more gradual phenomena, such as
expansion and compression zones, that are not visible in shadowgraphs now can be seen
through schlieren images [1, 22, 23].

Some more modern systems, while still derived from the original, were completely modified
to integrate other instruments such as the additional cutoff device. Another modification is
the replacement of the knife edge by colour filters, which introduces changes in hue to the
traditional continuous gray-scale monochromatic images, according to the amount of deflection
that light has experienced. Although colour schlieren is supposedly more appropriate for
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visualisation of features by the human visual system, diffraction again affects the technique and
the overall image quality obtained with this modification is much lower, especially if attempting
to maintain the level of sensitivity achievable with the conventional system [1, 23].

1.3.3 Interferometry

Interferometry, as the name suggests, is based on the interference phenomena that occur
between light waves that propagate in different optical domains. Although there is no significant
difference between interference and diffraction [13], they are usually studied separately and only
the latter is mentioned as having, in some cases, a significant contribution to the formation of a
shadowgraph [1, 22]. Moreover, this study is specifically focused on the domain of Geometrical
Optics, in which the light behaviour associated to its wave nature, e.g. interference, is not
modelled, but only propagation and scattering. Therefore, interferometry techniques do not
relate directly to this work, but are nevertheless described only for completeness.

Through the technique, an object light beam crosses a discontinuous refractive index medium
and is slowed down or sped up and therefore phase shifted with respect to another, the
reference beam. The phase shift is effectively associated with a difference in the optical path
lengths and in the related times of travel of these waves. The stable interference image pattern
that forms from this interaction between beams with different phases is composed of light and
dark fringes. The fringes that form can be proportional to the gas density gradient and thus
can represent lines where this variation rate is constant. Alternatively, they can correspond to
lines of constant refractive index and, thus, the density increments between two fringes can be
evaluated. This depends on the configuration of the interferometer [23, 25].

Interferograms are able to depict details of flow features such as shock waves (see Figure
1.9), boundary layers and shock wave-induced boundary layer separation in images. However,
the qualitative interpretation of the images is still considerably more difficult compared to
shadowgraphs and schlieren images and some compressible flow features can easily be
missed during an initial inspection [23, 25].

1.3.4 Background-Oriented Schlieren

When a discontinuity is appropriately illuminated and observed against a background that
contains some well-defined contrasting light and dark boundaries, it becomes a visible schlieren
object [1]. Using the Sun as the light source and a cloudy sky as the background, for example,
serve perfectly to create these natural background-distortion schlieren visualisations of shock
waves above the wings of aircraft in transonic flight [1]. The possibility of schlieren imaging flow
fields of large-scale, outside of an experimental facility and therefore without requiring most of
the equipment previously used aroused considerable interest among researchers. With lower

13



CHAPTER 1. INTRODUCTION

Figure 1.9: Finite fringe interferogram of a bow shock wave detached from a supersonic sphere.
Image reproduced from [28].

costs of purchase, configuration and operation, the development of an actual experimental
technique that seizes the background distortion as an additional source of information for the
generation of schlieren-like images has been encouraged.

More recently renamed background-oriented schlieren, or simply BOS, the re-engineered
versions of the technique are actually synthetically produced, in the sense that digital image
processing and sometimes artificial backgrounds are also employed in the process. These
backgrounds, whether artificial or natural, are selected amongst those that exhibit a randomly
distributed high contrast structure on a small scale and an approximately uniform pattern on a
large scale. This is essential if the computerised processes, which are analogous to typical
Particle Image Velocimetry analyses, are to perform optimally. From two identically set and
gathered pictures of the background, with only one containing the refractive index discontinuity
of interest in the field-of-view, the usual optical unit of a schlieren system is then replaced
by cross-correlation computational algorithms that compare those images and evaluate the
resulting distortion in terms of apparent pixel shift. Natural BOS is even achieved reference-free,
using instead two cameras acquiring images of the phase object at each instant, but separated
in space and/or time. The distortion can then be directly related to the light angular deflection,
given the geometry of the photographic setup and, thus, the classical visual effect of a schlieren
image can also be generated through this synthetic BOS technique [29, 30].

At the NASA Armstrong Flight Research Center, researchers utilised the BOS technique
to visualise not only schlieren images of shock waves around a single full-scale aircraft in
supersonic flight [31], but also of the interaction between multiple shock waves emanating from
two similar vehicles (see Figure 1.10) [32]. The experiments, associated with studies of noise
in supersonic flight, were performed with special attention to the choice of natural background,
imaging system, processing algorithms and positioning of both object and camera aircraft.
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As suggested in [29] for effective BOS performance in an outdoor environment, the flight
tests were carried out above a desert, which resembles an ideal background. State-of-the-art
video equipment that is able to capture images with a very high definition and frame rate in a
wide field of view was also required. Similarly, the subsequent storage of the large amount of
data produced was necessary [31, 32]. Indeed, the natural BOS imaging proved to be very
useful for this type of application where the traditional optical flow visualisation techniques are
constrained [29].

Figure 1.10: NASA Air-to-Air Background Oriented Schlieren image of shock wave interaction
in supersonic flight. Image reproduced from [33].

1.4 Shock Wave Shadow Observations

Only a few other accounts of shock wave shadows or "shockshadows" exist in the literature.
Rathert and Cooper [34] provided an initial investigation into the phenomenological aspects
of this type of shadowgram or shadowgraph, both equivalent names for the same type of
image. By recreating similar conditions to the first recorded observations of shockshadows,
they were able to replicate sunlight shadowgraphs during high-speed dive tests with multiple
single-engine fighter-type aeroplanes. This decoupled the appearance of the phenomenon
from the specific type of aerial vehicle being flown. Highly skilled pilots flew the aeroplanes to
render the shadowgram easily observable [34]. Normal shock waves were made visible in a
planform configuration cast over the unswept wing surface and also in a profile perspective
projected on the canopy, as shown in Figure 1.11. The pilots were able to see the shadowgrams
because of their particular positions inside the cockpit, aligned with the shock front along the
wing span, and these effects also appeared more clearly in photographs captured in line with
the shock [34].
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Figure 1.11: Record of shock wave’s shadows cast over the wing surface and projected on the
canopy of an aeroplane during high-speed dive tests. Image reproduced from [34].

The aeroplane attitude was controlled in order to achieve flight conditions that reached critical
Mach number, i.e. sonic flow and shock wave formation at the wing, and a particular orientation
with respect to the sun. The sun had to be ’near its zenith’ or ’directly overhead’ [34] with an
elevation angle between 45◦ and 135◦ above the wing, and approximately within an azimuth
angle of ±20◦. Moreover, during summer months these shadowgrams were more easily
reproduced on the wing and they could be visualised both when looking towards and away
from the sun. The spectral dependence of light was also considered when the wing was
painted with different colours, including dark blue and red, or kept as a pure aluminium surface,
either polished or not. Interestingly, the red paint provided better images, indicating that the
reflective properties of the surface at the higher end of the visible spectrum produced less
blurred results or a sharper shadowgraph. By contrast, the rough unpainted wing resulted in
caustics separated into segments, instead of the single smooth curve usually observed. These
results demonstrated that the surface conditions also affect how light is reflected and refracted
back towards the viewer [34].

Experimental pressure distribution data, representative of the type of aircraft used in the
flight tests, suggested that the common expectation that the outer edge of the dark band of
the shadowgraph nearly coincides with the shock wave location could thereby be confirmed.
Visual inspection of the shadow during flight at different speeds, altitudes and attitudes also
verified that the behaviour of the visual effect was indeed associated with the characteristics
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of its cause, moving forward or rearward as the strength of the shock wave was deliberately
decreased or increased, respectively. Furthermore, the shadow seemed to also oscillate in
accordance with the appearance of buffeting, suggesting a link between the shock wave itself,
a possibly shock wave induced flow separation, and the vibrations caused by these respective
aerodynamic excitations [34].

Larmore and Hall [35] described some common and other rather rare optical effects stemming
from sunlight reflection and refraction that can be visualised by the airborne observer. However,
they only briefly mentioned the in-flight shockshadow that appears on the inboard section of
an aircraft wing, reproduced in Figure 1.12, and the unsteadiness characteristic of this visual
phenomenon.

Figure 1.12: In-flight shockshadow at the inboard of an aircraft wing. Image reproduced from
[35].
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Crowder [36] described sunlight shadowgraphy as a simple experiment that does not require the
same expensive facilities and complex optical instruments of the traditional flow visualisation
techniques, apart from perhaps a camera for recording purposes. He suggested that the
shadowgrams, which appeared when sunlight was tangent to the shock wave surface during
demonstration tests, would then transform complete shock wave systems typical of full-scale
commercial aeroplanes into a detectable feature that characterises the overall compressible
flow. Nevertheless, by the time his work was published a study into the phenomenon as a
means to validate analytical, experimental and/or numerical compressible data was not yet
available [36].

Fisher et al. [16] then reported an analysis of the more precise conditions necessary for the
natural shadowgraph manifestation in flight, given the air density change across shock waves
present over aircraft wings and the consequential sunlight refraction, as represented in the
schematic of Figure 1.13. This work, built on the research of Rathert and Cooper [34], evaluated
the shockshadow formation from a geometrical perspective, relating the aircraft attitude and
relative sun angles with respect to its wings to the visualisation of the phenomenon, thereby
confirming the earlier findings from [34].

Figure 1.13: Underlying principle of shockshadow formation in aircraft wings. Image reproduced
from [16].

They performed a couple of flights during which a transonic and high-altitude commercial
aircraft, having swept as opposed to straight wings as in [34], executed banked turning
manoeuvres. Simultaneously, an instrumentation system recorded flight data (e.g. time, Mach
number, altitude, aircraft attitude and geopositioning) and photographs and videos were
recorded during a limited number of shockshadow observations. This data was then used
to determine the orientation of the sun with respect to the aircraft wing, i.e. sun elevation
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angle above the wing and azimuth angle relative to the wing quarter chordline, when the
shockshadows were visible (see Figure 1.14).

Figure 1.14: Sun azimuth and elevation angles, relative to the quarter chordline of an aircraft
wing, required for shockshadow visualisation when looking towards the sun. Image reproduced
from [16].

Using the swept wing quarter chordline as a reference, they determined that at low, very oblique,
sun elevation angles above the wing the shadowgram was only briefly visible throughout the
turns when the sun was nearly aligned with the reference axis, whether in front of or behind
the observer. In these cases, they did not consider the effect to be an accurate representation
of the shock wave location. Rather it was a projection of the shock portion near the wing tip
as a shadowgraph at the inboard region of the wing, later also visualised as a background
oriented schlieren object, or an image distortion against the background of scattered clouds.
At elevation angles higher than 60◦, looking both towards and away from the sun (as seen
in Figure 1.15), the shadowgram appearance was more consistent and the higher the angle
the less important was the azimuthal orientation. In essence, they have concluded that bright
sunlight and high sun angles were optimal in terms of shockshadow visualisation [16].
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(a) (b)

Figure 1.15: Natural shadowgraph recorded in-flight when looking towards (a) and away from
(b) the sun. Image reproduced from [16].

Lokos et al. [37] reported a clear link between an abrupt and substantial change in the hinge
moments of both aileron and trailing-edge flap of an aeroelastic research aircraft and the
shock wave translation over the respective hinge lines. The moments were measured through
appropriate load and deflection detection instruments. The movement of the shock wave, or
rather three different shock waves, was simultaneously observed as moving shadow patterns,
recorded in real-time by onboard video cameras. Due to the transonic flight and ideal natural
light conditions, sunlight shadowgraphs were occasionally captured, as shown in the single
frame Figure 1.16. Similar to the earlier suggestion in [34], the detection of these shockshadows
and measurement of these hinge moment variations again could be used as an indicative of
the relationship between the periodic motion of shock waves and the onset of or contribution to
aeroelastic instabilities and related unsteady loads on the vehicle.

Tauer et al. [38] have investigated further this relationship. In flight tests with again fighter
aircraft, they painted the outboard region of the wing with a white glossy paint (see Figure
1.17), determined as the region of interest through computational aeroelastic and aerodynamic
analysis. Video cameras were directed towards this region and tufts were also installed, the
camera in the fuselage near the canopy responsible for recording airborne shadowgraphs. The
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Figure 1.16: Sunlight shadowgraphs at three distinct locations and respective flow regions
recorded during aeroelastic flight tests. Image reproduced from [37].

aircraft performed manoeuvres in order to establish the optimal orientation with respect to the
sun, according to the analysis of Fisher et al. [16]. Their major interest was the determination,
via in-flight flow visualisation, of the role of shock waves and shock wave-induced trailing-edge
flow separation in the development of limit-cycle oscillations (LCOs), a type of unsteady flow
phenomena. However, the tufts remained directed towards the trailing edge, indicating no
flow separation. Although the obtained shadowgrams exhibited a near normal shock wave
on the wing upper surface, and this was observed during LCO events, it did not move during
the aeroelastic response of the wing. Shadowgraphs projected on the surface of the wing,
such as the one presented in Figure 1.17, revealed the shock wave and these observations
were corroborated by BOS images using a solar (panel) farm on the ground as the reference.
Therefore, the presence of a shock wave could not be linked to flow separation and its
observed unsteadiness in some scenarios was rather correlated to the mere alteration of the
flight conditions [38].

1.5 Computational Flow Imaging

As Havener [39] once described, the ’science of generating digital images of theoretical fluid
dynamic phenomena in formats that mimic optical observations of real flow fields’ [39], or simply
Computational Flow Imaging (CFI), has been evolving since the traditional flow visualisation
experimental methods became well established within the research community. Inspired by
these experimental techniques, CFI relies on several computational models, from the flow field
to the visualisation and measurement processes and the final goal of digital image synthesis.
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Figure 1.17: Airborne shadowgraphs on the wing surface recorded during aeroelastic flight
tests. Image reproduced from [38].

The flow prediction is obtained either analytically from pure fluid mechanics or aerodynamics
theory or numerically from Computational Fluid Dynamics (CFD) simulations. The reproduction
of the visualisation process is based on the optics field of study. It either uses approximated
Geometrical Optics where the ’wavelength of light is small in comparison to’ [13] the dimensions
of the media that light traverses or the more comprehensive and precise Physical Optics where
the ’wave nature’ [13] of light is considered. Through these fields, the light scattering effects
that may occur within the predicted flow field and upon interaction with other elements present
in the scene are covered. The generation and processing of digital images then complements
the former models by simulating light behaviour inside the recording apparatus.

CFI offers many advantages that are not (as) easily attainable by any other means of flow
visualisation or related engineering. Beyond the opportunity to observe invisible phenomena
within a simulated flow, the behaviour and characteristics of flow features can be analysed,
and thus experiments can be planned and the observed results and measurements can be
assessed. CFI-Schlieren, CFI-Shadowgraphy and CFI-Interferometry all benefit from the latter.
The whole experiment is designed and built virtually, thus creating a modifiable environment
where: the techniques are optimised; their expected images investigated; and the flow field itself
viewed from different perspectives. Another strength of CFI is the versatility of digital image
processing, including options of computer zooming, perspective viewing, domain isolation and
picture treatment. Moreover, in line with ongoing advancements in high-performance computing,
CFI is currently still being developed to provide an alternative to CFD post processing and
to be able to validate CFD codes via comparison with analogous experimental data. This is
especially useful in the case of modern solvers that treat complex fluid flow problems and still
lack a comprehensive amount of empirical information for comparison [39].
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Havener [39] also explained that one of the conditions that the computational simulation has
to satisfy in order to generate an image that can be considered a ’true representation of
nature’ [39] is that all of the aspects involved in the corresponding real image formation have
to be adequately addressed in the models [39]. Tamura and Fujii [40] reinforced this point
when describing the inadequate comparison often made between contour plots of computed
scalar results, such as surface plots of air density stemming from CFD, and schlieren images
or shadowgraphs. Shadowgraphs of two-dimensional flows, for example, do not depict 2D
slices of the density field itself, but rather of the second derivative of density. If the flow is
three-dimensional, the relationship between the 2D image on the recording plane or screen
and the density distribution, or the result of the interaction between light and fluid flow, is
even more complicated. Adding to this complexity, in real or simulated shockshadows the
images are unconstrained, essentially visualising the whole 3D flow field and recording further
3D light interactions, including reflection from a surface (e.g. wing) and additional refractions
during multiple traverses through the flow. Tamura and Fujii [40] have therefore stated that it is
necessary to simulate the visualisation processes in place in order to compare computation
with experiment [40]. Although some similarities exist between the experimental images
and the standard computationally produced plots, the principles of image formation are not
the same and the features depicted often represent different flow characteristics. A true
accurate comparison between computational and experimental data then still requires the
virtual modelling of the real experiment and respective visualisation and optical processes.
Only under such conditions can the validation of the simulations, either CFD or CFI, be reliable
and CFI be considered an accurate and useful postprocessing tool of CFD, enabling multiple
viewings of the solution, possible interactivity and digital data extraction [40].

Tamura and Fujii [40] took advantage of the newly available graphics workstations to construct
simulations of schlieren, shadowgraphy and interferogram images using libraries containing
some of the classical computer graphics (CG) algorithms, in parallel to the early advancements
seen in CFD due to the development of supercomputers. Based on two and three-dimensional
supersonic CFD solutions concerning internal flow in an intake and external flow over an
axis-aligned cone (see Figures 1.18), the analogous images were generated by shooting and
tracing light rays from the pixels that compose the rendering window towards the compressible
flow domain. The light intensity of the respective pictures were calculated by numerically
integrating along the path of each light ray. Either through the density field itself, available
in the CFD solution, or the numerically evaluated first derivatives of the same, according to
the fundamental principles of the optical techniques. The original structured CFD grid was
converted into a fully tetrahedral mesh and the integration was simplified by finding the faces
of each tetrahedron intersected by a linear light ray and computing the resulting intensity from
the respective face values, assuming a linear variation of gradients inside the cell, i.e. the
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trapezoidal rule. Aiming for computational efficiency, only some of the pixels were selected to
trace light rays from and the intensity was simply interpolated amongst the remaining pixels
[40].

(a) (b) (c)

Figure 1.18: Simulated (a) schlieren, (b) shadowgraph and (c) interferometry images of a cone
in supersonic flow. Images reproduced from [40].

The schlieren image of the CFD solution of the 2D intake demonstrated the differences between
contour density surface plots and CFI. The schlieren images of the cone test case (Figure
1.18(a)) in turn revealed that 3D effects can play a considerable role in image formation, since
the dimensional reduction resulted in some loss of details. More specifically, the region of
density gradient between the oblique shock wave and the solid body was present within 3D CFD
but not captured when 2D CFD was used. In contrast, on the shadowgraphs (Figure 1.18(b)),
calculated as the divergence of the schlieren quantities, these differences were not as apparent
due to the shadowgraphy sensitivity to variation of gradients of density or second derivatives.
In the interferometry (Figure 1.18(c)), the 3D simulation even presented a stronger numerical
error, originated and propagated during integration and interpolation operations, and some
information may have been lost due to these numerical averaging processes. A shadowgraph
and an interferogram of the 2D intake field were also presented. All these computationally
simulated images enabled not only direct comparison with their experimental versions, but
they also illuminated some flow features (e.g. shock and expansion waves) that are usually not
well resolved in other forms of CFI, like plots of contours, velocity vectors or streamlines. In
general, they have contributed to the ’personal graphics’ [40] approach to CFD postprocessing,
where the physics of the computed flow field and its interpretation are more relevant than
photorealism and simple illustration [40].

Yates [41] followed a similar approach to the one adopted in [40] by integrating functions along
the lines of sight to also construct computational schlieren, shadowgraph and interferogram
images from simulated flow fields, as shown in Figure 1.19. At the time of the study, the still
existing limitations in terms of computational resources prevented the appropriate tracing of
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nonlinear light rays by solving the appropriate governing equation. Instead minimal deflections
through the inhomogeneous index-of-refraction field and a straight traversal perpendicular to
the image plane were assumed. These assumptions were said to have no effect in discontinuity
free regions of the flow and, in the presence of shock waves they introduced errors of lower
order than the errors already present in the underlying CFD solutions and the experimental
results to be used for comparison. The error introduced by this approximation was analysed
analytically. Functions of the refractive index of air, instead of density, were then evaluated
employing the Gladstone-Dale relation and integrated again using the trapezoidal rule within
the grid cells and interpolation on the cell faces, where the values were averaged from the
vertex data. Light intensity patterns formed on the image plane were then related to these
integrals. The CFD and respective CFI mesh, however, were not restricted to tetrahedra. The
integration was performed for all of the pixels in the image plane, avoiding accumulation of
error due to numerical interpolation, and light was projected on the image plane for all types of
simulations [41].

A simulated interferogram of a two-dimensional internal real gas flow in a hypersonic nozzle
(Figure 1.19(a)) has proved to be easily compared against the experimental holographic tech-
nique. When both images were visualised side by side, the differences in the positions, shapes
and orientations of the fringes became readily evident [41]. These differences were attributed
to the discrepancies in the boundary layer thicknesses and density distributions of the simula-
tion and experiment. Regarding a similar image of an ideal gas, but for a three-dimensional
external flow over a ballistic model, the comparison with the experimental equivalent was
not possible due to differences between the modelling and testing conditions. However, both
images presented similar fringes. On the schlieren of a 2D compression corner (Figure 1.19(b))
the presence of shock wave, boundary layer and shear layer related to flow separation were
observable and compatible in both computational and experimental images. The dark and light
visual features were said to be prone to sharpness improvement upon the use of grid adaption
during the CFD simulation. Similarly, on the shadowgraph of a 2D supersonic expansion ramp
nozzle (Figure 1.19(c)) all of the features present in the experimental image, including shock
waves, flow separation and expansion fan were also observed in the simulation. Although not
exactly matching the experimental setup, the image plane position was adjusted to optimise its
exposure and the consequent final visual aspect of the existing flow features. Concerning the
same test case, 3D CFD solutions simulated in coarser levels of mesh refinement were also
used in the image generation to analyse the effects of grid resolution and solution convergence
(Figure 1.19(c)). As expected, the poorly resolved flow features (shock waves, shear layers
and expansion fans) in the CFD resulted in blurred, diffused or even missing image features in
the CFI [41], since ’the quality of the flowfield solution does affect the quality of the constructed
images’ [41].
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Figure 1.19: Computationally constructed and experimental (a) interferometry images of a
hypersonic nozzle flow; (b) schlieren images of a compression corner, and; (c) shadowgraph
images of a supersonic expansion ramp nozzle flow. Images reproduced from [42].

Samtaney et al. [43] exploited the common effects that an inhomogeneous flow field has
over the light behaviour from the perspective of shock-capturing techniques typically used in
CFD to capture and with grid refinement and/or mesh adaptation appropriately resolve the
discontinuities in the flow solution. Again emulating the principles of traditional experimental
flow visualisation methods but not exactly modelling the experiments per se, they have only
treated mathematically the computed density field pertaining to a time step solution of an
unsteady two-dimensional shock wave and contact interaction within a rectangular shock
tube. Using the so-called filtering functions, which are well known numerical edge detection
techniques available in the literature, the density jumps, gradient and Laplacian were estimated
and used to compose the interferograms, schlieren images and shadowgraphs, respectively.
These are effectively alternative ways to visualise the density field and, because all of the
numerical derivation involved, the final images were highly susceptible to noise or numerical
error. These errors were partially suppressed via image smoothing operators, such as a
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1.5. COMPUTATIONAL FLOW IMAGING

neighbour weighted averaging process and a Gaussian filter [43].

Brown et al. [44] proposed a completely different approach to the simulation of flow visualisation
techniques, based entirely on physical optics rather than on the geometrical optics principles
of ray tracing and integration of refractive index along the line of sight. By removing the
constraining approximation on the wavelength of light, which invariably causes a loss of
information regarding the shape of objects in the medium, effects that solid boundaries exert
over light were also included in the modelling. Therefore, the diffractive as well as the refractive
nature of light was captured in the wave propagation algorithm developed according to the
scalar wave theory. The algorithm effectively projected, via space marching the paraxial
wave equation, an optical light wave represented as a two-dimensional pixel grid through
density fields obtained from CFD simulations. At each step, 2D Fast Fourier Transforms and the
respective inverses were computed to retrieve the modulated light amplitude and phase, thereby
plotted as a gray-scale map to create the numerical analogues of the experimental methods. In
an initial test case for supersonic Prandtl-Meyer flow over a 2D expansion corner, the authors
have shown on intensity plots of a shadowgraph (Figure 1.20(a)) and an interferogram (Figure
1.20(b)) the effects that the step size have on the final images. Specifically they have shown the
appearance of Moire interference patterns when using a small computational resolution, and
the dominance of diffraction effects over refraction in some regions of the domain. Moreover,
on synthetic schlieren images (Figure 1.20(c)) they have tested different filters in the Fourier
plane. This demonstrated not only that an appropriate choice of filter enables the reproduction
of a normal schlieren-like image, but also the ability to separate image effects and render a
final image where certain desired flow features, structures or interactions are isolated and
enhanced. Due to the linearity property of a Fourier transform, the background can be removed
from the schlieren images representing the expansion regions.

(a) (b) (c)

Figure 1.20: Synthetic (a) shadowgraph, (b) finite fringe interferogram and (c) schlieren (without
filter) images of a supersonic Prandtl-Meyer flow. Images reproduced from [44].
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Sun [45] innovatively avoided assumptions, for example of linearity, when employing the
geometrical optics ray tracing technique to simulate light within a wind tunnel experiment model.
In their model, light emitted from a spherical source was considered to traverse through: the
test section containing the discontinuous flow field; the homogeneous medium; and all optical
components of a typical focused shadowgraphy configuration outside of the section. Light
refraction in the inhomogeneous medium was captured via Snell’s Law of Refraction applied
across the boundaries of the cells of the underlying structured grid. The method considered
a face-based refractive index solution converted from density. An inviscid two-dimensional
axially-symmetric CFD case of point explosion containing a shock wave and a contact surface
was simulated by a proprietary solver. This used a gradient-based mesh refinement to resolve
the flow features and speed up the ray tracing process, and was subsequently used to construct
a pseudo-three-dimensional solution. The light intensity on an image screen was then mapped
according to the effects of light refraction on the area illuminated by each light beam or set of
rays, as shown in Figure 1.21 [45].

Figure 1.21: Computed shadowgraph of axially-symmetric point explosion. Image reproduced
from [45].

The effects of the emitted light source direction were analysed and revealed a preference in
terms of angle of incidence in the test section in order to achieve sharp image features related
to the shock wave, i.e. the outer shadow. The light source size was also evaluated, indicating
the appearance of geometric blur at the boundaries the more it deviated from an idealised
point light source. Finally, the position of the recording system was also varied to check how it
affects the shadowgraphy sensitivity, a well-known characteristic of the technique. The author
therefore suggested that a complete replication of an optical system for flow visualisation
experiments allows a researcher, experienced or not, to tune the optical setup without having
to run any form of real experiment, which usually is a time intensive and financially expensive
activity [45].
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Brownlee et al. [46] removed the remaining assumption that refraction happens only through
discrete surfaces, still embedded in the employment of the Snell’s Law to capture refraction
during ray tracing. This is not the case for some compressible flow features which actually
form a continuous refractive index distribution over a certain region. This is especially true
for discontinuities captured in CFD simulations, where for example a shock wave is usually
spread over multiple grid cells that upon refinement tend to cover a smaller region. However,
this shock surface is still nonetheless not a discrete surface. The authors therefore decided to
utilise a piecewise linear approximation to the ray equation of geometrical optics, derived from
Fermat’s principle, to retrieve the curved paths traced by light rays through the inhomogeneous
medium. Using this approximation together with an octree acceleration data structure, ray
tracing became considerably more accurate and faster. This was mainly due to the step size of
the integration automatically adapting to the gradients in the refractive index medium, evaluated
a priori on the Central Processing Unit (CPU), while the whole ray casting algorithm was run
on the Graphics Processing Unit (GPU). In order to synthesise numerical analogues of the flow
visualisation experimental techniques, light rays were emitted in parallel along a grid (the light
source) and nonlinearly traced throughout the domain. Once these rays reached the film plane
they were accumulated as photons to yield the intensity values at the images. These intensities
were subsequently filtered using a cone filter, inspired by the photon mapping technique, to
reduce noise in the final rendering.

Due to the high level of computational efficiency achieved with this approach, they were able
to generate several physically-based shadowgraphs and schlieren images with impressive
sample sizes and at interactive and reasonably fast frame and convergence rates, providing
researchers of the field with a ’familiar and intuitive visualisation’ [46] with ’additional degrees of
control’ [46]. Data sets concerning a combustion scenario, fire emanating from coal, a helium
plume and an aircraft on atmospheric re-entry were used for the shadowgraphs and schlieren
images. In the helium plume case (Figure 1.22(d)), the proposed method was compared
against a traditional volume rendering technique and an approximation of schlieren imaging
without considering refraction. Using the ray equation, the images provided better results in
terms of more information about the flow structure and enhancement of respective features.
In the aircraft case (Figure 1.22(a),(b),(c)), a colour filter was also used and has shown more
information than a simpler gray-scale image, for example even the formation of vortices. Lastly,
on the combustion case the beneficial effect of using image filters was demonstrated, where
the level of noise was considerably reduced when small sample sizes were used to render the
image [46].
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(a) (b) (c)

(d)

Figure 1.22: Computational (a) shadowgraph, (b) gray-scale schlieren and (c) colour schlieren
images of an aircraft on atmospheric re-entry; and (d) computational schlieren image of an
helium plume. Images reproduced from [46].

1.6 Engineering Relevance of Shockshadows

Although researchers have now acquired more than a century of knowledge on aerodynamic
flow, including theoretical and experimental expertise, compressibility still presents a major
challenge to aeroplane designers. Shock waves invariably appear when a fluid flow approaches
the supersonic regime, whether it is within an engine intake, over a wing or even surrounding a
whole aircraft. For the shock wave, several effects that impact the overall flight performance
are initiated by its interaction with other flow features, such as boundary layers, wakes, vortices
and neighbouring shock waves.

The appearance of shock waves, development of boundary layers, flow transition from laminar
to turbulent, behaviour of turbulent structures and flow separation are all examples of viscous
phenomena associated with the drag of vehicles. The shock wave system itself, due to the
production of entropy, is in fact a source of drag in high-speed flight. The high gradients in
pressure, temperature and velocity across a shock wave can induce local structural loads,
intense heat transfer, loss of aerodynamic and/or propulsive efficiency, noise or even aeroelastic
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instabilities. In modern transport aircraft the formation of shock waves over the wing causes
a rise not only in wave drag, but mainly in friction drag due to the interaction between the
shock wave and the boundary layer. The separation of the boundary layer is also sometimes
induced by the shock wave, creating an aerodynamic excitation that can strike other parts of
the aeroplane, e.g. the tail, causing vibrations or buffet that can alter the flight stability [47].

All of these flow features demand high quality and thorough investigations in Aerospace, due
to their intrinsic complexity and relevance in high-speed aerodynamics. In the transonic regime,
where the operational envelope of modern commercial aircraft stand, the goals are to maximise
the speed, maintain a certain standard of passenger comfort and reduce the fuel consumption
[47]. These objectives inevitably rely on the characteristics of shock waves resultant from
the aerodynamic design of vehicles for high-speed flight. In fact, this class of aerodynamics
‘remains as a frontier to many fundamental questions’ [48] about compressible flow and its
investigation is considerably more challenging in comparison with the subsonic and supersonic
regimes [49]. Since the second half of the twentieth century, wind tunnels [50] and experimental
techniques (see Section 1.3) have thus been built specifically towards the understanding of the
complex flow physics related to this regime [48]. However, there are still several limitations to
the state of knowledge of transonic flow and to the capabilities of investigating flows within this
regime [48, 49].

Regarding transonic industrial wind tunnel testing specifically, one of the major challenges
to optical flow visualisation is the inherently ventilated test sections of all facilities. In these
installations, the walls of the test section are not equipped with windows, but are rather
perforated with specifically shaped and distributed holes or slots to prevent choking at this
location [48, 50, 51]. Choking is the rise of local supersonic flows due to the obstruction effect
caused by the model itself, which renders the wind tunnel inoperable and/or compromises the
tests reliability, since the sonic regions can’t be altered by changes in the freestream conditions
and the model therefore becomes subject to velocities different than initially intended [49].
Cameras and lights could in principle be mounted directed towards these slots, but this solution
is far from ideal, as the characteristics of testing equipment and models can greatly vary and
thus the required viewport positions change [51]. The original designs of these facilities are
therefore not adequate for optical access to the model region [48, 52], a practical aspect difficult
to circumvent.

As exemplified in [48], the sometimes feasible modification of the test section to accommodate
optical testing equipment would then involve not only the installation of special windows suitable
to the harsh testing environment, involving high temperatures and pressure gradients, but also:
the re-design of the wall ventilation; the analysis of shock/expansion wave(s) generated by
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the new wind tunnel section mounted to facilitate the experiment; the evaluation of sources of
acoustic noise, drag and interference; and the possible adaptation of commercial instruments
systems to the re-designed wind tunnel. Besides, these modifications require physical access
to the test section, a complicated task by itself since sensitive devices would have to be
moved through a very constricted space [51]. These factors then invariably convert to costs,
of not only acquiring the equipment, modifying the installation, setting up the experiment and
performing the actual measurements, but especially related to the time spent in these activities,
a factor imperative to the success of any commercial facility [51]. The result is that these optical
diagnostics techniques are usually expensive from a ‘price-per-data-point perspective’ [51].

Apart from the intellectual curiosity raised by a seemingly impossible shadow of an invisible
entity cast by the sun [1], the shockshadow phenomenon therefore presents itself as a possible
alternative method to the study of transonic and compressible flow in general [15]. Knowledge
of the conditions under which the shockshadow becomes a visible element may lead to the
conception of a technique that exploits the pattern as an additional source of information about
the flow feature(s) that originated it [15]. This new information can then be used to improve old
or possibly provide completely new insights into the physical processes of compressible flow,
the definition of the role of a fluid flow visualisation technique [22].

Understanding, for example, the aspects of flight operation, including aircraft attitude, high-
speed aerodynamic flow and atmospheric conditions that result in the formation of a shock-
shadow would enable researchers to predict its observation. The consideration of the character-
istics of light emitted by the sun or perhaps from another (more) suitable source of illumination,
e.g. lasers, would also allow the design of experiments around this particular phenomenon
and possibly the further evaluation of its properties. Moreover, the assessment of the best
scattering properties of a general wing or any other surface of projection, and the required
specifications of a camera system necessary to record clear patterns, could possibly determine
the creation of entirely new strategies to visualise compressibility phenomena [1]. However, at
the time of writing this research, a systematic application of shadows and caustics generated
by shock waves for the previously mentioned purposes of compressibility study has not yet
been reported [36].

Sunlight shadowgraphy can indeed portray a single or a whole system of shock waves on
surfaces of aircraft in the transonic flight regime and provide indication of their locations [36, 38].
As the influence of shock wave systems on the aerodynamic performance of these surfaces
is of major importance, the plain detection of these flow features is classified as a practical
representation of that flow [36]. Apart from flow visualisation and feature detection, the method
has several other possible applications as a testing technique [34]. These include: tracking,
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measurement and characterisation of the shock wave system; detection of shock wave-induced
flow separation; monitoring of aeroelastic instabilities through the shock wave oscillatory
behaviour [34]; validation of analytical solutions; verification and validation of computational
fluid dynamics solvers; and wind tunnel/flight testing correlation or validation of experiments
[36]. These applications of the scattering of light [13, 22] can even be further elaborated
from different perspectives other than direct shadowgraphy. If the wing surface or possibly
the sky on a cloudy day, for example, is set up as an appropriately defined background, a
background-distortion type of shadowgraph can also be explored for shock wave location.
Other surfaces, for example the side of a fuselage or even a plate mounted either at inboard
or outboard wing stations or somewhere within a wind tunnel test section, may also provide
a feasible extension of the method [34]. This extension could then be employed to study the
interaction of shock waves with boundary layers [22].

An obvious advantage of the shockshadow approach lies on its simplicity [34, 36], notably in
comparison to other compressible flow optical visualisation techniques, given that the phe-
nomenon can be achieved naturally. Therefore, it does not require: any specialised and complex
devices [36], as for example the lasers, lenses, mirrors and screens frequently used with the
traditional techniques (see Section 1.3); the introduction of mechanical probes or measurement
instruments that invariably interfere with the fluid flow [22]; nor the addition of foreign materials
to indirectly observe and evaluate the flow features, such as the phosphorescent/colored oils
applied to models to reveal surface flow patterns [53], fluorescent paints used to measure
surface flow properties (e.g. pressure and temperature) [53], or particles (e.g. smoke) seeded
in the fluid to represent the flow behaviour [22]. Because of that, sunlight shadowgraphy is a
suitable technique for applications outside of the limited laboratory environment of wind tunnel
facilities, and it can be easily integrated into existing flight test campaigns of full-scale vehicles
[36].

As a new method of fluid flow visualisation, the shockshadow is thus an optical, direct and
nonintrusive technique that records surface visual patterns related to off-surface compressible
flow features [22]. The method relies on the interaction of a light wave with a fluid flow
and constitutes a compromise between the two approaches commonly used for obtaining
information about this interaction, as described by Merzkirch [22]. From the perspective of
computational flow imaging, a virtual shockshadow pattern would still be retrieved via integration
along the path of the light transmitted through the compressible flow and respective refractive
domain [22], similar to the principles of image formation in shadowgraphy and schlieren imaging.
This indicates that, as with the classical techniques, qualitative and semiquantitative (e.g. shock
location) data could be directly obtained from the shockshadow images given the effects of
flow features on light. These features are not limited to shock waves but include others such as
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boundary layers and vortical structures, and the resulting data is in the form of two-dimensional
slices of their structures, possibly delimiting their instantaneous positions at the time the picture
was taken.

However, different from the traditional methods, the comparison with the undisturbed state of
the emitted light would not be necessary, since in principle the pattern can be observed in its
raw form (without image manipulation). More importantly, the disturbed light is not received on
a two-dimensional screen or recording plane. Instead, the shockshadow is rather a record of
the light scattered from the three-dimensional wing surface itself, i.e. in a certain position in
space and in a certain direction, after multiple passages through the fluid flow [22]. This aspect
is then comparable to the principles of image formation of Particle Image Velocimetry (PIV) and
Laser Doppler Anemometry (LDA). These are both mature flow diagnostics techniques, with
multiple commercial systems available, which measure local information about the seeded flow.
The real quantitative information provided by the developments of these methods includes,
apart from 2D velocity fields, the instantaneous three orthogonal components of flow velocity
in a point (LDA), within a plane (stereoscopic PIV) or within a bounded volume (holographic
PIV) [52]. Although widely adopted, these laser-based techniques are nevertheless still 2D in
essence, relying heavily on complex optical systems, high-speed cameras and data processing
algorithms. Moreover, they are always subject to the fundamental requirement of employing
seeding particles small enough to faithfully represent the fluid motion, and the consequent
errors associated with the finite size of real particles, and with the strong variation in the
thermodynamic state and unsteadiness related to compressible flow features [22, 48].

Images of shockshadows, whether real photographs or computational simulations of the
phenomenon, are essentially unconstrained two-dimensional representations of the full three-
dimensional physical flow, the main characteristic that differentiates its application as a fluid
flow visualisation technique from other classic or even modern methods. Based only on pure
Optics, the phenomenon therefore opens the opportunity to the observation of compressible
flow in multiple environments, requiring nothing but appropriate illumination and visualisation
conditions, from different perspectives around the flow features, and with a strong potential to
establish a new useful flow diagnostics tool.

1.7 Background to this Research

Thus far in the aerospace engineering literature there still exists a gap in the investigation of
the shockshadow formation over wings of aircraft in high-speed flight. Although the physics
behind natural direct shadowgraphy is well-known and the phenomenon has been purposefully
analysed in flight under some circumstances in a few studies [16, 34, 36–38], it has not
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yet been thoroughly explored from either an experimental (wind tunnel or even flight test)
nor a computational (CFI) perspective. Associated to the replication of shockshadows both
in real laboratory and virtual simulation environments, rigorous experiments are yet to be
devised around such a specific phenomenon, and all the exact conditions (apart from light
source orientation) under which the shockshadow becomes a visible element are still unknown.
The question if the visual pattern can be practically exploited to retrieve useful information,
qualitative and possibly also quantitative, about the compressible flow and respective feature(s)
that originated it is also still to be answered. If its formation could be fully predicted or artificially
induced, its characteristics could be potentially correlated to some of the aspects of shock
waves and thereby used to validate data from other sources.

Previous studies in CFI [40, 42–45, 54] successfully generated numerical analogues of shad-
owgraphs and schlieren images, however the implemented algorithms were specifically tailored
for the simulation of these traditional flow visualisation techniques. Further, the modelling
performed in these studies involved too many assumptions, including: 2D fluid flow; minimal
deflections of light and straight traversal through the domain; specific variation of the density
solution within the CFD mesh; lack of fidelity with the experiment itself, but rather only a
postprocess of the CFD solution; light refraction captured through Snell’s Law across discrete
boundaries of the mesh; an approximate relationship between light intensity and line-of-sight in-
tegrals; no light reflection and pixel interpolation. The work of Brownlee et al. [46] was relatively
more complete, as some of these assumptions were removed and the mathematical equation
that governs light propagation was solved. It also comprised a more modern approach, since
they took full advantage of available computer graphics resources. However, they still used a
piecewise linear approximation of light rays and the method was only suitable for schlieren and
shadowgraphy image simulation. In summary, these assumptions moved the simulations away
from the physical reality of the flow visualisation experiments.

In truth, three-dimensional effects invariably influence the behaviour of light within the flow field
and, although light indeed deflects minimally, the deviation from its original direction is still
significant and one of the main contributors to the visual pattern formation. Because the shock
wave itself typically has a 3D shape, light refraction when traversing across its complex internal
structure is hardly a discrete process. Particularly in CFD, this discontinuity is usually captured
as an inhomogeneous density solution diffused over multiple mesh cells rather than a discrete
boundary, rendering it even difficult to precisely predict the density distribution. For these rea-
sons, it is important to actually solve the mathematical equation that governs light propagation,
in order to appropriately model refraction. This is also valid for light reflection, which inevitably
occurs, for example, from the test model, during the photograph recording itself (from screen
to camera), or from other artificial sources accidentally affecting the final image. It is therefore
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essential that both fluid flow and light behaviours computed are faithful representations of
the phenomena taking place in the laboratory environment, that the mathematical modelling
is suitable for this task, and that the computational simulations are as accurate as possible.
Otherwise, the synthetic images become only simple alternatives to visually assess the results
from flow prediction and not true numerical analogues of shadowgraphs and schlieren images.

The work of Onnink [55] concerned an initial attempt of actually simulating shock wave shad-
ows, instead of the more common flow visualisation techniques. He also attempted to establish
a relationship between the visual effect and the compressible flow feature, as it was postulated
that the location of the shadow pattern along the wing could reveal the position of the shock
wave and its illumination intensity could in theory be associated with the strength of the shock
wave. Similar to Brownlee et al. [46], he solved the light propagation governing equation,
but rather via numerical integration. However, all of the remaining models involved in the
image simulation were incomplete, unrealistic and too prone to inaccuracies. Therefore the
methodology was found unfeasible to be applied as a practical tool from which quantitative
information could be extracted. These model limitations were mainly: the oversimplified 2D
compressible flow field, which in turn produced effectively 1D computational shockshadow im-
ages; the disregard of the aerofoil surface curvature; the inaccurate light energy quantification;
the lack of a reflective surface model and the absence of a viewing system in the process. The
specifications of a device where the image is generated, e.g. a camera or an eye, were thus not
taken into account. The wing surface geometrical shape and its light scattering characteristics
were also not included via a light reflection model that would redirect light towards the viewing
system and cause a second refraction during this traversal. Moreover, the light source model
did not consider the wavelength dependence of light, which could result in the appearance
of chromatic aberrations. Further, the generation of geometrical blurs in the images due to
the finite size of the source (instead of an ideal point light source) was not considered. Noise
was also a considerable problem in the illumination distributions obtained. In general, the
method in [55] represented an incomplete scenario. Although it suggested the existence of a
relation between flow and light features, it was the lack of fidelity that inhibited the ability of the
computational models to provide quantitative information.

The research presented in this thesis therefore started from the recommendations for further
developments of the analysis [55] and it addresses most of the simplifying assumptions that
limited the accurate representation and simulation of nature. In doing so, it tries to answer, at a
higher level of detail, what are the exact physical and numerical conditions that make the shock
wave shadow phenomenon visible? To answer this question and address the limitations of the
earlier study, it is necessary to explore different models of flow prediction, of light scattering
and of digital image synthesis, and to investigate how the physical conditions translate to the
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numerical simulation.

First a more realistic compressible, viscous, and three-dimensional fluid flow solution is obtained
using open-source CFD software. The mathematical equation that governs light propagation
is solved to retrieve the nonlinear light ray paths in 3D, avoiding any simplifying assumptions
with respect to the refractive index media or the light behaviour itself. Inspired by classical
optics studies in the field of gradient-index ray tracing, light refraction is captured through
coupled numerical integration, gradient estimation and interpolation algorithms performed on
the underlying general 3D flow field domain. Based entirely on geometrical optics, this light
simulation framework is also influenced by techniques from other fields, e.g. gradient estima-
tion and shock detection in CFD, whilst harnessing the advantages of CFI by incorporating
current computer graphics libraries and algorithms typically employed for computational image
synthesis.

Moreover, this work focuses on modelling all of the principal aspects involved in the image
formation: the inhomogeneous medium, light source, reflective surface, viewing system and
light behaviour within these models. Therefore, modelling of the light source is conducted taking
into consideration its spectral traits and the wavelength dependence of the radiant energy,
appropriately quantified, arriving at the projection surface of the shockshadow. This projection
surface (e.g. wing) will be modelled as a physically-based reflective material and the light
scattering model therefore includes reflection as well as refraction. A practical viewing system
is also included in the scene, which can be a simple light sensor, recording film or an actual
camera system, allowing for flexibility in terms of configuration. The digital image synthesis
process in such a viewing device is also appropriately modelled, verified and validated against
suitable images. Whilst at first customised to the reproduction of shockshadows on aeroplane
wings, the simulation framework constructed is not specific to this phenomenon, but rather a
general virtual environment that can be used to generate artificial images of shockshadows and
shadowgraphs. Initially, it is intended for flow visualisation and as an alternative to detect and/or
portray the shockshadows and related shock waves. Nevertheless, the simulation framework is
built envisaging a future aerodynamic data analysis tool and respective aerospace application.

1.8 Thesis Outline

The first half of this thesis focuses on models embedded in computational flow imaging to build
the framework to visualise shockshadows in this research, i.e. compressible flow prediction,
visualisation process and digital image synthesis. The key elements are presented in the
roadmap in Figure 1.23.
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Figure 1.23: Framework roadmap.

In Chapter 2, an overview of the theory behind computational fluid dynamics is provided,
which is in essence the foundation of the light simulation framework. Starting from the physical
equations that govern fluid flows, the CFD methodologies are outlined, before more detail is
given for the numerical techniques employed by the software used to simulate the compressible
flow cases analysed in this research.

Chapter 3 details the light simulation framework systematically, in a sequence that corresponds
to the stages undergone by light while traversing the predicted flow field. First, different ways to
model the spectral radiant energy emitted from the sun, which is the light source, are explained.
How this continuous distribution is converted into discrete values that can be displayed in
pixels of an image or a screen is also described. Subsequently, the procedure to solve the
Ray Equation, i.e. the gradient-index or nonlinear ray tracing algorithm, is presented. This
explains how to capture the light refraction in the inhomogeneous optical medium accurately
and efficiently, thereby tracing the paths followed by light rays before and after reflection
at the wing surface. Emphasis is given to the dependence of the solution process on the
numerical algorithms chosen to perform integration, gradient estimation, interpolation and
intersection computation. Of particular importance is the trade-off between computational
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accuracy and efficiency. Thereafter, the estimation of the reflection is introduced, incorporated
into the solution of the Rendering Equation for each picture element of a viewing system. This
is achieved whilst evaluating the scattering properties of the reflective surface according to the
suggested models. Finally, the perspective projection virtual camera is described alongside the
fundamental technique used to generate computational images, i.e. photon mapping.

Chapter 4 reports on the verification and validation assessments performed by applying the
implemented light simulation framework to three meaningful cases of light refraction. The
cases are presented in order of complexity, whereby each module of the implementation is
scrutinised with respect to the computer programming, accuracy of calculations, mathematical
approach, representation of the physical reality and numerical errors in the simulated imagery.

Chapter 5 presents the computational shockshadow images simulated employing the new light
simulation framework, developed as part of the main contribution of this work. This chapter
therefore showcases the novel capability of this research, namely the first generation of physi-
cally accurate computational images exhibiting the formation of this specific visual phenomenon
on aircraft wings. It concerns the targeted applications in two cases of compressible flow over
wings. The first is artificially constructed to establish a virtual testing environment to study the
applications to 3D aerodynamic simulations. The second is a realistic representation, whereby
other aspects of computational image synthesis and shockshadow simulation are investigated.

Finally, Chapter 6 provides the reader with the principal conclusions drawn from the imagery
and digital data generated in the previous chapter, and whilst developing the light simula-
tion framework itself. Moreover, suggestions for future work are also given, mainly involving
complementing implementations that would further improve this already versatile simulation
tool.
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2
COMPUTATIONAL FLUID DYNAMICS

The partial differential equations governing fluid mechanics were derived nearly two centuries
ago and are called the Navier-Stokes equations. Numerical algorithms to solve these equations
were initially limited by the available processing power and storage capability. However, these
methods became viable with the evolution of electronic computers [56].

Computational Fluid Dynamics, or simply CFD, is therefore a modern aerodynamics discipline
that complements experimental and theoretical approaches to the evaluation of fluid flow
behaviour. Since there are few analytic solutions of the Navier-Stokes, CFD is an essential
enabling technology employed extensively in aerospace engineering [56–59].

CFD encompasses a wide range of methods and approaches, but all discretise the fluid flow
governing equations so that a numerical solution of the system can be obtained in time and
space. The quality of the CFD solution and the accuracy with which it can provide both a
qualitative and quantitative description of the flow is highly dependent on the discretisation itself
[56–59]. The light modelling performed and analysed in this research relies on an abundant
data set [46] and digital image processing techniques [44] to reproduce the shock wave shadow
phenomenon. A complete set of information about the flow field is available from the CFD
solution [40] for use in this study. Therefore this Chapter gives a general overview of CFD
simulation, with a specific focus on the main methods employed in the present work.

2.1 Governing Equations

The Navier-Stokes equations that govern the behaviour of fluids are mathematical statements
of conservation laws for mass, momentum and total energy. The equations of state close the
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system of coupled non-linear partial differential equations [58, 59]. In aerospace applications,
the fluid is viscous, compressible and Newtonian, and body forces can be neglected. Hence in
a three-dimensional Cartesian coordinate system (x,y,z), the differential formulation of con-
servation of mass or continuity (Eq. 2.1a), conservation of momentum in the three coordinate
directions (Eqs. 2.1b, 2.1c, 2.1d) and conservation of total energy (Eq. 2.1e) can be written in
conservative form as [58, 59]:
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∂z
= 0 (2.1a)

∂ρu
∂t

+ ∂ρu2

∂x
+ ∂ρuv

∂y
+ ∂ρuw

∂z
=−∂p

∂x
+ ∂σxx

∂x
+ ∂σyx

∂y
+ ∂σzx

∂z
(2.1b)

∂ρv
∂t

+ ∂ρuv
∂x

+ ∂ρv2

∂y
+ ∂ρvw

∂z
=−∂p

∂y
+ ∂σxy

∂x
+ ∂σyy

∂y
+ ∂σzy

∂z
(2.1c)

∂ρw
∂t

+ ∂ρuw
∂x

+ ∂ρvw
∂y

+ ∂ρw2

∂z
=−∂p

∂z
+ ∂σxz

∂x
+ ∂σyz

∂y
+ ∂σzz

∂z
(2.1d)

∂ρE
∂t

+ ∂u(ρE+ p)
∂x

+ ∂v(ρE+ p)
∂y

+ ∂w(ρE+ p)
∂z

=−∂qx

∂x
− ∂qy

∂y
− ∂qz

∂z
+ ∂uσxx

∂x
+

∂uσyx

∂y
+ ∂uσzx

∂z
+ ∂vσxy

∂x
+ ∂vσyy

∂y
+ ∂vσzy

∂z
+ ∂wσxz

∂x
+ ∂wσyz

∂y
+ ∂wσzz

∂z

(2.1e)

where ρ, µ,
−→
V = [u,v,w], p, qi, E and σi j are the density, dynamic viscosity, velocity, pressure,

heat flux, total energy and viscous stress tensor of the fluid, respectively.

The viscous stress tensor for a Newtonian fluid is given in matrix notation as [58]

σ=


2µ∂u

∂x − 2
3∇·−→V µ

(
∂v
∂x + ∂u

∂y

)
µ

(
∂u
∂z + ∂w

∂x
)

µ
(
∂v
∂x + ∂u

∂y

)
2µ ∂v

∂y − 2
3∇·−→V µ

(
∂w
∂y + ∂v

∂z

)
µ

(
∂u
∂z + ∂w

∂x
)

µ
(
∂w
∂y + ∂v

∂z

)
2µ∂w

∂z − 2
3∇·−→V

 (2.2)

Assuming a perfect gas, the following equation can be used for the pressure [60]

p = ρ(γ−1)
(
E− 1

2
(u2 +v2 +w2)

)
(2.3)

where γ= cp/cv is the ratio of specific heats.
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The heat flux is given by Fourier’s law of heat conduction, written as [59]


qx

qy

qz

=−µcp

Pr


∂T
∂x
∂T
∂y
∂T
∂z

 (2.4)

where T, cp and Pr are the temperature, specific heat at constant pressure and the Prandtl
number, respectively.

Finally, for laminar flow, Sutherland’s law is used to describe the dependence of dynamic
viscosity on temperature [57]

µ

µ∞
=

(
T

T∞

) 3
2
(

T∞+110
T +110

)
(2.5)

where µ∞ and T∞ are the free stream values, which are here used as the reference viscosity
and temperature.

2.1.1 Reynolds Averaging

The Reynolds number of a flow can be regarded as a measure of the relative importance of
viscous and inertial forces in the fluid dynamics [58]. When the Reynolds number is low, viscous
forces dominate and turbulent instabilities are damped such that the flow is essentially laminar
and characterised by a smooth and orderly flow. As the Reynolds number increases, the inertial
forces become more significant compared to the viscous forces and turbulence develops. The
flow exhibits randomness and unsteadiness, such that flow variables are no longer deterministic
[61]. The transition from laminar to turbulent depends on: the initial disturbances, pressure
gradients, wall roughness, heat transfer and compressibility effects, to name only some of the
factors that affect the process [59].

Direct Numerical Simulation (DNS) of the complete Navier-Stokes equations can, in princi-
ple, be used to resolve turbulence. However, for high Reynolds number flows that arise in
aerospace engineering, turbulent fluctuations in flow variables show considerable variation in
dimension, strength and time scales (or frequency). Computational modelling of a flow with
these characteristics is a difficult task for DNS and a dense mesh and short time step would
be needed to resolve the small length and time scales [56, 58, 59]. This level of spatial and
temporal refinement would entail prohibitive computational costs for such a simulation [58].

43



CHAPTER 2. COMPUTATIONAL FLUID DYNAMICS

Commonly employed approaches to reduce costs involve the modification of the governing
equations through statistical techniques [58, 61], e.g. filtering and averaging.

One of these approaches stems from the application of a high-pass spatial filter to the set
of conservation equations, which will only directly simulate the mean flow and large scale
turbulent structures, leaving small eddies to be resolved by sub-grid models [58, 59]. Examples
of filters of this type are the box and Gaussian, which basically are multiplicative functions that
become equal to zero at scales smaller than a threshold. By filtering out the small isotropic
scales, a Large Eddy Simulation (LES) simulation concentrates on the eddies that are more
complex to model due to their characteristic anisotropy and high energy content [58, 59].
However, significant and costly computational resources are still required in LES simulations at
high Reynolds numbers [59].

For engineering applications it is more common to solve the Reynolds Averaged Navier-Stokes
equations (RANS), which is a computationally cheaper approach [58, 59]. While RANS intends
to resolve the impact on the mean flow of all scales of turbulence [58], like LES it results in
additional terms and a modified set of equations. In this averaging approach the instantaneous
flow variables are described as a mean value (indicated by a bar) plus fluctuating components
(indicated by an apostrophe), expressed as [58, 61]

φ(x, y, z, t)=φ(x, y, z, t)+φ′(x, y, z, t) (2.6)

where φ can represent any flow quantity. If we consider a time, rather than ensemble, averaging
description then mean values can be defined by [58, 61]

φ(x, y, z, t)= 1
T

∫ t+T

t
φ(x, y, z, t)dt (2.7)

where the time scale T is larger than turbulent time scales, but smaller than the time scales of
unsteady flow phenomena of interest. For incompressible flows, the Navier-Stokes equations
can then simply be rewritten in terms of these time averaged variables, with the resulting
equations being identical to the laminar equivalent, except for the additional Reynolds stress
tensor. The tensor is composed of velocity correlations, which are approximated by turbu-
lence models thus closing the system of equations [61]. However, for compressible flows the
rewritten Navier-Stokes equations contain density-velocity correlation terms as well as velocity
correlations, which also need to be modelled [61].
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This issue can be overcome using the Favre or density weighted averaging procedure for
velocity, temperature and total energy. In this case, instantaneous flow variables are written
as a sum of a mass-averaged component (indicated by a tilde) and a fluctuation (indicated by
double apostrophes) [61]

φ(x, y, z, t)= φ̃(x, y, z, t)+φ′′(x, y, z, t) (2.8)

where the mean is now density weighted as [61]

φ̃(x, y, z, t)= ρφ

ρ
(2.9)

In this equation, the overbar denotes averaging performed using Eq. 2.7. The details of the
additional steps and assumptions involved in the derivation of the Favre averaged equations
are not presented here, but can be found in the book by Wilcox [61]. The final compressible
equations in terms of time and mass averaged variables (overbars - now omitted for clarity) look
very similar to the original compressible Navier-Stokes equations (Eq. 2.1), but with additional
terms related to turbulence (represented by a T superscript)

∂ρ

∂t
+ ∂ρu

∂x
+ ∂ρv

∂y
+ ∂ρw

∂z
= 0 (2.10a)

∂ρu
∂t

+ ∂ρu2

∂x
+ ∂ρuv

∂y
+ ∂ρuw

∂z
=−∂p

∂x
+ ∂(σxx +σT

xx)
∂x

+
∂(σyx +σT

yx)

∂y
+ ∂(σzx +σT

zx)
∂z

(2.10b)

∂ρv
∂t

+ ∂ρuv
∂x

+ ∂ρv2

∂y
+ ∂ρvw

∂z
=−∂p

∂y
+
∂(σxy +σT

xy)

∂x
+
∂(σyy +σT

yy)

∂y
+
∂(σzy +σT

zy)

∂z
(2.10c)

∂ρw
∂t

+ ∂ρuw
∂x

+ ∂ρvw
∂y

+ ∂ρw2

∂z
=−∂p

∂z
+ ∂(σxz +σT

xz)
∂x

+
∂(σyz +σT

yz)

∂y
+ ∂(σzz +σT

zz)
∂z

(2.10d)

∂ρE
∂t

+ ∂u(ρE+ p)
∂x

+ ∂v(ρE+ p)
∂y

+ ∂w(ρE+ p)
∂z

=−∂(qx + qT
x )

∂x
−
∂(qy + qT

y )

∂y
− ∂(qz + qT

z )
∂z

+

∂u(σxx +σT
xx)

∂x
+
∂u(σyx +σT

yx)

∂y
+ ∂u(σzx +σT

zx)
∂z

+
∂v(σxy +σT

xy)

∂x
+
∂v(σyy +σT

yy)

∂y
+

∂v(σzy +σT
zy)

∂z
+ ∂w(σxz +σT

xz)
∂x

+
∂w(σyz +σT

yz)

∂y
+ ∂w(σzz +σT

zz)
∂z

(2.10e)

where the turbulent heat flux can be calculated as
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qT

x

qT
y

qT
z

=−µcp

Pr t


∂T
∂x
∂T
∂y
∂T
∂z

 (2.11)

and the turbulent shear stress terms σT are obtained from a turbulence model, as previously
mentioned. The classical models deal with these introduced unknown correlations based
on the Boussinesq approximation, which assumes that the apparent shear stress tensor is
proportional to the known mean velocity gradients [58]

σT =µt


2∂u
∂x − 2

3

(
∂u
∂x + ∂v

∂y + ∂w
∂z

) (
∂v
∂x + ∂u

∂y

) (
∂u
∂z + ∂w

∂x
)(

∂v
∂x + ∂u

∂y

)
2 ∂v
∂y − 2

3

(
∂u
∂x + ∂v

∂y + ∂w
∂z

) (
∂w
∂y + ∂v

∂z

)
(
∂u
∂z + ∂w

∂x
) (

∂w
∂y + ∂v

∂z

)
2∂w
∂z − 2

3

(
∂u
∂x + ∂v

∂y + ∂w
∂z

)
 (2.12)

The turbulent eddy viscosity (µt) is the quantity calculated according to the turbulence model
of choice. Note that most texts refer to these compressible Favre averaged equations as the
Reynolds Averaged Navier-Stokes Equations or RANS equations.

2.1.2 Turbulence Models

Turbulence models can be zero, one or two equation models. Zero-equation models are based
on Prandtl’s mixing-length hypothesis and modern variants of his model, and compute the
turbulent eddy viscosity and consequently the turbulent shear stresses via a simple algebraic
formula [58, 59], e.g. the Baldwin-Lomax model. In order to perform the same computations,
one-equation models solve the transport differential equation for the turbulent kinetic energy,
κ. The solution procedures available for this equation involve simple approximations of the
respective terms or more elaborated functions and coefficients for their evaluation. The widely
employed Spalart-Allmaras model [61] solves a transport equation for the eddy viscosity, but can
be considered in the same class of models as other single κ-equation models. Two-Equations
models are also widely used and the κ−ω is well suited for separated flows containing weak
adverse pressure gradients within the boundary layer near wall surfaces [58]. ω is in this case
the specific dissipation, or rate of conversion of kinetic energy into thermal energy per unit
volume, and the turbulent viscosity is calculated as [58]

µt = ρ κ
ω

(2.13)
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2.1.3 Inviscid Flow

In many aerodynamic flow scenarios, viscous effects can be neglected reducing the complexity
of the fluid flow problem and therefore the cost of solving the governing equations computation-
ally. For example, in high-speed compressible flows inertia effects are most important in the
regions where shock waves form, and viscous effects and turbulence are mainly confined to
the boundary layer attached to solid surfaces [56]. In these cases, where the boundary layer is
thin and remains attached, the Navier-Stokes equations can be approximated by the simpler
and easier to solve Euler Equations, given as [62]

∂ρu
∂t

+ ∂ρu2

∂x
+ ∂ρuv

∂y
+ ∂ρuw

∂z
=−∂p

∂x
(2.14a)

∂ρv
∂t

+ ∂ρuv
∂x

+ ∂ρv2

∂y
+ ∂ρvw

∂z
=−∂p

∂y
(2.14b)

∂ρw
∂t

+ ∂ρuw
∂x

+ ∂ρvw
∂y

+ ∂ρw2

∂z
=−∂p

∂z
(2.14c)

∂ρE
∂t

+ ∂u(ρE+ p)
∂x

+ ∂v(ρE+ p)
∂y

+ ∂w(ρE+ p)
∂z

= 0 (2.14d)

2.1.4 Non-dimensional Vector Forms of the Equations

The RANS (2.10) and the Euler (2.14) equations are usually solved in a non-dimensional form
[58] and also rewritten more compactly in vector form. The non-dimensionalisation variables
presented in Table 2.1 are typically used, where the infinity subscript indicates quantities
evaluated at the farfield.

Then the non-dimensional vector form of the RANS equations is expressed as

∂Q
∂t

+ ∂(FI −FV )
∂x

+ ∂(GI −GV )
∂y

+ ∂(HI −HV )
∂z

= 0, (2.15)

where Q is the vector of unknowns, defined as

Q= [
ρ, ρu, ρv, ρw, ρE

]T (2.16)

The inviscid flux vectors FI , GI and HI , are defined as
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Quantity Scaling

density ρ∞

velocity U∞

length L

temperature T∞

total energy U2∞

dynamic viscosity µ∞

pressure ρ∞U2∞

time L
U∞

Table 2.1: Nondimensionalisation of variables

FI = [
ρu, ρu2 + p, ρuv, ρuw, (ρE+ p)u

]T

GI = [
ρv, ρuv, ρv2 + p, ρvw, (ρE+ p)v

]T

HI = [
ρw, ρuw, ρvw, ρw2 + p, (ρE+ p)w

]T

(2.17)

and the viscous flux vectors FV , GV and HV are given by

FV =
[
0, σ∗

xx, σ∗
xy, σ∗

xz, uσ∗
xx +vσ∗

xy +wσ∗
xz − q∗

x

]T

GV =
[
0, σ∗

yx, σ∗
yy, σ∗

yz, uσ∗
yx +vσ∗

yy +wσ∗
yz − q∗

y

]T

HV =
[
0, σ∗

zx, σ∗
zy, σ∗

zz, uσ∗
zx +vσ∗

zy +wσ∗
zz − q∗

z

]T

(2.18)

The shear stress tensor σ∗ now includes laminar and turbulent components, as in

σ∗ = (
µ+µt

)


2∂u
∂x − 2

3

(
∂u
∂x + ∂v

∂y + ∂w
∂z

) (
∂v
∂x + ∂u

∂y

) (
∂u
∂z + ∂w

∂x
)(

∂v
∂x + ∂u

∂y

)
2 ∂v
∂y − 2

3

(
∂u
∂x + ∂v

∂y + ∂w
∂z

) (
∂w
∂y + ∂v

∂z

)
(
∂u
∂z + ∂w

∂x
) (

∂w
∂y + ∂v

∂z

)
2∂w
∂z − 2

3

(
∂u
∂x + ∂v

∂y + ∂w
∂z

)
 (2.19)

and so does the heat flux q∗
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q∗

x

q∗
y

q∗
z

=−
(
µ

Pr
+ µt

PrT

)
cp


∂T
∂x
∂T
∂y
∂T
∂z

 (2.20)

The vector form of the Euler equations is then given by equation (2.15) without the viscous
fluxes, i.e.

∂Q
∂t

+ ∂FI

∂x
+ ∂GI

∂y
+ ∂HI

∂z
= 0, (2.21)

2.1.5 Integral Form of the Vector Equations

The unsteady Navier-Stokes can also be written in integral form. Then integrating (Eq.2.15)
over a non-moving control volume V the Navier-Stokes equations become

Ñ
V

(
∂Q
∂t

)
dV +

Ñ
V

(
∂(FI −FV )

∂x
+ ∂(GI −GV )

∂y
+ ∂(HI −HV )

∂z

)
dV = 0 (2.22)

The time derivative can be moved outside of the integral, as the control volume is fixed. Then
using the Gauss divergence theorem to transform the volume integrals of the fluxes into surface
integrals gives

∂

∂t

Ñ
V

QdV +
Ï

∂V

(
∂(FI −FV )

∂x
+ ∂(GI −GV )

∂y
+ ∂(HI −HV )

∂z

)
dA = 0 (2.23)

where A is the surface area of the volume V . Similarly, for a fixed mesh the integral form of the
Euler equations (Eq. 2.21) become

∂

∂t

Ñ
V

QdV +
Ï

∂V

(
∂FI

∂x
+ ∂GI

∂y
+ ∂HI

∂z

)
dA = 0 (2.24)

2.2 Domain Discretisation

An important aspect of most CFD simulations is the requirement to geometrically discretise the
physical domain delineating the region around a certain solid body that is subject to a fluid flow.
The governing equations are put into discrete form and solved on this computational grid, or
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mesh, and the efficiency of algorithms and the accuracy of respective solutions depend on
the mesh properties [56]. The mesh therefore divides the domain into discrete elements, or
cells, composed of a finite number of boundary faces, which are in turn defined by edges and
vertices, or grid nodes [58]. Meshes are then typically classified as structured or unstructured
(see Figure 2.1).

(a) (b)

(c) (d)

Figure 2.1: Examples of (a) regular Cartesian structured mesh; (b) C-type structured grid and;
(c), (d) tetrahedral unstructured mesh.
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A structured mesh encompasses lines and points that can be numbered consecutively and
logically indexed, as for example in a simple Cartesian grid. This characteristic directly provides
neighbour connectivity information and simplifies the programming, data access and storage
during the solution of the equations. There exists some special types of this grid, e.g. boundary-
fitted non-orthogonal O, C and H meshes. Also within this class are multiblock meshes, which
allow for some localised refinements. However, for geometrically complex domains generating
structured grids can by extremely difficult [56].

For geometrically complex domains, an unstructured mesh has the advantage that control
volumes can take arbitrary convex polyhedral shapes to adapt to the domain, e.g. hexahedra,
prisms, pyramids or tetrahedra in 3D. The trade-off is the requirement for explicit specification of
nodes and connectivity and the resulting more complicated coding of the system of equations
[56].

The accuracy of the CFD solution greatly depends on the mesh elements topology. The simplest
algorithms that evaluate convective and diffuse fluxes and interpolate variables usually provide
better approximations on quadrilaterals or hexahedra, compared to triangles or tetrahedra.
This is due to the multiple symmetries and parallelism between cell faces. This preference
for quadrilaterally-faced elements is especially true near solid boundaries. Particularly when
resolving the boundary layer in viscous computation, or if there is a need to construct grid lines
following some streamlines of the flow [56].

Another factor that affects the accuracy is the distribution of elements within the computational
domain. A smoothly varying solution distribution would be ideal, where there is an optimal
smooth transition between neighbouring cells with different sizes. This can be controlled by
the user, who normally has prior knowledge about regions in the flow under analysis where
the variables are expected to vary considerably and hence require a higher level of mesh
refinement and higher number of elements. The smaller spatial resolution would reduce the
discretisation error and capture any flow discontinuity. This can also be achieved through
multiple iterations, where the solution obtained with an initial coarser mesh indicates to the user
where to refine locally in the subsequent grid, forming a solution adaptive mesh generation
technique. Similarly, systematic mesh refinements while maintaining the grid topology and
relative distribution of grid points is a method to estimate and analyse discretisation errors [56].

It should be noted that grid generation is usually a fundamental stage of CFD simulation,
consuming the largest amount of time spent by an experienced user in pre-processsing. The
goal being to optimise the quality of the mesh as much as possible, as this generally results in
a more accurate solution [56].
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2.3 Flow Solver Approaches
Mesh based CFD solvers can be split into three types according to the approach used to
discretise the governing partial differential equations into an appropriate form that can be
solved numerically [56, 58]. These types are: finite difference, finite element and finite volume.

The finite difference method (FDM) employs the differential form of the conservation equations
(Eq. 2.15) to obtain one system of algebraic equations per grid node. Approximations of the
partial derivatives then lead to the solution in terms of variable values at these nodes. Usually
applied to structured meshes and exploiting their readily available neighbour and connectivity
information, these approximations of first and second order derivatives are obtained through
Taylor series expansion or polynomial fitting based on local nodal values and the mesh topology.
In general, FDM is an effective method to be applied to simple geometries and regular grids,
provided that care is taken in enforcing conservation [56].

The finite element method (FEM) is closely related to the finite volume method as both solve
the equations in integral form, but belong to different classes of the same weighted residual
methods. FEM is developed from the Galerkin finite element formulation and the method
assumes an analytical representation of the solution within each grid cell. This is based on
the unknown variable values at the respective vertices and so-called shape functions, typically
low-order piecewise polynomials. Similar functions are also used as weights when integrating
the conservation equations (Eq. 2.23) to result in algebraic equations that interconnect the
nodal values and minimise the residual, i.e. the error introduced by the approximations [56, 63].

The Finite Volume Method (FVM) is the numerical solution method most widely used in
commercial and open-source CFD codes due to its general applicability to a wide range of
fluid flow problems in polyhedral grids [64]. The FVM also applies the integral form of the
equations to control volumes that cover the computational domain, which may be the mesh
cells themselves or auxiliary or dual mesh cells [56, 64]. Since flux leaving one control volume
will enter the adjacent control volume, the method is conservative at the mesh cell level. The
method is also mathematically simple [64] and other numerical approximation techniques of
interpolation, differentiation and integration can be easily embedded in its formulation. In this
work the flow solvers used to generate the CFD data are finite volume methods.

2.4 Finite Volume Methods

2.4.1 Solution Storage

There are many possibilities in terms of distribution of solution storage locations within the
computational domain for the system unknowns [56]. In the cell-centred (CC) approach,
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variables are stored at the centroids of cell elements and the control volumes coincide with the
cells formed during the mesh discretisation. In the vertex-centred approach (VC), the variables
are stored at the grid nodes and the control volumes are usually formed by connecting the
centres of the neighbouring cells directly or also considering the centroids of the adjacent
edges, forming the the so-called dual cell [58].

Diskin et al. [65] and Diskin and Thomas [66] studied the performance of both these ap-
proaches for grids with different levels of regularity and isotropy using multiple differencing
schemes. In both the inviscid and viscous flows studied, the approaches had shown very
similar computational complexity, discretisation errors (second-order of accuracy) and conver-
gence rate [65, 66]. However, since the VC approach requires additional storage and special
treatment of the boundaries and respective boundary conditions, the CC approach is more
widely employed for CFD simulations in the aerospace community [58].

In some solvers hybrid storage solutions are used [67]. For example, in the pressure correction
method applied to incompressible flow, the pressure is stored on mesh nodes and velocities are
stored at face midpoints. For this scheme this offers a solution to the problem of chequerboard
instabilities and simplifies the calculation of fluxes at cell faces [67].

2.4.2 Overview of Solvers for Steady Flow

A large number of different finite volume algorithms have been developed to solve the Navier-
Stokes and Euler equations for compressible flow. For steady flow, some solvers directly solve
the steady form of the equations, however a common and efficient approach is to solve the
unsteady equations and use the same time-stepping or time-marching approach used for
unsteady flows. The solution is advanced in time until it reaches a steady-state as the time
derivatives tend to zero. The key differences between time-marching schemes then lies in the
different approaches to spatial discretisation (the evaluation of the convective and dissipative
fluxes) and time integration [56, 58]. More detail is given below for the two codes used in this
research.

2.4.3 Boundary Conditions

The discretised system of algebraic equations obtained following spatial and temporal discreti-
sation is composed of a set of conservation equations for each control volume. In order to solve
these equations, boundary conditions are also required. Physical boundary conditions are
required to enforce flow physics, for example no flow through a solid surface. These boundary
conditions have to be enforced for all CFD schemes. Other boundary conditions are numerical
boundary conditions that arise due to the stencil of the specific scheme used. Cells located at
the boundary of the computational domain have a reduced number of neighbouring cells and
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the scheme stencil may require information from outside the flow domain which is unknown.
Hence such cells must be treated differently to ensure the robustness of the simulation code
[56, 58, 64].

2.5 Software Used in this Research

CFD is used to provide a rich data set in this research. However it is not a central focus of the
research and hence the choice of solver is essentially arbitrary and any suitable code could
be used. The approach taken was to make use of the open-source CFD software available.
These codes normally provide a comprehensive tutorial collection and corresponding user
guide to preprocess, run and postprocess the examples. Two different software packages
widely adopted in CFD research were used to predict the flow field for the three main test
cases analysed. The cases concern compressible flow over:

1. an axis-aligned cylinder;
2. the NACA 0012 aerofoil;
3. the Onera-M6 Wing.

Case 1 was selected due to the existence of shadowgraphy experimental data associated
to this physical problem, which is then used to validate the light simulation framework (see
Chapter 3 and Section 4.2). Cases 2 and 3 are, in turn, classical problems in aerodynamics and
CFD, frequently employed in the validation of solvers, given also the availability of experimental
studies of all forms and respective reports on these examples. Involving two and three-
dimensional analyses of transonic wings, respectively, these physical problems represent a
logical progress towards a realistic simulation of a shockshadow over an aircraft. In fact, an
additional case for the flow over a full civil aircraft model research configuration (developed
and shared by Airbus for multi-disciplinary studies) was simulated using the TAU flow solver
[68] on one of the standard meshes provided. However, the light propagation process could
not be completed, because difficulties were encountered in converting between the TAU and
VTK structures. Some elements of the polyhedral mesh could not be processed despite many
efforts. These flow solutions are therefore not discussed further here, but are discussed in the
Future Work Section of Chapter 6.

2.5.1 OpenFOAM

The first software package used in this research is OpenFOAM (Open Source Field Operation
and Manipulation), an open-source object-oriented CFD framework, that originated at Imperial
College, London, and was later developed by OpenCFD Ltd. The code is written in C++ and
composed of multiple libraries capable of simulating a diverse range of fluid flow problems

54



2.5. SOFTWARE USED IN THIS RESEARCH

[69]. The underlying CFD mesh is generated using the OpenFOAM pre-processing utility,
blockMesh, which decomposes the computational domain into one or more three-dimensional
structured hexahedral blocks. Grid refinement is controlled by specifying the number of cells
and the grading, or cell/edge expansion rate defined as the ratio between subsequent lengths,
in each of the global coordinate directions [70].

OpenFoam employs the finite volume method to discretise the governing equations and a
cell-centred approach where the mesh cells themselves are the control volumes [58, 71].
The specific solver applied in this work to simulate flow around the aerofoil and the cylinder,
is rhoPimpleFOAM. This solves the transient compressible RANS flow equations using a
combination of the PISO and the SIMPLE iterative algorithms [72, 73]. Both the axis-aligned
cylinder case and the NACA 0012 case are run as RANS simulations.

For these simulations, a κ−ω model is used to close the system of equations and model
turbulent fluctuations in the flow. The solution is time-stepped until a steady flow is reached
using the implicit first-order Euler scheme. The solution is then output using the OpenFOAM
post-processing utility, paraFoam [70], which is conveniently built upon the Visualization Toolkit
(VTK) as its data and graphics processing tool. VTK is an open-source software for manipulating
and displaying scientific data [74].

2.5.1.1 The PISO-SIMPLE (PIMPLE) Scheme

The PISO-SIMPLE or PIMPLE scheme is an iterative scheme used widely in open-source and
commercial CFD software. The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations)
method [75] was originally developed for steady incompressible flows. This original method
consists of an iterative predictor-corrector procedure for the pressure and velocity fields [56, 59].
Each outer iteration starts from the pressure field estimate of the previous iteration, and a
velocity field is then computed from this estimate via the momentum equations [75]. Although
the pressure and velocity fields then satisfy the momentum conservation equations, they do
not necessarily satisfy the continuity equation. Thus the fields must be corrected to enforce
mass conservation, which in turn leads to violation of the momentum conservation equation.
This process is repeated iteratively until both the continuity and momentum equations are
satisfied simultaneously [56, 58]. Note that under-relaxation of the corrections is needed in
order to achieve stability and convergence [73]. Traditionally, this type of algorithm works well
on staggered arrangements of the variables on the grid. Instead of evaluating both velocity
and pressure at the same grid points and using the same control volumes, which simplifies
programming but can generate nonphysical and/or oscillatory pressure solutions (e.g. the
checkerboard issue) [56, 58, 59], the velocity components are rather computed on a face-
centred staggered grid.
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Variants of the method relate to differences in the calculation of the corrections and the
addition of inner iterations within each outer iteration. Examples include the SIMPLER (SIMPLE
Revised) method [56, 59, 64] and the SIMPLEC (SIMPLE Consistent) method [59]. The PISO
(Pressure Implicit with Splitting of Operators) method [76] algorithm was specifically developed
for transient flows and corrects pressure and velocities twice within an inner iteration [59].
Unlike the SIMPLE algorithm the pressure-velocity coupling equation is consistent and the time
derivatives are included, hence under-relaxation is not needed. However there is a stability
constraint on the time step. The PIMPLE method combines the PISO and SIMPLE methods
and has the advantage of allowing larger time steps whilst maintaining stability. The extension
of the above methods to compressible flows requires the solution of the energy equation and
the equation of state to obtain density once pressure and temperature have been updated, as
well as modifications to the correction equations.

2.5.2 SU2

The second software used is the SU2 toolset. This is also an open-source parallelised C++
framework, designed at Stanford University to solve partial differential equations (PDEs), such
as CFD, perform multiphysics analysis and tackle constrained optimisation tasks [77, 78]. A
mesh for the Onera-M6 wing is provided within the embedded tutorials for the software, however
to allow the mesh to be adapted to adequately resolve the shock a mesh adaptation software
is also coupled with SU2. This allows the inherent flexibility of the unstructured mesh structure
to be harnessed to optimise the trade-off between solution accuracy and solver efficiency.
AMG-Lib [79], written in C and Fortran, is integrated to the CFD suite through a Python wrapper,
pyAMG [80], which controls the whole mesh anisotropic adaptation process. Using a metric-
based approach [81], a unit mesh is generated in a Riemannian metric space. Subsequently, a
metric tensor field evaluated in this space is used to express requirements in terms of size,
shape and orientation and local operators, such as edge collapse and point insertion on edge,
are applied to modify the mesh and improve it with respect to a pre-established goal [81]. One
type of goal is the minimisation of the error in the evaluation of a scalar function, e.g. the
pressure field. Finally, the flow solution is interpolated on the now adapted mesh.

SU2 employs the finite volume method to discretise the governing equations, but uses a vertex-
centred approach with control volumes around the vertices constructed from a median-dual
grid connecting the centroids and midpoints of all the faces, cells and edges of the primal mesh
[78, 82]. The specific solver applied in this work to simulate the compressible flow around
the wing implements the Jameson-Schmidt-Turkel (JST) scheme for the convective fluxes
[82, 83] and the implicit Euler method [83] for time integration. The test case considered is well
predicted by inviscid CFD so the Euler equations are solved and the solution is also output in
the VTK [74] format [77].
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2.5.2.1 The Jameson-Schmidt-Turkel (JST) Scheme

The JST Scheme [84] is a widely used scheme in aerodynamics. The method was developed
to address the deficiencies of potential flow solvers when predicting transonic flows with
shock waves that are typical of aircraft in cruise. Solutions of the steady Euler equations were
restricted by the available computing power and an efficient method was needed. A finite
volume approach was taken as the basis for the solver because it allows for arbitrary meshes
and could perform calculations on the same meshes used for potential flow simulations [84]
for a direct comparison. In the original method a cell-centred approach was adopted, with the
control volumes being the mesh cells of a structured mesh. Before the development of the JST
scheme, Euler methods were mostly time-stepping schemes, but none appeared to be able to
consistently reach steady-state solutions [85].

The time-marching approach was also adopted for the JST scheme, but the convergence issues
were overcome. The convective fluxes were evaluated using cell face values for variables,
which were obtained as the average of the values on either side of the face. In order to prevent
oscillations in the solution and drive convergence to steady state, artificial dissipation terms
were developed. After experimentation the dissipation terms in the scheme were based on
a combination of second order and fourth order differences. The second order terms are
needed near shock waves to prevent oscillations, but are not needed in smooth parts of the
flow. The fourth order difference terms are needed in smooth areas of the flow to ensure
convergence, but second order differences are not needed. Hence the dissipation adapts
according to a sensor term based on the local pressure gradient. In the original code time
integration was performed using a multi-stage Runge-Kutta scheme. For steady-state problems
convergence was possible through the use of local time-stepping where the solution was
advanced to a different time level at each step. The scheme was robust and was thus adopted
widely throughout industry and was developed further within the literature including to: RANS
simulations [86, 87], unstructured meshes [88, 89], unsteady flow on fixed and moving meshes
[90–93], cell-vertex schemes [94, 95] and incompressible flow including free surface and
cavitation problems [96–98].

In the SU2 implementation used for the wing calculations, the JST approach is used to evaluate
the convective fluxes. The formulation is cell-vertex and uses a median-dual grid which has the
cell vertex inside the dual-mesh cells which are used as control volumes. Unlike the original
Jameson implementation, time integration uses an implicit Euler scheme [82, 83] since these
are the modules used in a tutorial case within SU2 for the Onera-M6 wing.
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3
LIGHT SIMULATION FRAMEWORK

This Chapter describes the background and theory behind the methods implemented to
model the behaviour of light within a compressible flow and thus to generate computational
shockshadow images. The construction of a light simulation framework based on underlying
computational fluid dynamics simulations is the main focus of the work undertaken in this
research. The key contribution is the conception of a novel approach that brings together
existing methods in computer graphics to build the first physically realistic simulation of this
phenomenon including the generation of shockshadow images.

Here, the light simulation framework is presented broken down into the consecutive stages
undergone by light whilst travelling through the inhomogeneous medium to produce the
shockshadow phenomenon. These include a model of the sun, as a light source that provides
the energy required for direct natural shadowgraphy; the Ray Equation from geometrical optics
to retrieve the nonlinear paths of light rays within the refractive index medium; the Reflection
Equation and a practical viewing system as a means to computationally synthesise an image.

The development of a light simulation framework in this research was completed in two phases.
In the initial implementation the code was written in the C++ programming language and based
primarily on the Computational Geometry Algorithms Library (CGAL [99]). This approach was
employed to develop prototypes of all of the chosen models for light emission, propagation,
refraction and reflection. CGAL was adopted as it is widely used within the computer graphics
field and hence this seemed the most appropriate tool to develop the light simulation. However,
during the project it became clear that CGAL had limited capability to produce the quantities
needed to implement the process and lacked the flexibility to handle the diversity of CFD
meshes and data structures.
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Therefore, for the final implementation, codes were translated to Python and operations
performed using the open-source Visualization Toolkit (VTK [74]). This approach has yielded
a general and versatile simulation framework that can integrate CFD data from multiple
sources and solvers. Since these CFD solutions and corresponding computational grids
can vary greatly in complexity, format and physical aspects, a highly flexible implementation
framework like that provided by VTK is required. Throughout the descriptions in this chapter,
both implementations are detailed. It should be noted that the first results, and the validation and
verification assessments, were undertaken with the initial implementation. The later simulations
and the final conclusions were drawn based on the final implementation.

Given that there are many concepts and processes that comprise the simulation framework
described in this chapter, the roadmap previously presented in Chapter 1 is reproduced here
in Figure 3.1 to guide the reader through the stages of light propagation. Previously, in Chapter
2, the methodology used to model compressible flow with shock waves was described. From
these solutions, the air density field is extracted and converted into the refractive index medium
through the Gladstone-Dale relation (see Eq. 1.1 in Section 1.3), which then dictates the
behaviour of light. The path of light starts at emission, goes through the actual propagation
and refraction, before and after reflection, and ends at the image synthesis process.

Figure 3.1: Roadmap for this Chapter.
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3.1 Light Emission

In rendering engines where physics has a lower priority than the visual aspect of the images
generated, light sources are usually represented as a single value of brightness or a RGB
colour triplet. The latter is sometimes already compressed in the range [0,1] or [0,255] for
8-bit per channel images. However, in the real world, the range of illumination available varies
drastically between the different types of light sources. This is especially true if those naturally
occurring, like the sun, are compared against the ones artificially created, such as a tungsten-
filament bulb or a fluorescent lamp [100]. When physical realism is required, the challenge then
becomes to correctly model these real light sources when rendering. Although the assumption
that they can be similarly represented as a white RGB [1.0,1.0,1.0] or a randomly selected
brightness value [101] can result in visually appealing images, this is physically incorrect. In fact,
the amount of energy emanating from each light source and contributing to the image formation
is distinct. Moreover, the spectral distribution of this radiant energy when interacting with the
spectral reflective properties of objects under illumination will influence the final perception of
their colours, which will differ depending on the source [100].

3.1.1 Spectral Radiant Energy

Radiometry is the study of the propagation of electromagnetic radiation in an environment [102].
Radiometric theory provides the physical foundation upon which rendering engines can be
built. By describing radiative transfer phenomena based on geometric optics fundamentals, the
behaviour of light is assumed to be linear, energy conserving, in equilibrium and not involving
polarisation, fluorescence nor phosphorescence [103]. In the modelling of physically-based
light sources in a rendering engine, two radiometric quantities are of importance. The first is
the radiant flux or power, Φ, which is the total radiant energy passing through a region in space
per unit time. The second is irradiance, E, the flux density (per unit surface area) arriving at a
surface [103, 104]. Mathematically, the radiant flux and the irradiance are described as [104]

Φ= dQ
dt

(3.1a)

E = dΦ
dA

(3.1b)

where: Q = hc/λ is the radiant energy; h = 6.62620×10−34 Js is the Planck’s constant; c =
2.998×108 m/s is the speed of light in a vacuum and λ is the wavelength of the light. Radiant
flux and irradiance have units of watts (W) and watts per square meter (W/m2), respectively.
The solution to realistic light source modelling lies therefore on the spectral characteristics of
these quantities, which can be represented by a spectral distribution, i.e. a description of the
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amount of light at each wavelength [103]. More specifically, in the present research the radiant
flux distribution in the visible spectrum (i.e. wavelengths between approximately 390 [nm] and
770 [nm] [105]) is the power from the light source used when solving the Rendering Equation
with the Photon Mapping technique [102]. These are the models of image synthesis described
in Section 3.4. This radiant power can be obtained from respective irradiance distributions.

The book by Iqbal [105] presents data and methodology for determining quantitatively the solar
radiation that reaches the surface of the earth. The energy emission from the sun concentrates
in the thermal range of wavelengths, i.e. from 200 [nm] to 106 [nm], and depends on complex
radiation processes. The sun has an equivalent surface temperature of 5777 [K] and the
spectral radiant exitance or radiant flux density leaving its surface is often modelled under
the assumption that it behaves as a blackbody. By definition, a blackbody is an ideal surface
that emits and absorbs the maximum content of electromagnetic radiation at each and all
wavelengths, at a certain temperature (Tb), originating from all directions. Planck’s Law can
then be used to calculate the radiant flux density (Ebλ) stemming from a blackbody in a vacuum
or in a medium where the index-of-refraction is close to one. The blackbody radiation equation
is written as [105]

Eb(λ,T)= C1

λ5 [exp (C2/λTb)−1]
= 2πhc2

λ5 [exp ((hc/k) /λTb)−1]
(3.2)

where h is Planck’s constant, k = 1.3807x10−23 [J/K] is Boltzmann’s constant, c is the speed
of light in the medium, C1 = 3.7427x108 [Wµm4m−2] and C2 = 1.4388x104 [µmK] are the first
and second radiation constants. Therefore, considering the example of a surface normal to the
light rays placed at the mean distance between the sun and earth, r0 = 1.4960x108 [km], and
the mean radius of the solar disk as rsun = 6.9598x105 [km], the extraterrestrial solar spectral
irradiance arriving at this surface is determined by Eq. 3.3 and plotted over the spectrum in
Figure 3.2.

Esur f (λ)= φsun(λ)
4πr2

0
= Eb(λ,5777K) 4πr2

sun

4πr2
0

(3.3)

Knowledge of the extraterrestrial solar spectrum is valuable in a variety of fields of study, from
astrophysical research to photovoltaic power systems deployed in high-orbit satellites and
vehicles. Moreover, terrestrial solar energy applications also have an interest in this distribution,
as the radiation that reaches the earth’s surface influences solar power generation and even
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Figure 3.2: Extraterrestrial spectral irradiance from the sun as blackbody at T = 5777 K
evaluated at the mean sun-earth distance.

global warming. These depend on the energy arriving on the outer edge of the atmosphere
and the subsequent attenuation by the atmosphere’s constituents [105, 106].

However, Planck’s blackbody radiation equation for the energy emission from the sun is an
idealisation which does not capture the real situation. The sun is a gaseous body with a
complex physical structure with multiple layers whose actual measured energy output exhibits
significant differences from the idealised blackbody curve. For example, there is a shift in the
wavelength where maximum emission occurs towards the ultraviolet region [105].

Early experiments to measure the solar spectrum were entirely terrestrially based using tech-
nologically limited techniques. The extraterrestrial distribution was then determined a posteriori
via extrapolation to a zero air mass condition. Inevitably, this approach resulted in inaccuracies.
With the development of high-altitude measuring instruments, such as observatories, research
aircraft, atmospheric balloons and spacecraft, a multitude of extraterrestrial solar spectra
have been gathered. However these have been obtained under different conditions, covering
different bands of the spectrum and having different wavelength resolutions. Consequently the
current approach to determine the terrestrial distribution is to use radiative transfer models that
take into account the atmospheric interaction with light. Given the existence of multiple sources
of information, complete extraterrestrial (and terrestrial) spectra are built as a combination of
the available partial data and modelling methodologies, however these represent only average
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conditions [106].

A complete composite extraterrestrial spectra was developed by the National Aeronautics
and Space Administration (NASA) and Thekaekara [107]. It was later revised by the World
Radiation Center (WRC) and Wehrli [108] to address some issues concerning the experiments
that the former spectrum was based on. Both of these spectra have been long in circulation
and have been widely adopted. The NASA/Thekaekara spectrum served as the basis for a
standard in terms of extraterrestrial solar spectral irradiance intended for aerospace application,
published by the American Society for Testing and Materials (ASTM) [109]. The standard
(ASTM E490 - [110, 111]) was modified in 2000 and it now employs partial spectra from
other sources. The WRC/Wehrli spectrum was specifically designed to better match the solar
constant recommended by the the World Meteorological Organization (WMO), 1367 [W/m2],
who then adopted the spectrum also as a standard. The solar constant is ’the rate of total solar
energy at all wavelengths incident on a unit area exposed normally to the rays’ [105] evaluated
at the mean sun-earth distance. This spectrum is also the extraterrestrial reference used in
the ASTM G173 standard for terrestrial applications [112, 113]. Figure 3.3 depicts both the
NASA/Thekaekara and WRC/Wehrli solar extraterrestrial spectral irradiance distributions.

Figure 3.3: NASA/Thaekara and WRC/Wehrli composite solar irradiance spectra.

3.1.2 Colour Representation

Colour becomes a quantitative attribute only when the light scattering properties of the en-
vironment are analysed from the physiological view of the human visual system. Colour is a
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phenomenon with an intrinsic psychological nature. It can be measured in a way equivalent
to the photodetection that occurs inside human eyes, i.e. considering the three cone cell
responses to a stimulus that are sensed, and together compose human vision [100]. Cones are
photoreceptors present in the retina, divided in three categories according to their sensitivity to
long, medium or short wavelength ranges. The combination of the signals produced by these
cells is then responsible for colour vision. Colorimetry is therefore based on Grassmann’s Laws
of additive colour matching. These are mathematical rules for combining three primary colours
and completely matching any other colour stimulus, according to the trichromatic generalisation.
This combination is nothing more than the simple addition of power distributions of different
lights over the wavelength spectrum which has an inherent assumption of linearity [100].

Each of the three colour components is thus the result of a sensitivity imposed on the power
distribution (Φ) being received as a stimulus at each wavelength λ, integrated over the spectrum,
as demonstrated in Eq. 3.4. In practical cases, these sensitivities are colour-matching functions
(r, g,b) which, when integrated, specify the proportions of each of the three primaries required
to generate a colour match, resulting in the so-called tristimulus values (R,G,B). The red (R),
green (G) and blue (B) primaries are presented only as an example, as other colour spaces also
exist. The trichromatic generalisation underpins methods for measuring, comparing (matching)
and communicating colours [100].

R =
∫
λ
Φ(λ) · r(λ)dλ (3.4a)

G =
∫
λ
Φ(λ) · g(λ)dλ (3.4b)

B =
∫
λ
Φ(λ) ·b(λ)dλ (3.4c)

Data from experiments on colour matching performed in the 1920s and 1930s was used by
the Commission Internationale de l’Éclairage (CIE) to establish a standard in terms of colour
matching functions and a respective set of primaries [100]. The well known and still used CIE
1931 standard observer and CIE XYZ tristimulus values are characterised mainly for the colour
matching functions that are all positive and the Y channel that directly corresponds to luminance
measurements [100]. Wyman et al. [114] provide analytical fits for the CIE 1931 standard
observer, x̃31 (λ), ỹ31 (λ) and z̃31 (λ). These colour matching functions, obtained through multiple
piecewise continuous Gaussian fits for each spectral curve (amongst other fit options available
in [114]), are less error-prone than the widely available tabulated values. If taken as sensitivity
functions to the spectral radiant power from any stimulus, and integrated over the spectrum,
the colour matching functions provide the tristimulus colour representation in the XYZ space.
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The 1931 standard observer multi-lobe piecewise Gaussian fit is given by [114] (see also Table
3.1)

x̃31 (λ)=
2∑

i=0
αx̃i exp

(
−1

2
[(
λ−βx̃i

)
Sx̃i

]2
)

(3.5a)

ỹ31 (λ)=
1∑

i=0
α ỹi exp

(
−1

2
[(
λ−β ỹi

)
S ỹi

]2
)

(3.5b)

z̃31 (λ)=
1∑

i=0
αz̃i exp

(
−1

2
[(
λ−βz̃i

)
Sz̃i

]2
)

(3.5c)

Sx̃i , ỹi ,z̃i =
γx̃i , ỹi ,z̃i (see Table 3.1), if λ<βx̃i , ỹi ,z̃i

δx̃i , ỹi ,z̃i (see Table 3.1), otherwise
− (3.5d)

Table 3.1: Coefficients for the analytical fits of the CIE XYZ colour matching functions. Data
reproduced from [114].

x̃0 x̃1 x̃2 ỹ0 ỹ1 z̃0 z̃0

α 0.362 1.056 -0.065 0.821 0.286 1.217 0.681
β 442.0 599.8 501.1 568.8 530.9 437.0 459.0
γ 0.0624 0.0264 0.0490 0.0213 0.0613 0.0845 0.0385
δ 0.0374 0.0323 0.0382 0.0247 0.0322 0.0278 0.0725

The luminance quantity embedded in the Y channel is the photometric equivalent of the
radiometric radiance. Radiance (L) is the radiant flux per unit projected area (A⊥) per unit
solid angle (ω), as defined in Eq. 3.6 [104]. It represents the amount of radiant power at a
point in space, arriving from a certain direction in a surface area perpendicular to this direction
[104]. It is the quantity of interest for rendering algorithms, as it will be described in Section 3.3,
and understanding its relationship to vision is therefore important. Similar to the trichromatic
approach to colour representation, luminance therefore addresses the psychological and
physiological aspects of radiance with respect to the human visual system [100].

L = d2Φ

dA⊥dω
(3.6)

The all-positive characteristic of the colour matching functions means that the CIE XYZ colour
space cannot be recreated in a device. The space is viewed as device-independent, since
some tristimulus values in this space are not even physically realisable and do not correspond
to any physical colour. Therefore, the CIE XYZ colour space is normally considered unsuitable
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for most imaging synthesis computations. It is rather a computational artifice [100], or a
standard intermediate between spectral radiance and any other trichromatic device-dependent
colour space under which displays tend to operate. These are usually efficiently encoded and
customised for specific hardware and software [100]. The XYZ triplets are thus commonly used
in physically-based renderers (e.g. spectral path tracer) [114].

Therefore, to convert between the device-independent XYZ colour space and any other,
a simple 3x3 matrix can perform the transformation, according to Grassmann’s Law. The
conversion matrix, specific to each pair of colour spaces under analysis, depends on the
specification of the three primaries and the white point, i.e. the vectors (1,0,0), (0,1,0), (0,0,1)

and (1,1,1), respectively [100]. The recommendation ITU-R BT.709 [115] provides those
specifications for HDTV, typically used in video and computer monitors, and they are exactly
the same as that of the sRGB colour space, a standard designed to specifically represent
computer displays. It is important to note that there are many classes of RGB colour spaces,
each encoded according to an specific display device, and the sRGB is just an attempt to
provide a standard for computational activities [100].

The conversion matrices between the sRGB and CIE XYZ colour spaces are given as [100]


X

Y

Z

=


0.4124 0.3576 0.1805

0.2126 0.7152 0.0722

0.0193 0.1192 0.9505




R

G

B

 (3.7a)


R

G

B

=


3.2405 −1.5371 −0.4985

−0.9693 1.8706 0.0416

0.0556 −0.2040 1.0572




X

Y

Z

 (3.7b)

Brightness is the attribute according to which different visual stimulus or colours can be judged
in terms of how intense they are or how much light (photons) they contain [100]. It is perceived
by the human visual system in a way that differences between darker colours are much more
noticeable [116]. Physiologically, a power relationship with an exponent smaller than one
compress the high values of intensity and increase the sensitivity to lower values. For this
reason, display devices normally operate according to the inverse of this relationship [100, 116],
which means that variations in electrical voltage inside the hardware of the apparatus will
result in the same variation of colour perceived by the spectator. This way the correct physical
brightness is mapped and displayed, although internally to each of these systems the signal
processing is nonlinear. In terms of colours, signals are dimmed by displays and brightened by
the human visual system.
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Therefore, when working with digital imaging, before submitting the radiometric quantities
calculated in each pixel to the rendering pipeline for the image to be synthesised, the colour
triplets have to be prepared by applying the inverse of the monitor’s nonlinear power law, a
process called gamma correction [100, 116]. This process is represented in Figure 3.4, where
I is the sRGB/XYZ representing linear luminance or radiance, I I is its gamma corrected value
sent for rendering and display and I I I is the signal presented to the observer by the computer
display.

II

II

III

II

II

Figure 3.4: The gamma correction process.

The nonlinear power law is given by

Lnonlinear = L1/γ
l inear (3.8)

and although each display device operates according to its own specific gamma value, γ= 2.2

is usually employed in computer graphics.

Analogously, the 8-bit depth images computed in the sRGB colour space containing 256 colour
shades per channel are usually encoded according to a nonlinear relationship between the
radiance or luminance values they represent and the actual colour values that they store [100].
This allocates more memory to the darker colours, which are more perceptible to the human
visual system [100]. The actual conversion between the linear sRGB triplets obtained via Eq.
3.7 and their respective nonlinear values, a process called gamma encoding, is given by [100]
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Rnonlinear =
(1+ f )Rγ

l inear − f , t < Rl inear < 1

sRl inear, 0≤ Rl inear ≤ t
(3.9a)

Gnonlinear =
(1+ f )Gγ

l inear − f , t <G l inear < 1

sG l inear, 0≤G l inear ≤ t
(3.9b)

Bnonlinear =
(1+ f )Bγ

l inear − f , t < Bl inear < 1

sBl inear, 0≤ Bl inear ≤ t
(3.9c)

where the constants are given as: f = 0.55, γ= 1/2.4, s = 12.92 and t = 0.0031308 [100].

3.1.3 Directional Light

In computer graphics, a directional light source concerns parallel light rays that are emitted
all in the same global direction [104]. This is an acceptable approximation for distant lights or
point lights at infinity [103], such as the sun illuminating a scene located on earth [102, 103].
This approximation therefore is a simple mathematical abstraction [104] and does not have any
physics basis [102], as it neglects the geometric blur that occurs due to the finite size of the
sun [1]. Nevertheless, it is still very often employed in rendering. This is done by directing light
rays based on positions outside and inside the scene, and by projecting the area of the scene
that is illuminated and specifying the power of the light source in terms of radiant exitance or
irradiance. The irradiance arriving at the illuminated objects decouples the light source from
the dimensions of the scene [102].

The direction and position of light together compose the five dimensions necessary to describe
radiance [102], or the restriction of radiant energy in time, space and direction [104]. Since
this energy transported by photons along a solid angle towards a surface area is closely
related to the colour sensed by a light detection device [102], and a light ‘ray is a line drawn
in space corresponding to the direction of flow of radiant energy’ [13], it is logical to compute
this radiometric quantity in ray tracing algorithms [102, 104]. In a vacuum, radiance is constant
in both directions along a linear light ray and it can be defined anywhere in space [102, 104],
making it plausible to be evaluated at a surface reflecting light and at a sensor receiving light.
In nonlinear media where the refractive index varies continuously so does radiance [102].
However, in compressible flow even with the presence of inhomogeneities, e.g. shock waves,
the refractive index of air is still approximately close to one. Therefore this variation of radiance
due to nonlinearities is not taken into account in this study.
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3.1.4 Light Source Model

In the initial CGAL light simulation framework sunlight is modelled as a simple white RGB
colour ([1.0,1.0,1.0] or [255,255,255]). However, whilst this was acceptable for the development
of the basic nonlinear ray tracing methodology, this is a non-physical simplification of the real
situation. In the final VTK light simulation framework the aim was to implement a higher fidelity
model of the sun. Whilst any of the spectra presented in Section 3.1.1 are options to model
sunlight, the final VTK implementation uses Planck’s blackbody radiation equation evaluated
at 5777 [K] and at the mean sun-earth distance, i.e. Eq. 3.3. Although the behaviour of the
sun’s terrestrial radiation does not completely agree with the emission from a blackbody, this
spectral distribution is able to model the total amount of energy from the sun and its wavelength
dependence with a reasonable level of accuracy. Since these are the two primary factors that
enable the physically correct representation of the sun as a light source in the computational
shockshadow generation, this is a reasonable simplification.

However, the spectral irradiance distribution presented in Figure 3.2 cannot be employed
directly in the global illumination algorithm. Instead, it has to be integrated over the visible
spectrum in order to derive the total radiant flux density arriving at the mean sun-earth distance.
During this integration, the spectral distribution is also multiplied by the analytical fits for the
CIE XYZ colour matching functions provided by Wyman et al. [114], described in Section 3.1.2,
thus representing the irradiance in the XYZ colour space.

Light rays are then originated at evenly distributed positions above the surface to be illuminated
and emitted in a single direction, according to the directional light source approximation
mentioned in Section 3.1.3. In the initial implementation this direction is determined solely
based on the global coordinate directions implicit in the fluid flow solution of the cases analysed
and only planar angles are used. In the final implementation an approach more in agreement
with the flight experimental analysis performed by Fisher et al. [16] is taken, with the quarter-
chord line of the wing used as a reference. From this reference both an azimuth and an
elevation angle are measured in order to determine this global direction of light, as depicted in
Figure 3.5.

These light rays represent not only a direction normal to the light wavefront [13] that will be
traced through the solution of the Ray Equation during the illumination stage, but also represent
photons, the carriers of the light radiant flux that are used in Photon Mapping during the visibility
stage. Each photon is therefore assigned with an equal fraction of the total power arriving
from the sun at the wing surface. In the initial implementation, this is simply the RGB value
assigned to the source divided by the number of emitted photons. In the final implementation,
the tristimulus XYZ values of the total power are evaluated by projecting the wing surface in
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c/4

Azimuth
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XY
Z

Figure 3.5: Layout of the azimuth (Θ) and elevation (Φ) angles with respect to the wing quarter-
chord line (c/4), used to determine the sun illumination direction.

the desired direction of light emission, as shown in Figure 3.5, and multiplying the area of
this projection surface by the previously calculated total irradiance. Finally, the colour triplet is
converted to the sRGB colour space, as described in Section 3.1.2, which is more appropriate
to be displayed in pixels on a screen.

Figure 3.6 summarises these decisions related to the modelling of light emission in the
initial and final implementations. Figure 3.6(a) shows the development of the light simulation
framework along the roadmap of this Chapter and Figure 3.6(b) illustrates the final process of
light emission employed.

3.2 Light Propagation and Refraction

The idea behind ray tracing has been used for a long time in optics to design lenses [117]
through the analysis and evaluation of the paths followed by light rays in optical systems.
Following the same principles, a computer graphics technique that adopts the same name
has found its niche in the generation of digital or synthetic two-dimensional pictures of the
three-dimensional world [118]. This process has traditionally embedded the assumption that
light rays propagate in linear trajectories. When it comes to refraction this phenomena has
been modelled simply by applying Snell’s Law [13] at the boundaries of objects, or between
different media of different but constant refractive indices [119, 120].
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(a)

XYZ

(b)

Figure 3.6: (a) Roadmap of the current progress in terms of light modelling, and (b) graphic
representation of the light emission model used in the final implementation.

However, in a gradient-index media the index-of-refraction is not constant or homogeneous,
but varies continuously in space [120]. This situation arises in compressible aerodynamics and
light rays propagate along nonlinear trajectories (curved paths) [120, 121]. In practice, it is
usually impossible to accurately predict the profile of the refractive index, hence the reason
why the mathematical equation that governs the behaviour of light in optical media has to be
solved in order to obtain the light path, at least approximately.

3.2.1 Nonlinear Ray Tracing

Some authors attempt to simplify the ray tracing process by classifying distinctive types of
optical property distributions [117, 122, 123] or deriving analytical light ray paths [119, 120].
However, these studies make assumptions regarding the spatially varying media that are too
restrictive. In more general physical simulations, the alternative is to obtain the nonlinear light
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ray path via integration of the light ray equation coming from the geometrical optics domain.
A number of different numerical schemes appear in the literature [119], however most of the
approaches involve a piecewise linear approximation of the light rays [120]. This concerns
an assumption of a locally constant index-of-refraction within each integration step, which
constrains the step size required for accurate solution and can lead to high computational costs
[119].

3.2.2 Ray Equation of Geometrical Optics

The mathematical equation that governs the behaviour of light in optical media is derived from
Fermat’s principle [24]. The principle states that light rays travel between two points in a certain
medium following a path that establishes the minimum traversal time. This can be posed as a
Calculus of Variations problem by considering the three possible types of optical media and
the definition of an optical path length (OPL).

Homogeneous media are described by a constant index of refraction; isotropic inhomogeneous
media are those where the index of refraction is a function of the location in space; and
anisotropic media are the ones where the refractive index also depends on the light ray
direction [26]. An OPL is the distance traversed by the light in a vacuum over the same time
(ttravel) it takes to travel a limited distance in a medium (lmedium) with a certain index of
refraction (n), defined as [124]

lmedium =
∫ 2

1
ds (3.10a)

ttravel =
lmedium

v
= lmedium

c/n
(3.10b)

OPL = cttravel = nlmedium =
∫ 2

1
nds (3.10c)

where c and v are the speeds of light in a vacuum and in the homogeneous medium, respec-
tively, and ds is an infinitesimal distance along the light ray path. This definition can also be
expressed in terms of the time of transit between two points (T) [26]

T =
∫ 2

1
dt =

∫ 2

1

1
v

ds =
∫ 2

1

n
c

ds = OPL
c

(3.11)

In an isotropic inhomogeneous medium a variational integral (I) corresponding to the OPL is
written as [26]
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I =
∫

n (x, y, x)ds =
∫

n (x, y, x)
ds
dt

dt =
∫

n (x, y, x)

√(
dx
dt

)2
+

(
d y
dt

)2
+

(
dz
dt

)2
dt (3.12)

Fermat’s principle is then a statement of minimisation of the optical path length [124] or a
mathematical problem of finding the curve in space for which the variational integral is an
extreme [26]. A general and parametric form of the variational integral is [26]

I =
∫ p2

p1

f
(
x(t), y(t), z(t),

dx(t)
dt

,
d y(t)

dt
,
dz(t)

dt

)
dt (3.13)

where f is a function determined by the nature of the problem to be treated by Calculus of
Variations. This can be solved by first converting it to the Euler equations, and although the
mathematical treatment is outside the scope of this work, it is available in [26]. The respective
Euler equations are

d
dt

∇t f =∇ f (3.14)

where ∇ f is the gradient vector of the function f and ∇t f = 〈 ∂ f
∂(dx/dt) ,

∂ f
∂(dy/dt) ,

∂ f
∂(dz/dt) 〉. This is a

system of coupled ordinary differential equations whose solution or extreme arc is dependent
on the main function, and on the boundary conditions. These boundary conditions are the fixed
initial and terminal points connected by the respective spatial curve. Therefore, comparing
Eq. 3.12 and 3.13, the paths adopted by the light rays in inhomogeneous optical media are
the particular parametric curves, −→r (t) = 〈x(t), y(t), z(t)〉, that minimize the optical path length
or, analogously, solve the variational calculus problem by satisfying the Euler equations.
Considering

f = n(−→r )|−→r ′(t)| = n(−→r )

√(
dx(t)

dt

)2
+

(
d y(t)

dt

)2
+

(
dz(t)

dt

)2
(3.15a)

∇t f = n(−→r )
−→r ′(t)
|−→r ′(t)| (3.15b)

∇ f =∇n(−→r )|−→r ′(t)| (3.15c)

The Euler equations then become
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d
dt

n(−→r )
−→r ′(t)
|−→r ′(t)| = ∇n(−→r )|−→r ′(t)| (3.16)

Taking the norm of the tangent vector of the arc length at a point as

ds
dt

= |−→r ′(t)| (3.17)

and rearranging the Euler equations in terms of the arc length parameter (ds), the so-called
Ray Equation for an inhomogeneous medium then is

d
ds

(
n (⃗r)

dr⃗
ds

)
=∇n (⃗r) (3.18)

3.2.3 Solution of the Ray Equation

The solutions of the Ray Equation (Eq. 3.18) for an isotropic inhomogeneous medium provide
the paths followed by light rays in nonlinear media. A compressible fluid flow has a varying fluid
density and thus can be characterised as a field of this type [22]. Given the Gladstone-Dale
relation that relates the density to the refractive index of air, presented in Section 1.3, the
propagation of light through this fluid flow can be captured by solving the ray equation.

As detailed by Sakamoto [125], algorithms to approximately solve the Ray Equation can be
developed based on a transformation of the independent variable. This transformation is written
in terms of the arc length along the ray or simply ray path, s, and a power of the refractive index,
nk. One of the main references in ray tracing methods for gradient-index media [121] concerns
the case in which k =−1 and the new independent variable is called the quasiray path [125].

Following Sharma et al. [121] the equation for t is

t =
∫

1
n

ds (3.19)

and hence dt is given by

dt = ds
n

(3.20)
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Then using these substitutions in Eq. 3.18 and the definition of the unit tangent vector T̂ = dr⃗/ds

yields a new system of two ordinary differential equations

d2⃗r
dt2 = n∇ (n)= 1

2
∇(

n2)
(3.21a)

dr⃗
dt

= T⃗ = ncos(α) i⃗+ncos
(
β
)

j⃗+ncos
(
γ
)
k⃗ (3.21b)

These equations can be solved iteratively to give the position of the light ray r⃗ and the tangent
vector T⃗ along its incremental path ds (parameters represented in Figure 3.7), given the angles
α, β and γ between the tangent and the coordinate axis directions and the refractive index
distribution.

Figure 3.7: Variables that describe light rays in the Ray Equation.

3.2.3.1 Adaptive Integration

Runge-Kutta (RK) methods have been used extensively in optics to solve the ray equation
due to their computational efficiency. Two approaches are possible since the ray equation
(Eq.3.21a) is a second-order ordinary differential equation (ODE) [126, 127]. The first approach
reduces the problem to a system of two first-order differential equations by introducing a new
variable corresponding to the first derivative of the dependent variable (T⃗ in Eq. 3.21b). Each
new first-order ODE, one for dr⃗/dt and one for dT⃗/dt, can then be solved approximately using
standard RK methods, resulting in interdependent numerical formulae at each integration step.

This approach has been used in the widely cited paper by Sharma et al. [121], who uses a
simplified form of the traditional fourth-order RK method. This simplification, which reduces the
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number of function evaluations in the traditional algorithm, is only possible because there are
no first order derivatives on the right hand side of Eq.3.21a.

The second approach directly integrates the second-order equation employing an alternative
RK process, called Runge-Kutta-Nyström (RKN) [128] methods. Because of the absence of
the first derivatives on the right hand side, the derivation of the coefficients that compose RKN
methods is also simplified [128]. This approach has advantages in terms of computation time
and memory requirements. There are a multitude of numerical integration schemes using
the RKN approach [129–131], with different formulae, orders of accuracy and advantages
depending on the target application.

In the initial CGAL implementation of the light simulation framework the second approach has
been used. The RKN method used is a traditional and general method described by Fehlberg
[128] and is termed the Runge-Kutta-Nyström 4(5) method. This is referred to in the rest of
this thesis as the Runge-Kutta-Fehlberg (RKF) method. Described as embedded formulas, the
method provides two approximations for the light ray position vector with fourth (−→r4) and fifth
(−→r5) orders of accuracy, and an approximation for the light ray direction vector also with fourth
order of accuracy (

−→
T4). These approximations use the same function evaluations ( f0, f1, f2,

f3 and f4 in Eq. 3.22) for computational efficiency. The higher-order approximation is used
to advance the subsequent steps, a technique known as local extrapolation. The difference
between the two approximations is interpreted as an estimation of the local error (TE) in the
position of the ray at each step. This error can then be used to establish an adaptive integration
scheme with an automatic step size (h) control and adjustment procedure, based on a preset
error tolerance [132]. The RKF 4(5) formulas are then written as [128]

−→r4 =−→r0 +−→
T0h+h2

(
13

120
f0 + 3

10
f1 + 3

40
f2 + 1

60
f3

)
+O

(
h5)

(3.22a)

−→r5 =−→r0 +−→
T0h+h2

(
13
120

f0 + 3
10

f1 + 3
40

f2 +0 f3 + 1
60

f4

)
+O

(
h6)

(3.22b)

−→
T4 =−→

T0 +h
(

1
8

f0 + 3
8

f1 + 3
8

f2 + 1
8

f3

)
+O

(
h5)

(3.22c)

TE =−→r5 −−→r4 = 1
60

( f3 − f4)h2 (3.22d)

f0 =
∇n2 (−→r0

)
2

(3.22e)

f1 =
∇n2 (−→r1

)
2

→−→r1 =−→r0 + 1
3
−→
T0h+h2

(
1
18

f0

)
(3.22f)
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f2 =
∇n2 (−→r2

)
2

→−→r2 =−→r0 + 2
3
−→
T0h+h2

(
0 f0 + 2

9
f1

)
(3.22g)

f3 =
∇n2 (−→r3

)
2

→−→r3 =−→r0 +1
−→
T0h+h2

(
1
3

f0 +0 f1 + 1
6

f2

)
(3.22h)

f4 =
∇n2 (−→r4

)
2

→−→r4 =−→r0 +1
−→
T0h+h2

(
13

120
f0 + 3

10
f1 + 3

40
f2 + 1

60
f3

)
(3.22i)

Alongside these formulas, the adaptive integration setup also consists of a prescribed tolerance
ϵ for comparison with the maximum component of the local error TEmax. From a starting
step size hold, proportional to the domain discretisation, the step size control procedure
automatically adjusts it to hnew based on the ratio between the tolerance and this maximum
error. The automatic step size control and adjustment procedure is mathematically written as
[133]

hnew = holdmin
(
δmax,max

(
δmin,δ

(
ϵ

TEmax

)γ))
(3.23)

where the exponent is γ = 1/5, the safety factor δ = 0.9 is used to increase the probability
of acceptance of the error (and consequently the size) on the next step, and control factors
δmin = 0.1 and δmax = 1.5 contain the rate of decrease and increase of the size, respectively,
following the recommendations of Hairer et al. [133]. Moreover, as advised in [133], after every
step size rejection the control factor δmax is returned to 1, considering that the size has to be
decreased.

In the final VTK implementation of the light simulation framework the first approach has been
used to integrate the ray equation. The system of two first order ODEs are written in matrix
form (Eq.3.24) as

−→y =
[−→r
−→
T

]
=

[
x y z

dx
dt

d y
dt

dz
dt

]
(3.24a)

d−→y
dt

=
[−̇→r
−̇→
T

]
=

[
dx
dt

d y
dt

dz
dt

d2x
dt2

d2 y
dt2

d2z
dt2

]
=

[
ncos(α) ncos

(
β
)

cos
(
γ
)

1
2∇

(
n2)

x
1
2∇

(
n2)

y
1
2∇

(
n2)

z

]
(3.24b)

and higher order RK integration methods than those used by Sharma et al. [121] are considered.
An embedded formulae method, analogous to the RKF 4(5), is the RK 8(7) scheme due to

78



3.2. LIGHT PROPAGATION AND REFRACTION

Prince and Dormand [134]. This method is referred to as RK8(7)13M in [134] and DOPRI8 in
[133]. It is composed of approximations of the state variables with eighth (−→y 8) and seventh
(−→y 7) orders of accuracy. It was constructed with the goal of minimising the error coefficients
of the higher order approximation [133], thus allowing the setup of the local extrapolation
mode. The higher-order RKF methods derived by Fehlberg [128] are restricted in terms of
local extrapolation, as they could, in certain cases, result in inaccurate error computations if
the mode was used [133]. The DOPRI8 scheme also incorporates the FSAL (First Same As
Last) idea [133], where the last computation of each step coincides with the initial function
evaluation of the next accepted step, saving some computational effort.

The original truncation error estimator of DOPRI8 is of sixth order of accuracy. However, this
algorithm misbehaved in some practical applications, presenting loss of accuracy particularly
when applied to problems containing discontinuities [133]. Therefore, Hairer et al. [133] modi-
fied the formulae and constructed two additional approximations, of third and fifth orders of
accuracy, in order to create a composite error estimator whose convergence followed that
of the method and was in general more robust [133]. The modified algorithm was originally
written in Fortran and given the name "DOP853". Given the higher order aspect of the scheme
and the modification introduced, ’there is no easy way to present the coefficients in a tableau’
[133] or in the form of equations, but implementations of the code in different programming
languages are available in [135].

The DOP853 scheme was shown to have superior performance compared to other lower order
and classical RK methods, including the RKF 4(5), when applied to a range of mathematical
problems with analytical solutions. It has been shown to be highly effective and especially
useful for cases requiring high precision [133]. The method has been widely adopted in multiple
programming languages, platforms and libraries and it is also available as one the options
of the SciPy’s integration sub-package for solving initial value problems of ODEs [136]. This
integration method and Python package have been used in the final implementation of the light
simulation framework.

In the Hairer’s modified method, the automatic step size control and adjustment is also slightly
different to that described by Eq. 3.23. It is based on two prescribed tolerances, an absolute
ϵabs and a relative ϵrel, instead of a single one. These preset values are used to establish a
control parameter of the form [133]

cpi = ϵabsi +max
(|−→y 0i |, |−→y 8i |

)
ϵrel i (3.25)
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Then, instead of simply using the relationship between the tolerance and maximum component
of the truncation error (ϵ/TEmax) in Eq.3.23, this expression is substituted by 1/error, where
the following measure of the error [133] is used

error =
√√√√ 1

n

n∑
i=1

(
TE i

cpi

)2
(3.26)

and the exponent is also changed to γ= 1/8 to calculate the adjusted step size.

3.2.3.2 Gradient Vector Estimation

When using the RK methods to solve the ray equation, for each integration step the gradient
of the refractive index of the air squared, ∇n2, has to be evaluated at multiple interdependent
points along the light ray path. However, the calculation of ∇n2 has not been addressed directly
with respect to ray tracing algorithms [122], but rather the general numerical estimation of the
gradient vector has been approached in terms of specific applications in the fields of CFD
and computer graphics. In ray tracing, accuracy and efficiency are imperative in the gradient
vector reconstruction and interpolation processes in order to achieve a satisfactory solution of
light behaviour within the gradient-index domain. Gradient evaluation can directly affect the
speed and complexity of the integration scheme. This is especially so when the refractive index
distribution is provided as a discrete data set [122], which is the case in the present research.
If this optical property of the fluid is available as a set of vertex-based mesh values then the
gradient field is estimated in two stages: first, ∇n2 is evaluated based on the embedded mesh
and, secondly, the value of ∇n2 at every point required to trace a light ray is then found via
interpolation.

The most cited methods for gradient vector estimation in the CFD field are variants of the Green-
Gauss (GG) [137, 138] and Least Squares (LSQR) [139–141] methods. Therefore, in the initial
implementation the unweighted LSQR quadratic vertical regression (QVR) has been used to
provide the gradient. This choice of method is due to its higher order of accuracy in comparison
to the GG and the LSQR linear vertical regression (LVR). The least squares approach exploits
the connectivity information of the underlying mesh to perform an approximation of the discrete
function values stored at the vertices of the grid, in this case f (x, y, z)= n (x, y, z)2. Since using
the vertices of a grid cell as the stencil can lead to an ill-conditioned linear system [140], the
origin of the coordinate system is usually translated to the vertex where the gradient vector is
required and a vertex-centred formulation is derived. A quadratic approximation to the function
of the form
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f (x, y, z)− f (x0, y0, z0)≈ f̃ (x, y, z)= A
2

(x− x0)2 + B
2

(y− y0)2 + C
2

(z− z0)2+

D (x− x0) (y− y0)+E (x− x0) (z− z0)+F (y− y0) (z− z0)+
G (x− x0)+H (y− y0)+ I (z− z0)+ J

(3.27)

is assumed, where the subscript 0 indicates the main vertex. The gradient vector within the
stencil then has a linear form and is calculated from

∇ f (x, y, z)≈∇ f̃ (x, y, z)=


(Ax+D y+Ez)− (Ax0 +D y0 +Ez0)+G

(By+Dx+Fz)− (By0 +Dx0 +Fz0)+H

(Cz+Ex+F y)− (Cz0 +Ex0 +F y0)+ I

 (3.28)

whereas the gradient vector for the central vertex is simply

∇ f (x0, y0, z0)=
[
G H I

]T
(3.29)

The LSQR method then works by finding the (n− 1)-dimensional flat subspace in Rn, or
hyperplane in 3D, that best fits the data contained within the stencil. This is done via the
concept of minimisation of the mean square error induced by the fitting, based on regression
distances measured normally to the proposed hyperplane. This minimisation problem can be
presented on a matrix formulation as

[X ] [N]= [Y ] (3.30)

where

[X ]=


∆x2

k ∆y2
k ∆z2

k ∆xk∆yk ∆xk∆zk ∆yk∆zk ∆xk ∆yk ∆zk 1
...

...
...

...
∆x2

n ∆y2
n ∆z2

n ∆xn∆yn ∆xn∆zn ∆yn∆zn ∆xn ∆yn ∆zn 1

 (3.31a)

[N]=
{

A/2 B/2 C/2 D E F G H I J
}T

(3.31b)
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[Y ]=


f (xk, yk, zk)− f (x0, y0, z0)

...
f (xn, yn, zn)− f (x0, y0, z0)

 (3.31c)

This determinate linear system of equations can then be solved through

[X ]T [X ] [N]= [X ]T [Y ] (3.32a)

[N]=
(
[X ]T [X ]

)−1
[X ]T [Y ] (3.32b)

thus providing as part of the solution the gradient vector at the central vertex. The formulae
contained in the previous equations can be found in [139].

In the final implementation an alternative method based on parametric coordinates and shape
functions is used to estimate the gradient vector at the vertices of the mesh. This method is
available as the function compute derivative [142] provided in the PyVista package, which is a
Python wrapper for the class vtkGradientFilter [143] from VTK. Since the foundation of the final
implementation is constructed based on VTK, and the algorithms contained in the library are
computationally optimised for intended applications, the substitution was a sensible choice.

The gradient estimation algorithm implemented in the VTK filter works based on normalised
or parametric coordinate systems and shape functions, defined locally for each mesh cell
or tetrahedron. The coordinate systems are analogous to barycentric coordinates (a local
coordinate system that describes the position of a point inside a simplex, e.g. triangle, based on
the positions of the vertices of this simplex) [144]. Whilst commonly described for triangles in
two-dimensional space they are also applicable to tetrahedrons. The coordinate transformation
relationship between the global (x, y, z) and local (ξ,η,ζ) coordinate systems is given by [145]

x = x0 + (x1 − x0)ξ+ (x2 − x0)η+ (x3 − x0)ζ (3.33a)

y= y0 + (y1 − y0)ξ+ (y2 − y0)η+ (y3 − y0)ζ (3.33b)

z = z0 + (z1 − z0)ξ+ (z2 − z0)η+ (z3 − z0)ζ (3.33c)

or
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x

y

x

=


x0

y0

x0

+


(x1 − x0) (x2 − x0) (x3 − x0)

(y1 − y0) (y2 − y0) (y3 − y0)

(z1 − z0) (z2 − z0) (z3 − z0)



ξ

η

ζ

 (3.34a)

r = r0 +Jδ (3.34b)

where J is the Jacobian matrix.

The shape functions are continuous polynomials, including at the interface between elements.
They represent an assumption of linearity to approximate the solution, which in turn will
render constant gradients inside each tetrahedron. In the normalised coordinate system, these
functions assume the form

N0(ξ,η,ζ)= 1−ξ−η−ζ (3.35a)

N1(ξ,η,ζ)= ξ (3.35b)

N2(ξ,η,ζ)= η (3.35c)

N3(ξ,η,ζ)= ζ (3.35d)

Therefore, if the solution at the vertices of the tetrahedron is represented by a combination of
its value and the respective shape function, i.e. f i = Nin2

i for i = 0,1,2,3, then the gradient can
be approximated as [145]

∇ f i =


∂ f i
∂x
∂ f i
∂y
∂ f i
∂z

=


∂ξ
∂x

∂η
∂x

∂ζ
∂x

∂ξ
∂y

∂η
∂y

∂ζ
∂y

∂ξ
∂z

∂η
∂z

∂ζ
∂z




∂ f i
∂ξ
∂ f i
∂η
∂ f i
∂ζ

= (
J−1)T


∂Ni
∂ξ
∂Ni
∂η
∂Ni
∂ζ

n2
i =

(
J−1)T ∇n f (3.36)

The local gradient vector is computed at each node of each tetrahedron and subsequently
averaged based on the respective values contained on cells incident to each node, in order to
avoid discontinuities at the interface between cells [146].

3.2.3.3 Gradient Vector Interpolation

The requirement for the refractive index gradient vector at any spatial location in the domain,
not just at the CFD mesh vertices or cell centres, is a functional scattered data interpolation
problem. This is very common in computer graphics and scientific visualisation [147]. The
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selection of an interpolation method is usually based on the specific application, approaches
commonly employed in the field and, more importantly, on the distribution of the data points
[147]. In this research, the data to be interpolated stems from another simulation (CFD) and it
always has an underlying mesh. However, all of the aspects of this grid and of the solution itself
can vary greatly, depending on the source of the simulation. In order to construct a general
light simulation framework, an interpolation method that does not rely on the CFD mesh nor
makes any assumptions about it is ideal. Radial basis functions (RBFs) methods fit exactly this
meshfree or meshless interpolation category [147].

An RBF is usually a strictly positive definite and radially symmetric basis function centred
around a point, referred to as the centre. The centre normally coincides with the locations where
data is available [147, 148]. This function depends solely on a distance metric in between the
centre and the remaining data points [148]. The interpolation problem of finding a continuous
function that fits the available data, i.e. P(xi)= f (xi) for i = 1, ..., N, is then solved by assuming
that this function is a linear combination of radial basis functions, in the form [147–149]

P(x)=
N∑

k=1
wkφ (r) (3.37)

where wk are the unknown weight coefficients of the linear combination, φ is the RBF, r= r(x,xk)

is the distance metric, xk are the centres and x are the points where the interpolated function
value is requested. The interpolation condition then requires the fitting function evaluated at
the input data points to be equal to the input function values, which results in the following
system of linear equations [147–149]

[A] {w}= {y} (3.38)

where the vector of coefficients w = [w1, ...,wN ] is the solution and the vector y= [ f (x1), ..., f (xN)]
is the data available in the scattered points, i.e. f (xi)=∇n2(xi), i = 1, ..., N. A distance matrix
based on the Euclidean distance between the set of distinct points, Aik =φ (||xi −xk||2), i,k =
1, ..., N, is always non-singular and renders a well-posed scattered data interpolation problem
[148]. Interpolation is then achieved via solution of the linear system in Eq. 3.38 and substitution
of the coefficients obtained in Eq. 3.37.

RBFs can be classified in two different groups based on the values that they assume at any
distance from the centre. RBFs with global support are those which never vanish on any
interval and an example is the Gaussian, written mathematically as φ (r)= exp

(−ϵ2r2)
, where ϵ
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is a positive shape parameter. Conversely, RBFs with compact support become equal to zero
a certain distance away from the centre.

Computational libraries tend to provide optimised options of both linear system solvers and
interpolation methods [149]. The ALGLIB C++ library [150] is an example, which makes
available to users an RBF multilayer (RBF-ML) algorithm implementation, intended for spatial
scattered multidimensional interpolation of vector functions. In order to achieve a higher
performance comparatively to other available packages (e.g. SciPy), it employs compact
Gaussian RBFs of the form

φ (r)= exp

(
− r2

R2
Base

)
(3.39)

where RBase is a tunable parameter that controls the ’size of the spheres of influence of the
points with known function values’ [150], i.e. the scale in which the RBF assumes significant
values. Small radii result in sharp RBFs and thus degrade the quality of the model in terms
of reproducing the function behaviour between data points, whereas large radii tend to result
in ill-conditioned matrices, slowing the model construction and evaluation. Because of this
a compact, rather than global, RBF is used, which results in sparse distance matrices. The
convergence, speed and precision of the linear system solution is then greatly improved.

Global RBF approaches use a dense solver to solve the whole system of equations for all
available data points (the interpolation condition), which is expensive in terms of computational
costs and storage requirements [147]. The multilayer algorithm builds a true hierarchy of RBF
models through iterative updates. In this case the data is only fitted with a least-squares (LSQR)
approach (a sparse solver) and the residuals, i.e. the differences between approximated values
and function values at nodes, are passed to subsequent iterations. Starting from the initial
radius input, after each iteration the radius is halved. Although the models are only inexact
approximations of the function, they are robust and correct some of the errors through each
layer. The multilayer and LSQR approximation aspects also enable the algorithm to start with
a large radius, which is usually difficult to interpolate directly due to ill-conditioning issues.
Smoothing is then controlled through the number of layers and the final comparatively smaller
radius allows the capture of higher frequency features or finer details of the function [150].

This RBF-ML algorithm within the ALGLIB library is used in the initial implementation of the
light simulation framework to interpolate the gradient vector of the refractive index. The setup
of the algorithm then involves the tuning of two parameters: the initial radius of the Gaussian
and the number of layers through which the radius will be successively decreased [150]. Taking
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into consideration the reproduction of the input data with a low level of noise, the radius is then
selected to be equal to the global average of the mean distance between each vertex and
respective nearest neighbours. This is determined to provide a good coverage of the inter-
polation area. Also, five layers are established as an appropriate trade-off between sufficient
levels of smoothing in the interpolated solution and relatively fast RBF model construction and
interpolation evaluation. Although not exactly following the recommendations in terms of radius
and layers available in [150], previous interpolation tests performed with the proposed setup
proved to be sufficiently accurate for the current analysis. This is a per data sample tuning,
performed before each and every analysis involving a different flow case.

In the final implementation, to interpolate the gradient of refractive index use is made of
algorithms available within the Visualization Toolkit [74]. VTK provides an interpolation filter
[151] that is very similar to the Gaussian RBF. It works by probing a scattered point cloud
where the function values are stored with another point data set and, for each of the points
of the latter, finding a number of nearest nodes or all nodes within a certain radius. A kernel
of choice is then applied to this neighbourhood information, the Gaussian being one of the
options, generating the interpolated function values [143]. The spherical Gaussian interpolation
kernel has the form [152]

k(r)= exp
(
−

( sr
R

)2
)

(3.40)

where, as before, r is the Euclidean distance between the probing point and respective
neighbouring nodes within the radius R and s is a sharpness parameter that controls the decay
of the kernel [152]. This point interpolator filter with the Gaussian kernel is initially employed in
the final implementation.

The fact that the vtkPointInterpolator filter invariably uses a point locator and that the vtkGra-
dientFilter can be set to calculate the gradient vector on each mesh cell, instead of on each
vertex, suggested that a different approach could be used for interpolation, as an attempt to
improve the computational efficiency of the ray equation solution process. The times required
to compute the gradient field on all of the cells or vertices of the mesh are of the same order of
magnitude. If the gradient is assumed to be constant inside each tetrahedron, interpolation then
becomes a simpler cell location query, which also has approximately the same computational
costs as the point location already performed in the VTK interpolation filter. Therefore, using
gradient computation and interpolation on a cell basis reduces considerably the time required
to evaluate the refractive index function throughout the light ray path, since no Gaussian
RBFs or kernels need to be constructed. Given that the vtkGradientFilter based on parametric
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coordinates and shape function already contains this assumption of linearity within cells, the
final implementation is then modified to implement gradient estimation and interpolation per
cell.

The cell location requirement is typical of problems involving continuous vector fields stored in
unstructured grids that need to be numerically integrated to obtain particles trajectories [153].
Since the integration is usually based on interpolation requests at arbitrary points within the
data set, the cells containing these points need to be located via spatial data structures and
assessed for confirmation of point inclusion [153]. An optimised computational performance is
then indispensable, since the vector field data, the cell candidates searching range and the
point interpolation set can all be very large. Garth and Joy [153] presented a celltree spatial
data structure, implemented in VTK as the vtkCellTreeLocator class [154], that outperformed
the other cell locators available in VTK ([155–158]) in terms of build time and memory overhead
[153]. These built-in locators are based on octree or kd-tree subdivision approaches, whereas
vtkCellTreeLocator is based on the bounding interval hierarchy space partitioning scheme [153].
It can be applied to general unstructured meshes composed of any cell types and also supports
CPU/GPU parallel implementations [153]. As such, it is ideal for the task of global interpolation
of variables over the mesh domain via cell location and local cell-based interpolation. This
is a common setting used in vector-field visualization from unstructured data stemming from
simulation codes [153]. The vtkCellTreeLocator is then employed with the vtkGradientFilter
to perform the refractive index interpolation in the final implementation of the light simulation
framework.

3.2.3.4 Automatic Discontinuity Detection and Integration Refinement

The focus of this research is on tracing light rays passing through a shock wave or waves that
form in high-speed flow over aerodynamic bodies. For much of the flow field the variations in
density are negligible and the high density gradient region is confined to a thin region around
the shock. This specific characteristic of high speed compressible flow is challenging for ray
tracing solvers. The RK-type numerical integration schemes and their automatic step size
control and adjustment procedures only handle local domain information. This can cause an
issue when two adjacent integration points fall in the regions upstream and downstream of the
shock wave where local variations in density at each point are very low, despite the difference
between the density values at the two points being high. The zero gradient of density condition
in the regions around each integration point leads to an integration truncation error in the RK
scheme that is below the preset tolerance. Thus the tracing continues without reduction of the
step size, missing the shock discontinuity and, consequently, the physical light ray bending.

In these applications where the function defining the differential equation (∇n2) is not continuous
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everywhere, the numerical integration solution invariably crosses the surface of discontinuity at
various points [133]. The user can then treat these cases with an additional code that detects
the singularity and handles it appropriately [133]. Therefore, in the initial implementation of
the light simulation, a modified methodology is established to ensure that the dramatic density
change that occurs across a shock wave [22] is detected and the step size reduced accordingly.
The air density is checked continuously along a light ray path via interpolation at the beginning
and end of every step, with the percentage change between the two values compared to a
preset threshold of density variation. If the percentage change exceeds the threshold, the
shock density discontinuity has been clearly missed within the step. It is now detected and the
current step is rejected as it is too large. A bisection approach is taken to reduce the step so
that a suitable smaller step size is identified, which yields a density percentage change across
the step that lies within the threshold. The logic of the approach is described in Figure 3.8.

This corrects the integration so that both ends of this step are on the same side of the shock
as the origin of the cast light ray. The new smaller step size is then used to advance the
numerical integration and provides a suitable level of refinement as the light ray crosses the
shock wave. The interpolation of the air density along the integration path is performed using a
hyperplane fitting approach, similar to the Least Squares method presented in Section 3.2.3.2
but without requiring an estimation of the mean squared error. This process is efficient even on
unstructured polygonal meshes, which is a key requirement due to the number of times this
interpolation is performed.

In the final implementation the DOP853 algorithm in SciPy handles the discontinuity detection
and integration refinement for all of analyses. In this case the step size control mechanism
within the algorithm performs the detection automatically and adjusts the step size accordingly
[133].

3.2.3.5 Intersection Computation

An important aspect of the ray tracing is to be able to correctly capture the intersection with
solid surfaces. In the initial implementation, the point at which a light ray leaves the flow domain
and enters the solid surface during a step of the RKF 4(5) scheme is detected using an internal
function of the CGAL library [99]. This function queries if a certain point is located inside or
outside the constrained tetrahedralisation. In order to obtain accurate results for the position of
the intersection between a single light ray and the solid surface, the nonlinearity of the light ray
path has to be accounted for since the density gradients in the boundary layer adjacent to the
surface are usually high.

Following the technique devised by Fine [126] for Runge-Kutta-Nyström methods, the solution
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Figure 3.8: Schematic of the automatic discontinuity detection and integration refinement
approach.

and its first and second-order derivatives at the beginning (⃗rn, ˙⃗rn, ¨⃗rn) and end (⃗rn+1, ˙⃗rn+1, ¨⃗rn+1)
of an integration step are used to construct interpolation polynomials, or Hermite interpolants.
These are continuous intermediate trajectories between integration points of the form [126]

r⃗ (tn +ξh)= d1⃗rn +d2 ˙⃗rn +d3 ¨⃗rn +d4 ¨⃗rn+1 +d5 ˙⃗rn+1 +d6⃗rn+1 = r⃗ (tn +ξh)+O
(
h6)

(3.41a)

˙⃗r (tn +ξh)= d
′
1⃗rn +d

′
2

˙⃗rn +d
′
3

¨⃗rn +d
′
4

¨⃗rn+1 +d
′
5

˙⃗rn+1 +d
′
6⃗rn+1 = ˙⃗r (tn +ξh)+O

(
h5)

(3.41b)

where
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d1 = 1−10ξ3 +15ξ4 −6ξ5 (3.42a)

d2 = (ξ−6ξ3 +8ξ64−3ξ5)h (3.42b)

d3 = (ξ2 −3ξ3 +3ξ4 −ξ5)h2/2 (3.42c)

d4 = (ξ3 −2ξ4 +ξ5)h2/2 (3.42d)

d5 = (−4ξ3 +7ξ4 −3ξ5)h (3.42e)

d6 = 10ξ3 −15ξ4 +6ξ5 (3.42f)

d
′
1 = (−30ξ2 +60ξ3 −30ξ4)/h (3.42g)

d
′
2 = 1−18ξ2 +32ξ3 −15ξ4 (3.42h)

d
′
3 = (2ξ−9ξ2 +12ξ3 −5ξ4)h/2 (3.42i)

d
′
4 = (3ξ2 −8ξ3 +5ξ4)h/2 (3.42j)

d
′
5 =−12ξ2 +28ξ3 −15ξ4 (3.42k)

d
′
6 = (30ξ2 −60ξ3 +30ξ4)/h (3.42l)

The ray position variable can then be evaluated backwards (from ξ= 1 and t = tn+h to ξ= 0 and
t = tn), starting from the last computed integration point until it reaches the boundary between
the aerodynamic body and the fluid flow. When this condition is established, the point is then
considered to be inside the constrained tetrahedralisation. The intersection between the light
ray and the object is thus determined, along with the ray direction variable and the mesh cell
in which the light ray hit the surface. This technique does not result in additional expensive
computations, since all the information needed to compose the coefficients of the polynomials
derive from the integration step, and the accuracy of the interpolants is relatively close to that
of the inputs used in its derivation [126].

In the final implementation using the DOP853 scheme, the intersection is detected by a built-in
filter of the VTK [74] library. The filter assumes a closed solid surface, and employs a ray casting
statistical methodology. Through the method, multiple random rays are shot to accurately find
the mesh cells crossed in their paths, and ultimately determine if the queried point is inside or
outside the surface. The returning in/out mask is then employed as the integration termination
event of the SciPy integration function [136], when the former occurs.

Similar to the method of Fine [126], the RK method of the DOP853 scheme is characterised
as ’dense output formulas’. This means that in addition to the solution itself, each integration
step of the scheme provides a computationally cheap Hermite interpolation for the whole
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integration interval [133]. Thus, as before, continuous differentiable approximations of the form
yn(tn +ξh) in 0≤ ξ≤ 1 for all the state variables (light ray position and direction) are available,
requiring none or minor additional function evaluations. In the DOP853 specifically, a simple
boot-strapping three-stage process is added to the original algorithm [133], resulting in a
seventh order interpolant. The intersection between the polynomial and a surface cell is then
easily computed using simple geometry calculations and it is stored along with the ray direction
variable and the cell normal at the hit location.

3.2.4 Light Propagation and Refraction Model

In the light simulation framework light propagation and refraction are modelled via solution
of the Ray Equation from Geometrical Optics in both phases of implementation. In the initial
implementation, a traditional RKN method (the RKF 4(5) [128]) is used to integrate directly
this second order ODE during forward (only) nonlinear ray tracing. The right-hand side of
this equation, i.e. the gradient of the refractive index medium, is estimated by the unweighted
LSQR quadratic vertical regression [139, 140] method at the vertices of the underlying CFD
mesh. These gradient vectors are then interpolated along each light ray path using the RBF-ML
algorithm from the ALGLIB C++ library [150]. To ensure that the discontinuous gradient typical
of a shock wave surface is not missed during integration, the density field is interpolated using
a hyperplane fitting approach. When density jumps are detected along the integration, the step
size is automatically reduced and the light ray path is forced to cross the shock wave again,
but with a higher level of refinement. Finally, intersections of light rays with any solid object
present in the scene are detected by internal function of the CGAL library [99] and the point of
intersection is calculated using computationally cheap interpolation polynomials constructed
from the RKF solution.

In the final implementation, a RK method of higher order of accuracy (DOP853 [133, 136])
performs the numerical integration both forward and backward by transforming the ray equation
into a system of two ODEs. The gradient of refractive index is computed at the vertices of the
mesh through a built-in class from VTK and function from PyVista [142, 143]. The class is based
on local parametric coordinates and shape functions for each mesh cell. Similarly, interpolation
of gradient vectors was originally achieved using an internal filter of VTK [151]. This is replaced
with a more computationally efficient cell locator [153, 154], also contained in VTK. Discontinuity
detection and integration refinement is handled solely by the DOP853 algorithm, which adjusts
the step size automatically. Finally, intersections are detected by another built-in filter of point
location from the VTK library and, similar to the previous interpolants, the DOP853 scheme
provides cheap dense output formulas that are used to determine the intersection points.

Figure 3.9 summarises these decisions related to the modelling of light propagation and
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refraction in the initial and final implementations. Figure 3.9(a) shows the development of the
light simulation framework along the roadmap of this Chapter and Figure 3.9(b) illustrates the
final process of light propagation employed.

(a)

XYZ

(b)

Figure 3.9: (a) Roadmap of the current progress in terms of light modelling, and (b) graphic
representation of the light propagation and refraction models used in the final implementation.

3.3 Light Reflection

After being emitted from the directional light source and propagated and refracted through the
gradient-index medium, the photons interact with the wing and are either reflected or absorbed
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[102]. Conductors - metals - ’don’t transmit light, but some of the incident light is absorbed by
the material and turned into heat’ [103]. In order to perform a physically-based simulation of
light reflection from the wing and accurately predict a realistic synthetic image that represents
the scene containing the shadow of a shock wave, radiometry and respective electromagnetic
radiation variables and principles are again employed.

Forming the basis of rendering and global illumination algorithms [102–104], the radiance
(energy arriving at or leaving a point on a surface per unit time per unit surface area and per
unit solid angle) is the variable of interest to be computed. Just as cameras record radiance,
i.e. light from multiple directions measured during an exposure time and stored in an array
of pixels distributed over a small surface area, and human eyes sense a compatible quantity
[100], so does the light framework of this research.

As explained in Sections 3.1.3 and 3.1.4, although the radiance embodied by light rays changes
during refraction [102], this light scattering effect is not captured by the nonlinear ray tracing
process used in this work. Since in compressible flow the refractive index is close to one, the
effect is assumed to be small. Instead, the source emits radiant flux, which is propagated
via the photons. As radiance can be defined anywhere in the domain [104], it can then be
evaluated at the wing surface from the energy distribution produced from the photons that were
showered on the scene, and at the image plane of the virtual camera from the reflection that
takes place at the wing. These two directions of analysis, from sun to the wing and also from
the camera to the wing, explain the existence of both the forward and backward ray tracing
techniques, performed in each respective direction.

By referring to the definition of radiance, Eq. 3.6 presented in Section 3.1.2, it becomes
evident that radiance depends not only on the point where it is evaluated (p), but also on
the direction (−→ω ) and on the wavelength of light (λ), i.e. L = L(p,−→ω ,λ). Both the directional
dependence, which determines the solid angle (dω) and projected area perpendicular to it
(dA⊥ = cos(θ)dA), and the spectral dependence of radiance, affect how an objects reflects
light and its appearance. This includes the perceived colour and the presence of highlights for
example [103].

As in the illumination stage, the nature of light is again treated from the geometrical optics
perspective. This way, the radiant energy behaviour at reflection is assumed to be linear, energy
conserving and in the steady state [103]. Furthermore, diffraction and interference effects are
neglected. Therefore, the (differential amount of) radiance arriving at a point on the surface
(dL i) from an incoming direction (−→ωi) is directly proportional to the radiance reflected (dLo) in
another direction (−→ωo) [104]
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dLo(p,−→ωo,λ)= fr(p,−→ωi,−→ωo,λ)L i(p,−→ωi,λ)cos(θi)dωi (3.43)

where the Bidirectional Reflectance Distribution Function or simply BRDF ( fr) is the constant
of proportionality between the incident and exitant radiances. It is a formal abstraction that
describes the mechanisms of light reflection from a surface made of a certain material [103,
104]. BRDFs neglect the effect of subsurface light transport that occurs in translucent materials,
a suitable abstraction for metals [103]. Figure 3.10 depicts the angular dependence of incoming
and reflected radiances, as represented in Eq. 3.43.

X Y

Z

Figure 3.10: Angular dependence of incoming and reflected radiances evaluated at a point.
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3.3.1 Physically-Based Rendering

BRDF formulae are devised from various types of sources, including: measured data of
real materials obtained in experimental facilities; pure qualitative analysis and descriptions
of the scattering phenomenon; detailed physical or geometric optics models; or even from
microgeometry simulations [103]. Thus the formulas range in the level of complexity from
tabular and readily available data, to approximate values or complex equations and respective
solution procedures [103]. However, in order to be considered an appropriate representation of
real materials, the BRDF must not be composed of only an ideal diffuse or perfect specular
components [102]. The BRDF is therefore usually a combination of these two, glossy specular
and retro-reflection, and possibly consider effects of anisotropy, common in brushed metallic
surfaces [103]. Figure 3.11 represent the reflection behaviour of the four types of materials
that are most commonly modelled.

(a) (b)

(c) (d)

Figure 3.11: Representation of (a) ideal diffuse, (b) perfect specular, (c) glossy specular and
(d) retro-reflective light distributions.

Perhaps the simplest BRDF is that of a perfect diffuse or Lambertian reflecting surface, which
scatters the incident light equally in all directions [103, 104]. To model this type of material,
which is not necessarily realistic but a good approximation for matt surfaces such as those
covered with a flat paint [103, 104], the concept of reflectance is used. Reflectance (ρ) is
defined as the ratio between reflected and incident radiant fluxes, written as [104]
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ρ(p,Ωi,Ωo)= dΦo

dΦi
=

∫
Ωo

∫
Ωi

fr(p,−→ωi,−→ωo)L i(p,−→ωi)cos(θi)cos(θo)dωidωo∫
Ωi

fr(p,−→ωi,−→ωo,λ)L i(p,−→ωi)cos(θi)dωi

(3.44)

where Ωi,o refers to the hemisphere above p. Since a diffuse BRDF is independent of direction,
the following relationship is established after integrating Eq. 3.44 [104]

fr,d(p)= ρd(p)
π

(3.45)

Since the radiant power of the light source has been integrated over the visible spectrum
and is represented as a triplet on the standard RGB or CIE XYZ colour spaces, the wave-
length dependence of the reflected light is also embedded in the representation of the diffuse
reflectance (and respective BRDF) as tristimulus values. These values are then simply the
portion (0≤ ρd(p)≤ 1) of the incident radiant energy that is reflected back to the environment,
independently of the direction that it is being visualised. This principle is applied to the three
bands of the visible spectrum covered by each of the colour channels.

BRDFs of real materials are usually a linear combination of multiple models, e.g. of diffuse and
specular reflection [104]. Moreover, in order for the BRDF to be considered physically-based,
these models must embed the energy conservation principle and are usually based on the
concept of microfacets [102, 103, 159]. An approach based on the geometric optics field of
study, the microfacet model, as the name suggests, consider a surface with arbitrary roughness
to be composed of a statistical distribution of microscopic perfectly (specular) reflective mirrors
or facets [103, 159]. The individual behaviour of each facet then contributes to the overall
surface light scattering. This type of model depends, primarily, on the facet collection alignment
or, in other words, the microscopic distribution and orientation of microfacets [103, 159]. It also
depends on local lighting effects, such as occlusion, shadowing and interreflection between
facets [103]. Occlusion and shadowing occur when a microfacet is effectively masked from
the viewing system and from the light source, respectively, by another neighbouring facet
[103]. These models also take into account the amount of the incoming energy that is actually
reflected, instead of absorbed or transmitted, thus distinguishing dielectric and conductor
materials [159].

One of the most recent microfacet models was developed by Walter et al. [160], as an extension
of the classical microfacet models due to Torrance and Sparrow [161] and Cook and Torrance
[162] for metallic reflective surfaces. Variants of the classical models are now widely used in
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computer graphics to model different characteristics of real surfaces [160]. These models are
given as [103, 116, 160]

fr(p,−→ωo,−→ωi)= D(−→ωh)Fr(−→ωo)G(−→ωo,−→ωi)
4cos(θo)cos(θi)

(3.46)

where D is the distribution function that describes statistically the distribution of microfacet
normals with respect to the macrosurface normal; Fr is the Fresnel term that determines the
ratio of light reflected by each microfacet; G is the geometric attenuation term which accounts
for occlusion and shadowing between adjacent microfacets; and ωh is the half-angle vector
in between −→ωi and −→ωo that the normals of the microfacets have to be aligned with in order for
them to reflect light as perfect specular microsurfaces [103]. An extensively applied formula
[160] for the Fresnel term is the Schlick’s approximation, written as [159]

FSchlick(−→ωh,−→ωo,F0)= F0 + (1−F0)(1− (−→ωh ·−→ωo))5 (3.47)

where F0 is the surface reflectivity at normal incidence, data available from measurements
performed with a wide range of materials and, for computational purposes, presented in the
sRGB space as a colour triplet. For aluminium, F0 = (0.96,0.96,0.97) [159].

One proposed distribution function is the Trowbridge-Reitz GGX, defined by [159]

DGGXTR(−→n ,−→ωh,α)= α2

π
((−→n ·−→ωh

)2 (
α2 −1

)+1
)2 (3.48)

where −→n is the surface normal and α= [0,1] is a measure of the surface roughness.

An existing geometric attenuation term is a combination of GGX, Schlick-Beckmann and Smith
approximations, given as [159]

G(−→n ,−→ωo,−→ωi,k)=GSchlickGGX(−→n ,−→ωo,k)GSchlickGGX(−→n ,−→ωi,k) (3.49a)

GSchlickGGX(−→n ,−−→ωi,o,k)=
−→n ·−−→ωi,o(−→n ·−−→ωi,o

)
(1−k)+k

(3.49b)

k = (α+1)2

8
(3.49c)
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The specific details of these approximations and other variants of the microfacet model due to
Cook and Torrance [162] are thoroughly explained in the above-mentioned references but are
outside the scope of this thesis.

3.3.2 Light Reflection Model

In the initial implementation of the light simulation framework, the microfacet BRDF is used
to model light reflection in all of the images generated. In the final implementation, a perfect
diffuse material is assumed for all of the direct rendering analyses involving simplifications of
the physical problem, and the microfacet BRDF is again employed in the remaining simulations.
Figure 3.12 summarises these decisions related to the modelling of light reflection in the initial
and final implementations, and shows the development of the light simulation framework along
the roadmap of this Chapter.

Figure 3.12: Roadmap of the current progress in terms of light modelling.

3.4 Image Synthesis

Image synthesis is the process of creating a 2-D picture of a 3-D world [118]. The computational
simulation of this process is entirely based on the so-called Radiance Equation [163] and its
solution as a means to achieve the complete description of the light distribution in a scene.
The equation stems from transport theory viewed from the radiometry perspective [163], with
analogous mathematical treatments in the radiative heat transfer literature [164] and many
other different fields such as automobile traffic flow and gas dynamics [163]. It models the light
energy flow in a particle-based approach. According to this approach, energy is transported
through a medium by the photons and thus the energy at a certain location and at a certain
time depends on the number of particles passing through that region. This information can be
calculated in every direction and wavelength, and for any point in the environment, including
the location in the computational model where a photorealistic image is to be formed [163].
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The theory assumes that particles travel at the same speed and do not interact with each other,
i.e. light is treated from the Geometrical Optics perspective [163].

3.4.1 Rendering Equation

In computer graphics, all of the rendering methods attempt to model the same physical
phenomena [164], i.e. light transport and scattering from surfaces, by finding efficient and
accurate approximate solutions to an approximate form of the more general Radiance Equation
[163]. This form neglects polarisation, fluorescence and phosphorescence effects, as well as
volumetric emission, scattering and absorption. Polarisation is of importance for coherent light,
such as lasers. Phosphorescent materials briefly trap the incident light before re-emitting it to
the environment diffusely. Similarly, fluorescent materials absorb light of a certain wavelength
and quickly re-emit it at another frequency in a diffuse way. Therefore for unpolarised light and
standard materials, neglecting these phenomenon is acceptable. These assumptions simplify
the solution process and mean that unpolarised monochromatic solutions can be simulated
independently and linearly combined a posteriori through digital image processing. Time, in
turn, does not influence these solutions and the radiant energy modelled is considered to be
time-averaged. The image synthesis is assumed to occur in vacuum, or in a homogeneous
medium which does not participate in the light transport [163, 164]. The treatment of the
refractive index of the medium, which depends on the wavelength of light, and its possible
inhomogeneous distribution is left for path integral techniques [164] and scattering functions
[163], such as the Ray Equation described in Section 3.2.2.

The approximate Radiance Equation, also referred to as the Vacuum Time-Invariant Gray
Radiance Equation (VTIGRE) [163] or simply Rendering [102, 164] or Reflection [103, 104]
Equation, is expressed as

Lo (p,ω⃗o )=
∫

2π+
fr (p,ω⃗i ,ω⃗o )

[
L i (p,ω⃗i ) cosθidωi

]
(3.50)

where the radiance reflected (Lo) in a certain direction (ω⃗o) from a point (p) in the scene
depends on the radiance incoming (L i) from all the directions (θi,ω⃗i) in the hemisphere above
it (2π+) and the reflective properties of the material that composes the surface itself ( fr). This
equation describes the relationship between incident and outgoing distributions of light at a
point [103] and comprises the quantity computed in ray tracing [104].
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3.4.2 Global Illumination

For a digital image to be considered realistic it has to be a faithful representation of what it
models, a photograph of the real world, within computational limitations [102]. In the computer
graphics industry, realism is achieved through global illumination algorithms [102] that perform
physically based rendering [163]. These algorithms simulate all the light scattering occurring
within a computational environment based on (some) physics theories and principles, and
render images according to an accurate prediction of the resultant light distribution everywhere
in the model. The model includes specifications of geometric objects, their reflective materials,
light sources illuminating the scene and the viewing system recording its image. In global
illumination, not only light arriving at a point from the source (direct illumination), but also light
that has undergone single or multiple reflections, refractions or transmissions before reaching
the point (indirect illumination) is taken into account in the computation of the radiance.
These scattering events take place during interactions with objects contained in the scene
and invariably reduce the amount of energy that will reach the point. Nevertheless, indirect
illumination can still make a comparatively substantial contribution to the final colour rendered
at an image pixel and to the reproduction of visual effects necessary to achieve realism [102].

The global illumination algorithms considered in this research render an image through an
implicit sampling approach, as opposed to the explicit approximation approach of radiosity
algorithms [163]. Radiosity techniques compute an explicit function of the unknown radiance
distribution [163], in a condition of equilibrium in terms of light transport [102]. This is done
using a finite element mesh, or tessellated representation of the geometric model composed of
small patches, upon which this function is evaluated independently of the viewing conditions
to obtain the final light distribution in the scene. The evaluation is performed by solving a set
of linear equations. This class of algorithms can efficiently handle simple models with purely
diffuse reflective surfaces. In more complex models, they become computationally expensive
and have difficulty in reproducing sharp features in the illumination, and are thus impractical
[102]. Radiosity algorithms are therefore not considered in this research.

Instead, by evaluating point samples of radiance at locations and in directions relevant to the
image synthesis process, e.g. at the surface of an object in the scene and/or on the virtual
image plane, a radiance function that satisfies the Rendering Equation is reconstructed for
each viewing direction [163]. The term virtual refers to a fictitious image plane construct that
does not influence the scene or the light distribution within it [163]. Ray-tracing-based view-
dependent point-sampling techniques are extremely advantageous considering the flexibility
in terms of geometry, physics of reflection and illumination models that can be simulated by
these algorithms.
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The Classic Ray Tracing [165] algorithm works by tracing linear infinitesimal beams of light
from the viewing system backwards towards the scene (backward ray tracing). It then finds the
nearest object present in the model intersected by this primary ray, as it is commonly called,
and then traces a second ray, referred to as the shadow ray, from the location of intersection
towards the light sources defined to illuminate the scene. If the shadow ray hits an object, light
is blocked from the intersection point. In other words, if the visibility test returns a negative, the
pixel in the image plane where the primary ray was assigned from is rendered black. Otherwise,
the radiance along the line of sight is calculated based on the viewing and illumination direction,
on the geometrical characteristics of the object intersected and the scattering properties of its
material [102].

In the nonlinear light propagation phenomenon concerning the formation of a caustic due
to the presence of shock waves in compressible flow, the drawback of employing only the
ray tracing technique to solve the rendering equation is the complexity or possibly even the
inability of connecting the two stages of light propagation to perform reflection, shading and
shadowing computations. Employing either the forward or the backward approach, one would
be faced with the same challenge of ’Given two points in space, find a curved ray that obeys the
underlying laws of nonlinearity and passes through the two defining points’ [166]. In backward
linear ray tracing, for example, the concept of shadow rays is a useful visibility test to determine
if a hit point is in shadow or if it should be appropriately shaded. Given the nonlinearity, the
shadow ray direction, usually from hit point to light source in linear ray tracing, is not easily
determined anymore, and the shadow ray may not even exist, since the shadowing effect can
be due to light shift, instead of simple light blockage [166].

Arvo [167] refined the classical ray tracing methodology to try and address exactly this difficulty
in computing indirect illumination and rendering caustic effects [102]. This difficulty is due to the
fact that reflected and refracted shadow rays are not defined by a single direction, and thus the
determination of their origin or if they actually come from the light source and contribute to the
indirect illumination is not straightforward. The solution adopted in [167] was the construction
of an illumination map by means of forward ray tracing (from the light source(s) towards the
scene) before actually using backward ray tracing to perform the shading calculations and
generate a computational image. The light source pass or illumination phase concerned the
tracing of multiple rays from the source and, as they reflected and refracted within the scene,
the energy carried by these rays were accumulated at the locations where they hit diffuse
surfaces. The subsequent eye pass or rendering phase then dealt with the tracing of rays from
the camera until the same surfaces were hit [167].

The so-called illumination map linked the two passes as the numerical structure to handle the
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energy information. This information was stored in a rectangular array of RGB data connected
to the illuminated surface via a parameterisation function, which distributed light hit points
and respective energies across points defining a cell through weighted bilinear partitioning.
A particular portion of this energy was then retrieved for a point being shaded via bilinear
interpolation and transformed into light intensity by considering the area that the hit point
covered. Being based on point sampling, this ray tracing extension required sample sizes
considerably denser than the illumination map grid in order to render accurately the regions
where global illumination was required [167].

This simple classic ray tracing technique is capable of rendering shadows and specular
reflections originated from direct illumination. However, similarly to what was done by Arvo
[167], it has to be extended in order to form the basis of a more complete global illumination
algorithms [102]. Two main extensions are worth mentioning. Path Tracing [164] is an algorithm
devised from the idea of distributed ray tracing [168] and Monte Carlo integration theory that
additionally computes indirect illumination in diffuse surfaces via stochastic sampling of all
the possible light paths [102]. Similarly, Bidirectional Path Tracing [169, 170] advances ray
tracing further and performs both backward and forward path tracing, given that sampling
straight from light sources has its own advantages in terms of capturing specific effects such
as caustics [102]. Although unbiased, all of these algorithms invariably suffer from random
errors or variance, visible as noise on the final rendered images. The relationship between
noise and sample size then directly translates to the high computational cost involved in noise
reduction, both in terms of rendering time and memory consumption [102].

3.4.3 Photon Mapping

The reduction of high-frequency noise is exactly the motivation behind the creation of the
Photon Mapping technique. While still grounded on bidirectional point-sampling ray tracing
this approach now decouples the computed light distribution from the geometry and stores
this data in a separate data structure, called the Photon Map. Containing not only information
of points of intersection of traced photons with the geometry, but also the incoming direction
of these photons and the fraction of radiant power carried by each one of them. The photon
map is a compact representation of cached light paths that is able to handle global illumination
and different types of reflective surfaces. The two photon tracing passes are then connected
during the rendering pass through a density estimation method that describes the illumination
statistics everywhere in the scene, hence the description of Photon Mapping as a two-pass
algorithm. Although bias is introduced by the statistical evaluation and the results may still
suffer from low-frequency noise, the technique provides a consistent solution that will converge
if the number of photons being traced is increased [102].
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The photon map data represents samples of the energy distribution at any surface location
within the virtual environment, e.g. over the aircraft wing. Therefore, the construction of an
estimate of the photon density from the sampled data points can be used as an element of the
Rendering Equation to subsequently indicate how much radiance is reflected back in a certain
direction [102, 171]. The photon density is exactly the radiant flux arriving at a unit area of the
surface, or the irradiance (E i), calculated as [104]

E i (p)=
∫

2π+
L i (p,ω⃗i ) cosθidωi (3.51)

Instead of using the simpler histogram density estimator, photon mapping utilises the gener-
alised nearest neighbours estimator. The histogram approach is characterised by inevitable
discontinuities, depending on the choices of position and size of the bins, which makes it
difficult to graphically present multivariate data [171]. The generalised nearest neighbours
estimator works by locating in the photon map the k photons located within a sphere of radius
h centred around the query point x. It then considers the flux, ∆Φp, contribution of each of
those photons on the reflected radiance, given the BRDF fr of the surface’s material. The
Rendering Equation rewritten in these terms is given as [102, 172]

Lr (x,ω⃗o )≈ 1
h (x)2

k∑
p=1

K (y) fr (x,ω⃗i,ω⃗o)∆Φp (x,ω⃗i) (3.52a)

y=
(
x− xp

)T (
x− xp

)
h (x)2 = r2

h (x)2 (3.52b)

where y is the distance between each photon and the query point normalised by the radius of
search. This formulation is normally used to define the filters K(y).

This formulation assumes that the photons are located on a surface that is locally flat around
the query points. Therefore, the filters are radially symmetric two-dimensional normalised
functions that integrate to unity within the searching radius [102, 171, 172]. If the kernel has
exactly the same value for every photon found inside the search radius, i.e. the cube filter [173],
the energy of each of these photons contributes equally to the reflected radiance computation.
This corresponds to the usual nearest neighbour estimator, which is prone to noise if the global
photon map sample size or local photon density are too low. This noise invariably hinders the
capture of sharp illumination features, such as caustics.
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3.4.3.1 Image Filtering

Much like image filters, it is preferable to choose a kernel that weights the photon contribution
in the density estimation proportionally to its distance to the query point. This represents a
generalisation of the nearest neighbours method that establishes a connection with the kernel
density estimation method, an approach commonly employed for pattern recognition [171]. In
its generalised form, the local degree of smoothing of the estimator is controlled not only by
the radius of the sphere and the respective number of near photons contained inside it, but
it is also dependent on the choice of kernel function. The radius is commonly referred to as
window width or bandwidth in statistics [171]. The kernel then determines the shape of the
photon density function placed at the samples and thus it governs the overall characteristics of
the radiance distribution computed at the query points [171].

Jensen [102] suggested the cone filter, Pavicic [173] presented the Gaussian kernel and
Silverman [171] also introduced the Epanechnikov and another useful kernel simply called
"auxiliar" in this research [102, 171, 173]. These kernel functions are respectively presented as

K (y)cone =


1−

py
κ

(1− 2
3κ )π , if py < 1

0, otherwise
(3.53a)

K (y)Gaussian =α
[
1−

(1−exp
(−βy

)
1−exp

(−β) )]
(3.53b)

K (y)Epanechnikov =


2
π (1− y) , if y< 1

0, otherwise
(3.53c)

K (y)auxil iar =


3
π (1− y)2 , if y< 1

0, otherwise
(3.53d)

where, for the Gaussian filter the values of α = 0.918 and β = 1.953 are given as optimal by
Pavicic [173], while still satisfying the criteria of unit-volume and K(1) = 0 [173]. The former
requirement, formally defined in Eq. 3.54a, presents a way to vary the values of α and β if the
previously mentioned optimal Gaussian, intended for image anti-aliasing purposes, does not
perform as efficiently when filtering photon map data. From Eq. 3.54a, through solution of the
definite integral and rearrangement, an expression relating the two parameters that control the
kernel shape is established, as presented in Eq. 3.54b. The parameter α is the height of the
Gaussian and β determines its sharpness.
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1∫
0

2π∫
0

K(r)r dθdr = 1 (3.54a)

α= 1

π
[(

1
1−eβ

)
+

(
1
β

)] (3.54b)

As Jensen [102] highlights, the accuracy of the rendering pass will depend on the global
number of light rays traced from the light source, the resulting photon map data structure size
and the local number of photons used in the radiance estimation [102]. In statics, Silverman
[171] explained that the resulting bias in density estimation depends on the choice of kernel
and it is directly proportional to the bandwidth. The bandwidth in turn is usually chosen as
a function of the sample size, and variance is inversely proportional to it. This results in the
fundamental trade-off between bias and variance, or systematic and random errors committed
when estimating density from sampled data [171]. This effect is easily seem as a fitting problem,
where as the window width reduces the samples become overfitted and the density function
tends to a sum of sharp kernels at the observations. However, with larger windows, the samples
are underfitted by flat kernels and the resulting distribution is not general enough [171].

Similarly, Silverman [171] points out another issue and trade-off in density estimation. In a
distribution comprising of samples located across the whole surface, if the bandwidth is kept
fixed for all the query points distributed, two scenarios will alternatively take place. Either a
considerable amount of artificial noise will appear in some regions, which will be undersmoothed
due to a choice of small window to appropriately resolve specific features present in other
regions, or, in order to reduce this noise, the main details of the distribution will become
oversmoothed by a larger window size [171].

Density estimation, as in the photon mapping approach, aims at discerning features and/or
drawing conclusions from the available data set [171]. However, both the nearest neighbours
and the kernel methods are very susceptible to noise, which can mask features or hinder
the judgement of the overall distribution. Therefore, a common approach is to employ an
adaptive kernel method, usually multi-stage as presented in [171], which adapts the bandwidth
and related degree of smoothing to local characteristics of the data, solving the previously
described trade-off concerns.

3.4.3.2 Adaptive Kernels

Schjøth et al. [174] effectively proposed a variable-bandwidth kernel estimator, but based
on the concept of photon differentials in connection with the photon map. The differentials
exploit the coherence of neighbouring photons following very similar if not the same path and
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consider clusters of particles forming a beam of light. These will have their shape altered during
propagation, due to reflections and refractions. These geometric effects are then directly linked
to the ray footprints, areas used in the density estimation that, in contrast to classical photon
mapping, adapt to the illumination structure in the scene. The variation of the footprint is tracked
through a parametrisation of the light beam and the respective derivatives, simple operations
related to the light scattering. The footprint indicates the spread of the rays when intersecting a
geometry. Two images containing caustics of different complexity were rendered using photon
differentials and compared against solely photon mapping. The proposed method resulted
in images that revealed the structure of the caustics with far better quality and, although
the photon tracing takes longer to run when using photon differentials, it provided visually
acceptable results even with a lower photon sample size and thus the overall rendering time
was reduced.

Herzog et al. [175] suggested another viable alternative to the classical photon mapping
technique, similar to the concept of photon differentials. Still based on bidirectional path tracing
and density estimation, their method utilised an alternative photon splatting pass. This replaced
the traditional photon gathering employed in the radiance estimation stage. This pass computed
the contribution of each light ray to various pixels at the same time. The "splatting" considered
that the energy that each photon carries is distributed across query points located within a
conical frustum centred around the respective light ray and shaped by a two-dimensional kernel
perpendicular to the direction of this ray. By using splat footprints, the method actually estimated
photon density in the light ray space, performed nearest neighbours search in the opposite
sense by looking for query points in the zone of influence of photons, and finally projected
the irradiance back onto the surface of geometries present in the scene. Radiance was then
directly estimated from these neighbouring splats, considering the reflective properties of the
surface. Compared against photon mapping, the photon splatting method provided images
in which boundary bias was eliminated and topological bias was considerably reduced. The
former is an underestimation error of illumination at boundaries of the scene and the latter an
overestimation error in complex geometries, partly associated to density estimation at surfaces.
The resulting images were rendered comparatively fast and also exhibited better visual quality.

Spencer and Jones [176], instead of focusing on kernel shape and bandwidth optimisation to
reduce the noise of synthetic images, proposed a reconfiguration of the photon map through a
diffusion operator as an intermediate stage. Photon relaxation was therefore achieved by a
point repulsion method, which similarly to the classical photon mapping density estimation is
also based on a nearest neighbours search. Due to the migration of photons in the direction of
the photon density gradient, diffusion bias was invariably introduced, consequently blurring
out high frequency details. These features were then preserved by employing constraints
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on the photon repulsive force and respective migration based on irradiance differentials
detected in the previously mentioned search, a very costly operation. This redistribution
of the photon samples located over the surface of an intersecting geometry enabled the use
of very compact kernel sizes, perhaps the main advantage of the photon relaxation method.
Images rendered using photon relaxation were compared against the fixed bandwidth photon
mapping and the method had proven to be effective in detecting and preserving discontinuities
and details, simultaneously removing noise in areas of uniform illumination. Moreover, the
method operated considerably faster when rendering caustics. The relaxed photon maps were
more equidistributed and exhibited a blue noise spectral signature, which was linked to the
resulting lower noise in the radiance estimates.

Hachisuka et al. [177] also reorganised the classical photon mapping technique and exploited
its consistency to devise a method to progressively improve the accuracy of the estimated
radiance, without the memory overhead associated to the storage of full photon maps. By
using multiple photon tracing passes, the illumination of scenes dominated by complex caustics
lighting effects could be refined up to a desirable extent. Each sequential pass was composed
of a small number of photons and it was cumulative, meaning that all of the traced photons
would contribute to the energy in the reflected radiance, which could be rendered after any
of the passes. Once the contribution of a photon pass was taken into account, the current
photon map could be discarded, reducing considerably the computational memory requirement
of such an operation. Radiance was reflected from a visibility point towards the viewing
system, direction that was traced a priori, and it was computed using the same nearest
neighbours density estimation technique. The assumption that the photon density is constant
within a certain radius then allowed the reduction of this search radius in subsequent passes,
considering that the number of photons inside this region increased as the contributions of
photons were consecutively added. The progressive increase in the number of photons and
decrease in search radius conditioned the behaviour of the photon density to grow to infinity as
more photon passes were traced. The convergence of the radiance solution to an arbitrary
accuracy then depended on the number of selected passes. With lower memory requirements,
progressive photon mapping rendered complicated scenes using greater number of photons,
which invariably reduced the noise of the images whilst capturing detailed illumination features
otherwise missed by photon mapping, all at comparative rendering times.

Jensen [102] also mentioned an extension to the classical photon mapping technique called
differential checking. This concerns an approach to determine the smallest bandwidth and
respective number of photons inside the searching sphere necessary to reduce bias without
introducing too much noise to the radiance estimate. Differential checking worked by progres-
sively increasing the radius of the sphere until a drastic increase or decrease in radiance was
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observed, which indicated that the bandwidth had crossed a boundary between two distinct
lighting features or an inhomogeneity, for example the edge of a caustic. Upon this observation
the radius variation would be stopped and its previous value would be used for rendering.

In this research, a simpler adaptive approach to the radiant energy density estimation in Eq.
3.52 is constructed. It is based on the information already available from the illumination stage.
This avoids major modifications of the classical photon mapping algorithm or the introduction
of new numerical parameters. The kernel bandwidth is automatically adapted based on a
measure of the scale of refraction that occurred in the compressible flow medium. This measure
is the amount of light deflection undergone after propagation from the light source, a quantity
embedded in the photon map itself, given the direction that light rays intersect the solid surface
compared to the direction of emission.

3.4.4 Viewing System

As described in Section 3.4.2, when using nonlinear ray tracing to solve the rendering equation,
the process of connecting the illumination and the visibility stages of light propagation to
perform reflection and shading calculations is complex. Gröller [166] therefore suggested two
strategies to overcome the complexities. The first strategy was the simple omission of shading
and shadowing calculations [166], thus skipping the visibility or rendering stage. Indeed, the
photon map constructed after a (nonlinear) illumination or photon tracing stage and its radiant
energy distribution data already present relevant information regarding the global illumination
of the scene: an indication of the existence of a shadow pattern on the wing surface given
by the shift in concentration of particles in certain adjacent regions. However, the map lacks
the phenomenological and perceptual aspects of radiometry and photometry. It is neither the
real, physical quantity that contains the visual information measured by recording devices
such as cameras, nor the psycho-physical signal transmitted to the human visual system and
thereby interpreted to construct a response suitable to the respective optical information [100].
Therefore, it does not represent the shockshadow as an observable feature.

Similarly, the much easier estimation of irradiance compared to radiance, due to the absence
of the light direction dependence, still would only be an indication of the caustic formation but
not a true visual pattern. By regarding the wing surface as a simple light sensor, irradiance
could then be computed, but it would not be possible to reproduce this image in reality and,
consequently, the virtual experiment would not be validated. Employing only forward ray tracing
from the sun towards the wing, the radiance could also be estimated by considering a recording
film shaped exactly as the wing and positioned right outside of its boundary. This way, all the
reflection would be assumed to occur in the directions normal to the surface and the reflected
light rays would only traverse an infinitesimal distance until they reached the film. This case
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is analogous to the wing regarded as a light sensor previously mentioned, although now it is
considered to be sensitive to reflected radiance. However, the degree of light deflection after
undergoing refraction through the compressible flow and the resulting photon concentration
shift are very small and insufficient to produce a synthetic shockshadow without considering
real reflections and further light propagation. Moreover, the noise in the resulting images,
inherent to the classic ray tracing and photon mapping techniques, is usually of the same order
of magnitude as the expected disturbances in the radiance distribution when viewed from this
perspective.

The second strategy proposed by Gröller [166] was the assumption that light propagates in
linear paths from the point of intersection at a surface present in the scene to the viewing
system model [166]. The assumption therefore ignores the inhomogenous optical medium
(compressible flow) during the visibility or rendering stage, and thus it greatly simplifies
the ray tracing process, as the standard visibility test to perform shading and shadowing
computation can again be employed. This is the same as the direct visualisation of the photon
map proposed by Jensen [102], through which the classic ray tracing technique is applied
to compute reflected radiance from diffuse materials using the density estimation explained
in Section 3.4.3. According to Jensen [102], ’this approach can be used to render caustic
efficiently’ [102] and this simplified visualisation is still a complete solution to the approximate
rendering equation (remembering that the equation assumes image synthesis in vacuum - see
Section 3.4.1). Given the linearity properties of Eq. 3.50, by splitting the incoming radiance
(L i(p,−→ωi)) as the sum of a component related to direct illumination from the light source
and a component associated to indirect illumination due to single or multiple refractions, the
latter is considered to be responsible for the caustic formation and can therefore be rendered
independently [102]. A caustic photon map can then be constructed, stored and its rendered
radiance convergence analysed separately from the remaining illumination, for efficiency
purposes [102].

A simplification associated with this strategy is the positioning of a recording film, now appro-
priately defined as an image plane. This is placed a certain distance away from the boundaries
of the domain, either the object’s solid surface or the inhomogeneous optical medium itself.
Inspired by the way sensitivity is controlled via adjustments of the screen position in the shad-
owgraphy experimental technique, by allowing the reflected light rays to travel linearly further
from the intersection locations the geometrical displacement of photons due to refraction
and light deviation becomes much more pronounced. Then, measuring the contrast in the
pixels, i.e. the difference between radiance values computed considering light propagation
in air free of discontinuities and in an inhomogeneous refractive-index field, a characteristic
shadowgram pattern is then observable in the computational image. This linear light traversal
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after crossing the compressible flow is true in the case of reproductions of shadowgraphs
[22], as with the supersonic axis-aligned cylinder simulated during verification of the initial
implementation of the light simulation framework (see Section 4.2). In shadowgraphy, light
indeed tends to travel outside the wind tunnel in homogeneous air. However, as mentioned,
this is only an approximation in terms of the natural shadowgraph formed in flight, where
secondary refractions would also occur. Nevertheless, if the recording film is oriented in the
perfect specular or mirror-like reflection, as in the transonic NACA 0012 aerofoil simulation
(see Section 5.1), it senses any slight variations in the photon distribution and the sensitivity of
the final shadowgraph analogous image can easily be adjusted.

3.4.4.1 Virtual Pinhole Camera

In the computational simulation of a camera, a convenient simplification involves the emulation
of the principles according to which pinhole cameras operate. Being possibly the most basic
existing photography device, pinhole cameras take snapshots of a scene by allowing light
to enter through a small aperture contained in a sealed box, over long exposure times and
without the influence of optical systems, and then recording this light in a film located inside
the box but on the opposite side to the hole [103]. The resulting picture is thus inverted in
both directions that define the plane of the recording film [104]. Although not realistic, the
abstract configuration in which the recording film is placed in front of the pinhole (see Figure
3.13) avoids the inversion of the final image [103, 104]. Even with the inversion of positions
between the view plane and the eye, names used to refer to the film and the pinhole in the
virtual camera, respectively, the view frustum or pyramid-shaped volume of the scene that will
be imaged on the film is nevertheless maintained [103].

XY
Z

pinhole

view frustum

recording
film

Figure 3.13: Viewing system model: a virtual pinhole camera.
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The main task of the rendering engine (implementation) and of the camera model itself is
then the determination of the light rays that contribute to the image formation, and from the
illumination information gathered from these light rays the selection of the colour to display in
the image pixels [103]. For the virtual pinhole camera, these light rays of importance are easily
defined as those that pass through the picture elements and reach the eye, analogous to a real
pinhole camera [103]. This solves the 3D viewing problem of projecting the three-dimensional
geometrical objects that are present in the scene, and visible inside the view frustum, into the
two-dimensional view plane [103, 104]. The solution is then a perspective type of projection,
where all the light rays are traced from the same location and their directions are determined
based on the pixel that they will pass through when cast during the backward ray tracing
process [104], see Figure 3.14. Perspective projection is closely related to how the human
visual system or camera systems generate images [103, 104].

XY
Z

Figure 3.14: Primary light rays origin and directions in the viewing system model.

This camera model is completely defined by four parameters: the eye point (e), the look-at point
(la) towards which the camera is directed, the −→up vector and the distance d between the eye
point and the view plane [104], all of which are represented in Figure 3.15. These parameters
are directly related to the transformations of coordinate spaces that take place within the camera
model. The geometric object (wing) and inhomogeneous optical medium (compressible flow)
are assumed to be provided in the world space, the main reference for other local systems
of coordinates. This global system coincides with the geometric definitions of the CFD grid
and solution. The camera model is set up in the scene based on the location of its centre of
projection in world coordinates (the eye point), its particular viewing direction determined from
the eye to the look-at point, also defined in world coordinates, and its orientation with respect
to this direction determined by the up vector. The camera space or viewing coordinates are
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then created according to an orthonormal basis (u,v,w) with origin at the eye. The negative
w-coordinate is mapped to the viewing direction and the positive v-coordinate is mapped to the
up vector direction [103, 104], as depicted in Figure 3.16. Another useful local system is the
two-dimensional screen space or image coordinates, with origin at the centre of the view plane
and xv and yv directions defining the plane [103, 104], as also shown in Figure 3.16.

XY
Z

Figure 3.15: Virtual camera model definition parameters.
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XY Z

Figure 3.16: Camera and screen space, or viewing and image local coordinates.

The camera and screen spaces can then be used together to calculate the direction of light
rays to be cast from the virtual camera as [104]

d⃗ = xvu⃗+ yv v⃗−dw⃗ (3.55)
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where

w⃗ = (e− la)
∥e− la∥ (3.56a)

u⃗ = u⃗p× w⃗
∥u⃗p× w⃗∥ (3.56b)

v⃗ = w⃗× u⃗ (3.56c)

The pixel coordinates (xv, yv), in turn, depend on the horizontal and vertical resolutions (or
number of pixels in each direction - horres and verres) and the pixel size (s) used in the image,
as given by [104]

xv = s
(
c− hres

2.0
+0.5

)
, c = 0,1, ...,hres −1 (3.57a)

yv = s
(
r− vres

2.0
+0.5

)
, r = 0,1, ...,vres −1 (3.57b)

3.4.5 Image Synthesis Model

In the initial implementation of the light simulation framework a simpler plane-shaped recording
film is positioned in strategic locations within the scene being imaged, similar to a light sensor.
It is also specifically oriented in order to appropriately capture the photon displacements
achieved during the illumination stage. The Rendering Equation is then solved at the recording
film itself using the photon mapping technique together with a uniform kernel, i.e. an unfiltered
nearest neighbour density estimation approach.

In the final implementation a virtual camera model (pinhole) is constructed and, during the
additional visibility stage, light rays are also traced from the eye point towards the scene. Both
stages of light propagation are then connected in the Rendering Equation. This is solved at the
points where these camera rays intersect solid surfaces, employing the Epanechnikov kernel
and an adaptive bandwidth approach based on the light deviation from its original direction.

Figure 3.17 summarises these decisions related to the modelling of image synthesis in the
initial and final implementations. Figure 3.17(a) shows the development of the light simulation
framework along the roadmap of this Chapter and Figure 3.17(b) illustrates the final process of
image synthesis employed.
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(a)

X Y
Z

(b)

Figure 3.17: (a) Roadmap of the current progress in terms of light modelling, and (b) graphic
representation of the image synthesis model used in the final implementation.
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4
VERIFICATION AND VALIDATION

A prerequisite for the implementation of a reliable shockshadow simulation framework for
practical analysis of aerospace applications, based on the computational models described in
Chapter 3, is an assessment of the approach on simple test cases. First a direct comparison
is made between simulation results and exact analytical solutions [178] for light refraction.
This ensures that the implemented method is consistent with expected results and that the
mathematical equations are correctly written in computational code and solved [179]. A further
validation assessment is subsequently made to check that the modelling appropriately repre-
sents the physical reality of the direct natural shadowgraph formation [178]. It also evaluates
the imagery from the perspective of the intended application, i.e. shock wave visualisation and
possible aerodynamic data extraction [180]. A direct comparison between the simulation results
and experimental data for problems of the same nature (i.e. shadowgraphy) enables an as-
sessment of whether the chosen equations are reasonable [180], ultimately demonstrating the
overall accuracy and credibility of the simulation. Chapter 4, therefore, details the verification
and validation assessments performed in this research.

4.1 Verification of Light Propagation and Refraction

Discontinuities in the propagation of light, whether at the interface between different homoge-
neous media or corresponding to inhomogeneities in density present in a medium, will cause
the scattering of the electromagnetic radiant energy. From a submicroscopic perspective, this
will involve the interaction between photons and the atoms that form molecules in substances
such as air. Macroscopically, there will be a change in the direction of light rays, associated with
the phase shift in the light field and respective variation in speed that a light wave experiences.
This is the refraction phenomenon [13]. The index-of-refraction (IOR) of a medium (n), defined
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in Eq. 4.1 [13], represents this apparent shift when its value is different than one, as the speed
of light in the medium (v) will be different compared to the magnitude developed in a vacuum
(c).

n = c
v

(4.1)

Since light scattering is the phenomenon being modelled in this research, an initial verification
assessment of the Nonlinear Ray Tracing implementation is performed using two simple test
cases. The first case is for a single refraction between two media with different refractive indices
and the second case involves multiple refractions and transmission through a dispersing prism.
These cases are selected as they have exact analytical solutions given by the well-known
Snell’s Law of Refraction [13]. This Law of Refraction is given in Eq. 4.2 as

nisinθi = ntsinθt (4.2)

where the incidence angle is θi, the transmission angle is θt, and ni & nt are the refractive
indices of the two media involved in the scattering. A representative example of the test case
is given in Figure 4.1.

Figure 4.1: Schematic diagram of single refraction through two homogeneous media.

4.1.1 Single Refraction

The first scenario considers light emission from the sun on the yellow part of the visible
spectrum, where the wavelength ranges from approximately 570 nm to 590 nm. The decision
to use only a smaller range of the visible spectrum was made to check the consistency of the
methods used to calculate the Gladstone-Dale constant, and consequently the refractive index
of the medium. It was also used to confirm if monochromatic solutions could be simulated
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independently and combined a posteriori. This is the linearity assumption embedded in the
approximate Radiance Equation or Rendering Equation (see Section 3.4.1). The Gladstone-
Dale constant for air at 288 K with the density of ρ = 1.225 kg/m3 is then obtained from the
values presented in Table 1.1 in Section 1.3. At wavelength bins of 1 nm, the respective constant
is linearly interpolated from the reference tabular values and, to obtain a single constant for
the entire medium, these interpolated values are averaged over the considered wavelength
spectrum. The Gladstone-Dale relation (Eq. 1.1) subsequently provides the index-of-refraction
of air.

From emission, light is transmitted through air to a second medium composed of light flint
glass [13] (similar to the situation depicted in Figure 4.1). The dependence of the refractive
index of this material on the wavelength of light is described in [13]. This optical property of the
glass is then estimated from the spectral curve shown on Figure 4.2 [13], through cubic spline
interpolation from the curve in the assumed wavelength bins and again final averaging in the
emission wavelength spectrum. The averaging operations performed when estimating both
refractive indexes are assumed to represent the overall spectral behaviour of light in the media
within the range of wavelengths in the visible spectrum characterised by a yellow hue, i.e. a
yellow monochromatic light beam.

Figure 4.2: Spectral refractive index of different materials, including light flint glass (highlighted
in red). Figure reproduced from [13].

Originating from air where n ≈ 1.0003 and directed towards the glass where n ≈ 1.6244, several
light rays are cast at different incidence angles, ranging from 0◦ to 45◦ of orientation with
respect to the y-coordinate direction. These rays are then traced through both media, as
illustrated in Figure 4.3, by solving the Ray Equation from Geometrical Optics (see Section
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3.2.3). When crossing the interface between media, the numerical approach is responsible for
sensing the inhomogeneity, i.e. the gradient in refractive index (shown in the clipped domain of
Figure 4.4), and thus it captures the corresponding deflection of the rays. To obtain an accurate
representation of the discontinuity, the optical domain mesh has to be appropriately refined in
that region, which is also shown in Figure 4.4.

X
Y

Z

Figure 4.3: Index-of-refraction distribution of the two homogeneous media involved in the single
refraction verification case.

The behaviour of the light rays in the described simulation is depicted in Figure 4.5. It can be
seen in the picture that the higher the angle of incidence θi that the light rays reach the interface
between air and glass the more they deflect from their original direction, or the stronger is the
refraction effect. This is the expected result based on the application of the refractive index
values and selected incident angles to the mathematical Law of Refraction. The percentage
difference between the transmission angle values (θt) calculated analytically using Eq. 4.2
and predicted computationally within the Ray Equation solution process are then presented in
Table 4.1.
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X
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Z
XYZXYZ

Figure 4.4: Details of the gradient of refractive index and respective domain discretisation
employed in the single refraction verification case.

Table 4.1: Numerical results of the single refraction verification case.

θi
[◦] θt

[◦] Percentage Difference [%]

Computational Analytical
1 0.6292 0.6298 0.0945
5 3.1473 3.1463 0.0313

10 6.2570 6.2771 0.3199
15 9.3786 9.3762 0.0259
20 12.4407 12.4271 0.1094
25 15.4434 15.4124 0.2004
30 18.3063 18.3138 0.0409
35 21.0857 21.1109 0.1194
40 23.7776 23.7821 0.0188

It can be seen that the maximum error level is 0.32% which arises for an incident angle of 10o

and confirms that the developed methodology can correctly predict the abrupt change in light
direction at the interface of two homogeneous, but different, media.
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Z

Figure 4.5: Traced light rays emitted from air, refracted and transmitted through glass.

4.1.2 Multiple Refraction Through a Dispersing Prism

The single refraction test case considered in the previous section verified the computational
solution obtained by solving the Ray Equation using the selected numerical approach. It also
confirmed the possibility of tracing approximate monochromatic light rays, where sunlight is split
into a number of ranges within the visible spectrum. Therefore, this wavelength dependency
of light propagation and refraction is further verified and checked for consistency by means
of a scene containing a dispersing prism, an optical device employed to split the colour (or
frequency) components of a polychromatic light beam that passes through it [13].
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A polychromatic light ray and respective spectral characteristics are not handled directly by
the simulation, but are rather embedded in the index-of-refraction of the medium, and how it
varies according to the wavelength of emission. Thus, monochromatic light rays representative
of seven (approximate) colour bands in the visible spectrum (shown in Table 4.2 alongside the
respective wavelength bin values) are traced. The individual behaviour of each colour is then
captured within the dispersing prism. It is assumed that the colours combine in a polychromatic
beam before reaching the prism. The prism is again assumed to be made of light flint glass
and immersed in the air at 288 K . The indexes-of-refraction of the media are again estimated
from data gathered from the literature [13, 22] and respective averaging processes (see Table
4.2).

Table 4.2: Wavelength bands and refractive index of the media in the visible spectrum employed
in the multiple refraction verification case.

Colour λmin λmax nair nglass

Violet 380 420 1.000283 1.657438
Indigo 420 450 1.000281 1.647791
Blue 450 500 1.000280 1.638844

Green 500 570 1.000278 1.629896
Yellow 570 590 1.000277 1.624369
Orange 590 630 1.000276 1.621575

Red 630 740 1.000275 1.615639

It can be seen that the refractive index of air is approximately one across the spectrum, whereas
there is a significant variation for glass. The overall effect of the prism on the light rays that
are transmitted through it can be evaluated through successive applications of Snell’s Law of
Refraction (Eq. 4.2) on each of its boundaries. Alternatively, a formula for the angular deviation
of a light ray (δ) from its original emission direction can be derived as a function of the prism
apex angle α, the angle of incidence of the light ray θi and the refractive index nglass of the
triangular prism (see Figure 4.6) [13]:

δ= θi + sin−1
[
(sinα)

(
n2

glass − sin2θi

)1/2 − sinθi cosα
]
−α (4.3)

Considering an equilateral triangular prism with apex angle α= 60◦, and the refractive indexes
of light flint glass in the visible spectrum, there are two limiting factors for this verification
assessment. The first concerns the conditions where the light rays at either end of the spectrum
emerge from the prism parallel to its surface (i.e. θe = θt2 = 90◦ in Figure 4.6). If the angle of
incidence is slightly decreased from this value, these monochromatic light rays do not reach
the opposite surface of the prism surface at all. This is known as the light grazing emergence
condition, and it will occur at different incidence angles for each wavelength band, as shown
in Figure 4.7(a). The second is in terms of the difference in angular deviation of light rays
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Figure 4.6: Schematic diagram of multiple refractions through a dispersing prism. Figure
reproduced from [13].

across the spectrum, which can be minimal for certain values of angle of incidence (higher
than 60◦, as seen in Figure 4.7(b)), thus hindering a simple visualisation of the different levels
of refraction. Therefore, the angle of incidence for the verification assessment is chosen to be
41◦, corresponding to a near grazing emergence in the shorter wavelengths, where the splitting
of colours is at its maximum.

Given these conditions, individual light rays are emitted from one of the sides of the prism,
as depicted in Figure 4.8 and the resulting deviation is measured at the opposite side, with
respect to the change in the direction of light rays when passing through the prism. The mesh
size at the boundaries between air and glass, presented as a coarse example in Figure 4.9, is
refined until the gradient of refractive index is appropriately captured and the errors in angular
deviation fall within an acceptable level.

The behaviour of the differently coloured light rays in the simulation is depicted in Figure
4.10. The adaptive numerical integration method employed to solve the Ray Equation and
trace the nonlinear paths of light rays is characterised as embedded formulae (see Section
3.2.3.1). Because of that, the function evaluations used to approximate the paths are sensitive
to the gradients in the refractive index even before the integration points have reached the
discontinuity. Therefore, light rays seem to progressively bend before and after crossing the
boundaries of the prism. Nevertheless, the cumulative behaviour of light refraction is accurate
and the deviation angle is measured based on the transmission angle obtained after the
completion of light ray bending on the right-hand side boundary of the prism. The percentage
difference between deviation angle values calculated analytically using Eq. 4.3 and predicted
computationally within the Ray Equation solution process are then presented in Table 4.3.
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(a)

(b)

Figure 4.7: (a) Angle of emergence and (b) angular deviation dependence on the angle of
incidence of light rays in the wavelength bands of the visible spectrum.
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Figure 4.8: Index-of-refraction distribution on the glass dispersing prism immersed in air, the
multiple refraction verification case.
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Figure 4.9: Details of the mesh and gradient of refractive index distribution in the glass
dispersing prism immersed in air, the multiple refraction verification case.
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Figure 4.10: Traced light rays emitted from air, refracted and transmitted through the glass
dispersing prism.
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Table 4.3: Numerical results of the multiple refraction verification case.

Colour δ
[◦] Percentage Difference [%]

Computational Analytical
Violet 63.1654 62.9388 0.3600
Indigo 60.0292 59.8182 0.3528
Blue 57.4135 57.5481 0.2340

Green 55.1565 55.6020 0.8013
Yellow 54.2838 54.5110 0.4170
Orange 53.8078 53.9851 0.3286

Red 52.8722 52.9165 0.0836

It can be seen that the errors in predicting the dispersion angles are small, with the highest
error of 0.8% for the green light rays.

4.2 Validation of Light Reflection and Image Synthesis

The verification assessments described so far only check that the mathematical modelling
of light propagation and refraction through different homogeneous media is accurate. This
indicates that tracing light from the sun to an aircraft wing and also from a wing to a camera
will be modelled correctly and that the refractions due to density variations in the air will
be appropriately captured. However, there still remains another two important elements of
the simulation of shockshadow images seen by an observer or a camera that need to be
assessed. These are the light reflection at the wing surface after it is illuminated and the image
synthesis or rendering process that occurs in the pixels of the viewing system after reflection.
These elements link the two light ray passes through the solution of the Rendering Equation
(see Section 3.4.1) using physically-based properties of materials and the photon mapping
technique.

The physical reality of the in-flight shockshadow formation is still unexplored from an exper-
imental, wind tunnel perspective. However, traditional shock wave visualisation techniques,
such as shadowgraphy and schlieren imaging, are based on the same behaviour of light within
a compressible flow field and share many similarities with the current study. There is a variety of
image data related to these traditional methods available in the literature that can be compared
to computational results to check the mathematical modelling of light reflection and image
synthesis.

The work of Panda and Adamovsky [181] represents a suitable alternative to support the
computational imagery validation assessment, since it contains both qualitative and quantitative
experimental data concerning light scattering by shock waves. The tests detailed in the paper
involve the shadowgraphy technique, performed at a range of different wind tunnel conditions,
for the case of supersonic flow over an axis-aligned cylinder. The available data includes raw

129



CHAPTER 4. VERIFICATION AND VALIDATION

and processed shadowgraph images of a steady shock wave formed in front of the test model,
apart from light intensity distributions relative to the latter. This type of data is ideal to be
compared against computational results of light simulations set under conditions as close
as possible to the experimental reality, in order to determine if the chosen numerical models
from the field of computer graphics are suitable for the purpose of reproducing shockshadow
images.

4.2.1 Summary Overview of Test Case

The test case from their paper that is considered in this study is summarised as follows,
including some of the specifications of the experimental facility where the tests were performed:

• 127mm x 127mm wind tunnel test section;

• supersonic freestream Mach number of M∞= 1.5;

• freestream total pressure of P0 = 134kPa;

• freestream total temperature of T0 = 294K ;

• a cylindrical bluff body with diameter of 12.7mm;

• a 4mW He-Ne laser (λ= 632.8nm) as a coherent light source;

• test section with two plexiglass windows with thickness of t = 25.4mm each;

• a semi-transparent screen placed normal to the laser path at a distance of 685mm away
from the shock location to capture the scattered light; and

• a low light 12−bit 576 x 384 pixel CCD camera to photograph the resulting patterns.

The supersonic flow over a bluff or blunt body is a classical aerodynamic problem. Charac-
teristically, a strong bow (curved) shock wave forms in front of the body, detached from it
and located at a certain distance upstream from its nose. This type of compressible flow has
been thoroughly studied, both from the analytical, numerical and experimental perspectives,
given its extreme importance for, for example, missile ballistics and the atmospheric re-entry of
high-speed vehicles [60].

However, the solution of this flow field is not at all straightforward [60]. In fact, the general curved
shape of the shock wave and its location with respect to the body could not be theoretically
predicted [182]. Attempted analytical treatments of this aerodynamic problem involved too
many assumptions and approximations and were not applicable to any arbitrary blunt body and
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flow combination, therefore proving to be inadequate [183]. Early numerical techniques were in
turn limited by the then available computational power and, although somewhat more accurate
than the existing analytical methods, they were still in general unsuccessful in addressing
general supersonic blunt bodies [60].

This rather three-dimensional flow contains complex non-uniform regions of mixed supersonic
and subsonic flow between the bow shock wave and the axisymmetric body. This changes the
nature of the flow governing equations from hyperbolic to elliptic, across the so-called sonic line
that divides the previously mentioned regions [60]. Due to the subsonic region, the shock wave
not only depends on the freestream, but also on the far-downstream conditions (geometry
and flow) [182], and a technique that encompasses both regions simultaneously becomes
mathematically and numerically cumbersome [60]. Additionally, other dominant features that
further complicate the flow, such as expansion waves and embedded shocks, also arise as a
result of the sharp corner formed by the face of the body and the separation of the boundary
layer from the body surface [184]. In fact, the onset, evolution, interaction and impact of
these intricate compressible and viscous effects, particularly flow separation, are still a major
challenge even to state-of-the-art computational models [185].

For a truly satisfactory analysis one must then rely on the solution of the full fluid flow governing
equations [60, 183]. Although there exist some specific algorithms for the calculation of
supersonic flow over bluff bodies [60, 183, 184], the implementation of such an algorithm
is outside the scope of this research, which is rather built on standard computational fluid
dynamics solvers. Therefore, simulations of the fluid flow scenario from [181] are performed
using the OpenFoam CFD code described in Section 2.5.1.

4.2.2 Domain Discretisation

The fluid flow domain discretisation is simply performed using the blockMesh mesh generation
utility supplied with OpenFoam [186]. In this utility, boundary faces are organised into sets of
patches or regions [186], which aid the application of boundary conditions. Assuming that both
the cylinder and the shock wave are axisymmetric three-dimensional surfaces of revolution
[181], a basic patch type that is adequate to the physical arrangement being reproduced is the
wedge, represented in Figure 4.11. This patch type is used specifically for axisymmetric cases
[186–188]. This greatly simplifies the simulation, as it enforces an axial symmetry constraint
and means that the entire computational domain does not need to be meshed, thus reducing
the computational cost of the simulation.

The whole computational domain is specified as a wedge of small angle and only one cell thick
[186–188]. The size of the cell in the tangential direction is exaggerated in Figure 4.11 only to
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Figure 4.11: Axial symmetry constraint with the wedge patch type in OpenFOAM.

aid visualisation. In reality, the small angle used to construct the wedge defines a very small
arc length, thus appropriately representing both the cylinder and the wind tunnel boundaries
even though a straight line is used to join the two vertices. The cylinder is mounted with its
axis along the flow direction [181]. As seen in Figure 4.12, the flow field is decomposed into
three different three-dimensional hexahedral blocks [186]. Although no specific shock fitting or
capture techniques in grid adaptation approaches are employed in the simulation, a different
number of cells is assigned to each block and the uniform expansion rate parameters available
in the utility are differently tuned for each direction of the cross-sectional plane of the patch
(see Figure 4.12). This ensures the refinement of the very small region in front of the cylinder
along its axis where a bow shock is expected. The refinement is progressively adjusted until
a suitable shock wave solution is obtained. The final mesh contains approximately 3.2×105

points and 1.6×105 cells.

4.2.3 Details of the CFD Simulation

Panda and Adamovsky [181] give minimal information about the wind tunnel, however they
direct the reader to the work of Willis et al. [189] and a detailed description of the 1×1-ft
supersonic wind tunnel at the NASA Glenn Research Center can easily be found in the
respective user manual [190]. Oddly, in [190] the tunnel is said to be able to operate only in the
discrete freestream Mach numbers of 1.3, 1.6 and higher, by changing the nozzle installation at
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Figure 4.12: Details of the wedge type of boundary condition used in the CFD simulation.

the test section, but it is not reported to operate on 1.5. Similarly, in [189] the closest upstream
reference conditions presented are of Mre f = 1.27 and 1.58, which are associated to the nominal
values presented in the manual, but disagree with the specification in [181]. Therefore, it is
very difficult to know the exact conditions at the wind tunnel when Panda and Adamovsky [181]
performed the shadowgraphy experiments and to accurately model the experimental facility.
Nevertheless, it is assumed that the specifications presented in [181] are accurate.

For a simplified simulation the circular outer boundary is specified such that the cross-sectional
area of the flow domain is the same as the cross-sectional area of the wind tunnel (Awt =
0.016129 m2). The outer boundary cross-section is circular, whereas the tunnel has a square
cross-section. Making the cross-sectional area the same makes the outer boundary radius
0.07165 m, whereas the cylinder has a radius of 0.00635 m. The outer boundary location based
on this approach is therefore located at more than 10 cylinder radii from the cylinder surface.
Thus the flow at the boundary is simulated as a parallel flow on the simplifying assumption
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that as the model is small compared to the size of the wind tunnel, the effects of the walls
and associated boundary layer can be simplified. This is a form of inviscid boundary condition
and it significantly reduces the cost of a RANS simulation of the flow over the cylinder, which
requires a fine mesh on all solid surfaces.

From the given freestream total conditions and Mach number [181], isentropic flow equations
(Eq. 4.4 [60]) are then applied to find the static pressure (P∞ = 36 kPa), static temperature
(T∞ = 202 K) and velocity (V∞ = 427 m/s) at the inflow, where R is the specific gas constant and
γ is the heat capacity ratio of air. These values are then employed as the initial conditions of
the CFD simulation, which result in a representative converged solution containing a stationary
bow shock wave formed in front of the cylinder.

V∞ = M∞
√
γRT (4.4a)

T0

T∞
= 1+ γ−1

2
M2 (4.4b)

P0

P∞
=

(
1+ γ−1

2
M2

) γ

γ−1
(4.4c)

Due to the wedge type of flow domain used in OpenFOAM, the converged stationary density
solution is essentially two-dimensional, as shown in Figure 4.13. Based on the initial assumption
of symmetry along an axis, the solution is simply replicated via 360◦ rotation around this axis
in order to compose a 3D solution, as represented in Figure 4.14. This is an approximation,
as the wind tunnel is not cylindrical shaped and some three-dimensional effects are lost. The
use of a circular, rather than a square boundary, and the simplification of the effects that the
boundary layers that develop on the real wind tunnel walls exert over the internal flow can have
a more significant influence than it is assumed. However, this allows the quick comparison
between real and simulated shadowgraphs without having to attempt to model every aspect
of the wind tunnel experiment. The true wind tunnel wall shape and boundary layers would
probably have to be accounted for in the solution if the bow shock was to be reproduced with
better accuracy.

4.2.4 Light Source, Light Sensor and Rendering

In the light simulation, a Gaussian signal is used to represent the spectral power distribution of
the source, i.e. that of a red gas Helium-Neon laser beam. The signal is centred around the
wavelength of emission and has the power amplitude specified in [181], as shown in Figure
4.15. The maximum spectral power value slightly decreases due to the deviation of the curve
from a Dirac delta function, but upon integration the total power of the laser is conserved.
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Figure 4.13: CFD two-dimensional air density solution of supersonic flow over an axis-aligned
cylindrical bluff body.

Light rays are emitted in the same global direction, parallel to the cross-sectional plane, analo-
gous to the large diameter collimated beam obtained with the expander shadowgraph system
employed in [181]. These light rays are then traced through the compressible aerodynamic
flow. The windows in each side of the wind tunnel test section [181] and the corresponding
refractions that would occur when the laser entered and exited the section are not considered.
A plane-shaped sensor is appropriately positioned at the opposite side of the flow domain,
capturing the deflected light rays in a similar manner to the screen used in [181] and at the
same location relative to the cylinder. Figure 4.16 depicts the whole scene.
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Figure 4.14: CFD three-dimensional axis-symmetric air density solution of supersonic flow over
an axis-aligned cylindrical bluff body.

The sensor is then considered to behave as a perfect diffuse material, reflecting light equally in
all directions. A virtual pinhole camera is positioned aligned with, and directed towards its plane,
mimicking a photograph being taken from the screen, as it is usually done in real shadowgraphy.
Subsequently, employing the backward nonlinear Ray Equation solution algorithm to trace
shadow rays from the viewing system to the sensor and the photon mapping technique without
any filtering, i.e. using a uniform kernel, the Rendering Equation is solved to estimate the
radiance values of the pixels that compose the image plane.
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Figure 4.15: Red gas He-Ne laser spectral power distribution representation.

Additionally, a second image of the same scene is generated in the same manner as before
but, instead of considering the aerodynamic flow, a homogeneous medium with no density
nor index-of-refraction variation is assumed instead. This is the "no-flow" image mentioned
in [181], as opposed to the previous "flow" [181] image. In both images, the sRGB radiance
values estimated are converted to the CIE XYZ colour space and the Y channels, which
corresponds to luminance photometric measurements, are used to generate the results. Before
being rendered, the resulting luminance distribution is also gamma corrected and normalised
to 8-bit values.

At last, the processed shadowgraphs differ from the raw images regarding the "no-flow" image
being subtracted from the "flow" image, in order to highlight the effects that the shock wave
exerts over light [181]. Furthermore, while the raw image visualises approximately three cylinder
radii in the radial direction, including a part of the cylinder itself, as in [181] the processed
image is focused on a very narrow region in front of the cylindrical body along its axis, where
the tip of the bow shock wave is situated.

4.2.5 Data Comparison

The shock shape and its detachment distance (better known as the standoff distance) are
the main parameters that aerodynamicists try to accurately predict [183]. These parameters
depend on the geometry of the body and on the freestream Mach number [60, 182]. The
standoff distance is measured along the central streamline or axis of symmetry (in axisymmetric
flow/body cases), from the stagnation point at the face of the body to the normal and stronger
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Figure 4.16: Schematic of light source and viewing system arrangement in the shadowgraphy
simulation.

portion of the curved shock wave. It is then a convenient test of accuracy for any technique that
attempts to predict the supersonic flow over a bluff body. This is because on either shadowgraph
or schlieren photographs, it can be practically measured considering the upstream edge of
the darker and wider shadow as the location of the shock front [22, 181, 183]. Since in this
research the simulated direct shadowgraphs are derived from the supersonic flow prediction
technique itself, i.e. the CFD, standoff distances measured on these virtual images can then be
compared to values obtained from analogous experimental pictures or calculated using another
already well established numerical method. The latter requires an additional implementation,
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which is judged unnecessary for the present purposes, and as accurate as the algorithm can
be some degree of error will invariably remain.

The difficulty in using experimental data containing standoff distance information lies on the
fact that the bluff body in [181] is a body of revolution with a flat face or flat nose, whereas
the majority of the data available corresponds to blunt-nosed bodies or circular cylinders (not
axis-aligned) and spheres [191]. Nevertheless, Roshko and Liepmann [182] provide a curve
for the standoff distance of shock waves in plane and axisymmetric flow over flat-nosed bodies
of revolution, for different freestream Mach numbers and body dimensions (highlighted in red
in Figure 4.17). The curve is based on experimental data (e.g. interferograms from [192, 193])
for air with constant specific heat.

Figure 4.17: Shock wave standoff distance for plane and axisymmetric flow over bluff bodies.
Figure reproduced from [182].

Considering the freestream Mach number of M1 = 1.5 and cylinder diameter of d = 12.7 mm

described in [181], the value of δ= 7.98 mm for the standoff distance is (indirectly) numerically
interpolated from the curve in [182]. In the raw shadowgraph for the case of M∞ = 1.5 presented
in [181], the standoff distance can also be measured employing appropriate software that uses
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the cylinder diameter, distinguishable in the picture, as the scale. As shown in Figure 4.18, the
value of δexp = 7.81 mm is measured using the outer edge of the main shadow as the reference.
This very closely agrees with the value interpolated from the curve. The small difference is,
most likely, due to the disparities between the shadowgraphy from [181] and the interferograms
that compose the curve in [182]. These disparities are in both the air flow established at each
respective wind tunnel and in the subsequent image capture and processing techniques used.

7.81 mm
12.70 mm

Figure 4.18: Experimental raw shadowgraph of a supersonic axis-aligned cylinder (reproduced
from [181]).

A similar measurement can then be performed on the distribution of the density gradient
calculated from the CFD solution during the light simulation (see Section 3.2.3.2 and Figure
4.19). In this plot, it is difficult to the determine which vertex or cell along the axis of symmetry
to use as a reference to measure the standoff distance. With the level of mesh discretisation
used at the shock wave region, the non-zero density gradient is spread over multiple adjacent
cells, rather than a single surface of discontinuity across two cells. These cells containing
a gradient different than zero lie from 7.8 mm to 8.4 mm ahead of the cylinder face, with
the peak in gradient (at this region) at around 8.0 mm, as shown in Figure 4.19. The values
obtained from the experimental curve-fit interpolation and shadowgraph image measurement
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are therefore within this range. Further refinements of the mesh and possibly by addressing the
previously mentioned modelling assumptions and approximations in the CFD simulation could
then improve this solution and bring the shock wave, as a thinner and more abrupt discontinuity,
closer to the shorter end of this range of distances.

Figure 4.19: Slice of the three-dimensional density gradient distribution calculated from the
CFD solution of the supersonic flow over an axis-aligned cylinder.

On the actual simulated raw shadowgraph, presented in Figure 4.20, the same difficulty
associated with the density gradient distribution when measuring the standoff distance is again
observed. It becomes hard to ascertain if the different levels of grey displayed in the central
pixels are only a result of, for example, the choice of searching radius or bandwidth in the
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density estimation of photon mapping, which could have detected slightly fewer photons than
in the complete homogeneous regions. In this case, these darker pixels are not necessarily
related to the shock wave influence and do not indicate the upstream edge of the shadow. In
any case, the distance of δnum = 7.8 mm, shown in Figure 4.20, terminates at the region where,
from visual inspection, the pixels are becoming closer to black rather than intermediary shades
of grey. As before, this could be established as the outer edge of the shadow, which would
indicate a close agreement with the curve-fit interpolation and experimental shadowgraphy
measurement, although this is only subjective in this image. As previously mentioned, further
improvements of the CFD solution would aid the proper location of the shock wave and
subsequent measurement of the standoff distance to correctly confirm this agreement with the
practice.

7.80 mm
12.70 mm

Figure 4.20: Computational raw shadowgraph of a supersonic axis-aligned cylinder, constructed
with the first implementation of the present methodology.

Figure 4.21 presents the simulated raw shadowgraph compared against the experimental
analogous, where, only to emphasise, flow is from left to right. It is possible to see in both
images the main features of the light and compressible flow interaction, i.e. the formation of a
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dark band, representing the shadow of the shock wave [181], and of a light fringe downstream
of the shock. However, both the shadow and the caustic bands appear thicker in the simulated
image, due to the previously described limiting characteristics of the CFD solution embedded
in the light simulation. Nevertheless, the outer edges of the shadows seem to approximately
coincide in position and even more in shape. In fact, the curvature of the simulated bow shock
wave very closely matches that of the one in the experiment. This shock shape comparison via
visual inspection is believed sufficient for the present purposes, especially considering that
the subsequent analysis concentrates only on the normal part of the shock. Otherwise, other
techniques (e.g. [191]) could be used to also predict this shape and confirm the shock waves
of both the experimental and simulated shadowgraphs.

Figure 4.21: Experimental raw shadowgraph of a supersonic axis-aligned cylinder (reproduced
from [181]) overlapping the analogous computational image.

As Panda and Adamovsky [181] described, for a fixed freestream Mach number the shock
wave shape and location are not affected by changes in the freestream total pressure, but only
the corresponding illumination patterns become weaker. This means that a weaker refractive
medium (i.e. density gradient) resulting from a lower freestream total pressure produces
thinner dark and light fringes with fading shades of black and white, comparatively to an image
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generated in a higher total pressure. Moreover, the computational raw shadowgraph simulated
from the M∞ = 1.5 and P0∞ = 134 kPa flow test conditions has already shown great agreement
with the equivalent experimental photograph. Therefore, it is deemed unnecessary to also
simulate the remaining available condition of higher freestream total pressure with the same
Mach number, for which a raw shadowgraph is not presented in [181], but only a processed
and very similar image. The additional condition of higher freestream Mach number is not
analysed either, since the respective processed shadowgraph is not provided in [181].

Finally, Figure 4.22 presents the simulated processed shadowgraph together with its equivalent
experimental photograph. Further, to replicate completely the whole experiment of Panda and
Adamovsky [181], the luminance values of the "flow" image are averaged over the columns
of pixels perpendicular to the centre line of the cylinder. In [181], a similar process was done
to reduce background speckle noise produced by dust particles present on the wind tunnel
windows. These averaged luminances are then normalised by the average luminance of the
whole "no-flow" image and the resulting simulated distribution is then plotted in Figure 4.23,
alongside the equivalent experimental curve obtained from [181].

In Figure 4.22, both images are appropriately scaled according to the distance from the cylinder
to the point where the luminance distribution in Figure 4.23 crosses L = 1, i.e. the boundary
between the main shadow and light fringe. The experimental shadowgraph is then placed at a
position considered appropriate for the comparison, given that the initial curvature analysis
demonstrated a good agreement of the simulation and, instead of being approximately normal
or vertical, the illumination pattern on the experiment seems to be curving to the right from top
to bottom.

Again, in these images the main illumination features arise (wider dark and bright bands),
however the remaining less bright and thinner light fringe upstream of the shock is not present
in the synthetic shadowgraph. This happens because the simulation is based on geometrical
optics (ray tracing and photon mapping techniques), which does not take light diffraction into
account. Diffraction is a wave interference phenomenon [13]. Indeed, the thicknesses of shock
waves usually lie within the range of the wavelengths of visible light [2, 12] and therefore
diffraction effects can be significant, as in experimental shadowgraphy [194]. This thickness is
determined by the freestream Mach number and the mean free path (m.f.p.) of air particles
[194], or the average distance travelled by one of those particles before collision with other
particles [195]. Typically, for a fixed Mach number, a denser gas will present a small m.f.p.
ahead of the shock wave and the shock will then exhibit a thickness approaching its zero value,
i.e. a proper surface of discontinuity. In this case, wave optics effects play a significant role in
the physical problem and diffraction is of major importance. Differently, with a larger degree of
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Figure 4.22: Experimental processed shadowgraph of a supersonic axis-aligned cylinder
(reproduced from [181]) overlapping the analogous computational image.

gas rarefaction in front of the shock, the m.f.p. and the shock wave thickness increase to the
order of millimetres and tens of millimetres, respectively. Geometrical optics is then appropriate
to treat the physical problem and diffraction disappears [194].

At the average cruise altitude of commercial aircraft, the low atmospheric pressure determines
a m.f.p. of the order of hundreds of micrometres, which characterises conditions of low to
medium vacuum [196] and a somewhat thicker shock wave. Furthermore, CFD simulations
are unlikely to converge to an infinitesimal length scale of density gradients, but rather result
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Figure 4.23: Experimental (reproduced from [181]) and computational normalised averaged
luminance distributions obtained from the processed shadowgraphs of the supersonic axis-
aligned cylinder.

in a shock wave density profile depicting a finite discontinuity, usually thicker than expected.
In the present case, the shock wave is not even a two-dimensional plane and light rays are
never exactly parallel to its surface, conditions that are known to bring about diffraction. The
discontinuity is actually a three-dimensional surface of revolution with different orientations with
respect to the light source direction. All these factors support the application of geometrical
optics to construct the light simulation framework, thereby neglecting light diffraction. For a
simple initial analysis of shock wave location and measurement, the refractive medium itself
and the resulting light deflection towards a denser region are more relevant, and light diffraction,
even if it happens to a certain extent, can be left from the modelling. If the more complex
reconstruction of the shock wave thickness and its internal structure were required, then one
would have to confirm the disappearance of the physical optics influence, possibly by ensuring
a high degree of rarefaction in front of the shock wave [194]. Alternatively, if diffraction was
relevant to the analysis, then one could employ hybrid models that combine geometrical and
physical optics to predict light transport [197].
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The dark and light bands appear in Figure 4.23 as the luminance valley and peak, respectively.
However, the first apparent discrepancy is the approximately three times larger widths of these
bands in the computational image. As observed in both the raw and processed shadowgraph
images comparisons, and previously explained, this is directly attributed to the mesh coarse-
ness and respective CFD solution utilised. There is also a considerable shift of the illumination
features to the right, towards the cylinder, in the simulated distribution. Apart from the influence
of the fluid flow domain discretisation, this is also thought to be due: inaccuracies in modelling
the supersonic flow over the blunt body, especially in predicting the complex three-dimensional
flow separation over the cylinder flat face; possible effects of test section boundary layer growth
in the wind tunnel, though these were probably accounted for in the experiment calibration;
the simplification with respect to the wind tunnel model cross-section; and differences in the
procedures performed during image processing. The latter also probably affect the visible dif-
ference in terms of the main luminance peak, which is almost twice as strong in the simulation
than in the real experiment. More importantly, the ray tracing sampling-based technique and
the photon mapping density-estimation concept also play a considerable role in this difference.
Ideally, an infinitely large number of photons would be traced from the laser and an infinitely
small area would be used to map these photons into a radiance estimation for each pixel
of the viewing system. This would most probably smooth out the light peak and bring it to a
lower value. Since photon mapping is based on a density estimation technique, as the sample
size increases and the bandwidth decreases the solution will consistently converge to a more
accurate value. The luminance valley however seems to be compatible with the experiment in
terms of value, resulting in similarly dark shadows in the images.

The influence of the image processing is even more evident on the shock wave standoff
distance of these shadowgraphs. Although for the processed shadowgraphs the real/virtual
experiments are exactly the same as the one performed to obtain the raw photographs, but
simply zoomed in into the central region, the standoff distance of around 7.8−8.0 mm expected
for the freestream Mach number of 1.5 is actually considerably larger in these processed
images. In the experimental luminance distribution in Figure 4.23, the distance from the
cylinder to the upstream edge of the main stronger and wider shadow is actually 9.55 mm.
From the curve of Roshko and Liepmann [182] this would, at first impression, suggest a lower
freestream Mach number of around 1.37 and possibly the wind tunnel operation at its nominal
M = 1.3 [190]. However, this is rather believed to be a result of the averaging and normalisation
procedures performed and possibly further image processing not mentioned in [181].
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4.3 Discussion

The results presented in Tables 4.1 and 4.3 show relative errors of less than one percent with
respect to angles calculated via Snell’s Law of Refraction, thus the light simulation model is in
excellent agreement with the analytical treatment of the refraction phenomenon. It is concluded
that the overall Ray Equation solution process as a Nonlinear Ray Tracing algorithm is based on
a suitable methodology and refractions are adequately captured. This agreement is expected
as both the Ray Equation and Snell’s Law of Refraction can be derived from the same principle,
Fermat’s principle of the shortest optical path length. The computational implementation is
not only consistent but it is also versatile, as it opens the possibility of exploring the spectral
nature of light when sampling the energy from the Sun, as the dispersion in the prism clearly
demonstrates. The light propagation and refraction module can therefore be employed to
accurately retrieve the behaviour of light rays in compressible fluid flow.

Clearly there are differences in the shadowgraph images and luminance distributions produced
from CFD and experiment for the cylinder test case. The reasons for this discrepancy can
be identified and include: the difficulty in recreating the experimental wind tunnel flow in the
simulation at an affordable computational cost; the difficulty in knowing the exact procedures
performed during image processing in reality; and the use of a finite number of light rays
and photons and the impact on radiance estimation for each pixel of the viewing system.
Despite these issues, it is concluded that provided the computational fluid dynamics is an
accurate representation of the fluid flow reality, so will the light simulation accurately model
the refraction phenomenon and respective visualisation of its effects. From the perspective of
a shadowgraph application, the Rendering Equation calculation embedded into the viewing
system and based on the photon mapping technique replicates the traditional flow visualisation
technique computationally in its entirety. The imaging of compressible flow features, similar to
the ones produced with complex and expensive facilities & apparatus, can therefore be obtained
numerically given adequate light sampling and reconstruction. For the in-flight shockshadow, as
of yet no experimental data is available. However, the shadowgraphy results demonstrate that
the equations being solved represent the physics of the shockshadow phenomenon. Thus the
light reflection and image synthesis modules can be used to, within the extent of geometrical
optics and from the perspective of computer graphics, predict the interaction of light with
materials and with a camera, and the shadow formation itself.
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5
RESULTS

The results in Chapter 4 evaluated the light simulation framework on simple test cases with
analytical solutions. This showed that the framework can be used to accurately reproduce the
effect of compressible flow, or any other inhomogeneous optical media, on light scattering.
Further, the simulation of a shadowgraphy experiment highlighted the dependence on the
computational fluid dynamics solution and on the tuning of the algorithms to obtain accurate
synthetic images. This chapter advances the investigation into the target application, the
computational reproduction of the natural direct shadowgraphy phenomenon on aircraft wings.
A logical strategy is then to approach the modelling of such a phenomenon in sequential
stages, where at each stage more encompassing aspects of the shockshadow reality are
introduced. As an initial step, a pseudo-3D wing test case is created by stacking 2D RANS
simulations of flow over a NACA 0012 aerofoil to produce an artificial 3D flow, i.e. a section of a
rectangular wing of infinite span. This provides a test bed to understand key issues in applying
the developed framework to the light simulation involving a wing surface. The knowledge gained
is then used in the final 3D test case for the Onera M6-wing, where a 3D Euler simulation
provides the compressible flow field data needed to investigate the remaining aspects of
shockshadow formation.

5.1 Pseudo-3D Shockshadow Simulation

In this section, an initial test case to produce synthetic shockshadows over a wing surface
is described. This is a fictitious test case since the 3D flow field is built using transonic
flow simulations over an aerofoil. These are stacked so that effectively a finite section of an
infinite rectangular wing is considered. A shadowgraph is generated and, more importantly,
an initial trial of producing synthetic shockshadows over a wing surface is made. This test
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case demonstrates the requirement for the coupling of the photon mapping global illumination
algorithm and the traditional ray tracing technique performed through the solution of the ray
equation. The first ever synthetic images of a pseudo-three-dimensional shockshadow on a
wing are shown and an initial analysis of sampling and light source direction dependence is
presented. These results have been successfully published in [198]. This effectively provides
the necessary experience to implement the framework on a true three-dimensional test case in
Section 5.2.

5.1.1 Transonic Flow Over a NACA 0012 aerofoil

The computational fluid dynamics simulation for transonic flow over a NACA 0012 aerofoil
is performed using the open-source software OpenFOAM [69] to solve the RANS equations.
This is a well documented uncambered symmetric aerodynamic shape and is available as a
standard tutorial case within the OpenFOAM package. To simulate the 2D case a 3D mesh with
a single subdivision in the span-wise (third) dimension is generated using the blockMesh utility.
The boundary condition of type empty is applied on the front and back boundaries, whose
normals are aligned to the spanwise direction, to ensure a 2D flow [69]. This quasi-2D mesh is
composed of 32480 points and 16000 cells with curved hexahedral blocks used to define both
the farfield and solid surface boundaries. The freestream Mach number is M∞ = 0.8 and the
Reynolds number is Re = 1.8×106. The initial conditions of velocity (U∞ = 277m/s), temperature
(T∞ = 298K) and pressure

(
p∞ = 105N/m2)

are imposed at the farfield, whilst a no slip boundary
condition is applied to the aerofoil positioned at at an angle-of-attack of α= 0◦. The steady state
solution is calculated, and the air density values in the domain above the wing are isolated
and stored, as shown in Figure 5.1. To create a pseudo-3D flow field, the air density values
at the vertices of the quasi-2D mesh are replicated in six layers oriented along the remaining
coordinate direction, as depicted in Figure 5.2. This new isolated pseudo-three-dimensional
flow domain is composed of 41310 points.

To propagate light rays through this domain, a mesh must be created. If the flow domain and
the interior of the solid pseudo wing surface were both tetrahedralised using inbuilt CGAL
meshing constructors, then the 3D mesh generated invariably had additional points added for
mesh refinement purposes and was unconstrained. Retaining the wing surface in this mesh
and restricting the meshing of its interior is essential because of the underlying approach
employed to ascertain if a light ray has fallen inside the wing during numerical integration. If
the mesh is unconstrained then the point location function from CGAL does not work and is
simply unable to detect the light ray intersection with the wing. This issue did not arise when
the framework was initially tested in two dimensions on the aerofoil, when the inbuilt 2D CGAL
utilities yielded a mesh on which the CGAL point location function could detect rays crossing
the boundary.
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Figure 5.1: Steady state solution of transonic flow over a NACA 0012 aerofoil in terms of air
density.

An alternative approach to generate a constrained tetrahedralisation was therefore needed.
A survey was carried out of other C++ libraries that could generate a constrained mesh
compatible with CGAL data structures, but no suitable algorithms were identified. In the field
of computer graphics constrained tetrahedralisations have been reported in the literature
[199], with Tetgen [200] being used because it is the only open source software available
for this meshing purpose. Therefore, in this research a multi-stage Constrained Delauney
Tetrahedralisation (CDT) construction process is developed involving Matlab [201], Tetgen,
ParaView [202] and CGAL [99]. Matlab is used to write the input file to be used in Tetgen,
containing the list of nodes with air density information, the list of boundary (farfield and solid
surface) facets with identifying markers and the specification of a hole where tetrahedra will be
removed in order to adhere to the constraint. The resulting CDT, presented in Figure 5.3, is
then inspected in ParaView and converted back to the CGAL data structure.

An application that performs data conversion between Tetgen and CGAL has never before been
made available, despite it being a question frequently asked in CGAL forums. The script used
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Figure 5.2: Pseudo-3D compressible flow domain constructed from the original 2D steady state
solution of transonic flow over a NACA 0012 aerofoil.

in this research is presented in Appendix 1 and is an important contribution to the literature,
which can be utilised by other researchers. This conversion avoided the necessity to modify
the initial implementation of the light simulation framework, since the gradient estimation and
interpolation algorithms were already both implemented based on CGAL data structures for
the verification and validation test cases. The final CDT mesh generated using this approach
contains 201600 cells.

Special consideration is needed at boundaries during gradient reconstruction to ensure the
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Figure 5.3: Constrained Delaunay Tetrahedralisation of the transonic flow over a NACA 0012
aerofoil constructed using Tetgen [200].

correct physical behaviour of light rays at boundaries such as the solid surface and the farfield.
Flags are set to identify if vertices, facets and cells of the mesh pertain either to the interior of
the domain or to one of the boundaries. For cells at the farfield, the cell has fewer neighbours
and thus the number of interior data points used to estimate the gradient vector in the initial
implementation is naturally lower, which can cause gradient estimation errors. This issue is
overcome by increasing the number of neighbouring cells used in gradient estimation, i.e.
using information from neighbours of neighbours. At a solid surface boundary it is important to
identify when the integration step from the fluid domain leads to a point inside the solid surface
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and to treat gradient estimation differently in the vicinity of the body. This is achieved by using
halo cells within the solid surface in which the density value is mirrored. A process similar to
that is used in many cell-centred CFD codes to enforce boundary conditions. This enforces a
zero density gradient along the normal at the solid surface. This is a reasonable assumption
for the present investigations when it is assumed that there is no significant heat transfer in
this region.

At this stage, the light source model does not take into account any wavelength dependence.
Instead, its total power is represented as a simple white sRGB colour triple, φ = [1,1,1]. It
is nevertheless approximated as a directional type, but only different orientations in the xy

plane are analysed. The wing is considered to be composed of a physically-based microfacet
material modelled according to the Schlick approximation with aluminium base reflectivity at
normal incidence for the Fresnel term, the Trowbridge-Reitz GGX distribution function and
the Smith’s method with a combination of Schlick-Beckmann and GGX approximations for
the geometric attenuation term. As described in Section 3.3.1, the Fresnel term specifies
the amount of incident light that is reflected back to the environment, instead of absorbed
by the metallic material; the distribution function determines the statistical alignment of the
microscopic facets that compose the overall roughness aspect of the macroscopic surface;
and the geometric attenuation term addresses occlusion and shadowing between adjacent
microfacets. The photon mapping technique without filtering and with a fixed bandwidth is
used to estimate radiance in a recording film. A practical viewing system and the backward
ray tracing process from the virtual camera to the wing considering nonlinearities was not
implemented for this initial test case. Instead, a cheaper linear ray tracing is used to track light
back towards the recording film, in a forward manner even after reflection. Finally, in order to
measure the contrast in the computational images, an additional simulation considering linear
light propagation in air free of discontinuities is also performed.

5.1.2 Initial Synthetic Shadowgraph

By positioning an equidistributed array of light rays on one side of the flow domain, all oriented
in the same global direction normal to the original plane that defines the CFD solution, and the
recording film on the opposite side with its plane also normal to the flow, as shown in Figure
5.4, a virtual experiment of shadowgraphy for the transonic NACA 0012 pseudo-3D wing is
assembled.

A relatively low initial number of photons (5000) is emitted from the light source, however
the effect of the geometrical displacement of light due to interaction with the shock wave is
already evident in the simulated shadowgraph image presented on Figure 5.5. In this standard
shadowgraphy setup, similar to the one employed with the supersonic axis-aligned cylinder
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Figure 5.4: Virtual shadowgraphy of a transonic NACA 0012 aerofoil.

(see Section 4.2), the resulting visual pattern generated has the expected characteristics. A
bright band or, in this case, a caustic highlight appears due to the concentration of photons at
the location where they reach the recording film after being deflected by the shock wave. In
consequence, a dark band arises where these deflected light rays were originally directed to.
As explained in Section 1.3.1, this influence of the compressible flow over light propagation
can be further confirmed by locating the foot of the shock wave in the space between the
x-coordinates equal to 0.6 and 0.7, where there is a strong density and refractive index gradient
(see Figures 5.1 and 5.4), and relating this position to the line of demarcation of the shadow in
the image.
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Figure 5.5: Simulated shadowgraph image of a transonic NACA 0012 aerofoil.

However, this initial test clearly indicates that the selection of the rendering parameters
has a major effect over the quality of the synthesised image. The presented computational
shadowgraph is heavily pixelated, to the extent that most of the picture elements boundaries
are easily distinguishable. This could be corrected by increasing the image resolution, but this
would increase the rendering time. Moreover, the image quality is also impacted by the small
illumination sample size. Since the number of emitted photons traced in the illumination stage
is still very low, the radiance statistical density estimation approach is also limited. This results
in high variance or noise in the final image, which is seen as the random shades of grey in
the pixels. Ideally, image filtering and a specifically tuned bandwidth would be used in this
estimation to ensure that enough photons are accounted for and appropriately weighted for
each pixel. The fixed radius size used for photon search results in oversmoothed visual artifacts,
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which are rendered as a pair of dark and bright bands spread over multiple pixel columns
instead of a concentrated caustic artifact and adjacent sharp shadow. This smeared out
shadowgraph is also related to the CFD mesh and solution, which were not evaluated in terms
of refinement and flow resolution. Although the appearance of the synthetic shadowgraph can
be improved, it still presents the expected effects of compressible flow over light propagation.

5.1.3 Analysis of the Effect of the Number of Emitted Photons on Synthetic
Shockshadows

In order to generate an approximate shockshadow image of the transonic flow over the
artificially created wing, the recording film is positioned a certain distance away from its
surface and oriented in the perfect specular reflection direction, or the emission direction
mirrored with respect to the vertical (y-coordinate direction). This way the reflected light rays
are linearly traced from the locations of intersection and, thus, the geometrical displacement of
photons due to refraction are accentuated. Then, in order to test the influence of the number
of emitted photons on the final image, light rays evenly distributed above the wing along
the x-coordinate direction are emitted. Then, the number of rays, or photons, is sequentially
increased, as represented in Figure 5.6 from left to right. In this case the direction of perfect
specular reflection is simply normal to the wing chord and hence the recording film just points
downward.

Figure 5.6: Representative schematic of the number of emitted photons analysis. The number
of photons is increased from left to right.

Figure 5.7 shows the contrast at the image plane for different numbers of photons traced from
the source aligned with the y-coordinate direction, i.e. vertically oriented towards the wing. The
contrast is calculated by the difference between the radiance values computed in two parallel
simulations, one in an homogeneous optical medium (no flow nor shock wave) and the other
concerning the aerodynamic test case. On the first four (top) plots with the lowest number of
photons, the progressive convergence in terms of density estimation and radiance computation
is verified. It can be seen on the four (bottom) plots with the most photons that the emission
of more than 103 photons provides only slight improvements in the colour estimation. Higher
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sample sizes only smooth out discontinuities, including the caustic itself which is not always
desirable, and reduce numerical noise in the solution. Thus it can be seen that although a
very large number of photons constituting the light source is desirable from the point of view of
accurate illumination reconstruction, which would allow the use of the largest possible number
of radiant energy samples and the smallest possible sampling area, rendering or radiance
estimation via photon mapping is still an averaging statistical process. This means that the
radiance solution inevitably converges, and the use of too large a number of photons may
result in high computational costs that do not increase accuracy.

Figure 5.7: Contrast convergence of the transonic NACA 0012 aerofoil shockshadow image
due to increased number of emitted photons.

5.1.4 Analysis of the Effect of the Light Source Direction on Synthetic
Shockshadows

The characteristics of the shockshadow pattern are also expected to depend on the direction
of emission of the photons from the light source. To evaluate such dependence, light rays are
cast at angles of ±20◦, ±15◦, ±10◦, ±5◦ and 0◦ with respect to the y-coordinate direction or
vertical, as represented in Figure 5.8.

The resulting contrasts at the image plane, i.e. the differences between radiance values
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Figure 5.8: Representative schematic of the light source direction analysis. The angle of
emission increases as the light source direction is rotated clockwise from left to right.

computed in an inhomogeneous and a homogeneous optical domain, are presented in Figure
5.9. Considering all the curves from −20◦ to +20◦, it is possible to see that light rays that
reach the shock surface with a more perpendicular orientation (at the lowest negative angles)
produce shallow valleys and short peaks in the contrast curve, which translates to weak dark
and bright spots in the synthetic shock wave shadow image. As the light rays direction roughly
aligns with the shock wave curvature (at zero and lowest positive angles), a grazing incidence
occurs and the highest values of light deflection induce stronger displacement of photons and
respective shockshadow patterns, or deepest valleys and tallest peaks in the curves. The
depth of valleys and height of peaks then decreases as the angle increases to the highest
positive angles.

5.1.5 Synthetic Shockshadow

Given the photon density convergence and the light source direction dependence studies
previously presented, the resultant shockshadow image formed on the recording film assuming
an emission of 1000 photons at the angle of 0◦ is shown on Figure 5.10. In this case, the
image plane is simply mapped as a texture over the wing surface in order to emulate a real
shockshadow. The CFD solution is also shown so that a comparison can be made between the
location of the shock wave in the flow and the shockshadow in the image. This figure shows
the relationship between the surface of discontinuity in the compressible flow and the edge of
the shadow of the shockshadow pattern. However, it can be seen that the shock discontinuity
is not sharply resolved by the CFD and consequently neither are the optical features in the
synthetic shadowgraph.
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Figure 5.9: Influence of light source direction over the transonic NACA 0012 aerofoil shock-
shadow image.

5.2 3D Shockshadow Simulation

Finally, shockshadow generation is studied for a well-known three-dimensional case of transonic
flow over the Onera M6-wing. This provides a realistic wing and a genuinely 3D flow in which to
study the developed light simulation framework. Light from the sun is sampled and propagated
through the inhomogeneous compressible flow field. The reconstruction of its continuous signal
in a synthetic image is then evaluated in terms of the characteristics of photon mapping and
fine adjustments available to obtain realistic features. The environmental conditions that lead
to shockshadow formation are subsequently analysed. This concerns the orientation of the sun
with respect to the wing necessary to generate observable features. Then, a computational
photograph of a shockshadow is taken from a perspective that emulates an airborne observer,
in order to confirm the secondary refraction effects and, finally, to generate a virtual image of a
fully three-dimensional shockshadow.
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Figure 5.10: Synthetic shockshadow pattern over the NACA 0012 pseudo-3D wing.

5.2.1 Transonic Flow Over the Onera M6-Wing

The geometry, shown in Figure 5.11(a), is a tapered, untwisted, swept back three-dimensional
semi-span wing devised by the ONERA Aerodynamics Department in the 1970s. It was
created to provide a suitable experimental basis for studying high Reynolds number transonic
aerodynamics and compressible fluid flow phenomena [203]. The model was thoroughly
investigated in the ONERA S2MA wind tunnel at a variety of wind speeds and angle-of-attack
configurations. Figure 5.11(b) highlights one of these wind tunnel experiments [203]. These
investigations led to the generation of meaningful data that was fundamental to the validation
of numerous CFD codes developed over the years [203, 204]. Specifically, the test case
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considered here has a lambda patterned shock wave and has been used to validate Euler
solvers, since viscous effects are small and experimental results can be reasonably well-
predicted by an inviscid flow model. This test case provides a realistic wing with a suitably
complex shockwave structure and considerable computational savings are made since it can
be run as an Euler simulation rather than a RANS simulation. The CFD data is generated using
the SU2 open-source software suite [78].

(a) (b)

Figure 5.11: (a) Details of the Onera M6-wing model geometry and (b) respective wind tunnel
experiments performed at ONERA S2MA. The images are reproduced from [203].

The wing has a curved surface and a thin trailing edge, and an unstructured mesh is used to
discretise the flow domain. However, unless a high level of refinement is employed, it will not
appropriately capture the characteristic lambda patterned shock wave that forms on the wing
surface. The lambda shape arises due to the merging of two nearly normal shock waves from
the root towards the tip of the wing. A global mesh refinement is computationally inefficient in
terms of a systematic reduction of discretisation errors due to the anisotropic nature of the flow
feature. Instead, the AMG library [80] is used together with SU2 to perform a goal-oriented
anisotropic mesh adaption process. The transonic compressible flow over the Onera M6-wing
has been verified and validated in other studies using this same mesh adaptation methodology
[81, 205]. Flow results converged quicker with the adapted mesh when compared against an
unmodified mesh, achieving the same values obtained with a well refined discretisation and
approximately the same shock and pressure critical locations on the wing surface [81, 205].

The flow simulation is performed with three different levels of mesh density in order to analyse
the influence of the spatial discretisation on the shock wave resolution, and also the effect it
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has on the computationally generated shockshadow images. In terms of number of vertices
and cells, the coarse level contains 6×104 and 3.7×105, the intermediate level has 1.4×105

and 8.3×105, and the refined level has 4.4×105 and 2.6×106, respectively. Figure 5.12 shows
these three levels of grid adaptation, where the refinement around the shock wave region is
evident.

XY
Z

(a)

XY
Z

(b)

XY
Z

(c)

Figure 5.12: (a) Coarse, (b) intermediate and (c) refined meshes used in the CFD simulation of
transonic flow around the Onera M6-wing.
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The experimental test case in [203] simulated in this study has the following parameters

• Freestream Pressure = 101325.0 N/m2

• Freestream Temperature = 288.15 K

• Freestream Mach number = 0.8395

• Angle of attack (AOA) = 3.06◦

The above values are used in the farfield boundary conditions and to initialise the solution in
the flow domain. At the wing surface a slip wall boundary condition is enforced and at the root
where the wing is mounted in the experiment, a symmetry wall boundary condition is used
[83, 206]. The published experimental data for this test case includes the pressure coefficient
distribution at seven reference spanwise stations measured via pressure taps [203], as shown
in Figure 5.13.

Figure 5.13: Experimental pressure coefficient distributions over the Onera M6-wing surface,
measured at the seven reference spanwise stations. The image is reproduced from [203].

To check the accuracy of the solutions generated using SU2, including the appropriate shock
wave capture and resolution, the calculated pressure distributions are compared to this ex-
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perimental data. The distributions for the three different meshes are compared against the
experimental data in Figures 5.14 and 5.15. These numerical curves show reasonable simi-
larity with the experimental data in terms of pressure values and gradient along the different
chords, with modelling discrepancies due to insufficient overall mesh density evident in the
coarsest results. Discrepancies are also due to numerical interpolation errors resulting from
the extraction of solution slices to construct the curves from the unstructured mesh.

Figure 5.14: Numerical pressure coefficient distribution over the root region of the wing surface,
simulated in SU2 with different levels of mesh refinement. The experimental data used for
comparison is obtained from [203].

The refined mesh has a smooth pressure distribution and the lambda patterned shock wave
is seen to be reasonably resolved for light simulation purposes, i.e. in terms of gradient
discontinuity, hence this solution is employed for all of the subsequent analysis. Figure 5.16
shows the lambda patterned shock wave visible over the wing surface through the air density
distribution and also indicates the strategic positioning of the reference spanwise stations.
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Figure 5.15: Numerical pressure coefficient distribution over the tip region of the wing surface,
simulated in SU2 with different levels of mesh refinement. The experimental data used for
comparison is obtained from [203].

Figures 5.17 and 5.18, in turn, present the steady state density solution in the outer spanwise
stations, where it is possible to see the overall merging of the two near normal shock waves
into one stronger one.
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Figure 5.16: Lambda patterned shock wave and classic reference spanwise stations of the
transonic Onera M6-wing.
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Figure 5.17: Steady state solution of transonic flow over the Onera M6-wing in terms of air
density at the first (root) reference spanwise station.
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Figure 5.18: Steady state solution of transonic flow over the Onera M6-wing in terms of air
density at the seventh (tip) reference spanwise station.
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5.2.2 Analysis of Light Sampling and Image Reconstruction

In the methodology developed in this research, sampling occurs in two separate stages: firstly
during the illumination or photon tracing stage, when infinitesimal light beams are traced
forward from the Sun and the resulting photon and respective radiant flux distribution over the
wing is stored in the photon map; and subsequently during the rendering or visibility stage,
when light rays are traced backward from the visual system and employed to calculate the
colour of any point along the wing surface or of each pixel contained in the image plane. The
connection between the two sampling stages, or the reconstruction of the continuous image
signal, is made via a statistical density estimation technique, which inherently suffers from
random and systematic errors.

Therefore, one of the first questions that arise from the use of such method is: what is the
minimum number of samples, both in the illumination and visibility stages, required to synthesise
a digital image as similar as possible to the naked eyes visualisation and/or recording of the
in-flight shock wave’s shadow? The sample size is directly related to the computational cost of
the imaging simulation, as the higher the number of samples the more light rays have to be
traced across the scene.

To answer this question a simplification of the physical phenomenon is assumed. The wing is
considered to be composed of a perfectly diffuse or Lambertian material, therefore scattering
light equally in all directions. The visibility stage is performed in homogeneous surrounding air,
i.e. a flow free of discontinuities such as shock waves. Under these conditions, the shock wave
shadow and caustic effect can be rendered straight from the photon map, without requiring
further backward ray tracing and camera positioning. Imagining a hypothetical situation, it is as
if the picture of the wing covered with a flat white paint is taken when the aeroplane is already
on the ground, the wing somehow storing a flight illumination history that records the dark and
bright fringe formation. The camera is positioned somewhere far away above the wing, so far
that the whole surface fits inside the view frustum, as depicted in Figure 5.19.

The effect that the sample size of each stage, i.e. illumination and visibility, has on the final
image is considered separately. Initially, the number of "pixels" or, more correctly, query points
distributed on the wing surface is fixed to 100 in the chordwise direction and only the seven
spanwise stations used in the traditional Onera M6-Wing experimental study [203] are analysed.
The sun is positioned at an elevation angle of Φ= 90◦ and azimuth angle of Θ= 30◦. The sun
illumination conditions used here are known to generate a visible caustic from the studies of
Fisher et al. [16]. Throughout this entire section light rays emitted and traced from the sun are
only directed based on this positioning. The same conclusions hereby drawn apply for other
sun orientations. In the radiance estimation, a uniform kernel where all the photons near to the
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Figure 5.19: Layout of the camera positioning emulating the direct rendering of caustics over
the perfectly diffuse wing surface immersed in a homogeneous optical domain.

query point and within the chosen bandwidth are weighted equally is used. The bandwidth, in
turn, is varied between two sample-dependant extrema that provide a visual representation of
the overall rendering behaviour.

Figure 5.20 presents the unfiltered luminance in one of the spanwise stations, y/b = 0.9,
rendered under the above mentioned conditions. At this station there is a strong shock wave
visible as a high pressure gradient in Figure 5.15, which causes a considerable deflection of
the light rays passing through this region and evidence for a shockshadow is expected in the
luminance distributions.
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Figure 5.20: Luminance distribution at y/b = 0.9 rendered without filtering.

For sample sizes smaller than one million photons the light source is clearly undersampled
and the number of near neighbours used in the rendered luminance is not enough, even with
comparatively very large bandwidths. The luminance is either undersmoothed with a smaller
window width or oversmoothed with a larger window width, and a compromise between the
two cannot be achieved. The result is that the caustic is either merged with the inherent noise
produced in the distribution by the ray-tracing-based technique or it is completely dampened.
As the number of photons increases to the million range, the sharp edges of the shockshadow
become distinguishable from the surrounding noise even for radiant energy densities estimated
with small window widths. This feature is visible as a characteristic luminance valley adjacent
to a luminance peak at the observation point located approximately at a third of the chord.

For the cases where more than a million photons are traced, the effects that the radius
size of the sphere used to perform the near neighbours search has on the reconstructed
caustic is even more evident. Larger bandwidths produce a high local degree of smoothing
and consequently cause an underfit of the photon map. Noise is reduced but the resulting
luminance distribution is invariably biased. The rendering process oversmooths most of the
features expected to be present in the image, either completely suppressing or comparatively
blurring the caustic. Conversely, as the bandwidth decreases so does the systematic error in
the solution due to overfitting of the samples. However, this introduces random error in the
rendered distribution. Even though the image now contains the shock wave shadow, it also
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exhibits a considerable amount of noise. As previously explained in Section 3.4.3.1, this is one
of the most fundamental complexities in density estimation, in which the choice of bandwidth
governs the trade-off between bias and variance [171].

In order to deal with these fitting and smoothing problems, an image filter or nonuniform kernel
has to be used in the photon density estimation. Considering the same wing station, sun
orientation, number of query points and sample sizes, Figure 5.21 then shows the luminance
distributions now filtered by the optimised Gaussian kernel introduced by Pavicic [173].

Figure 5.21: Luminance distribution at y/b = 0.9 rendered using an optimised Gaussian kernel.

With filtering, the bandwidth becomes less dependant on the sample size. Thus radii of
equivalent orders of magnitude are selected for all of the different photon maps, generating
very similar results. In fact, the distributions rendered with the larger radius (shown in red)
cannot be distinguished between the sample sizes, which would indicate that only a small
number of photons need to be traced from the light source and used in the density estimation.
However, the shockshadow feature is considerably diminished with this choice of bandwidth.
Ideally, a smaller radius would have to be employed to render a more pronounced effect in
comparison to the edges of the caustic feature, which would then allow its clear identification.

With only 100K photons and the smaller bandwidth, for example, the caustic can be brought
to magnitudes comparable to those obtained with more extensive sample sizes. However, as
explained before, this proposed bandwidth adjustment comes with the cost of surrounding
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noise, making it necessary to actually trace more illumination light rays. In the samples with 1M

photons and more the same convergence of luminance distribution seems to be achieved for
the complete range of bandwidths analysed. In those cases, a small radius reduction does not
greatly alter the caustic fringes and, similarly, slight increases in the radius also do not further
smooth out the solution. The whole luminance distribution is only equally shifted to lower or
higher values depending on the selected radius. Only when a somewhat larger bandwidth is
used the shockshadow is compressed to an excessive extent.

Even though it appears that a sample size of 1M photons has reached a converged solution,
this cannot be assumed to be sufficient at all points on the wing. A further analysis of the
leading and trailing edge regions and of the remaining six spanwise stations exhibit different
characteristics than that of this focused region of a single spanwise station. The more compre-
hensive luminance distributions, shown in Figures 5.22 and 5.23, are again obtained using 100

chordwise query points per spanwise station, the same optimised Gaussian kernel and one of
the smaller bandwidths of h = 0.003.

Figure 5.22: Luminance distribution over the root region of the wing surface rendered using an
optimised Gaussian kernel and a fixed small bandwidth.

From these graphs, it is evident that although the solution that uses 1M photons has converged
in terms of caustic shape in the focused region at y/b = 0.9, it still contains comparatively strong
noise in the areas of supposedly uniform illumination across the wing. In effect, regardless
of the sample size used, these oscillations of low frequency are visible in all of the spanwise
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Figure 5.23: Luminance distribution over the tip region of the wing surface rendered using an
optimised Gaussian kernel and a fixed small bandwidth.

stations. Although the sharp caustic feature is appropriately resolved near the tip of the wing, on
the stations near the root the artificial noise has amplitudes similar to that of the shockshadow,
and it is not possible to distinguish it from the noise apart from the differences in frequency.

In order to increase the level of smoothing, a larger bandwidth of h = 0.01 is used, resulting in
the luminance distributions presented in Figures 5.24 and 5.25. The second trade-off in density
estimation is now clear through these graphs. As the undesirable noise is removed to reveal the
previously undersmoothed illumination details closer to the root, the shockshadow towards the
tip becomes significantly oversmoothed. This is another difficulty in using density estimation to
render caustics from photon maps formed by the compressible flow field scattering effects over
light. Because the lambda patterned shock wave has different strengths across the wing span
and even across the chord where the lambda forks, the bandwidth requirements vary along
the photon map. In regions where the shock is strong a smaller window width is required to
capture the consequent strong dark and bright fringes, but a larger window width is required to
unmask the same light pattern where the shock is weaker. If these opposite and simultaneous
requirements are not met, at the tip of the wing the shockshadow becomes blurred and at the
root it cannot be visualised at all.
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Figure 5.24: Luminance distribution over the root region of the wing surface rendered using an
optimised Gaussian kernel and a fixed large bandwidth.

Figure 5.25: Luminance distribution over the tip region of the wing surface rendered using an
optimised Gaussian kernel and a fixed large bandwidth.
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Although a compromise can be accepted in terms of shockshadow pattern across the wing
span, even by enabling further smoothing of the luminance distribution via radius increase
some of the noise still persists in parts of the solution. Therefore, the noise source has also
to be analysed. Figures 5.26 and 5.27 thus demonstrate the luminance still rendered using
a sample of 1M photons, the optimised Gaussian kernel and large bandwidth of h = 0.01,
but with three distinct settings: (i) a fictitious free-air solution, where density gradient is zero
everywhere and consequently light refraction does not occur; (ii) the CFD solution derived
from the grid with the coarser level of refinement and; (iii) 1000 chordwise query points per
spanwise station. These settings are analysed separately and all of the remaining parameters
are held the same as before in order to determine the possible source of noise.

Figure 5.26: Analysis of the source of noise in the luminance distribution over the root region
of the wing surface rendered using an optimised Gaussian kernel and a fixed large bandwidth.

The resolution in terms of number of query points used in the radiance estimation only
influences the appearance of the luminance distribution, but not the distribution itself. With
more "pixels", the details in the illumination are better resolved and the resulting valleys and
peaks of the existing caustic features, for example, are smoother in comparison with a lower
resolution distribution. In a picture this behaviour is seen as the transition from a jagged or
pixelated aspect to a more clear visualisation of features. The noise, however, persists and
similarly to the shockshadow it is only smoother but not lower with this modification.

By changing the discretisation employed in the CFD solution process, one would expect the

177



CHAPTER 5. RESULTS

Figure 5.27: Analysis of the source of noise in the luminance distribution over the tip region of
the wing surface rendered using an optimised Gaussian kernel and a fixed large bandwidth.

shapes of the illumination oscillations to vary considerably, possibly increasing the noise and/or
not capturing the shockshadow when transitioning to coarser grids. Although the caustics are
slightly diminished and pushed back downstream with this change of optical domain, again the
noise levels are pretty much the same as when visualised with a higher resolution or using
another CFD solution.

In turn, in the homogeneous optical domain light behaves linearly and travels along straight
paths, which should produce a completely smooth variation of illumination across the chordwise
stations, this variation only happening due to the geometry of the aerofoil that composes the
wing and orientation of the sun with respect to the quarter-chord line. However, some low
frequency noise is still visible in the solutions obtained without considering the aerodynamic
flow at all, especially at the wing root.

Another possibility for the persistence of noise in the luminance solution is the choice of kernel
to represent individual samples distributions and subsequently evaluate the photon density
at query points. Therefore, Figures 5.28 and 5.29 depict the luminance evaluated from the
biggest sample available of 20M photons, in order to remove the influence of the sample
size on noise appearance. The renderer employs not only the Gaussian kernel, but also the
Epanechnikov, Cone and Cone+Cosine (see Section 3.4.3.1) for comparison. The bandwidth
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is slightly reduced to h = 0.008, which provides better results when nonuniform kernels are
employed, and the number of chordwise query points is returned to 100 per spanwise station.

Figure 5.28: Analysis of the source of noise in the luminance distribution over the root region
of the wing surface rendered using a fixed medium bandwidth.

Figure 5.29: Analysis of the source of noise in the luminance distribution over the tip region of
the wing surface rendered using a fixed medium bandwidth.
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All of the analysed filters have similar performance and result in almost identical illuminations.
The Epanechnikov is however relatively smoother across the entire illumination distribution,
including the caustic details. Although the medium bandwidth utilised represents a compromise
between under and oversmoothing of low and high-frequency natural and artificial features
such as the shockshadows and noise, respectively, the latter is still present in the solution and,
like in the previous analyses, it cannot be associated to the kernel choice.

The results of these investigations show that there remains some consistent noise structures
over regions of supposedly uniform illumination regardless of the following: the underlying
grid discretisation and fluid solution used to retrieve the nonlinear behaviour of light within
the compressible flow domain; the number of illumination and visibility samples combined to
reconstruct the illumination characteristics across the wing surface; and the choice of kernel
to filter the contribution of individual photons to the local density estimation. In conclusion,
therefore, since noise could not be attributed to any of the previously investigated sources, it
has to be associated to a fundamental susceptibility within ray-tracing and photon mapping.
The bandwidth selection does play an important role in noise control and it influences the
inherent trade-offs between over and underfitting of the light energy samples and over and
undersmoothing of the illumination solution in locations along the wing span where the shock
wave characteristics vary considerably.

The source attributed to noise therefore suggests that a multi-stage adaptive approach to the
kernel density estimation method to compute radiance is required to generate an accurate
shock wave shadow. Such an approach would allow the bandwidths and degree of smoothing to
vary along the wing span. A larger radius should be utilised where the shock wave strength and
respective light refraction is minimal, thus smoothing out the noise and revealing the weaker
lower-frequency caustic feature. A smaller radius should be utilised in regions dominated by
strong shock waves to enable the resolution of the rapid changing and high magnitude of the
light fringe details.

Silverman [171] suggested adapting the kernel bandwidth based on the density of photons
within a query region, but the photon density does not vary extensively here, given that light
ray deflections when they cross the shock wave discontinuities are small in comparison to
other refraction phenomena. The resulting photon distribution in the photon map thus exhibits
minimal displacements, visible only in the regions containing the strongest part of the shock
wave, as shown in Figure 5.30.

Thus another new procedure is developed to guide the adaptation based on the assumption
that the bandwidth size depends on the amount of light deflection. Using this assumption,
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Figure 5.30: Example of the photon distribution in a certain photon map.

the bandwidth automatically adapts to the scale of refraction occurring in the domain of the
compressible case under analysis. This is done by introducing a new variable, defined as

θzg/p = cos−1(
−→
k ·−→d g/p)

180
π

(5.1)

which is evaluated both for the global direction (
−→
d g) that light rays are emitted from and for

the local photon direction (
−→
d p) from which they arrive at the wing surface after undergoing

refraction. This new variable, θz, is simply the angle between the direction of light rays and the

181



CHAPTER 5. RESULTS

z-coordinate direction,
−→
k = 〈0,0,1〉. Subsequently, a quantity of the form

δθzp =
∣∣∣∣∣1− θzp

θzg

∣∣∣∣∣ (5.2)

is also calculated to provide an indication of the normalised deviation - δθzp - of this angle
from the original θzg established during light emission, where the higher the deviation the more
light ray bending has occurred. Figure 5.31 shows the distribution of deviation angle over
the wing surface, where a difference in shock strength and respective light deflection can be
easily verified visually. The goal is to adapt the density estimation bandwidth based on this
distribution.

The new adaptive bandwidth density estimation strategy here developed is then based on the
distribution of deviation angle, δθzp , referred to as deviation from now on for simplicity. Lower
and upper limits of radius to perform near neighbours searches, Rmin and Rmax are defined,
and the implementation then has three stages:

(1) Approximate the deviation at a query point (δθzq ) as the average of the deviation of near
photons that are located within the minimum bandwidth:

δθzq =
∑N

i δθzpi

N

∣∣∣
Rmin

(5.3)

(2) i) Normalise the deviation at the query point by the maximum and minimum values of
deviation at all other query points distributed over the wing:

δθzq =
δθzq −min

(
δθzq

)∣∣∣
wing

max
(
δθzq

)∣∣∣
wing

−min
(
δθzq

)∣∣∣
wing

(5.4)

ii) or normalise considering only the other query points distributed over the same span-
wise station instead:

δθzq =
δθzq −min

(
δθzq

)∣∣∣
station

max
(
δθzq

)∣∣∣
station

−min
(
δθzstation

)∣∣∣
station

(5.5)

iii) or normalise by the maximum and minimum values of deviation of near photons that
are located within the maximum bandwidth:

δθzq =
δθzq −min

(
δθzphotons

)∣∣∣
Rmax

max
(
δθzphotons

)∣∣∣
Rmax

−min
(
δθzphotons

)∣∣∣
Rmax

(5.6)
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Figure 5.31: Example of normalised deviation δθzp distribution calculated for a photon map.

(3) i) Assign the bandwidth at the query point bwq linearly between the two radius extrema:

bwq = (Rmin −Rmax)δθzq +Rmax (5.7)

ii) or assign the bandwidth exponentially between the two radius extrema if the maximum
deviation of the photons within the maximum bandwidth is higher than a certain
case-dependant threshold, otherwise just simply use the maximum radius:

bwq =


Rmax−Rmin

e10δθzq
+Rmin, if max

(
δθzp

)∣∣∣
Rmax

>= threshold

Rmax, otherwise
(5.8)
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The alternative 1−2iii−3ii for mapping the bandwidths based on the deviation distribution
is illustrated in Figures 5.32 and 5.33, as an example. In the region of uniform illumination
where the deviation is zero (Figure 5.32) a large bandwidth is mapped to the query point. In
the vicinity of a shock wave (Figure 5.33) the deviation is high and thus a small bandwidth is
assigned to a the query point.

XY
Z

Figure 5.32: Schematic of the bandwidth mapping per window approach based on the deviation
distribution on a region of uniform illumination.

The following sequences of stages are analysed: 1−2i−3i; 1−2ii−3i and 1−2iii−3ii. In effect,
the approximation at stage 1 and normalisation at the different options of stage 2 represent a
way to determine if the deviation at the query point is higher or lower in comparison to other
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Figure 5.33: Schematic of the bandwidth mapping per window approach based on the deviation
distribution on a region of a shock wave.

locations along the wing span. In 2i and 2ii the comparison is made with other query points,
which in practice reduces the distribution of photon deviations to local averages, simplifying the
comparison. Thus, by assessing all of the local averages, in the mapping per span process
(2i) the smaller bandwidth is assigned to the highest deviation, which is located around the
wing tip where the shock wave is stronger. As the shock strength and respective deviation
reduces along the other parts of the lambda patterned shock wave the bandwidth increases
proportionally in a linear fashion (3i). Alternatively, only the local averages situated at the
same chord are assessed and the mapping per chord (2ii) thus allows the assignment of the
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same small bandwidth to each local maximum deviation of different spanwise stations. Within
a single station, the further away a query point is from the shock wave, the lower is its relative
deviation and the larger is its assigned bandwidth, linearly proportional (3i) to the rest of the
chord. Finally, the remaining option focuses on even smaller neighbourhoods and assesses
the query point deviation with respect to the deviation of near photons themselves, instead
of comparing with other local averages. The mapping per window (2iii) combined with the
exponential (3ii) assignment of bandwidths attempts to generalise the adaptation strategy. In
this process, only local information is compared and the nonlinearity allows the concentration
of smaller bandwidths near the shock wave and larger bandwidth everywhere else.

Independently of the strategy chosen, the process to select the minimum and maximum
bandwidths for the adaptive density estimation is exactly the same. Starting from a known
minimum radius that generates the strongest shockshadow at the tip region of the wing,
the maximum radius is increased until a suitable caustic feature is also visible at the root
region. Figures 5.34 and 5.35 present the luminance distributions obtained with the three
different mapping strategies in a sample of 1M photons queried by 100 chordwise points per
spanwise station and filtered by the Epanechnikov kernel with minimum and maximum radius
of Rmin = 0.003 and Rmax = 0.025. These figures can be used to consider the characteristics of
the three mapping strategies.

Figure 5.34: Luminance distribution over the root region of the wing surface rendered using
multi-stage adaptive approaches to the kernel density estimation method.
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Figure 5.35: Luminance distribution over the tip region of the wing surface rendered using
multi-stage adaptive approaches to the kernel density estimation method.

It can be seen that the mapping per span approach (1−2i−3i) restricts the assignment of the
smaller bandwidths and results in larger bandwidths being used in regions that still contain
a shock wave of a moderate strength that also results in some degree of light deviation. The
shock is weaker and the deviation is lower than that of the region containing the strongest part
of the three-dimensional shock wave, but the larger bandwidth causes the shockshadows to
be significantly blurred and almost invisible. An adjustment of the upper limit radius to further
control the overall noise leads to a modification of the caustics in every single station, and at
the station where the deviation is at its maximum only the bright fringe has its peak reduced.
The challenge of controlling the level of smoothing across the whole wing span simultaneously
is difficult to be overcome with this approach.

The figures show that the mapping per chord (1−2ii−3i) approach developed in an attempt
to resolve this issue only partially works for the present case because the seven reference
spanwise stations invariably contain at least one portion of the lambda patterned shock wave.
Nonetheless, parts of the caustic features are still oversmoothed due to the linear assignment
of bandwidths at each spanwise section and therefore the strategy is not general enough.
The fact that the deviation comparison is made based on query points only, which represent
an average deviation over a certain chord length in this case, also makes the normalisation
dependant on the distribution of query points. Those can fall in the vicinity of either a dark or
a bright fringe, or both, but due to the linearity the smallest bandwidth will only be assigned
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to where the deviation is at its maximum. Therefore, one of those fringes will inevitably be
dampened in order to preserve the other.

The mapping per window approach (1− 2iii − 3ii) tries to generalise the adaptive kernel
approach. Ideally, different upper and lower limits of search radius and one bandwidth mapping
function would be specified per spanwise station, in order to locally adapt to the characteristics
of the shock wave in each region. However, this introduces an excessive number of inputs that
require tuning for every simulation, even if the case under analysis is the same but one of the
other settings (e.g. the sun orientation) is changed. The exponential assignment of bandwidths
based on the deviation information of a very local photon neighbourhood of the query point
is a simplification believed to be general enough to treat different cases. It requires minimal
tuning of Rmax, Rmin and of the threshold, and possibly the exponent in the denominator of the
mapping function, for example. This forces small radius only in the shock wave regions and
larger radius only in the uniform illumination regions. The figures show that this last strategy
adequately smooths the luminance distribution and conditions an almost continuous solution
at the edges of the shockshadows. Sharp caustic features are obtained in all of the spanwise
stations and even a section of the leading edge portion of the shockshadow near the root
appears. Mapping per window is thus determined to be the best alternative to resolve the
shockshadow.

It can be seen from the luminance distributions where the adaptive bandwidth approach to
density estimation was employed that some illumination features arise in other regions known
to also contain parts of the shock wave or even adjacent to the shockshadow. These details
are better resolved when the number of visibility samples or query points is increased. Figures
5.36 and 5.37 depict the higher resolution luminance distributions rendered from 1M photons
filtered by the Epanechnikov kernel, whose bandwidth was mapped per window with radius
extrema of Rmin = 0.003 and Rmax = 0.025.

Given that the sample size and the local bandwidths are kept fixed as the number of query points
increases, the number of photons per query point invariably decreases and artificial noise can
be seen to appear in the radiance estimation. Thus some high frequency oscillatory behaviour
is rendered in the luminance curves, especially closer to the wing root. However, the underlying
shape of the visual artifacts, such as for example the dark spots at (x/c ≈ 0.13, y/b = 0.44) -
top right of Figure 5.36 and (x/c ≈ 0.32, y/b = 0.80) - top left of Figure 5.37, the bright spot at
(x/c ≈ 0.16, y/b = 0.99) - bottom right of Figure 5.37 and the remaining caustics, are considered
to be related to the natural illumination due to the influence of the shock wave. To investigate
such artifacts, Figures 5.38 to 5.45 then show equivalent luminance distributions evaluated
using more photons.
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Figure 5.36: Luminance distribution over the root region of the wing surface rendered using
1M photons and different pixel resolutions.

Figure 5.37: Luminance distribution over the tip region of the wing surface rendered using 1M
photons and different pixel resolutions.
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Figure 5.38: Luminance distribution over the root region of the wing surface rendered using
2M photons and different pixel resolutions.

Figure 5.39: Luminance distribution over the tip region of the wing surface rendered using 2M
photons and different pixel resolutions.

190



5.2. 3D SHOCKSHADOW SIMULATION

Figure 5.40: Luminance distribution over the root region of the wing surface rendered using
5M photons and different pixel resolutions.

Figure 5.41: Luminance distribution over the tip region of the wing surface rendered using 5M
photons and different pixel resolutions.

191



CHAPTER 5. RESULTS

Figure 5.42: Luminance distribution over the root region of the wing surface rendered using
10M photons and different pixel resolutions.

Figure 5.43: Luminance distribution over the tip region of the wing surface rendered using 10M
photons and different pixel resolutions.
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Figure 5.44: Luminance distribution over the root region of the wing surface rendered using
20M photons and different pixel resolutions.

Figure 5.45: Luminance distribution over the tip region of the wing surface rendered using 20M
photons and different pixel resolutions.
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When more than 1M illumination samples are traced, the previously mentioned visual artifacts
of interest become clearer. Noise is reduced due to the addition of more visibility samples and
some other details are unmasked. At (x/c ≈ 0.42, y/b = 0.65) one more marginal shadow appears,
at (x/c ≈ 0.27, y/b = 0.99) another highlight emerges downstream of the main shockshadow and
at y/b = 0.65 and y/b = 0.95 the principal caustic appears to have multiple fringes, characterised
by small fluctuations within the main adjacent peak and valley. Moreover, all of the samples
analysed require only around 500 query points per spanwise station to resolve all of the
artifacts, and additional points in effect only result in a smoother luminance solution with the
same caustic shapes present.

Finally the effect of varying the number of photons is investigated, with focus on the visual
artifacts, as shown in Figures 5.46, 5.47 and 5.48. In all the figures the luminance distributions
are rendered with 500 query points, the Epanechnikov kernel, the mapping per window adaptive
process and, again, Rmin = 0.003 and Rmax = 0.025.

Figure 5.46: Luminance distribution over the root region of the wing surface rendered using
different photon sample sizes.

From these graphs, it is possible to conclude that a sample of size 1M is not actually enough
to accurately capture the shape of all of the caustic features present on the wing surface. With
more than 2M the convergence of the luminance solution is achieved and, more securely with
a level of 5M photons, the shockshadows and isolated dark and bright fringes do not alter with
further increase of the number of illumination samples.
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Figure 5.47: Luminance distribution over the middle region of the wing surface rendered using
different photon sample sizes.

Figure 5.48: Luminance distribution over the tip region of the wing surface rendered using
different photon sample sizes.
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In conclusion, it is determined that the best solution to generate a faithful synthetic image of the
shockshadow phenomenon is the estimation of the luminance distribution over the wing surface:
from a photon map containing 5M photons; rendered through a mapping per window multi-
stage adaptive bandwidth approach to the Epanechnikov kernel density estimation method;
with radius extrema of Rmin = 0.003 and Rmax = 0.025; and applied in 500 chordwise query
points per spanwise station.

5.2.3 Analysis of the Effect of the Light Source Direction on Synthetic
Shockshadows

In Section 5.2.2, the minimum number of light rays required to be traced from the sun during
the illumination stage to computationally generate an accurate shockshadow image has
been determined. This sample size has to be combined with image filtering and an adaptive
bandwidth approach. This approach balanced out the trade-off between bias and variance in
the energy density estimation process using the photon map. It also established a compromise
in the trade-off between undersmoothing of the illumination distribution at the wing root and
oversmoothing at the tip, or under/overfitting of the light energy samples, thus revealing all of
the expected illumination features. Moreover, the minimum number of query points or "pixels"
required to appropriately resolve these features during the visibility stage was also determined.

Throughout the sampling and reconstruction analyses, however, the orientation of the sun in
terms of azimuth and elevation angles with respect to the wing quarter-chord line has been
kept fixed. Nevertheless, from the work of Fisher et al. [16], it is known that there is a range of
sun orientations that produce visible shockshadows and that higher elevation angles generate
the best visual effects. Therefore, the second analysis focuses on a confirmation of some of
these in-flight experimental conclusions but now in an easily modifiable virtual environment.

5.2.3.1 Orientation of the lambda patterned shock wave

In order to analyse the effect that the direction of the light source has on the synthetic
shockshadows, first the orientation of the surface of discontinuity that refracts light, i.e the shock
wave itself, is measured against the quarter-chord line rotated +90◦ around the x-coordinate
direction (i.e. in the xz plane). These measurements are made at the seven characteristic
spanwise stations of the Onera M6-wing [203], as they are suitable reference locations along
the lambda patterned shock wave. To assess these angles, the regions where the gradient
of the refractive index of air is different than zero are coloured in red to simply highlight the
inhomogeneities, whereas the homogeneous regions are not displayed. These plots are then
exported to a CAD software, where the rotated quarter-chord line is drawn over the horizontal
chord line and the actual angles are then evaluated, as presented in Figure 5.49.
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(a) (b)
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(e) (f)

(g)

Figure 5.49: Orientation of the lambda patterned shock wave surface with respect to the wing
quarter-chord line rotated around the x-coordinate direction, at the seven reference spanwise
stations of the Onera M6-wing.

The angle that the shock wave makes with the rotated quarter-chord line is of particular interest
because the sun, modelled as a directional light source in the light simulation framework, is
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parameterised with respect to this line of reference through the azimuth angle. According to
Snell’s Law of Refraction, which can be applied at any point along the shock wave surface,
the maximum light deflection occurs when incident light rays form an angle of almost 90◦ with
the normal of the surface. This involves light rays approximately aligned with the shock wave
surface curvature, a condition referred to as grazing incidence in refraction phenomena. In
theory, grazing incidence would produce the most pronounced shockshadow effect, or caustic
pattern, considering that the surface of refraction has a variable shape along the wing span.
This was previously confirmed for the pseudo-three-dimensional NACA 0012 wing (see Section
5.1.4).

The variable shape of the shock wave indicates that there will be a different optimal orientation
of the sun to capture different parts of the shockshadow. In the wing inboard region (Figures
5.49(a) to 5.49(d)), the lambda patterned shock wave has two strands. The front leading
edge one makes angles ranging from approximately 34.3◦ to 38.6◦ with the quarter-chord line.
Analysing this orientation from the root towards the point where the two strands merge together,
it is possible to see that the leading edge strand becomes more inclined with an increase of
approximately 4◦. The trailing edge strand forms angles varying from 32.7◦ to 36.4◦. The single
shock wave in the wing outboard region (Figures 5.49(e) to 5.49(g)), has less variation in the
angle from the merging point towards the tip, with angles between 30.8◦ and 32◦.

Since the grazing incidence of light cannot be achieved at every spanwise section of the
shock wave surface simultaneously, in one single illumination pass and computational image,
a compromise in light source orientation has to be established. A mean value in azimuth of the
sun of 35◦ is then estimated to cover almost grazing incidences for both of the shock waves in
the wing inboard region. It is slightly further from the grazing condition incidence for the shock
wave in the outboard wing region, but the discrepancy is still quite small. In this region the
shock wave is stronger, i.e. the refractive index gradient is higher, hence the discontinuity in
the optical medium itself should generate a more prominent refraction. It is also important to
note that in this region the shock wave has a curved shape, instead of being simply oblique,
a characteristic that will also influence the resulting shockshadow. This makes it difficult to
determine a single orientation to achieve grazing incidence across its whole shape or height.

5.2.3.2 Optimal azimuth of the sun

Luminance distributions rendered considering the same simplifications used during the sam-
pling and reconstruction analyses, i.e. a perfectly diffuse reflective surface and visibility in
homogeneous optical media, are shown in Figures 5.50, 5.51, 5.52, 5.53 and 5.54. In computer
graphics, this is usually called direct caustic rendering straight from the caustic photon map
(the only one in the present case). The luminance is calculated by tracing 5M light rays during
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the illumination stage and using 1000×1000 query points equidistributed over the wing during
the visibility stage. These samples are combined through the mapping-per-window adaptive
bandwidth approach with the Epanechnikov kernel in photon mapping, with radius extrema
of Rmin = 0.003 and Rmax = 0.025. The sun elevation is fixed at 90◦ initially and its azimuth is
varied between 20◦ and 40◦, thus maintaining the light source straight above and progressively
moving it slightly towards the leading edge of the wing. The elevation is kept high because the
shock wave surface, if viewed from the front of the wing in the yz plane, is normal to the wing
and from this perspective a grazing incidence is already achieved without inclining the sun
through its elevation angle.

The luminance distributions obtained directly from the numerical solution of the rendering
equation still lack the colour contrast observable in reality in devices that capture, record
and display images. These calculated distributions are in fact in the "raw" or unprocessed
data format. For this reason it is useful to understand how devices work and which type of
processing can be performed to render sharper shockshadows. Modern digital cameras have
three important components: a metal oxide semiconductor (MOS) capacitor that works as
a photodiode, the fundamental light-sensing unit, and converts and stores the energy being
carried by the photons arriving at the sensor to an electrical charge based on the exposure
time; an on-chip multiplication gain or output amplifier that converts the charge to a proportional
analog voltage signal; and an analog-to-digital converter (ADC) that performs the tone mapping
in the sense that it reads the voltage, compares it against a tone curve and translates it into
a digital RGB triplet with the amount of bit depth (e.g. 8, 12 or 24) encoded in the camera
[207]. In order to enhance the bright and dark bands of the shockshadow patterns and thus
improve the contrast of the rendered images, a step-shaped tone curve is then applied to map
the calculated luminance values to the final 8-bit sRGB colours to be displayed by the VTK
plotting utility. This curve simply renders black all the values below Y = 40, selected by visual
inspection, and linearly map values above this lower limit between [0,255]. In existing image
editing software this contrast enhancement technique is commonly employed. An upper limit is
not set with the purpose of providing visualisation of all shockshadows in all sun orientations,
but the luminance values can be easily compared through the colour bars.

With a 20◦ sun azimuth (Figure 5.50), light rays arrive at the shock wave from behind, at
angles of incidence around 10◦ or higher along the wing span. Although a small part of the
shockshadow is generated near the strongest part of the shock wave at the very end of the wing
tip, it is mostly invisible and what is observable is a rather subtle and widely spread shadow
in front of the shock. Both of these effects are only visible due to the contrast enhancement
processing applied to the image. In reality, the differences in the shading colours are minor
and neither the shockshadow nor the front shadow would be observed as they would be

199



CHAPTER 5. RESULTS

0.00 6.60 13.21 19.81 26.42 33.02 39.63 46.23 52.83 59.44

Luminance

0.00 6.60 13.21 19.81 26.42 33.02 39.63 46.23 52.83 59.44

Luminance

X

Y

Z

Figure 5.50: Luminance distribution over the wing surface rendered from the illumination of the
sun at an elevation angle of 90◦ and an azimuth angle of 20◦.

indistinguishable form the wing surface colour. At 25◦ azimuth (Figure 5.51) the sun is almost
aligned with the vertical direction and now two different parts of the shockshadow are visible,
including a section in the wing inboard and another in the outboard. This happens because
light rays approach the grazing incidence condition for sections of the shock wave surface in
those regions. Nevertheless, the shockshadow is still incomplete.

The approach at close to a grazing incidence condition is more true at a 30◦ azimuth (Figure
5.52). At this orientation the sun generates an almost complete shockshadow of the main
strand of the lambda patterned shock wave. The leading edge strand is still barely visible and
so is a region at the middle of the trailing edge strand. The inclination of the shock wave at
the middle of the wing is actually closer to 35◦, which explains why at this sun azimuth (Figure
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Figure 5.51: Luminance distribution over the wing surface rendered from the illumination of the
sun at an elevation angle of 90◦ and an azimuth angle of 25◦.

5.53) the whole main strand of the shockshadow is distinguishable with a good visual contrast.
As estimated in the previous section, at this orientation a near grazing incidence is expected
for all of the weaker shock region and a close match in the stronger shock wave surface.

As the sun tilts forward with a 40◦ azimuth (Figure 5.54) the quality of the main shockshadow
degrades. However, the secondary leading edge strand of the shock wave now produces an
improved shockshadow, as in this region the shock wave is more inclined and light therefore
only grazes the discontinuity at higher azimuths. The caustic or concentration of light behind
the shadow at this front shockshadow is very subtle, and almost blends with the wing surface
colour. This is because the strength of the shock wave, or refractive index gradient, is very
weak in this region. Interestingly, in both Figures 5.53 and 5.54 the shock wave at the wing
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Figure 5.52: Luminance distribution over the wing surface rendered from the illumination of the
sun at an elevation angle of 90◦ and an azimuth angle of 30◦.

tip seems to project a softer shadow in front of the stronger dark band of the shockshadow
pattern, which spreads out further towards the leading edge as the sun moves forward. This
visual effect is linked to the curved shape of the shock wave in this region, in comparison to the
more oblique and near normal shapes closer to the root region. These curves in the surface of
discontinuity refract light in an intrincate way and thus a different illumination pattern is formed.

As foreseen through the shock wave orientation measurements, the sun azimuth angle of
35◦ is determined to be the best solution in terms of achieving near grazing incidence of light
throughout the whole lambda patterned shock wave. At this sun orientation, a high contrast
and concentrated shockshadow feature is generated on the resulting image, at least for the
stronger trailing edge strand of the shock wave, and luminance values at the caustic or bright
band are maximised (see colour bars).
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Figure 5.53: Luminance distribution over the wing surface rendered from the illumination of the
sun at an elevation angle of 90◦ and an azimuth angle of 35◦.

5.2.3.3 Optimal elevation of the sun

With this azimuth fixed at 35◦, the sun elevation is now varied between 90◦ and 50◦ to confirm
that high angles are indeed optimal in terms of shockshadow visualisation, as established
in [16]. Figures 5.55, 5.56, 5.57 and 5.58 show the luminance distributions rendered from
these orientations of the directional light source. The caustic photon map is again directly
visualised at the diffuse wing surface and the previous tuning of the illumination, visualisation
and radiance estimation stages are still used.

As seen in Figure 5.55, as the sun is further inclined towards the wing tip, the sharpness
of the whole shockshadow is reduced. This is even more evident in Figure 5.56, where the
shockshadow at the wing inboard region starts to disappear and the shockshadow due to the
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Figure 5.54: Luminance distribution over the wing surface rendered from the illumination of the
sun at an elevation angle of 90◦ and an azimuth angle of 40◦.

leading edge strand of the shock wave is only a smoothed shadow at the vicinity of the point
where the two shock waves strands merge. Figure 5.57 then clearly depicts the soft shadow at
the wing outboard region, which forms a different shape as the sun is lowered further down
towards the horizon. The figure also demonstrates that the overall illumination of the wing
surface decreases, as it is evident over the trailing edge. The change of shapes as the light
source direction is modified is actually true for the whole shockshadow pattern and, as seen in
Figure 5.58, there is a striking difference in the feature at the tip region if compared to when the
sun is positioned straight above the wing surface. These figures show that the shockshadow is
projected in the direction of illumination. Therefore, the visual pattern formed over the wing
surface is dependent on both the azimuth and elevation angles of the sun, although in the
azimuth range analysed in the previous section these changes in shape were less noticeable.
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Figure 5.55: Luminance distribution over the wing surface rendered from the illumination of the
sun at an elevation angle of 80◦ and an azimuth angle of 35◦.

Through these images, it is then determined that the clearest shadow and caustics both arise
at the sun elevation angle of 90◦, as observed during the flight experiments. The further away
that the direction of the light source is from the wing surface average normal, the more the
shockshadow images degrade in quality. The visual features become weaker, more sparse or
even disappear, blending with the colour of the wing surface. The whole illumination level of the
scene decreases, hindering the shockshadow visualisation, and the shape of this shockshadow
is suggested to be less correlated to the shape of the shock wave itself, but rather a projection
in the direction of illumination.
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Figure 5.56: Luminance distribution over the wing surface rendered from the illumination of the
sun at an elevation angle of 70◦ and an azimuth angle of 35◦.

5.2.4 Nonlinear Visualisation of a Shockshadow

All the results presented so far have used direct caustic rendering, i.e. radiance estimation
directly from the photon map assuming linear propagation of light after reflection and a perfectly
diffuse reflective wing surface. As explained in Section 5.2.2, this approximation removes the
visibility dependence on the direction of the reflected light and, instead, only forward nonlinear
ray tracing is performed. Thus rendering occurs over the wing surface itself, without taking into
account an actual viewing system.

This approximation is more than reasonable for common images rendered in computer graphics.
For example, classic models in the field include illumination patterns formed over a table surface
where there is either a glass of whisky or a metallic ring, and on the bottom surface of swimming
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Figure 5.57: Luminance distribution over the wing surface rendered from the illumination of the
sun at an elevation angle of 60◦ and an azimuth angle of 35◦.

pools. In the ring case, a caustic appears inside the ring due to focusing of light via reflection
at the highly specular metallic surface and visibility happens in homogeneous air. Regarding
the glass, the camera is usually positioned far from it and the caustic that appears near its
base, due to multiple refractions through the glass and the whisky, is visible on the table again
through homogeneous air outside of these two different optical media. For the swimming pool,
images are usually simulated with the camera positioned underwater in order to display the
effects, and the optical medium during visualisation, the water, is again homogeneous.

In the visualisation of the shockshadow phenomenon, refraction occurs twice: once when light
travels from the sun, crosses the shock wave system and reaches the wing surface; and again
when the reflected light crosses the surface of discontinuity again before reaching the eyes or
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Figure 5.58: Luminance distribution over the wing surface rendered from the illumination of the
sun at an elevation angle of 50◦ and an azimuth angle of 35◦.

camera of an observer. It is as if the caustic formed due to the glass of whisky was actually
visualised through the glass and liquid, thus resulting in a distorted illumination pattern over the
table. In order to account for this effect in the current investigation, the virtual camera model is
then appropriately positioned from an out-of-the-window perspective, as depicted in Figure
5.59, and backward nonlinear ray tracing via solution of the ray equation is performed. The
points that the rays that are emitted from the eye of the viewing system intersect the wing
surface are the new query points used in the radiance estimation, thus linking the illumination
and visibility passes.

A more accurate simulation of an actual photograph of the shadow and caustic features
taken in inhomogeneous air is then generated considering: the previously determined optimal
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Figure 5.59: Positioning of the virtual camera model to perform a nonlinear visualisation of the
shockshadow from an out-of-the-window perspective.

sun orientation of 90◦ elevation and 35◦ azimuth with respect to the wing quarter-chord line;
again the Epanechnikov kernel with same radii extrema and bandwidth mapped per searching
window; 5M photons nonlinearly traced from the source; and an image plane with 1000×1000

resolution. The wing material is still assumed to be lambertian. Figure 5.60 presents this
simulated picture, viewed through the shock wave. Figure 5.61, for comparison, shows the
picture from the same perspective and under the same illumination conditions, but generated
via direct caustic rendering (with the same tuning) considering linear light propagation during
visualisation, as in the previous section.

Neither Figure 5.60 nor Figure 5.61 have been processed for contrast enhancement, in order to
preserve their original or raw characteristics. At this camera position, the differences between
the two images are minimal and rather related to the Python libraries used to plot these two
images. While it was easier to employ VTK to render the three-dimensional image over the wing
surface for the case of homogeneous air and explore different two-dimensional perspectives,
the Pillow library [208] was more appropriate to load the already 2D image rendered on the
image plane of the virtual camera. This is the main reason behind the computational instead
of physical differing shades of white. The same explanation applies for the apparent clearer
shockshadow of the front strand of the shock wave on the image generated considering the
influence of the shock wave on the viewing system. Similar contrast could be achieved in
inhomogeneous air by simply further processing the image, as in Figure 5.53. Nevertheless,

209



CHAPTER 5. RESULTS

Figure 5.60: Simulation of a photograph of the shockshadow in inhomogeneous air from the
out-of-the-window view.

the characteristics of the shockshadow are unchanged irrespective of the consideration of
nonlinearities during visualisation at this camera angle.

It is expected that, at different camera orientations with respect to the surface of discontinuity,
grazing emergence could also be achieved after reflection, during the visibility pass. This
observation approximately aligned with parts of the shock wave could then render a discontinu-
ous shockshadow pattern, where the secondary refractions during visualisation alter its real
position in some regions, similar to the apparent depth of objects underwater seen from outside
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Figure 5.61: Simulation of a photograph of the shockshadow in homogeneous air from the
out-of-the-window view.

this medium. Other possible event that could arise from a different camera position would be:
the imaging of the shock wave as a schlieren feature, through which the background (sky or
aircraft fuselage, depending on the point of view) appears distorted due to its presence; or,
as in Figure 1.15(b), a shadowgraphy-like visualisation, where other shadows and/or caustics
are visible in the plane perpendicular to the wing surface, apart from the shockshadow on the
surface itself.
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6
CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

In this research, a computational framework to construct an accurate simulation of the behaviour
of light within a compressible high-speed flow has been successfully designed. This is the
main knowledge contribution of this work. The framework was constructed from the domain
of Geometrical Optics and has a fully tested working implementation. Images that exhibit the
sought after visual effects of direct natural and artificial shadowgraphy due to light interacting
with shock waves have been produced. This virtual experimental environment is the initial
step towards establishing a relationship between aerodynamic and light phenomena and
subsequently confirming the feasibility of extracting shock wave knowledge from observed
shockshadows. The aspects involved in the real image formation and visualisation processes
were appropriately modelled, as dictated by computational flow imaging. These included:
all of the degrees of freedom of the three-dimensional reality; a higher fidelity aerodynamic
flow; the wavelength dependence of the radiant energy emitted from the sun; the nonlinear
paths followed by light rays in inhomogeneous optical media; the actual reflection of light
from solid surfaces and respective materials; the further scattering of light during additional
propagation after reflection; and the inclusion of a recording device to capture the whole scene.
The modification of the virtual environment to incorporate other experimental elements, such as
lens systems included in indirect shadowgraphy or suitable backgrounds for schlieren imaging,
is also feasible with the framework.

To the best knowledge of the author, this is the first published research that reproduces, com-
putationally, all of the elements of the in-flight shock wave shadow formation and visualisation.
The majority of previous studies in the field of computational flow imaging pursued only the
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modelling of the optical setup of traditional flow visualisation techniques. Other purely experi-
mental tests only focused on the physical aspects of the shockshadow, such as the practical
conditions that make it visible during flight and how its observation can help the analyses
of for examples aircraft aeroelasticity. The shockshadow phenomenon has frequently been
suggested as a natural resource that could characterise compressible flows, by making shock
waves on typical full-scale commercial aeroplanes detectable. However, an attempt to actually
employ shockshadows as an aerodynamic data analysis tool has never been made. One of the
barriers to the development of such a tool has been the requirement of a physically realistic
simulation framework for the in-flight shockshadow phenomenon. This research addresses this
issue by producing a key enabling technology and this new framework will facilitate the future
development of an analysis tool.

The development of the new simulation framework considered the intended aerospace applica-
tion throughout, but was constructed primarily from the perspective of computer graphics. The
main goal of recreating realistic images of shockshadows inside a computational environment
with a reasonable balance between accuracy and efficiency has been achieved by the new
framework. It has been shown that one of the major difficulties in such a framework is the
exchange of data between the different components of the simulation pipeline, mainly from fluid
flow to light simulation. The initial implementation used C++ and the CGAL library because
they are widely used in computer graphics and hence seemed the most appropriate foundation
in which to develop the light simulation framework. However, it was found that CGAL had
limited capability to implement the processes needed and lacked the flexibility to handle the
diversity of CFD meshes and data structures. The translation from C++ with CGAL to the
more user-friendly and practical Python programming language with VTK was shown to give
greater flexibility. This library is the backbone of the software ParaView, widely used in CFD for
preprocessing, postprocessing and, in general, for data visualisation purposes. This means
that multiple algorithms used in the CFD field, and also required in the light simulation, are
immediately provided as components of VTK.

The verification and validation assessments have provided valuable insights into the developed
resource for practical aerodynamic analysis. It was demonstrated in the prism simulation that
the nonlinear ray tracing technique via solution of the ray equation can be used to accurately
compute the propagation of monochromatic light rays. This shows that the future combination of
multiple ranges of the spectrum, traced individually, can account for wavelength dependence, as
well as the appearance of chromatic aberrations or colour distortions on the final shockshadow
images. This potential for spectrum isolation was utilised in the supersonic cylinder simulation
to include a laser light source, which demonstrated the reproduction of a direct shadowgraphy
experiment. The computational shadowgraph revealed important aspects of the simulation of
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geometrical displacements of light. First, it corroborated the unavoidable direct dependence
on the underlying CFD solution. Errors of any type are propagated from the flow to the light
simulation and, if the former does not accurately represent the shock wave formation, the
latter invariably will generate an inaccurate shockshadow. This shadowgraphy setup also
demonstrated the necessity of contrast calculation to detect the expected visual effects of dark
and bright bands, since the light deflections and displacements resulting from compressible
aerodynamic flow are small in magnitude.

A number of important findings were made from the transonic pseudo-three-dimensional wing
(stacked 2D NACA 0012 aerofoil solutions) test case:

• A limitation similar to the previous contrast dependence of the shadowgraphs exist for the
shockshadow simulation. The shockshadow was not visible in this case if only the wing
surface was regarded as a light sensor. Either light had to be allowed to propagate further
from the location of reflection, or ray tracing had to be combined with other computer
graphics techniques to truly model global illumination. A combination of both techniques
would improve the quality of the images.

• Positioning the recording plane at a distance from the region of interest reduced the
exposure to which it was subjected, but the photon displacement was magnified the
further away the recording plane was positioned. A balance therefore must be established
to result in amplified image features without caustic effects becoming too blurred. The
wing surface is the screen of the natural direct shadowgraphy and, as in the ground-based
experiments, both the light source and the screen have to be appropriately positioned
in order to obtain sharp image features. Since the wing itself cannot be moved with
respect to the shock wave, in-flight shockshadow observation therefore relies on the
characteristics and orientation of the sun and on the process through which images are
formed, inside the human eye or inside camera systems.

• The nonlinear characteristic of the light and shock wave interaction phenomenon pro-
duces an indirect illumination artifact. This indicated that the photon mapping density-
estimation concept was a suitable candidate to complement the sampling-based ray
tracing technique. This method solved the same equation that underpins most of the
rendering algorithms. However, it was based on a statistical density estimation to com-
pute the illumination distribution. This is a fundamental requirement for a complete light
simulation framework and to achieve a representative synthetic shockshadow.

• The creation of a shadowgraph image indicated that neither the illumination nor the
visualisation sampling stages were adequate for an accurate image reconstruction.
However, the simulated shadowgraph indicated that the tracing of an ever-increasing
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number of photons would allow the reduction of the density estimation bandwidth. This
distribution would then convert to an accurate image.

• A grazing incidence of light, where rays roughly aligned with the shock wave curvature,
produces stronger shockshadows with darker shadows and brighter caustics.

Further findings were made from the transonic Onera M6-wing test case:

• The photon gathering aspect of photon mapping is fundamental to producing a shock-
shadow with minimal modelling approximations. The lambda patterned shock wave
provided an essential test bed to understand how to appropriately employ the statistical
density estimator in photon gathering. By rendering the caustic photon map directly, the
trade-off between variance and bias became noticeable. It was found that a compromise,
universal, bandwidth size could not be established, and the illumination distribution at
one of the reference spanwise station was either overfitted and contained too much noise
or it was underfitted and the shockshadow was completely suppressed. This was not the
only challenge, since when all the spanwise stations were rendered the second trade-off
between under and oversmoothing became evident. Different regions of the wing can
have contrary requirements of bandwidth size, due to the variations in the shock wave
strength. It is clear that it is very difficult to meet these requirements simultaneously and
these results are likely to be applicable to most shock wave systems encountered in real
aircraft.

• Weaker sections of shock waves produce minimal photon displacement, and therefore
these regions require large bandwidths to estimate the radiance on the reflective surface
and smooth out the inherent noise of the techniques. On the other hand, regions con-
taining stronger shock waves can be rendered via a small bandwidth to generate sharp
features.

• Analysis of the source of noise in the illumination distributions could not be attributed
to the image resolution, or to the CFD data, nor to the presence of discontinuities in
the inhomogeneous optical medium. It was found to be associated with the computer
graphics algorithms used.

• Adaptive bandwidth mapping with suitable image filters resolve these trade-off issues
and enable the generation of realistic shockshadows. For this case, determining the
bandwidth size based on the strength of the shock wave and also weighting the photon
contribution based on their distance from the query point where the illumination was being
reconstructed allowed the minimum number of both illumination and visibility samples to
be determined.
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• The optimal orientation of the sun with respect to the wing quarter-chord line to achieve
strong shockshadow visualisation was found to be the grazing incidence of light, confirm-
ing flight test data available in the literature.

6.2 Future Work

The studies presented in this research constitute a significant advance in the capability to
realistically simulate light propagation, refraction, reflection and image reconstruction in a
three-dimensional compressible flow with shock waves. However, the Onera M6-wing test
case is not truly representative of a commercial aircraft geometry and hence all the issues
associated with the in-flight shockshadow phenomenon have not yet been fully explored. The
XRF-1 model is a civil aircraft research configuration developed and shared by Airbus for
multi-disciplinary studies [209]. The model contains the wing, fuselage and tail of the aircraft
and standard hybrid unstructured meshes are provided for simulating unsteady, viscous and
turbulent flow around this configuration. In this research, the flow has been simulated for this
case on the standard mesh with adaptation using the DLR TAU-Code software system [210].
However the light propagation process could not be completed, because difficulties were
encountered in converting between the TAU and VTK data structures.

The post-processing of the CFD used the open-source research software Cassiopee [211].
These Python modules developed by ONERA can directly manipulate the CFD simulation
grid and solution via a CFD General Notation System (CGNS) data tree and perform the
conversion of all cells to tetrahedra, using multicore parallel processing. Unfortunately, this
process resulted in tetrahedra meshes with holes in them that could not be distinguished from
a solid surface. This was linked to the specific standard mesh for the XRF-1 as the conversion
process worked on other TAU meshes. If this stage had been completed successfully, then
the cells and corresponding air density values stored at their vertices could be selected within
specified regions or subdomains of interest for domain isolation. In fact, CGNS is now widely
used in the CFD community for exchanging data in a simulation pipeline [211] and this issue
was therefore unexpected. Thus it is recommended that this issue is investigated further to try
to ascertain the reason for this processing failure for this mesh. Once this has been corrected,
the developed simulation framework as shown for the Onera M6 wing should be applied to the
XRF1 test case.

It is then recommended that the spectral light source model of the sun is updated to one of
the composite extraterrestrial spectra available from measurement [107, 108]. A terrestrial
irradiance distribution would then be obtained by taking into account the attenuation of the
solar radiation due to a cloudless and clear sky, given its composition [105]. Alternatively, one
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of the standard relative power distributions representative of light sources that are commonly
employed in colorimetry, the so-called CIE Standard Illuminants due to the Commission
Internationale de l’Éclairage, could be used to represent sunlight [100]. Although sunlight
depends on many astronomical, temporal, geographic, air and atmospheric conditions, and
the process of constructing a real light source that represents the CIE D65 is very complex, it
is commonly used as a reference to represent average daylight arriving at the surface of the
earth [100]. Other spectral power distributions of outdoor light sources are also available [212].

To complement this wavelength dependence of light scattering an appropriate spectral reflection
model should be used. The current implementation only considers the wavelength indirectly in
the integration of the spectral irradiance from the sun and in the Gladstone-Dale relation to
compute the refractive index of air. Sandford and Robertson [213] presented a valuable study
into the reflective properties of airframe surface coatings or paints. The study considered a
significant database of bidirectional reflectance distribution function measured from samples
of panels from over fifty operational aeroplane models in the infrared (IR) and visible ranges
of the spectrum. From these samples, some illustrative paints were fully characterised in
terms of their colours, a description of their surfaces, their solar absorption and reflective
characteristics. Most samples exhibited reflection that was neither perfect diffuse nor perfect
specular. Both the composition of the surface material, aluminium, and the surface finish (paint,
condition, roughness and history) were taken into account. Sandford and Robertson [213]
then also developed a semi-empirical BRDF model, consistent with this data, that could be
used to describe the reflective properties of aircraft paint and could be integrated into the light
simulation framework. Effects of the surface roughness, the thickness of the layer of paint and
of ageing and weather exposure of the surface are embedded in the model, for example [213].

In the same way that different types of light sources were used to characterise the reflectance
and absorption of samples in [213], Fernandez et al. [214] performed similar measurements
utilising a laser to determine the BRDFs of a sandblasted, a stock and a white painted sample
of aluminium surface. The metal was used as the base material for all the paints due to its
wide structural application in fluid flow experimental facilities and materials [214]. These were
compared against a reference white perfectly diffuse reflector. From the results presented
in polar plots, it was determined that while a treated aluminium surface reflects light more
diffusely, the untreated surface behaves more specularly and the surface painted in white is a
lambertian reflector for lower incidence angles and causes retro-reflection for higher angles.
Similarly to the Robertson-Sandford BRDF model [213], the polar plots in [214] could be used
to define the surface model [214], such as the wing surface in the shockshadow simulation.

Since both the light source and the reflective surface would then have spectral properties,
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the nonlinear ray tracing could also embed this wavelength dependency. As suggested by
Zhdanov et al. [215], this could be accomplished through three different ways: by ray tracing in-
dependently a certain number of monochromatic scenes (light source, refractive index medium
and reflective surface) and combining the monochromatic images a posteriori; ray tracing
simultaneously a number of monochromatic light rays that will then generate a polychromatic
image; or ray tracing polychromatic light rays that are decomposed when interacting with
dispersive surfaces. Thomas [216] proposed a technique similar to the last approach. These
approaches to solve the rendering equation in the spectral space are said to provide a more
accurate colour rendering, as opposed to distortion, fringing or clipping issues that often occur
when working in the RGB space [215, 216], for example. Analogously, to simulate IR effects,
including caustics, Boudet et al. [217] used a spectral photon mapping technique. In this
adaptation of the traditional algorithm, each photon was assumed to also carry information
regarding weights defined for each band of the spectrum. These weights were then used when
computing simultaneously all the radiance bands using the rendering equation. Spectral ray
tracing and spectral photon mapping could then be coupled in a more advanced implementation
that considers the wavelength dependence of the light source and of the surface reflection.

A factor that was explored in the initial implementation of the simulation framework is image
contrast computation. This was performed via subtraction of a neutral image, rendered con-
sidering a homogeneous optical medium, from the actual disturbed image generated in the
compressible flow. In the final implementation only the luminance quantity has been used for
rendering. Both the physical and the perceived types of contrast, which quantify luminance
and brightness differences between achromatic patches respectively [100], should be further
evaluated to potentially extract new information from the shockshadows. The luminance con-
trasts can be defined by the Michelson, Weber or a simple ratio formula involving the feature
to be visualised and a background [100, 218]. Techniques such as histogram equalisation
[219] could also be applied to enhance the contrast of the resulting image. Alternatively, the
shockshadows currently rendered as radiance values in the sRGB or luminance values in
the CIE XYZ colour spaces could be converted to a colour appearance model, such as the
CIECAM02 (recommended for digital colour imaging) [100, 220, 221]. These models are
responsible for describing additional attributes of achromatic colours, e.g. lightness or the
brightness of a patch relative to another that appears to be white. This attribute and others
such as chroma, hue and brightness itself, are more closely related to the human visual system
and they complement colorimetry in the task of specifying a stimulus. Because they are relative,
the environment that the stimulus (shockshadow) is viewed in, including the proximal field
(wing surface), the background (sky) and the surround (aircraft interior) are also taken into
account in these models [100]. The viewing conditions are then important when dealing with
colour appearance phenomena, such as simultaneous contrast and crispening, which affect
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the lightness perception of an observer [100]. In these two phenomena the proximal field and/or
background alter the perception of coloured patches that are identical and that have identical
colour differences with respect to another patch in the vicinity, and this would most likely occur
in the shockshadow [100].

All of these modifications may degrade the computational efficiency of the framework. The
implementation already supports the running of the simulations on a High Performance Com-
puter in parallel, where a single batch of light rays to be traced is divided between multiple
processors and run simultaneously. Nevertheless, the algorithms would most likely benefit from
further acceleration. Two ways to achieve faster processing times would then be, for example,
to either employ message passing interface (MPI) to achieve real parallelism on multiple cores
of a computer or to use the graphics processing unit (GPU) instead of the central processing
unit (CPU) to perform the main tasks of the rendering engine. These acceleration solutions are
both available in Python as the popular mpi4py [222] and CUDA Toolkit [223], respectively. A
GPU implementation would certainly facilitate the advancement of the framework towards the
generation of shockshadow images at interactive rates [46].

Given the fact that the current implementation includes a virtual camera with all of the degrees
of freedom in terms of positioning and orientation, a scene containing multiple cameras should
be built. This would then allow the recording of shockshadows from different perspectives. The
recorded shapes and positions, and thus distances through triangulation, of the shockshadow
with respect to distinct wing features may then allow the extraction of three-dimensional infor-
mation about the shock wave (photogrammetry), such as depth-perception and an inference
of its exact position. In fact, the topic of multi-view stereo is currently trending in computer
graphics and computer vision, encompassing algorithms for reconstruction or scanning of
three-dimensional models from a large data set of images concerning the required geometrical
object. Some available algorithms already take into account transparent and refractive objects
[224–226] reconstruction from caustics images [227] or from background-oriented schlieren
images [228], and even using the VTK library [229]. These studies strongly suggest that the
shock wave reconstruction from multiple respective shockshadow images is possible.
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APPENDIX 1 TETGEN TO CGAL
CONSTRAINED TETRAHEDRALIZATION

CONVERTER

#include <iostream >
#include <fstream >
#include < s t r i n g >
#include <vector >
#include <math . h>
#include " boost \ f i l e s y s t e m . hpp "
#include <CGAL\ Exac t_p red ica tes_ inexac t_cons t ruc t ions_kerne l . h>
#include <CGAL\ Linear_algebraCd . h>
#include <CGAL\ T r iangu la t i on_3 . h>
#include <CGAL\ Tr iangu la t ion_ce l l_base_3 . h>
#include <CGAL\ Tr iangu la t ion_ver tex_base_3 . h>
#include <CGAL\ Tr iangu la t ion_ver tex_base_wi th_ in fo_3 . h>
#include <CGAL\ T r i angu la t i on_da ta_s t ruc tu re_3 . h>
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
typedef CGAL : : Exac t_p red ica tes_ inexac t_cons t ruc t ions_kerne l K ;
typedef K : : FT doubleType ;
typedef CGAL : : Linear_algebraCd <doubleType> LA ;
typedef K : : Point_3 Point3D ;
typedef K : : Vector_3 Vector3D ;
typedef K : : Segment_3 Segment3D ;
typedef CGAL : : Tr iangu la t ion_ce l l_base_3 <K> CB3D;
typedef CGAL : : Tr iangula t ion_ver tex_base_3 <K> VB3D;
typedef CGAL : : T r iangu la t i on_da ta_s t ruc tu re_3 <VB3D, CB3D> TDS3D;
typedef CGAL : : T r iangu la t ion_3 <K, TDS3D> Tri3D ;
typedef Tri3D : : Vertex_handle VertexHandle ;
typedef Tri3D : : Cel l_handle Cel lHandle ;
typedef std : : map< int , VertexHandle > vertexHandleMap ;
typedef std : : map< int , Cel lHandle > cellHandleMap ;
typedef std : : map< int , Tr i3D : : Po in t > in tT r iPo in tMap ;
typedef std : : map< int , s td : : vector < int > > in t In tsMap ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /

Tri3D te tgen2cga l ( const std : : s t r i n g f i l e P a t h , const s td : : s t r i n g f i leName ) {
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/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / ACCESS THE DIRECTORY CONTAINING THE CONSTRAINED TETRAHEDRALIZATION
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
boost : : f i l e s y s t e m : : cur ren t_path ( f i l e P a t h ) ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / " .NODE" , " . ELE" AND " . NEIGH" FILE NAMES
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
s td : : s t r i n g nodeFi le = f i leName + " . 1 . node " ;
s td : : s t r i n g e l e F i l e = f i leName + " . 1 . e le " ;
s td : : s t r i n g ne ighF i l e = f i leName + " . 1 . neigh " ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / INITIALIZE TETRAHEDRALIZATION
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
Tri3D t r i ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / INITIALIZE STD : :MAPS
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
vertexHandleMap vertexMap ;
cellHandleMap cel lMap ;
in tT r iPo in tMap nodeMap ;
in t In tsMap eleMap ;
in t In tsMap neighMap ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / READ " .NODE" FILE −> LIST OF VERTICES
/ / IDX VERTEX − X−COORD − Y−COORD − Z−COORD − SCALAR − BOUNDARY MARKER
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
s td : : s t r i n g l i n e ;
s td : : fs t ream nodeFileReader ( nodeFi le . c_s t r ( ) ) ;

i f ( ! nodeFileReader ) {
s td : : cout << " Er ro r reading .NODE f i l e ! " << std : : endl ;
return 1;

}
else {

while ( s td : : g e t l i n e ( nodeFileReader , l i n e ) ) {

i n t idxV , bm;
double x , y , z , sca la r ;

s td : : s t r i ngs t ream l ineStream ;
l ineStream << l i n e ;

l ineStream >> idxV >> x >> y >> z >> sca la r >> bm;

nodeMap . i n s e r t ( s td : : make_pair ( idxV , Tri3D : : Po in t ( x , y , z ) )
,→ ) ;
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}
nodeFileReader . c lose ( ) ;

}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / READ " . ELE" FILE −> LIST OF TETRAHEDRON
/ / IDX TETRAHEDRON − IDX VERTEX 1 − IDX VERTEX 2 − IDX VERTEX 3 − IDX

,→ VERTEX 4
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
std : : fs t ream eleFi leReader ( e l e F i l e . c_s t r ( ) ) ;

i f ( ! e leF i leReader ) {
s td : : cout << " Er ro r reading .ELE f i l e ! " << std : : endl ;
return 1;

}
else {

while ( s td : : g e t l i n e ( eleFi leReader , l i n e ) ) {
i n t idxC , idxV0 , idxV1 , idxV2 , idxV3 ;

s td : : s t r i ngs t ream l ineStream ;
l ineStream << l i n e ;

l ineStream >> idxC >> idxV0 >> idxV1 >> idxV2 >> idxV3 ;
s td : : vector < int > tmp { idxV0 , idxV1 , idxV2 , idxV3 } ;
/ / Ele s td : : map so be used l a t e r
eleMap . i n s e r t ( s td : : make_pair ( idxC , tmp ) ) ;

}
e leFi leReader . c lose ( ) ;

}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / READ " . NEIGH" FILE −> LIST OF NEIGHBOURS
/ / IDX TETRAHEDRON − IDX NEIGH 1 − IDX NEIGH 2 − IDX NEIGH 3 − IDX NEIGH 4
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
std : : fs t ream neighFi leReader ( ne ighF i l e . c_s t r ( ) ) ;

i f ( ! neighFi leReader ) {
s td : : cout << " Er ro r reading .NEIGH f i l e ! " << std : : endl ;
return 1;

}
else {

while ( s td : : g e t l i n e ( neighFi leReader , l i n e ) ) {
i n t idxC , idxC0 , idxC1 , idxC2 , idxC3 ;

s td : : s t r i ngs t ream l ineStream ;
l ineStream << l i n e ;

249



APPENDIX 1 TETGEN TO CGAL CONSTRAINED TETRAHEDRALIZATION CONVERTER

l ineStream >> idxC >> idxC0 >> idxC1 >> idxC2 >> idxC3 ;
s td : : vector < int > tmp { idxC0 , idxC1 , idxC2 , idxC3 } ;

/ / Neigh std : : map to be used l a t e r
neighMap . i n s e r t ( s td : : make_pair ( idxC , tmp ) ) ;

}
neighFi leReader . c lose ( ) ;

}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / CLEAR ANY TETRAHEDRALIZATION PARAMETERS SET DURING CONSTRUCTION
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
t r i . tds ( ) . c l ea r ( ) ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / SET TETRAHEDRALIZATION DIMENSION
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
t r i . tds ( ) . set_dimension ( 3 ) ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / CREATE FINITE VERTICES
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / Vertex handle i n i t i a l i z a t i o n
VertexHandle vH ;

/ / I t e r a t e over f i n i t e v e r t i c e s
for ( auto i t e r V = nodeMap . begin ( ) ; i t e r V != nodeMap . end ( ) ; i t e r V ++) {

vH = t r i . tds ( ) . c rea te_ver tex ( ) ;

/ / Set i t s po i n t geometr ic coord ina tes
vH−> se t_po in t ( i t e rV −>second ) ;

/ / Vertex s td : : map to be used l a t e r
vertexMap . i n s e r t ( s td : : make_pair ( i t e rV −> f i r s t , vH) ) ;

}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / CREATE FINITE CELLS
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / Ce l l handle i n i t i a l i z a t i o n
Cel lHandle cH ;

/ / I t e r a t e over f i n i t e c e l l s
for ( auto i t e r C = eleMap . begin ( ) ; i t e r C != eleMap . end ( ) ; i t e r C ++) {

cH = t r i . tds ( ) . c r e a t e _ c e l l ( ) ;
/ / Tetgen al ready o r i e n t s the c e l l s ’ v e r t i c e s
/ / p o s i t i v e l y ( c lockwise ) i n the " . e le " f i l e
cH−> s e t _ v e r t i c e s ( vertexMap . a t ( i t e rC −>second [ 0 ] ) ,

vertexMap . a t ( i t e rC −>second [ 1 ] ) ,
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vertexMap . a t ( i t e rC −>second [ 2 ] ) ,
vertexMap . a t ( i t e rC −>second [ 3 ] ) ) ;

/ / Set i n c i d e n t c e l l to each one of the v e r t i c e s
vertexMap . a t ( i t e rC −>second [ 0 ] ) −> s e t _ c e l l ( cH) ;
vertexMap . a t ( i t e rC −>second [ 1 ] ) −> s e t _ c e l l ( cH) ;
vertexMap . a t ( i t e rC −>second [ 2 ] ) −> s e t _ c e l l ( cH) ;
vertexMap . a t ( i t e rC −>second [ 3 ] ) −> s e t _ c e l l ( cH) ;

/ / Ce l l s td : : map to be used l a t e r
cel lMap . i n s e r t ( s td : : make_pair ( i t e rC −> f i r s t , cH) ) ;

}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / CREATE INFINITE VERTEX
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
VertexHandle in fV = t r i . tds ( ) . c rea te_ver tex ( ) ;
t r i . s e t _ i n f i n i t e _ v e r t e x ( i n fV ) ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / ASSIGN FINITE NEIGHBOURS TO FINITE AND INFINITE CELLS
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / I t e r a t e over f i n i t e c e l l s
for ( auto i t e r C = neighMap . begin ( ) ; i t e r C != neighMap . end ( ) ; i t e r C ++) {

/ / I n i t i a l i z e c e l l handles
Cel lHandle c , c00 , c11 , c22 , c33 , cNN, c0 , c1 , c2 , c3 ;
/ / I n i t i a l i z e f i n i t e / i n f i n i t e neighbours i d e n t i f i e r and neighbour

,→ i ndex ing i d e n t i f i e r
std : : vector < int > tmp1 { 1 , 1 , 1 , 1 } ;
s td : : vector < int > tmp2 { 0 , 0 , 0 , 0 } ;

/ / F i n i t e c e l l
c = cel lMap . a t ( i t e rC −> f i r s t ) ;

/ / Convex h u l l c e l l
i f ( ( i t e rC −>second [ 0 ] == −1) | ( i t e rC −>second [ 1 ] == −1) | ( i t e rC −>

,→ second [ 2 ] == −1) | ( i t e rC −>second [ 3 ] == −1) ) {
/ / * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * / /
/ / tmp1 [ i ] == 1 −> F i n i t e Ce l l / /
/ / * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * / /
/ / tmp1 [ i ] == 0 −> I n f i n i t e Ce l l / /
/ / * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * / /
auto i t e r = i te rC −>second . begin ( ) ;
while ( ( i t e r = s td : : f i n d ( i t e r , i t e rC −>second . end ( ) , −1) )

,→ != i te rC −>second . end ( ) )
{

tmp1 [ i t e r − i te rC −>second . begin ( ) ] = 0 ;
i t e r ++;
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}

/ / I t e r a t e over neighbours
for ( i n t i = 0 ; i < 4 ; i ++) {

/ / F i n i t e neighbours
i f ( tmp1 [ i ] == 1) {

/ / F i n i t e neighbour
cNN = cel lMap . a t ( i t e rC −>second [ i ] ) ;

/ / * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * / /
/ / tmp2 [ i ] == 1 −> Neighbour index

,→ assigned / /
/ / * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * / /
/ / Determine which v e r t i c e s are shared

,→ between the two f i n i t e neighbours
/ / and assign correspondent neighbour

,→ index
/ / Ex . :
/ / v e r t i c e s shared : 0 , 1 , 2
/ / neighbour index : 3
i f ( ( cNN−>has_vertex ( c−>ver tex ( 1 ) ) == true

,→ ) & (cNN−>has_vertex ( c−>ver tex ( 2 ) )
,→ == true ) & (cNN−>has_vertex ( c−>
,→ ver tex ( 3 ) ) == true ) ) {

c0 = cNN;
tmp2 [ 0 ] = 1 ;

}
else i f ( ( cNN−>has_vertex ( c−>ver tex ( 0 ) ) ==

,→ true ) & (cNN−>has_vertex ( c−>ver tex
,→ ( 2 ) ) == true ) & (cNN−>has_vertex ( c−>
,→ ver tex ( 3 ) ) == true ) ) {

c1 = cNN;
tmp2 [ 1 ] = 1 ;

}
else i f ( ( cNN−>has_vertex ( c−>ver tex ( 0 ) ) ==

,→ true ) & (cNN−>has_vertex ( c−>ver tex
,→ ( 1 ) ) == true ) & (cNN−>has_vertex ( c−>
,→ ver tex ( 3 ) ) == true ) ) {

c2 = cNN;
tmp2 [ 2 ] = 1 ;

}
else i f ( ( cNN−>has_vertex ( c−>ver tex ( 0 ) ) ==

,→ true ) & (cNN−>has_vertex ( c−>ver tex
,→ ( 1 ) ) == true ) & (cNN−>has_vertex ( c−>
,→ ver tex ( 2 ) ) == true ) ) {

c3 = cNN;
tmp2 [ 3 ] = 1 ;
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}
}

}

/ / Check i f f i n i t e neighbours were assigned
i f ( s td : : accumulate ( tmp2 . begin ( ) , tmp2 . end ( ) , 0) != s td : :

,→ accumulate ( tmp1 . begin ( ) , tmp1 . end ( ) , 0) ) {
s td : : cout << " Issue ass ign ing f i n i t e neighbor

,→ c e l l s " << std : : endl ;
return 1;

}

/ / Create i n f i n i t e c e l l s = I n f i n i t e neighbours o f f i n i t e
,→ convex h u l l c e l l s

/ / * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * / /
/ / ATTENTION: IF CGAL THROWS "PB ORIENTATION WITH
/ / NEIGHBOR" ERROR, SIMPLY CHANGE THE VERTICES
/ / INDEXES/ORDERING ON CH−>SET_VERTICE
/ / * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * / /
i f ( tmp2 [ 0 ] == 0) {

cH = t r i . tds ( ) . c r e a t e _ c e l l ( ) ;
/ / The neighbour index o f the f i n i t e c e l l not yet
/ / assigned determines the v e r t i c e s indexes t h a t
/ / comprise the convex h u l l f ace t
/ / The a u x i l i a r y i n f i n i t e ver tex completes
/ / the i n f i n i t e c e l l

cH−>se t_ver tex (0 , t r i . i n f i n i t e _ v e r t e x ( ) ) ;
cH−>se t_ver tex (1 , c−>ver tex ( 3 ) ) ;
cH−>se t_ver tex (2 , c−>ver tex ( 2 ) ) ;
cH−>se t_ver tex (3 , c−>ver tex ( 1 ) ) ;

c0 = cH ;
tmp2 [ 0 ] = 1 ;

t r i . i n f i n i t e _ v e r t e x ( ) −> s e t _ c e l l ( cH) ;

/ / The index of the f i n i t e neighbour o f the
/ / i n f i n i t e c e l l i s exac t l y the index of the
/ / i n f i n i t e ver tex
cH−>set_neighbor (cH−>index ( t r i . i n f i n i t e _ v e r t e x ( ) ) ,

,→ c ) ;
}
i f ( tmp2 [ 1 ] == 0) {

cH = t r i . tds ( ) . c r e a t e _ c e l l ( ) ;
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cH−>se t_ver tex (0 , c−>ver tex ( 2 ) ) ;
cH−>se t_ver tex (1 , t r i . i n f i n i t e _ v e r t e x ( ) ) ;
cH−>se t_ver tex (2 , c−>ver tex ( 0 ) ) ;
cH−>se t_ver tex (3 , c−>ver tex ( 3 ) ) ;

c1 = cH ;
tmp2 [ 1 ] = 1 ;

t r i . i n f i n i t e _ v e r t e x ( ) −> s e t _ c e l l ( cH) ;
cH−>set_neighbor (cH−>index ( t r i . i n f i n i t e _ v e r t e x ( ) ) ,

,→ c ) ;
}
i f ( tmp2 [ 2 ] == 0) {

cH = t r i . tds ( ) . c r e a t e _ c e l l ( ) ;

cH−>se t_ver tex (0 , c−>ver tex ( 1 ) ) ;
cH−>se t_ver tex (1 , c−>ver tex ( 0 ) ) ;
cH−>se t_ver tex (2 , t r i . i n f i n i t e _ v e r t e x ( ) ) ;
cH−>se t_ver tex (3 , c−>ver tex ( 3 ) ) ;

c2 = cH ;
tmp2 [ 2 ] = 1 ;

t r i . i n f i n i t e _ v e r t e x ( ) −> s e t _ c e l l ( cH) ;
cH−>set_neighbor (cH−>index ( t r i . i n f i n i t e _ v e r t e x ( ) ) ,

,→ c ) ;
}
i f ( tmp2 [ 3 ] == 0) {

cH = t r i . tds ( ) . c r e a t e _ c e l l ( ) ;

cH−>se t_ver tex (0 , c−>ver tex ( 2 ) ) ;
cH−>se t_ver tex (1 , c−>ver tex ( 1 ) ) ;
cH−>se t_ver tex (2 , c−>ver tex ( 0 ) ) ;
cH−>se t_ver tex (3 , t r i . i n f i n i t e _ v e r t e x ( ) ) ;

c3 = cH ;
tmp2 [ 3 ] = 1 ;

t r i . i n f i n i t e _ v e r t e x ( ) −> s e t _ c e l l ( cH) ;
cH−>set_neighbor (cH−>index ( t r i . i n f i n i t e _ v e r t e x ( ) ) ,

,→ c ) ;
}

/ / Set neighbours o f f i n i t e convex h u l l c e l l
i f ( s td : : accumulate ( tmp2 . begin ( ) , tmp2 . end ( ) , 0) == 4) {

254



c−>set_neighbors ( c0 , c1 , c2 , c3 ) ;
}
else {

s td : : cout << " INFINITE NEIGHBOR MISSING" << std : :
,→ endl ;

return 1;
}

}
/ / I n t e r i o r c e l l s
else {

/ / I n t e r i o r c e l l
c = cel lMap . a t ( i t e rC −> f i r s t ) ;

/ / F i n i t e neighbours
c00 = cel lMap . a t ( i t e rC −>second [ 0 ] ) ;
c11 = cel lMap . a t ( i t e rC −>second [ 1 ] ) ;
c22 = cel lMap . a t ( i t e rC −>second [ 2 ] ) ;
c33 = cel lMap . a t ( i t e rC −>second [ 3 ] ) ;

/ / Determine which v e r t i c e s are shared between the two
/ / f i n i t e neighbours and assign correspondent neighbour
/ / index
/ / Ex . :
/ / v e r t i c e s shared : 0 , 1 , 2
/ / neighbour index : 3
i f ( ( c00−>has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c00−>

,→ has_vertex ( c−>ver tex ( 2 ) ) == true ) & ( c00−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c0 = c00 ;
tmp2 [ 0 ] = 1 ;

}
else i f ( ( c00−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c00−>

,→ has_vertex ( c−>ver tex ( 2 ) ) == true ) & ( c00−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c1 = c00 ;
tmp2 [ 1 ] = 1 ;

}
else i f ( ( c00−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c00−>

,→ has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c00−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c2 = c00 ;
tmp2 [ 2 ] = 1 ;

}
else i f ( ( c00−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c00−>

,→ has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c00−>has_vertex
,→ ( c−>ver tex ( 2 ) ) == true ) ) {

c3 = c00 ;
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tmp2 [ 3 ] = 1 ;
}
i f ( ( c11−>has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c11−>

,→ has_vertex ( c−>ver tex ( 2 ) ) == true ) & ( c11−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c0 = c11 ;
tmp2 [ 0 ] = 1 ;

}
else i f ( ( c11−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c11−>

,→ has_vertex ( c−>ver tex ( 2 ) ) == true ) & ( c11−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c1 = c11 ;
tmp2 [ 1 ] = 1 ;

}
else i f ( ( c11−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c11−>

,→ has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c11−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c2 = c11 ;
tmp2 [ 2 ] = 1 ;

}
else i f ( ( c11−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c11−>

,→ has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c11−>has_vertex
,→ ( c−>ver tex ( 2 ) ) == true ) ) {

c3 = c11 ;
tmp2 [ 3 ] = 1 ;

}
i f ( ( c22−>has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c22−>

,→ has_vertex ( c−>ver tex ( 2 ) ) == true ) & ( c22−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c0 = c22 ;
tmp2 [ 0 ] = 1 ;

}
else i f ( ( c22−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c22−>

,→ has_vertex ( c−>ver tex ( 2 ) ) == true ) & ( c22−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c1 = c22 ;
tmp2 [ 1 ] = 1 ;

}
else i f ( ( c22−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c22−>

,→ has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c22−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c2 = c22 ;
tmp2 [ 2 ] = 1 ;

}
else i f ( ( c22−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c22−>

,→ has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c22−>has_vertex
,→ ( c−>ver tex ( 2 ) ) == true ) ) {
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c3 = c22 ;
tmp2 [ 3 ] = 1 ;

}
i f ( ( c33−>has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c33−>

,→ has_vertex ( c−>ver tex ( 2 ) ) == true ) & ( c33−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c0 = c33 ;
tmp2 [ 0 ] = 1 ;

}
else i f ( ( c33−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c33−>

,→ has_vertex ( c−>ver tex ( 2 ) ) == true ) & ( c33−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c1 = c33 ;
tmp2 [ 1 ] = 1 ;

}
else i f ( ( c33−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c33−>

,→ has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c33−>has_vertex
,→ ( c−>ver tex ( 3 ) ) == true ) ) {

c2 = c33 ;
tmp2 [ 2 ] = 1 ;

}
else i f ( ( c33−>has_vertex ( c−>ver tex ( 0 ) ) == true ) & ( c33−>

,→ has_vertex ( c−>ver tex ( 1 ) ) == true ) & ( c33−>has_vertex
,→ ( c−>ver tex ( 2 ) ) == true ) ) {

c3 = c33 ;
tmp2 [ 3 ] = 1 ;

}

/ / Set neighbours o f f i n i t e i n t e r i o r c e l l
i f ( s td : : accumulate ( tmp2 . begin ( ) , tmp2 . end ( ) , 0) == 4) {

c−>set_neighbors ( c0 , c1 , c2 , c3 ) ;
}
else {

s td : : cout << " NEIGHBOR MISSING" << std : : endl ;
return 1;

}
}

}

/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / ASSIGN INFINITE NEIGHBOURS TO INFINITE CELLS
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
i n t countNeigh = 0;
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/ / I t e r a t e over a l l f i n i t e / i n f i n i t e c e l l s
for ( auto i t e r C e l l = t r i . a l l _ c e l l s _ b e g i n ( ) ; i t e r C e l l != t r i . a l l _ c e l l s _ e n d

,→ ( ) ; i t e r C e l l ++) {

/ / Find i n f i n i t e c e l l s − main i n f i n i t e c e l l
i f ( t r i . i s _ i n f i n i t e ( i t e r C e l l ) == true ) {

/ / Get index o f i n f i n i t e ver tex / f i n i t e neighbour
i n t i d x I n f = i t e r C e l l −>index ( t r i . i n f i n i t e _ v e r t e x ( ) ) ;

/ / I t e r a t e again over a l l f i n i t e / i n f i n i t e c e l l s
for ( auto i t e r N = t r i . a l l _ c e l l s _ b e g i n ( ) ; i t e r N != t r i .

,→ a l l _ c e l l s _ e n d ( ) ; i t e r N ++) {

/ / Find i n f i n i t e c e l l s d i f f e r e n t from main
/ / i n f i n i t e c e l l − i n f i n i t e neighbours
i f ( ( t r i . i s _ i n f i n i t e ( i t e r N ) == true ) & ( i t e r N !=

,→ i t e r C e l l ) ) {
/ / Determine which o f the f i n i t e edges i s
/ / shared between main i n f i n i t e c e l l and
/ / i n f i n i t e neighbours and assign
/ / correspondent neighbour
/ / Ex . :
/ / index o f f i n i t e neighbour = 0
/ / f i n i t e edges shared between i n f i n i t e
/ / neighbours= ( v ( 1 ) , v ( 2 ) ) , ( v ( 1 ) , v ( 3 ) ) ,
/ / ( v ( 2 ) , v ( 3 ) )
/ / indexes of i n f i n i t e neighbours = 3 , 2 ,

,→ 1
i f ( ( i t e rN −>has_vertex ( i t e r C e l l −>ver tex ( ( (

,→ i d x I n f + 1) & 3) ) ) == true ) & ( i te rN
,→ −>has_vertex ( i t e r C e l l −>ver tex ( ( (
,→ i d x I n f + 2) & 3) ) ) == true ) ) {

i t e r C e l l −>set_neighbor ( ( ( i d x I n f +
,→ 3) & 3) , i t e r N ) ;

}
else i f ( ( i t e rN −>has_vertex ( i t e r C e l l −>

,→ ver tex ( ( ( i d x I n f + 1) & 3) ) ) == true )
,→ & ( i te rN −>has_vertex ( i t e r C e l l −>
,→ ver tex ( ( ( i d x I n f + 3) & 3) ) ) == true )
,→ ) {

i t e r C e l l −>set_neighbor ( ( ( i d x I n f +
,→ 2) & 3) , i t e r N ) ;

}
else i f ( ( i t e rN −>has_vertex ( i t e r C e l l −>

,→ ver tex ( ( ( i d x I n f + 2) & 3) ) ) == true )
,→ & ( i te rN −>has_vertex ( i t e r C e l l −>
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,→ ver tex ( ( ( i d x I n f + 3) & 3) ) ) == true )
,→ ) {

i t e r C e l l −>set_neighbor ( ( ( i d x I n f +
,→ 1) & 3) , i t e r N ) ;

}
}

}
}

}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
/ / FINAL CHECKS
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /
std : : cout << "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−" << std : : endl ;
s td : : cout << " Constrained T e t r a h e d r a l i z a t i o n : " << std : : endl ;
t r i . i s _ v a l i d ( true ) ;
/ / s td : : cout << "Number o f f i n i t e c e l l s : " << t r i . numbe r_o f_ f i n i t e_ce l l s ( )

,→ << std : : endl ;
/ / s td : : cout << "Number o f f i n i t e face ts : " << t r i . number_o f_ f i n i t e_ face ts

,→ ( ) << std : : endl ;
/ / s td : : cout << "Number o f f i n i t e v e r t i c e s : " << t r i . number_of_ver t ices ( )

,→ << std : : endl ;
std : : cout << "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−" << std : : endl ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− / /

return ( t r i ) ;
}
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