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A B S T R A C T   

An inductively coupled ultrasonic transducer system (ICTS) is a lightweight, wireless, battery-free, and low- 
profile (0.5 mm thick) permanently installed sensor system for measuring remaining wall thickness at fixed 
locations for structural health monitoring. In an ICTS, a slight variation in measured thickness has been observed 
that is dependent on the misalignment between the handheld probing unit and the permanently attached sensor. 
A correction algorithm has been developed to improve the ultimate thickness measurement performance of ICTS 
even with misalignment. The algorithm eliminates a system delay from the measured first arrival time based on 
the measured bandwidth of the cross-talk signal. Crucially, the algorithm does not require identification of the 
second back-wall echo as this is not always possible if the back surface of the structure is badly corroded. The 
correction algorithm has successfully improved the thickness measurement precision from 0.19 mm to 0.07 mm. 
A higher accuracy of thickness measurement is also achieved, with the mean of the corrected thicknesses equals 
to the true thickness to ±0.01 mm. The algorithm also enabled the detection of a thickness loss of 0.09 mm. The 
improvement on thickness measurement performance is important for manual inspection, and future robotic 
interrogation which will become more viable as up to 20 mm lateral misalignment and 10 mm vertical 
misalignment can be accommodated.   

1. Introduction 

In non-destructive evaluation (NDE) and structural health moni-
toring (SHM), ultrasonic waves are widely used to assess structural 
integrity [1–5]. Measuring and monitoring remaining wall thickness of 
structures provides critical information for evaluating the safety of 
valuable assets such as oil storage tanks and pressure vessels. Mea-
surement is used to confirm that the thickness of the inspected compo-
nent exceeds the minimum safe thickness, and allows scheduling of 
repair and replacement of components to reduce downtime [6,7]. 
Manual UT is a common thickness measurement tool in NDE. However, 
many factors such as probe coupling, inspector and procedure errors 
limit its thickness measurement performance. On the other hand, 
permanently installed sensors effectively eliminate the inspector and 
procedural errors. 

One such permanently installed approach is the inductively coupled 
ultrasonic transducer system (ICTS) developed by Zhong et al. [8] to 
measure and monitor remaining wall thickness at fixed locations over 
time. The ICTS benefits from its lightweight, wireless, battery-free, and 

low-profile (0.5 mm thick) sensor design. ICTS is currently activated 
only by manual inspection with a probing unit, but it is also suited for 
robotic inspection by deploying crawlers or unmanned aerial vehicles 
(UAVs) to activate sensors and take thickness measurements. 

There is a growing interest in robotic non-destructive testing (NDT) 
and numerous robots have been developed for NDT inspection purposes 
[9–13]. This drives development of robotic solutions in NDT including 
taking measurements from permanently attached sensors. Robotic de-
ployments enable easier access to places at elevated height or under 
hostile conditions. For example, ICTS sensors installed on large vessels 
require scaffoldings for inspectors to access, increasing the inspection 
time and costs. Robotic inspection also ensures safety of inspectors. 
Generally, robotic deployments suffer from positioning error accumu-
lated while navigating on structures [9,14,15]. Progress has been made 
on improving positioning accuracy using an accelerometer [14]. How-
ever, better positional accuracy typically comes at increased cost and 
complexity. 

An ICTS employs three coils to transmit and receive ultrasonic in-
formation wirelessly through electromagnetic coupling. The 
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transmitting and receiving coils in the probing unit are inductively 
coupled with a secondary coil in the sensor. A piezoelectric transducer is 
physically connected to the inspected structures surface through adhe-
sive couplant, and is activated by the secondary coil when a thickness 
measurement is required. Instead of averaging, chirp excitation is 
employed to maximise the Signal-to-Noise ratio (SNR) so that the signal 
can be obtained in a single excitation for ease of manual data collection 
[16]. The received signal is post processed to a conventional ultrasonic 
A-scan, enabling standard NDE procedures to be applied to calculate the 
thickness using time of flight. 

Practical experience of utilising ICTSs suggests that the measured 
thickness is dependent on the position of the probing unit relative to the 
sensor when the measurement is being made (this is explored more fully 
in later sections of the paper), which is assumed to be caused by the 
change in mutual inductance between the coils with position. The 
misalignment of the probing unit relative to the sensor can be para-
meterised by 6◦ of freedom (DOFs), specifically, 3 translational DOFs 
and 3 rotational DOFs. This paper focuses on how misalignment in the 
translational DOFs affects the received signals. This is because trans-
lational misalignment is more common in manual inspection where 
typically an operator places the probing unit either directly onto the 
sensor itself or onto the surface of a protective cladding layer over the 
sensor. This is also expected to be the case in future automated in-
spections. The translational DOFs are lateral offset in X and Y axes, and 
vertical standoff in the Z axis. The rotational misalignment is also briefly 
studied for the completeness of the investigation. 

The effect of alignment on thickness measurement precision in an 
ICTS was experimentally measured to be 0.19 mm (see section 2.4) and 
is much smaller than manual UT repeatability errors, which can be up to 
1 mm [6,17], but it limits the ultimate performance of the system. 
Therefore, this paper aims to explore methods to improve the mea-
surement performance of an ICTS system to detect ever smaller changes 
in absolute thickness of structures consistently, without requiring per-
fect alignment of the system. Successful development of this study will 
ease manual inspection and enable robotic interrogation at a lower 
positioning cost. 

Thickness is often calculated using either the arrival time of the first 
ultrasonic echo from the back-wall of a component (termed here “first 
arrival time”), or by the difference between the arrival times of the first 
and second back-wall echoes (termed here “peak-to-peak time”). Peak- 
to-peak time is considered more accurate because the first arrival time 
contains various system delays (e.g., due to wave propagation time 
through the adhesive between the piezoelectric transducer and the 
structure). However, if the back-wall of a structure is badly corroded, the 
second back-wall echo may be unidentifiable because the transmitted 
ultrasonic wave is scattered by the rough surface at each reflection. 
Therefore, thickness estimation based on the first arrival time is pref-
erable as it enables an ICTS to make measurements on components with 
a higher level of corrosion. 

This paper attempts to improve absolute thickness accuracy even 
with misalignment in the ICTS. To achieve this, experiments were set up 
to investigate the system behaviour under different misalignment con-
ditions, followed by development of a correction algorithm to improve 
the absolute thickness accuracy even in the case of poor alignment. 

The experimental setup and system response are presented in section 
2. The development of the correction algorithm is demonstrated in 
section 3, followed by demonstration of the measurement performance 
improvement of the proposed algorithm in section 4. Section 5 describes 
a quick method of generating the correction curve for the algorithm. The 
paper ends with a short conclusion in section 6. 

2. System behaviour of the inductively coupled ultrasonic 
transducer system 

To investigate how the thickness measurement is affected by the 
relative position between the probing unit and the sensor in the ICTS, 

experiments were carried out. This is a key first step to ensure the 
magnitude of the effect is understood and enable the development of 
subsequent correction approaches. 

2.1. Experiment setup 

The ICTS shown in Fig. 1(a) consists of an arbitrary waveform 
generator and acquisition system (TiePie Handyscope HS5), a printed 
circuit board (PCB) containing concentric transmitting and receiving 
coils as the probing unit, and a sensor containing a secondary coil and a 
piezoelectric transducer (15 mm × 5 mm), which is bonded to the 
structure under test. The centre frequency of the transducer used here is 
5 MHz. The sensor is installed on an aluminium plate which is machined 
to a uniform thickness of 9.95 mm ± 0.01 mm measured using a 
micrometre. 

The arbitrary waveform generator is connected to the probing unit to 
transmit an electromagnetic signal to the piezoelectric transducer via 
inductive coupling between the transmitting and secondary coils, the 
sensor embedded on the structure is activated by this signal and gen-
erates an ultrasonic bulk wave which travels through the structure and is 
reflected by the back-wall. When a reflected wave reaches the sensor 
current is generated in the secondary coil, which is then received by the 
acquisition system through the inductive coupling between the sec-
ondary and the receiving coils. 

To understand the system behaviour as the relative position between 
probing unit and sensor changes, the probing unit is secured in a custom 
plastic holder mounted on a commercial scanning system (SMD 03–00, 
Ultrasonic Sciences Limited). The scanning system is used to precisely 
control two important positional parameters, lateral offset and vertical 
standoff, to determine their effects on the received signals. As shown in 
Fig. 1(b), the lateral offset is defined as the horizontal distance (i.e., in 
the X–Y plane) between the centre of the probing unit and that of the 
sensor. The vertical standoff describes the vertical separation (i.e., on 
the Z-axis) between the centre of the probing unit and sensor. 

2.2. Signal post processing 

The system is activated at multiple locations with controlled offset 
and standoff. Chirp excitation with the same bandwidth as a Gaussian- 
windowed tone burst with 10 cycles and centre frequency of 4.8 MHz 
is used. Empirical testing shows that a 4.8 MHz centre frequency pro-
vides the optimal compromise between signal amplitude and ring down 
time. The chirp is generated by altering the phases of the frequency 
components of the underlying Gaussian-windowed tone burst to extend 
the temporal duration of the signal by a specified factor (here a factor of 
400 is used) [16]. The received signal is dechirped to produce a con-
ventional time domain signal (A-Scan) at each location. Fig. 2(a) shows 
an example A-scan recorded at 0 mm offset and 10 mm standoff. Each 
A-scan is analysed both in the time and the frequency domain in post 
processing. 

In the time domain, the signal comprises cross-talk, the first echo, the 
second echo, and subsequent unshown echoes that fall into the noise 
level. The cross-talk is caused by the current induced in the receiving 
coil by the transmitting coil when a signal is being transmitted from the 
probing unit; its amplitude is very high because the transmitting and 
receiving coils are concentric. The peak amplitudes and arrival times of 
the cross-talk, first, and second echoes are extracted from the magnitude 
of the Hilbert transform of the A-scan. The arrival time difference be-
tween the cross-talk and the first echo provides the first arrival time, T. 
The arrival time difference between the first and the second echo is the 
peak-to-peak time, ΔT. To minimise temporal quantisation error, the 
time domain signal is up-sampled from 50 MHz to 500 MHz using 
Fourier interpolation. 

Additional parameters for possible misalignment correction are 
extracted from the signal in the frequency domain. Post processing in the 
frequency domain only focuses on the spectrum of the cross-talk region 
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of the A-scan. This is because the reflected energy from the first and the 
second echoes can be low when the back-wall of the structure is badly 
corroded or when the alignment of the system is poor, whereas the cross- 
talk signal is guaranteed to be present. Parameters extracted from the 
cross-talk signals are therefore always available. The time domain cross- 

talk signal is extracted using a rectangular-window with a fixed length of 
4 μs from the start of the signal. The peak amplitude, the full width half 
maximum (FWHM) bandwidth, and the centre frequency of the cross- 
talk are then extracted in the frequency domain as illustrated in Fig. 2 
(b). 

Fig. 1. Experiment setup. (a) Schematic diagram of the inductively coupled ultrasonic transducer system. (b) Schematic diagram illustrating the lateral offset and 
vertical standoff in the sensor system. 

Fig. 2. Post processing techniques applied to (a) a typical time domain signal (A-scan), and (b) the frequency spectrum of the cross-talk from the time domain signal.  

Fig. 3. Raster scan of (a) the first echo peak amplitude and (b) the first arrival time, measured in an X–Y scan with 10 mm standoff.  
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2.3. X–Y scan at a fixed standoff 

An experiment was first conducted to investigate the effect of lateral 
offset of the probing unit in the X–Y plane when the standoff was fixed at 
10 mm. The probing unit follows a raster scan path with a pitch of 0.5 
mm, with the maximum offset of ±70 mm in the X and Y axes chosen to 
ensure no overlapping area between the probing unit (diameter = 70 
mm) and the sensor (diameter = 65 mm) at the extremities. The tem-
perature is controlled to ±0.5 ◦C while the scan takes place, to maintain 
the speed of sound in the plate. 

The data collected in the raster scan is post processed as described in 
section 2.2. Fig. 3(a) shows the first echo peak amplitude for offsets of up 
to ±30 mm and Fig. 3(b) shows the first arrival time. It can be seen that 
the measured first arrival time becomes unstable, with random varia-
tions, at large offsets when the signal amplitude is low. However, at 
lower offsets, the measured first arrival times show systematic changes, 
which is the cause of the measured thickness variability that has been 
observed in practice. Such measured thickness variability will be 
addressed in section 3. 

The results in Fig. 3 clearly demonstrate the axisymmetric nature of 
the system, with similar results obtained for the cross-talk and second 
echo peak amplitude. Therefore, the effect of vertical standoff can be 
studied by performing line scans in the X-Z plane across the centre of the 
sensor to reduce the amount of data collection required. 

2.4. X-Z scan 

In this section, both the offset and standoff are controlled in line 
scans in the X-Z plane (see Fig. 1), perpendicular to the installed sensor. 
The plane also crosses the centre of the sensor. In Fig. 3, it can be seen 
that the first echo peak amplitude drops as the lateral offset increases. It 
is important to define SNR to understand system performance in terms of 
relative noise. The SNR in decibels (dB) is calculated as 

SNR= 20log10
α
σ (1)  

where α is the first echo peak amplitude, and σ is the random noise level 
taken as the root-mean-square value of the amplitudes from the last 300 
samples (2.615 ms–2.621 ms) of a time domain signal, where the ul-
trasound will have maximally decayed and the remaining signal will be 
closest to random noise. Increasing lengths of window at the end of the 
signal for quantifying random noise level were investigated and 6 μs was 
found to be sufficient to provide a reliable estimate. 

The scan was performed with a lateral pitch of 0.5 mm, and 
maximum offset of ±30 mm. The lowest standoff used in the scan is 5 
mm because the sensor is normally covered with a protective coating 
and the probing unit cannot get any closer than this in practice. The 
maximum standoff is set to 15 mm to maintain a relatively high SNR 
over a range of offsets. A scan pitch of 1 mm in standoff is used in the 
data collection, but for clarity of the figures, only the results with in-
crements of 2 mm in standoff are shown. Each measurement is post 
processed as described in section 2.2. 

Fig. 4 shows the first echo peak amplitude in the X-Z plane. The 
amplitude drops as the standoff and offset increase until a minima is 
reached at 25 mm offset beyond which there is a small increase. The 
cause of the small increase in amplitude at extreme offsets is unknown, 
but reference to Fig. 3(b) shows that the measured arrival time at such 
offsets varies randomly and hence is of no use for assessing thickness. To 
exclude such A-scans and ensure operation in the central region where 
A-scans contain reliable measurable first arrival signals, the SNR at the 
point with 20 mm offset and 15 mm standoff, 32 dB, is set as a threshold. 
Measurements are accepted if the SNR is greater than 32 dB, and 
rejected otherwise. The valid SNR is obtained for lateral offsets within a 
circle of 20 mm radius and a vertical standoff between 5 mm and 15 mm. 

First arrival time (T) and peak-to-peak time (ΔT) are extracted from 
time domain signals to provide two estimates of the remaining wall 

thickness, respectively, 

dT =
T⋅v
2

dΔT =
ΔT⋅v

2
,

(2)  

where v is the speed of sound in the structure. 
Fig. 5 demonstrates how the measured first arrival and peak-to-peak 

time vary as the relative position changes, with the equivalent thick-
nesses calculated using eqn. (2). v is measured independently in a water 
immersion experiment using a single element ultrasonic probe and 
found to be 6386.1 m/s at 16 ◦C. 

The thickness measurement performance within the coverage area 
(determined by the described acceptance threshold) is summarised in 
Table 1. The big range observed in peak-to-peak time at large offsets is 
caused by relatively low SNRs, resulting difficulty in extracting arrival 
times reliably. The range of the measured thickness using the first arrival 
time is 0.19 mm. This thickness measurement variability could be easily 
experienced in manual inspections using ICTS because inspectors cannot 
physically control the offset and standoff repeatably in every measure-
ment. Section 3 attempts to solve the problem by developing a correc-
tion algorithm. 

It is observed that peak-to-peak time varies slightly as the coil rela-
tive position changes, the separation between the peaks of the first and 
second back-wall echoes is not solely due to propagation of ultrasound 
in the plate. The piezoelectric transducer is bonded onto the plate sur-
face and the ultrasonic path of the second back-wall echo involves a 
reflection off the front surface of the sample where the transducer is 
bonded. Consequently, the second back-wall echo signal involves an 
interaction with the transducer, which can be conceptually visualised as 
a superposition of closely-spaced reflections from both the component- 
transducer and the transducer-air interfaces. Both of these reflections 
and the separations between them will be affected by the acoustic 
impedance of the transducer, which will in turn is affected by its elec-
tromagnetic coupling to external circuitry. 

3. Development of the correction algorithm 

With the behaviour of ICTS in the presence of misalignment under-
stood, this section develops a correction algorithm to account for these 
effects. 

The correction algorithm is intended to work at any location with a 
SNR higher than 32 dB. The correction should make use of the existing 

Fig. 4. Centreline scan result of the first echo peak amplitude.  
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signal in section 2.2 (i.e., require no additional measurement) and use 
first arrival time instead of the peak-to-peak time to accommodate the 
widest possible range of back-wall conditions. 

Given the independently measured speed of sound in aluminium and 
the measured thickness of the aluminium plate, the true time of flight 
through the plate is expected to be Ttrue = 3.12 μs. It is observed that the 
first arrival times shown in Fig. 5(a) are all greater than the true time of 
flight, suggesting that there is a system delay in ICTS and that this varies 
with the relative position of the probing unit and sensor. The system 
delay is caused by changes in the mutual inductance as the relative 
position of the coils alters. If this variable system delay can be eliminated 
more accurate thickness readings may be achieved. The system delay, τ, 
is defined and calculated by 

τ =T − Ttrue, (3)  

and is dependent on the offset and standoff. 
The correction algorithm aims to determine the system delay from 

the cross-talk properties, on the basis that this will also be affected in 
some way be a change in mutual inductance between the coils in the 
ICTS. The cross-talk properties are predominantly governed by the 
mutual inductance between the transmitting and receiving coils in the 
probing units. Hence, the material being inspected is independent in the 
correction algorithm. However, the mutual inductance between the 
transmitting and sensor coils and between the receiving and sensor coils 
will also affect the cross-talk. 

Unlike the first echo and second echo of the signal, the cross-talk 
signal is guaranteed to be present and has extremely high SNR. Fig. 6 
shows how the peak amplitude, bandwidth, and centre frequency of the 
cross-talk change with the relative position of the coils. Of these three 
metrics, cross-talk bandwidth and centre frequency can both be seen to 
be functions of system delay. However, the objective is to determine 
system delay from the measurement and the graph of system delay 
against centre frequency is observed to have an extremely steep gradient 
at low values of centre frequency rending the accurate determination of 
system delay challenging. Hence the cross-talk bandwidth is proposed as 
the most useful metric for determining the system delay. Fig. 7(a) again 
shows the system delay plotted against the cross-talk bandwidth, and 

also a quadratic least squares best fit curve (in solid black line) given by 
an expression of the form 

τ0(Δf )= aΔf 2 + bΔf + c, (4)  

where τ0(Δf) is the estimated system delay for a measured cross-talk 
bandwidth Δf , and a, b, and c are constants obtained from the least- 
squares fit. Fig. 7(b) shows the histogram of the system delay error be-
tween the fitted curve and the experimental data at each experimentally 
measured cross-talk bandwidth. Specifically, the maximum over-
estimation in the fitted system delay is 0.0096 μs, suggesting the 
maximum thickness underestimation by the fitted curve is 0.031 mm. 
The maximum underestimation in fitted system delay is 0.012 μs, 
equivalent to the maximum thickness overestimation of 0.038 mm. The 
thickness measurement precision corrected by the fitted curve is 0.069 
mm, which is more than a factor of three improvement over the original 
thickness measurement precision of 0.19 mm in Fig. 5. 

The fitted curve can be used as a correction to provide an estimate of 
the system delay value based on the value of cross-talk bandwidth of any 
measurement. The corrected system delay is then subtracted from the 
measured first arrival time of that measurement to yield a more accurate 
time of flight for thickness calculation. Applying the correction pro-
cedure, the thickness is calculated as 

d =
v
2
[T − τ0(Δf )]. (5) 

The correction algorithm described above is applicable to new sen-
sors at installation time, where the true thickness of the structure is 
either specified by the manufacturer or can be measured just before the 
sensor installation using other methods, such as a single element ultra-
sonic thickness gauge. 

A slightly different philosophy can be applied to sensors that have 
already been installed on structures where the true thickness directly 
underneath the sensor is unknown and cannot be independently 
measured. Instead of using the correction procedure to measure the true 
thickness more accurately, it can be applied to more accurately measure 
the thickness change between measurements. In this case, the correction 
curve is obtained using the correlation between the first arrival time 
(rather than system delay) and cross-talk bandwidth measured at mul-
tiple probing unit positions, by using the quadratic least squares curve 
fitting: 

τ1(Δf )= aΔf 2 + bΔf + c, (6)  

where τ1 is the estimated first arrival time for a measured cross-talk 
bandwidth Δf in the calibration measurement. The underlying 
assumption is that for the calibration measurements 

Fig. 5. X-Z scan of (a) the first arrival time and equivalent thickness, (b) the peak-to-peak time and equivalent thickness.  

Table 1 
Statistical comparison of the measurement performance between the estimated 
thicknesses using the first arrival time and the peak-to-peak time.  

Thickness 
Estimation Metric 

Mean 
Thickness 
(mm) 

Mean 
Error 
(mm) 

Range 
(mm) 

Standard 
Deviation (mm) 

T 10.97 1.02 0.19 0.04 
ΔT 10.84 0.89 0.43 0.04  
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τ1(Δf )= τ0(Δf ) +
2d0

v
, (7)  

where d0 is the unknown initial thickness of the structure. For any 
subsequent measurement, the assumption is that 

Ti(Δfi) ∼ τ0(Δfi) +
2di

v
, (8)  

where di is the current thickness and Δfi is the cross-talk bandwidth of 
the current measurement. Hence the measure of thickness change from 
the calibration measurement is calculated as 

Ti(Δfi) − τ1(Δfi)=

[

τ0(Δfi)+
2di

v

]

−

[

τ0(Δfi)+
2do

v

]

=
2
v
(di − d0). (9) 

Furthermore, a measure of thickness difference between two later 
first arrival time measurements, Ti and Tj, with associated cross-talk 
bandwidths, Δfi and Δfj, can also be calculated from 

[Ti(Δfi) − τ1(Δfi)] −
[
Tj
(
Δfj

)
− τ1

(
Δfj

)]
=

2
v
(di − d0) −

2
v
(
dj − d0

)

=
2
v
(
di − dj

)
.

(10) 

Fig. 6. X-Z scan of (a) cross-talk peak amplitude in the frequency domain, (b) cross-talk bandwidth, and (c) cross-talk centre frequency. Correlations between system 
delay and (d) cross-talk peak amplitude, (e) cross-talk bandwidth, and (f) cross-talk centre frequency. 
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Although the newly measured first arrival time offers an insight into 
the absolute remaining wall thickness, the correction algorithm yields a 
more accurate thickness change between two measurements, which 
provides critical information on the rate of localised structural 
degradation. 

The correction algorithm was also tested on a steel plate which is 
more commonly used in real applications, the results show that the 
correction algorithm is equally valid as the cross-talk properties are 
predominantly governed by the mutual inductance between the coils in 
the ICTS system. 

Rotational misalignment of the ICTS was also investigated as in-
spectors may also tilt the probing unit while experiencing translational 
misalignment. An X-Z scan was conducted with the probing unit tilted 
20◦ from the horizontal, the correction curve generated is shown in 
Fig. 7(a) in dashed line, which is comparable to the correction curve 
generated without any tilt. The fact that a large tilt of 20◦ hardly alters 
the correction curve suggests that translational and rotational 
misalignment have similar effects on measurement accuracy and that 
both can be corrected using a common correction curve. 

4. Demonstration of measurement performance improvement 
using the correction algorithm 

To demonstrate the measurement performance improvement pro-
vided by the correction algorithm, further experiments and comparisons 
are described in this section. 

4.1. Direct comparison 

With the X-Z scan data collected in section 2.4, the measured 
thickness using the uncorrected first arrival time is compared with the 
corrected thickness using the correction algorithm, and the results are 
plotted in Fig. 8. Note that the true thickness of the sample is 9.95 mm as 
indicated by the dashed line. 

The histogram in Fig. 8 and the statistical parameters shown in 
Table 2 indicate that the correction algorithm has greatly improved the 
measurement performance of the ICTS system within the coverage area. 
The mean of the corrected thickness is identical to the true thickness of 
the aluminium plate, the range and the standard deviation are reduced 
significantly. Therefore, applying the correction algorithm improves 
both the measurement accuracy and precision. It can also be seen from 
Fig. 8 that the corrected thickness is more normally distributed than the 
uncorrected thickness distribution, which means that the performance 
of the correction algorithm can be more easily characterised. 

4.2. Thickness variability in repeat measurements 

From a SHM point of view, the thickness change between two 
measurements must be measured accurately. Before the correction al-
gorithm was developed, accurate thickness change could only be 
measured if the alignment between the probing unit and the sensor was 
almost perfectly repeated between two measurements, challenging for 
manual placement of the probing unit. With the correction algorithm 
deployed, accurate measurement of thickness change is possible even 
without perfect alignment. 

Three repeat X-Z scans were conducted within the coverage area to 
explore the maximum thickness repeatability error at every probing unit 

Fig. 7. (a) The fitted correction curve for the correction algorithm, (b) histogram of the time error between the experimental data and the fitted correction curve.  

Fig. 8. Comparison between the directly measured thickness using the first 
arrival time and the corrected thickness in the X-Z scan. 

Table 2 
Statistical comparison of the measurement performance between the directly 
measured thickness using the first arrival time and the corrected thickness using 
the correction algorithm.  

Method Mean Thickness 
(mm) 

Mean Error 
(mm) 

Range 
(mm) 

Standard 
Deviation (mm) 

Directly 
measured 

10.98 1.03 0.19 0.04 

Corrected 9.95 0.00 0.07 0.01  
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location without applying the correction algorithm and to compare it 
with the maximum variability of the corrected thickness. 

The maximum thickness difference at each probing unit location 
over three measurements without correction is shown in Fig. 9(a), and 
the cumulative distribution function plot of the thickness repeatability 
error is demonstrated in Fig. 9(b). In the coverage area, the maximum 
thickness repeatability error detected at a certain location is 0.064 mm 
and the standard deviation is 0.0084 mm. These represent the repeat-
ability limits that can be achieved without correction if the probing unit 
is positioned at the accuracy of our commercial scanning system 
(nominally ±0.05 mm per 300 mm movement). By contrast, as shown in 
Table 2, the range and the standard deviation of the corrected thickness 
in the coverage area are 0.07 mm and 0.01 mm, respectively. This shows 
that the correction algorithm has enabled comparable measurement 
performance to be achieved with probing unit lateral and vertical mis-
alignments of up to 20 mm and 10 mm. 

4.3. Detection of thickness loss in the structure 

The aluminium plate is machined to check if the correction algorithm 
is capable of detecting a small thickness loss. The thickness was reduced 
from 9.95 mm to 9.86 mm, with the thickness loss introduced being 
approximately 1% of the original thickness. An X-Z scan was carried out 
on the machined sample and a new correction curve calculated, which is 
also shown in Fig. 7. The similarity of the correction curves before and 
after machining demonstrate that the calibration process is repeatable. 
For subsequent analysis only the original correction curve is used as this 
would be the situation in practice. 

Fig. 10(a) shows the histograms of the uncorrected thickness 
measured before and after machining. Clearly there is a region where the 
measured thickness readings overlap between these two sets of data, 
resulting that the thickness loss could be zero or negative values while 
the true thickness loss being 0.09 mm. By applying the correction al-
gorithm, as shown in Fig. 10(b), the corrected thickness readings from 
those two datasets are clearly separated from each other with no over-
lap, leading to 100% success rate of detecting a positive thickness loss. 
Both histograms in Fig. 10(b) are fitted with a normal distribution 
function to make statistical comparisons. The fitted normal distributions 
have the same mean and standard deviation as the sample mean and 
standard deviation, listed in Table 3. The difference between the mean 
of the corrected thickness before and after the thickness loss exactly 
matches with the true thickness loss to within 0.01 mm. According to the 
fitted normal distribution probability density functions for the corrected 
thickness, the probability of measuring a thickness greater than 9.95 mm 
after machining and the probability of measuring a thickness smaller 

than 9.86 mm before machining are 3.19 × 10− 14 and 1.13 × 10− 19, 
respectively, by looking up the Z score table. This serves to demonstrate 
the merits of the compensation approach. 

To further demonstrate the effect of misalignment between mea-
surements and the performance of the correction algorithm, the uncor-
rected and corrected thickness losses calculated with all possible 
combinations of probing positions before and after machining are shown 
in Fig. 11(a) and (b), respectively. In the presence of misalignment be-
tween two measurements, the measured thickness after machining could 
exceed the measured thickness before machining, resulting in a negative 
thickness loss as shown in Fig. 11(a), in the case without correction. By 
contrast, the corrected thickness loss is always positive, confirming that 
a thickness loss is guaranteed to be detected. 

Although the uncorrected and corrected thickness loss have the same 
mean of 0.09 mm, the uncorrected thickness loss has a range of 0.40 mm 
and a standard deviation of 0.056 mm, whereas the corrected thickness 
loss has a narrower range of 0.15 mm and a smaller standard deviation 
of 0.016 mm. Therefore, the correction algorithm has greatly improved 
the measurement performance in the case of thickness loss, even with 
inconsistent probing positions between measurements. 

5. Quick fit method for correction curve generation 

The key element of the correction algorithm is the correction curve, 
which needs to be fitted to experimental data acquired during the cali-
bration phase. Fewer experimental data points for curve fitting are 
desired for ease of implementation in practice as opposed to 891 data 
points used in Fig. 7(a). The experimental data required for curve fitting 
consists of first arrival times and cross-talk bandwidth of a signal. This 
requires measurements to be taken at a range of standoffs and offsets to 
cover the full range of cross-talk bandwidth, so that the correction al-
gorithm can work within the whole coverage area accurately. 

To fit the correction curve to the experimental data efficiently and 
accurately, the cross-talk bandwidth range can be split into a number of 
bins with the number of input points for each bin ideally identical to 
reduce weighting bias in the curve fitting process. The cross-talk band-
width changes as the relative position changes, so that cross-talk 
bandwidth measurements can fall into different bins. The bin width 
automatically adapts as new measurements are acquired while the 
number of bins is fixed. 

The exact standoff and offset cannot be easily controlled during 
manual data collection in the field. Therefore, the most efficient and 
easiest way to generate the correction curve is to randomly move the 
probing unit relative to the sensor while the calibration measurements 
are made, in order to create offset and standoff variations while 

Fig. 9. (a) Histogram of the maximum thickness difference at each location in the X-Z scan over three repeat measurements, and (b) cumulative distribution function 
plot of the thickness repeatability error. 
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measurements are acquired continuously. SNR is used in this process to 
accept or reject measurements. As each new measurement is acquired 
and the number of points in each bin is equal, the curve fitting is 
repeated based on the available data. The data collection is finished 
either when the changes in the fitted curve are less than a prescribed 
amount or when the number of points in each bin reaches a limit. 

The optimal number of bins is investigated by checking how fast the 
residual sum of squares between the experimental data and the fitted 
curve converges as the number of points in each bin increases. Results 
show that as the number of bins increases, the residual sum of squares 
converges with fewer input points. However, manual data collection is 
more challenging for inspectors with more bandwidth bins because the 
range of standoffs and offsets combinations that must be covered is 
higher. On the other hand, fewer bandwidth bins may need more input 
points in each bin to accurately fit a correction curve, but inspectors are 
expected to find this easier due to the less restricted movement of the 

probing unit. Three equal-sized, contiguous bandwidth bins are selected 
for the quick fit method as a compromise between the ease of manual 
data collection and number of input points. Fig. 12(a) shows the 
convergence plot between the residual sum of squares against the 
number of input points in each bin, the input points are randomly 
selected from the same set of experimental data used in previous sec-
tions. 100 realisations are implemented for each number of input points, 
the maximum and minimum residual sum of squares of 100 realisations 
are demonstrated. The residual sum of squares quickly converges after 
20 points from each bin, leading to a total 60 input points for generating 
a correction curve reliably. Fig. 12(b) demonstrates 10 realisations of 
the correction curve fitted using the quick fit method with 20 points 
from each bin, which agrees well with the complete correction curve 
computed from all 891 measurements. For example, if the worst fit of 
the 10 realisations is used to correct measured thickness before 
machining, it achieves a comparable measurement performance (i.e., 
almost identical mean, mean error, range, and standard deviation to the 
data shown in Table 2.) to the complete correction curve. 

6. Conclusion 

The current paper has investigated the effect of coil misalignment of 
an ICTS on the received signal. Translational and rotational misalign-
ment leads to variability in the thickness calculated from the measure-
ment. Industrial sites may have a huge number of thickness 

Fig. 10. Histograms of (a) the directly measured thickness using the first arrival time before and after machining, (b) the corrected thickness before and after 
machining, with a normal distribution fit. 

Table 3 
Sample mean and standard deviation of the corrected thickness before and after 
thickness loss.  

Sample Name Sample Mean (mm) Sample Standard Deviation (mm) 

Before machining 9.95 0.010 
After machining 9.86 0.012  

Fig. 11. Histogram of the (a) uncorrected and (b) corrected thickness loss before and after machining in the X-Z scan, with all combinations of probing positions 
between these two scans considered. 
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measurement locations (TMLs), and if inspections are carried out 
manually then operators will be unable to ensure perfect alignment at all 
locations leading to an artificially large spread on indicated thicknesses 
being recorded [6,14]. A correction algorithm has been developed to 
account for the effect of misalignment on thickness measurements, 
providing flexibility of probe alignment with up to 20 mm lateral offset 
and 10 mm vertical standoff for ease of inspection in the field. The 
correction algorithm greatly improves the system measurement perfor-
mance by enabling smaller thickness changes to be measured with 
higher accuracy and precision. On a 9.95 mm thick flat and smooth 
aluminium plate, it is able to reduce the thickness measurement preci-
sion from 0.19 mm to 0.07 mm in the coverage area. It can also 
unambiguously detect a small thickness loss of 0.09 mm thickness loss; 
without correction, ICTS could fail to detect any loss. 

The use of the correction algorithm developed for ICTS can lower the 
positioning requirement for robots while navigating between installed 
sensors due to the 20 mm maximum offset allowance, which makes 
robotic inspections of ICTS potentially viable to save cost and time of 
inspections. 

Further investigations will firstly investigate how temperature af-
fects the implementation of the proposed correction algorithm, tem-
perature variation in the fields effectively changes the speed of sound in 
the structure, leading to changes in thickness calculation. Besides, the 
mechanical properties of the adhesive layer are also affected by tem-
perature. Future work of testing the correction algorithm on curved 
structures (e.g. pipes, elbows) is also required, to further enhance the 
measurement performance and practicality of the ICTS. 
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