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Abstract

My thesis contains four essays on the pricing of financial assets and the role of non-
professional investors. The first two essays describe the legal framework governing Exchange-
Traded Funds (ETFs) and the liquidity transformation functions of ETFs. The third essay
examines how trading by nine different types of market participants are related to charac-
teristics that have previously documented to predict the cross-section of equity returns. The
fourth and final essay examines whether and how orders originating from retail brokerages
respond to analyst recommendations.

In my first essay, I describe the legal framework that governs ETFs and theoretical
benefits of the ETF security design relative to two other popular investment management
security structures: open-end and close-end mutual funds. To do so, I briefly describe the
history of the modern investment management industry. I describe the role of Authorized
Participants (APs), the main security design innovation of ETFs, and highlight the key
theoretical differences between the three classes of funds. Lastly, I describe SEC rulemaking
that governs the behavior of ETF Managers and their APs.

In the second essay, I document a hidden but substantial cost associated with the liquidity
transformation that corporate bond exchange-traded funds (ETFs) provide. When creating
new shares, authorized participants (APs) deliver a subset of the portfolio of bonds that

underlie a corporate bond ETF. This subset contains bonds that realize low future returns,
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reducing ETF performance by 48 basis points per annum. This loss in performance cannot
be attributed to forgone compensation for risk or illiquidity, but instead results from APs
utilizing information regarding future changes in net asset values to strategically deliver
bonds when those bonds are expected to realize poor performance in the near future.

My third essay is joint work with Jeff Pontiff and David McLean. We provide the most
comprehensive study of market participation to date. We assess the informativeness of
9 different participants’ trades, and how each participant’s trades relate to 130 different
variables that together reflect the cross-section of expected stock returns. Firms and short
sellers tend to be the smart money—both sell stocks with low expected returns, and their
trades predict returns in the intended direction. Firms, however, also seem to possess private
information, while short sellers do not. Retail investors buy (sell) stocks with low (high)
expected returns and their trades predict returns opposite to the intended direction. All 6
types of institutional investors are weighted towards stocks with low expected returns, but
none of their trades robustly predict returns.

My fourth essay is joint work with Jeff Pontiff and David McLean. We ask whether retail
investors are responsive to analysts’ revisions. We consider revisions in recommendations,
price targets, and EPS forecasts, all of which predict returns. Revisions in recommendations
and price targets portend greater retail trading in the direction of the revision. The effects
are stronger for All-Star Analysts’ revisions, and retail investors also respond to All-Star’s
revisions in EPS forecasts. Retail investors trade in anticipation of revisions in price targets
and recommendations, consistent with analysts or brokers “tipping” some retail investors.
Retail trades earn higher returns when aligned with analysts’ revision. The results show that
retail investors are one channel through which analysts’ information gets into prices. Our
findings also support the idea that spikes in retail trading reflect informed trading, some of

which is informed by analysts.
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1 The Structure of the Asset Management Industry

and the Regulatory Framework that Governs It

1.1 Introduction

The asset management industry managed over 100 trillion dollars at the end of 2021.} Addi-
tionally, in 2020 over 45% of US households reported own shares in mutual funds, the largest
form of asset management.? Given the massive scale of the asset management industry, it has
been of particular interest to the academic community. Three forms of asset management are
of particular popularity among U.S. households: closed-end mutual funds, open-end mutual
funds and ETFs. ETFs, the latest of the three security designs to be introduced, have grown
from 1.3 to 7.7 trillion dollars between 2010 and 2020.% In this essay I outline key aspects
of the regulatory framework that governs ETFs and compare ETF security design features

to that off open-end and closed-end mutual funds.

1.2 History and Overview of Mutual Fund and ETF Security De-
signs

Although investment trusts existed in other countries, the Boston Personal Property Trust
was introduced in 1893 and is credited by Brown Brothers Harriman as the first U.S. based
closed-end fund. In 1934, the Massachusetts Investment Trust was introduced and allowed
investors on a semiregular basis to redeem shares for a cash creating one of the earliest
securities that functions in a manner similar to open-end mutual funds. While mutual funds
were a large industry since the 1920’s, it was almost completely dominated by active managed
products in which fund mangers selected assets that they believed would provide superior

returns. The first index funds were introduced in the 1970’s in which managers did not seek

1See Boston Consulting Group’s Global Asset Management 2021 Publication.
2See the Investment Company Institutes’ 2021 Investment Company Factbook.
3See ETFGI's Global ESG ETF and ETP Industry Insights



to select individual assets, but instead simply track a stated portfolio of assets such as the
SP 500. Since their introduction, passive mutual funds and ETFs have grown tremendously
and as of 2019 US passive funds manage more assets than US actively managed mutual
funds. The first ETF, the SP 500 Trust ETF (commonly referred to as “spider” in reference
to its ticker SPDR) was introduced by State Street Global Investors in 1993. Since then,
ETFs have seen rapid growth and as of 2021 surpassed passive mutual funds in assets under
management (the industry for active ETFs is much smaller and thus open-end mutual funds
still manage more total assets than ETFs). Passively managed vehicles, particularly ETFs,
have also shown rapid growth over the past two decades.

Closed-end mutual funds, such as the Boston Personal Property Trust, are designed to
raise a inflexible amount of capital and then invest that capital in a diversified portfolio
of assets. The shares of that fund (or trust) are listed on secondary exchanges that allow
investors to trade their equity claims on the fund. Thus, if an investor wishes to invest
(divest) in a given closed end fund, they must purchase (sell) from an existing (entering)
end investor. The trade on these secondary exchanges determines a market price for shares
of these closed-end funds. Market prices (or other valuation techniques) can also be utilized
to determine the net asset value (NAV) of a closed-end funds’ portfolio. Because investors
are not able to directly exchange a share for the net asset value (or the assets), there does
not exist a direct mechanism to ensure that closed-end fund prices and NAVs stay well
connected. Thus, many closed-end funds trade at a premium or discount relative to the
funds’ NAVs. Closed-end funds do have some mechanisms to both facilitate the flow of
funds and thus reducing premiums and discounts: they can engage in secondary offerings, at
the market offerings, and buyback shares. Lastly, funds can issue rights offerings that often
economically incentivize existing investors to invest additional capital within the fund.

Open-end mutual funds, in contrast to closed-end funds, allow investors to directly pur-
chase or redeem mutual fund shares for a cash equivalent to the NAV at the end of set

period (daily frequencies are quite common in modern markets). Therefore, there is no



economic incentive for investors to trade shares (investors instead simply transact with the
fund itself) and open-end mutual funds shares are almost never listed on exchanges. Since
shares can be redeemed frequently and without a discount, open-end mutual funds are of-
ten more liquid than closed-end funds. Despite this fact, many open-end funds hold quite
illiquid assets (that are costly to trade), and thus the funds provide a liquidity transfor-
mation service. This liquidity transformation is the main advantage of open-end mutual
funds relative to closed-end funds and is often cited when explaining the relative sizes of
the open-end vs closed-end mutual fund markets. Additionally, since open-end investors can
withdraw funds (thus shrinking assets under management and thus fees) from managers who
perform poorly, open-end mutual funds are also often less exposed to agency costs relative
to closed-end funds.

The ETF security design seeks to reduce the sizes of premiums and discounts relative to
closed-end funds and thus provide a form of liquidity transformation similar to mutual funds
while still trading on secondary exchanges. To do so, the ETFs are designed to change size
quicker than closed-end funds in response to fund flows and to allow market participants
to profitably remove discounts and premiums to the benefit of ETF investors via the share
creation and redemption process. KETFs enter agreements with Authorized Participants
(APs), who are allowed to create and redeem ETF shares by exchanging the assets that
underlie an ETF share for a share of the ETF or vice versa. This process is referred to as

J

“in-kind exchange.” Consider a highly stylized and simplified example: suppose investors
wish to hold an ETF that tracks the S&P 500 and purchase a sufficiently large quantity of
the SPY ETF to positively impact SPY’s secondary market price. This creates a premium
in which the ETF trades at a higher price than the underlying assets. APs can seek to
arbitrage this premium away by buying the underlying assets and selling short the share of
the ETF. An AP notifies an ETF manager that it wishes to create a share as outlined in
their agreement. At the end of the trading day, the AP delivers all of the underlying assets,

receives a newly created ETF share and utilizes this share to cover the short-sale position,



thereby locking in the arbitrage profit. In doing so, APs will reduce the size of premiums
and discounts.

Since ETFs can be traded throughout the day at values that are often very close to
NAV (although not exactly equal to NAV), ETFs are close to as liquid (or even more liquid)
than open-end mutual funds and thus provide a similar liquidity transformation service.
Additionally, ETFs also have the ability to defer capital gains to the benefit of end investors.
Under U.S. tax rules, in-kind-exchange are not treated as the realization of capital gains on
behalf of ETF investors. In contrast, when open-end or closed-end mutual funds trade,
for example when open-end funds liquidate positions to meet investor redemptions, those
transactions create capital gains obligations for all of the investors of the fund. For a detailed
description of the tax benefits of ETFs and ETF managers strategies to maximize those
benefits, see (Moussawi et al. (2019)). Lastly, historically ETFs have also charged lower
management fees than mutual funds (Kostovetsky (2003)).

Many ETFs, for example ETF's that hold equities of US corporations with large market
capitilizations, require their APs to deliver or receive all underlying assets when they create
or redeem shares. Conversely, when ETFs hold fewer liquid assets or a very large number
of assets, it is often difficult or overly cumbersome to exchange all underlying assets in
kind when seeking to create shares. With corporate-bond ETF's in particular, a very small
notional amount of a given bond may underlie each share, making it logistically unwieldy to
locate and deliver such a small amount of a given bond. To overcome these barriers, facilitate
creation activity, and thus remove premiums, ETF managers instead often allow creation to
occur with a select subset of assets that they believe is representative of the full portfolio of
underlying assets. For example, if a corporate bond ETF holds 1,000 separate bonds, they
might at the start of the trading day identify 100 of those bonds as the “sampling basket,”,
also referred to as the “creation basket,” which is utilized for share creation. In such a case,
APs can deliver only these 100 bonds at the end of the day while delivering “cash-in-lieu”

for the remaining underlying assets in exchange for a share of the bond ETF. Depending



on the AP agreement established by an ETF manager, an AP can actually deliver cash in
conjunction with the sampling basket. Much more commonly, APs can instead deliver the
sampling basket alone and receive ETF shares on a pro-rata basis based on the NAV of the
sampling basket versus the NAV of the ETF share.*

At the start of a trading day, ETF managers will disseminate to their APs which assets
belong to that day’s baskets via a clearing house such as the Depository Trust & Clearing
Corporation. Additionally, APs form relationships with ETF managers and may call them
to request “custom creation baskets.” They may request the omission of certain assets from
baskets that they cannot readily locate or suggest alternative assets. ETF managers have the
right to accept these custom creation baskets at their discretion and often do so in practice.
ETF managers often charge a “fee on cash” for an actual cash settlement by their APs. This
is particularly necessary because bond NAVs are often priced using market bid prices rather
than ask prices. Relatedly, ETF managers also charge flat creation or redemption fees to
APs. Lastly, ETF managers have the right contractually to refuse creation or redemption if

they deem it unfavorable to their funds, although this right is rarely exercised.

1.3 Rules and Regulations Governing Mutual Funds and ETFs

The issuance and advertising of mutual funds and ETFs are primarily governed by the
Securities Act of 1933 and Investment Company Act of 1940. Both acts are broad in their
scope and stipulate required filings, legal forms of disclosure and accounting and the duties
of investment managers. At the federal level, the Securities and Exchange Commission
(SEC) acts as the primary regulatory body that monitors mutual funds and ETFs and
enforces the relevant securities laws. In addition, state or local agencies may further regulate
the investment management industry or bring enforcement actions, usually under statutes
governing wire fraud.

Mutual fund and ETF managers posses a fiduciary duty to their shareholders. While

4For example, if the sampling basket of 100 shares represented 10% of the NAV of the ETF share, they
could deliver 10 shares worth of the sampling basket in exchange for one ETF share.



the legal nature of a fiduciary duty is quite complex with deep legal precedent, some legal
scholars utilize a “best interest” definition in which fund managers must act in the best
financial interest of their shareholders. Thus, even if an action by a fund manager is not
explicitly restricted, it may be restricted by the existence of the fiduciary duties of those
managers.

The SEC has the right under the Investment Company Act of 1940 to issue new rules
that establish or clarify previously existing requirements of fund managers. Of particular
importance to the mutual fund and ETF industry are rules that govern the determination
of fair value of assets utilized to calculate the NAVs of funds. In 2020, the SEC announced
the adoption of rule 2a-5 of the Investment Company Act of 1940 which governs the “Good
Faith Determinations of Fair Value” of assets. When market quotations for assets are “readily
available”, fund managers are required to utilize those market quotations. When they are
not available, funds are required to be valued in good faith by the funds’ boards of directors
or their designees. The rule also governs the evaluation of valuation practices, oversight of
the fair valuation process, and record-keeping of the fair valuation process. In practice, most
funds utilize third-party services when pricing assets for which market quotations are not
readily available. While no explicit safe harbor provisions exist, it is likely that many funds
feel the use of independent third-party pricing services dramatically reduces the risk of the
SEC bringing an enforcement action against a fund.

The valuation of portfolio assets is of particular importance for open-end mutual funds
and subsets of ETFs that utilize partial creation baskets. Closed-end funds and ETFs that
receive all underlying assets during share creations and redemptions are also required to
value their assets and thus the NAV of their portfolio, but since investors never directly
transact or settle at those prices, the NAV is primarily relevant in the education of and
monitoring by end investors. In contrast, open-end mutual funds and some ETFs settle at
NAVs. It thus becomes critically important whether entering (exiting) investors or APs pay

(receive) the proper amount of cash in exchange for their shares. The use of prices that do



not reflect all information used to estimate fair value, often referred to as “stale prices”, can
allow entering and exiting investors to expropriate wealth at the expense of other investors
(Chalmers et al. (2001)). Such problems were of particular academic and regulatory focus in
the late 1990’s and early 2000’s (Zitzewitz (2006). Recent academic work has documented
that stale prices still persist in many fixed income open-end mutual funds Choi et al. (2019)).
Chapter 2 theoretically describes and empirically documents the impact of stale NAVs on
the performance of corporate bond ETFs.

Another particularly relevant SEC rule adoption was rule 6¢-11 of the Investment Com-
pany Act of 1940. The adoption of the final rule was announced in 2019. Prior to rule
6¢-11, the security design of the majority of ETFs violated existing statute of the Invest-
ment Company Act of 1940. Therefore, the near absolute majority of ETFs applied for and
received exemptive orders from the SEC exempting the funds from portions of the Invest-
ment Company Act of 1940 and allowing them to operate. As part of the exemptive orders,
ETFs usually obtain the ability to utilize partial and custom creations baskets previously
described. ETFs that hold less liquid assets often routinely use partial creation baskets in
order to facilitate AP activity and reduce premiums and discounts. Chapter 2 empirically
studies the impact of such policies on the performance of corporate bond ETFs. Even if an
ETF typically demands all underlying assets during share creation and redemption activity,
they may still occasionally utilize custom creation baskets to the benefit of end investors.
For example, ETFs will often conduct a “heartbeat trade” at the time of index composition
changes to avoid incurring capital gains obligations to end investors (Moussawi et al. (2019)).

With the adoption of rule 6¢-11, the SEC sought to reduce regulatory burden and foster
ETF market competition by “ establishing a clear and consistent framework for the vast ma-
jority of ETF's operating today.” (SEC). In doing so, the allowed all ETFs to engage in share
creation and redemption activities with APs of the fund managers’ choosing. Additionally,
the rule allowed the use of partial and custom creation baskets for all ETFs without seek-

ing an exemptive order and established new disclosures to be conducted by ETF managers.



The originally proposed rule included mandatory disclosures regarding the composition of
the published partial creation basket and the utilization of custom creation baskets. Af-
ter public commentary of the proposed rule recommending changes to these rules including
commentary by the Investment Company Institute and Vanguard that was cited in the SEC
exemptive order, the final and adopted rule removed those disclosure requirements and free

data on the composition of baskets is not available to end ETF investors.

1.4 Conclusion

The asset management industry has undergone both incredible growth and substantial
changes over the past century. Of particular relevance, ETFs are a rapidly growing se-
curity structure of already large but still growing importance. In conjunction with this rise,
the US SEC has adopted numerous new rules governing ETF managers. Recently, two new
rules have been adopted: one governing the valuation of portfolio assets and one governing
the share creation and redemption process that ETFs utilize to handle fund flows. Chap-
ter two empirically investigates consequences on ETF performance and the cost of liquidity
transformation provided by ETF's security design features that were codified in those rules.
Given the growing importance of ETFs and changing regulatory landscape, ETFs remain

and active and exciting area of future academic research.
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2 The Hidden Cost of ETF's

2.1 Introduction

The ETF market is large and growing rapidly. Between 2010 and 2020, ETF assets un-
der management increased from 1.3 to 7.7 trillion dollars. By 2021, the ETFs surpassed
passive index-tracking mutual funds in size. This growth was supported by the creation of
numerous new funds that hold illiquid assets such as corporate bonds. Despite underlying
asset illiquidity, ETFs remain relatively liquid, providing a valuable liquidity transformation
service.

Under standard share-creation rules, ETFs utilize in-kind exchange of all underlying
assets to allow Authorized Participants (APs) to conduct trades that arbitrage differences
in ETF net asset values (NAVs) and secondary-market prices. Underlying asset illiquidity
presents a challenge to ETF security design: ETF managers believe that standard creation
rules coupled with portfolios that consist of numerous illiquid assets will prevent APs from
conducting arbitrage trades that are necessary to improve ETF price efficiency. Corporate
bond ETF managers therefore allow APs to deliver only a subset of the assets in portfolios
that ETFs wish to track. These rule modifications embed a hidden cost that ETF investors
incur in a manner not previously recognized by the literature. Share creations shift ETF
holdings in a way that overweights delivered assets and underweights undelivered assets.
I investigate whether bonds delivered to ETFs by APs subsequently underperform and to
what extent this contributes to fund underperformance.

APs deliver corporate bonds that underperform bonds that are held by the same ETF
Which are not delivered during the creation process by 2.4 basis points. This causes ETFs
on average to underperform their stated benchmarks following a creation event by 1.4 basis
points. Given the frequent occurrence of creations within my sample, this results in a 48
basis-point-per-annum cost to the average corporate bond fund, which is higher than the 35

basis point average net expense ratio reported by the same funds. The valuable liquidity
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transformation provided by corporate bond ETFs is therefore not a “free lunch.” I document
a novel trade-off that ETF managers face. By allowing their APs greater flexibility, ETF
managers encourage APs to more aggressively arbitrage tracking errors to the benefit of ETF
investors while simultaneously allowing APs to interact strategically with ETF portfolios at
the expense of ETF investors. My sample consists of funds that manage over 200 billion
dollars in assets in 2019 and the mechanism described applies as well to other classes of
ETFs that also utilize modified creation rules.

My empirical strategy leverages the fact that bonds delivered by APs to ETFs are accom-
panied by a natural control population: bonds held by the same ETFs but are not delivered
during that specific creation event. Using this natural control group, bond fixed effects,
fund-by-date fixed effects, and additional controls, I estimate the performance of delivered
bonds relative to that of undelivered bonds in periods around deliveries versus the relative
performance of those same bonds during periods that lack deliveries. My empirical method is
similar to a differences-in-differences framework. This identification approach illustrates that
delivered bonds do not underperform simply because ETFs hold low-risk or high-liquidity
subsets of underlying benchmarks and receive lower compensation for their lower risk. In-
stead, ETF holdings shift in the time series and ETFs increase holdings in bonds when the
short-term future return on those bonds is expected to be lower.

To estimate the size of such the hidden cost that is borne at the fund level, I estimate the
performance of ETFs relative to that of their stated benchmarks conditional on experiencing
a creation event relative to the performance of the same ETF when it does not experience
a creation event. Specifically, I calculate spreads between ETF performance and underlying
benchmark changes and regress them on a binary variable that indicates whether a creation
event occurred. By investigating relative performance spreads with high-dimensional fixed
effects, I am able to rule out many alternative explanations. Most importantly, I can reject
the null hypothesis that such performance can be explained solely by the arbitrage motive

for APs’ trades and deliveries. The arbitrage trading that share creations are designed to
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facilitate implies that differences in long-run spreads should be mean zero. While arbitrage
opportunities are still of the first order in APs’ trade decisions and in explaining the time-
series of spreads, I document a two-month underperformance that cannot be explained by
arbitrage opportunities alone and instead represents the manifestation of a hidden cost.

I also investigate the underlying mechanism by which delivered bonds underperform. I
consider two main sources of bond performance that embed the cost ETFs incur. First, asset
NAVs used during settlement may not accurately reflect underlying market-microstructure
dynamics and may allow APs to settle with temporarily over-valued assets. Second, APs may
utilize information, such as bond momentum or private information inferred from their own
balance sheets in related market-making businesses, to predict future changes in asset NAVs
and offload securities that will be more costly to hold on their balance sheets. While both
mechanisms make similar predictions of post-delivery underperformance by delivered bonds,
they make contrasting predictions regarding pre-delivery performance. Bonds underperform
prior to delivery, consistent with the utilization by APs of public and private information
that is not reflected in asset NAVs.

I perform a number of robustness exercises that confirm the finding of a hidden cost. First,
instead of relying on the idea that APs are incentivized to arbitrage cumulative spreads
to mean zero over long horizons, I control for the main determinants of APs’ arbitrage
opportunities: premiums and discounts. In so doing, I isolate the spread dynamics that
are attributable to the hidden cost and find them to be significant. Second, I consider
spreads between the performance of ETFs’ portfolios and that of underlying indexes. Since
the hidden cost results from the fact that corporate bond ETF's hold portfolios that differ
from target benchmarks, underperformance should be observable in NAVs, not only in the
secondary-market prices of ETFs. Third, I show that ETF characteristics such as underlying
liquidity and the size of a creation basket predict the size of the hidden cost, a finding
that is consistent with the mechanism I posit. Last, I utilize ETFs that hold US equity

in companies with large market capitalization (Large-Cap ETFs) that require all assets to
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be delivered during creation events as a sample for falsification tests. I find no empirical
evidence of fund underperformance in this class of ETFs during creation events, a finding
that is consistent with the idea that the hypothesized hidden cost drives corporate bond
ETF underperformance.

My paper contributes to three major strands of literature. First, I contribute to the liter-
ature that investigates the costs of liquidity transformation in the investment management
industry. In open-end mutual funds, entering-and-exiting investors demand for liquidity re-
sults in transaction costs that are borne by all investors (Edelen (1999)). These costs rise in
the presence of stale NAVs. Investors can time their entry and exit decisions strategically
at the expense of other investors (Chalmers et al. (2001)). The accuracy of NAVs attracted
particular attention in the late 1990s and early 2000s, but has received renewed scrutiny
with regard to fixed-income mutual funds (Zitzewitz (2006) and Choi et al. (2019)). It is
commonly believed that the ETF mechanism design protects ETF buy-and-hold investors
from the liquidity demands of other investors.® I document that many ETFs consistently
pay a large cost for liquidity transformation in a manner that has not been recognized previ-
ously in the literature. This costs will not be evident in tracking errors or premiums because
such metrics describe the relative performance of ETF NAVs and secondary-market prices,
while the cost instead arises as a result of wedges between ETF and benchmark portfolios.
Additionally, because ETF creations are settled using NAVs, this cost is theoretically larger
in the presence of inaccurate NAV pricing.

Prior literature has also considered implicit costs associated with the liquidity transfor-
mation that ETFs provide. In doing so, academics and policymakers have overwhelmingly
focused on the potential for financial fragility in ETFs. Inspired by canonical models such
as that proposed in Diamond and Dybvig (1983) and theoretical understanding of fragility

in open-end mutual funds (e.g. Chen et al. (2010a)), many have considered whether ETF

5For example, etf.com states that the “system is inherently more fair than the way mutual funds operate.
In mutual funds, existing shareholders pay the price when new investors put money to work in a fund, because
the fund bears the trading expense. In ETF's, those costs are borne by the AP (and later by the individual
investor looking to enter or exit the fund).” (ETF.com (2021)).
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portfolios may be exposed to runs (see Pan and Zeng (2019); Dannhauser and Hoseinzade
(2021); Haddad et al. (2020); and Ma et al. (2020)). Runs may result in persistent periods
of mispricing, impacts on underlying asset markets, or spillovers to related asset markets.
In its focus on financial fragility, the literature has overlooked another large and important
cost: rule modifications necessary in face of underlying asset illiquidity result in performance
drags on ETFs borne in good times. While they are theoretically plausible, the realization
of permanent costs that are borne by buy-and-hold ETF investors due to financial fragility
have been difficult to document empirically. The cost introduced in this paper has already
been incurred and is shown empirically to be high.

Second, since Jensen (1968), a strand of literature has assessed the relationship between
flows in the investment-management industry and the subsequent performance of investment
funds. Although such tests were originally interpreted as pertaining to the assessment of
both the skills of investment managers and the rationality of investors in delegating capital
to those managers, drawing inferences from such tests is difficult, for two reasons. First,
if active management experiences decreasing returns to scale, in equilibrium flows will not
predict future performance despite being motivated by managers possessing skills (Berk and
Green (2004)). Second, open-end mutual funds must engage in transactions when they
experience flows that incur transaction costs (Edelen (1999)). Despite such challenges, a
number of papers have investigated the relationship between flows and future performance,
often after accounting for transaction costs (for example, see Zheng (1999); Daniel et al.
(1997); Wermers (2000); Edelen and Warner (2001); Frazzini and Lamont (2008); and Friesen
and Sapp (2007)). I introduce a mechanism that relates ETF flows to short-run future
performance in a manner that is consistent with Edelen (1999). My paper introduces the
need for work that assesses the market-timing ability of ETF investors to account for indirect

costs of flows (akin to the mutual fund literature’s accounting for transaction costs).

6Edelen (1999) finds a relationship between flows and contemporaneous returns at a frequency of six
months. I show that daily flows are associated with the following month’s daily returns. The difference
between focusing on contemporaneous and focusing on future returns reflects the different frequency that I
utilize for estimation.

14



In related work, researchers have advocated utilizing investment-management flows as
proxies for non-rational shifts in investor demand curves. Numerous studies have shown that
investment-management flows are predictive of underlying asset returns (See for example Sirri
and Tufano (1998); Coval and Stafford (2007); Frazzini and Lamont (2008); Ben-Rephael
et al. (2012); Ben-David et al. (2018); Dannhauser (2017); and Doan (2020)). Specifically,
ETF flows have been shown to negatively predict future fund and underlying asset returns
(Brown et al. (2019)). Prior literature has failed to identify rational-agent-based explanations
and instead has posited that flows act as a proxy for investor sentiment when explaining
such return predictability.” I introduce for the first time a fully rational mechanism that
relates ETF flows to short-term future returns. I also present new evidence pertaining to the
relationship between ETF flows and future performance, as I measure performance as spreads
between fund and benchmark returns rather than raw returns. Demand shocks suggested
in the relevant prior literature would impact both ETF and underlying asset markets and
thus would not be observable in spreads. The mechanisms I introduce also suggest an
alternative explanation for a portion of the short-term return predictability that has been
documented previously and helps to reconcile the return predictability documented in the
sample utilized in Brown et al. (2019) and the lack of return predictability in the sample
utilized by Dannhauser and Pontiff (2019): The former sample includes leveraged ETFs and
exchange-traded notes that are more likely to use partial creation baskets or cash settlement.
In summary, I present a novel mechanism that helps to rationalize previous puzzles regarding
the information content of ETF flows.

Third, my paper contributes to a very new and growing strand of literature that considers
the incentives imposed by rules governing ETF creations. APs may behave strategically

to utilize the implicit liquidity provided by the share-creation process to offload inventory

"Studies also investigate the relationship between past returns and future flows, (see e.g. Ippolito (1992)
and Berk and Green (2004)). Clifford et al. (2014) and Dannhauser and Pontiff (2019) present evidence that
flow-to-performance is stronger in ETFs than in active investment products, which is hard for many rational
models to reconcile. My paper does not shed light on this empirical relationship to past returns and instead
investigates the relationship between flows and contemporaneous or future returns.

15



in periods of market turmoil after experiencing balance-sheet shocks. Such behavior could
expose ETF portfolios to financial fragility (Pan and Zeng (2019)). Conversely, when markets
are stressed, ETF managers may allow NAVs to become stale for strategic purposes, as
stale NAVs make redemption trades by APs more costly, allowing ETF managers to retain
assets under management and protect ETFs from financial fragility (Shim and Todorov
(2021)). While AP and ETF-manager incentives carry implications for financial fragility, I
demonstrate that they also embed a consistent cost that is borne outside periods of market
stress. This cost is motivated by the same strategic considerations that occupy APs as those
discussed in Pan and Zeng (2019) but result in new and novel effects. The complimentary
findings mirror those reported in the mutual fund literature. Pan and Zeng (2019) illustrate
that ETFs face the same financial fragility theorized in Chen et al. (2010b) while I illustrate
that ETF investors can pay consistent rents in a manner similar to those described by
Chalmers et al. (2001). While stale NAVs may benefit ETF managers when markets are
stressed (Shim and Todorov (2021)), they impose a large and offsetting cost during normal
times. My paper suggests that, even if financial fragility is not empirically likely, APs’
incentives to interact strategically with ETF portfolios at the expense ETF investors must
be considered when evaluating the liquidity transformation that ETFs provide.

In addition to these contributions to the academic literature, my paper also bears direct
implications for policymakers and ETF managers. First, as discussed previously, my paper
is the first to establish that ETF performance is affected by the accuracy of asset NAVs.
Recently, mutual funds have received renewed scrutiny over the practices they use to set
NAVs. Many have argued that ETF-creation mechanisms render them immune to similar
issues. My paper illustrates the flaw in such reasoning when applied to large subsets of ETF's
and suggests that such ETFs should not be exempt from NAV-pricing regulations. Second,
in 2019 the U.S. Securities and Exchange Commission (SEC) approved Rule 6¢-11, which
allows all ETFs to utilize custom creation baskets. When enacting such a rule, the SEC

acknowledged the theoretical risk that custom creation baskets pose to ETF investors, but
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concluded that they are unlikely to occur in practice.® I present evidence that they do occur
and the cost borne by investors is high.

Lastly, my paper helps resolve open questions regarding the organization of the invest-
ment management industry. ETFs provide many benefits, including empirically lower fees
(Kostovetsky (2003)), lower tax obligations (Moussawi et al. (2019)), and the liquidity trans-
formation on which this paper focuses. Researchers have identified very few costs associated
with ETFs relative to those associated with mutual funds that would offset such benefits.
While ETFs have grown massively, open-end mutual funds still represent the majority of
funds in the investment-management industry. By documenting a novel and large cost, I
help explain why ETF's do not represent the dominant security design, particularly when in-
vestors wish to hold illiquid assets. My findings help extend the framework of Chordia (1996)
to the ETF industry by showing that underlying asset liquidity is a first-order determinant

of optimal security design.

2.2 The Share-Creation Process

To provide a number of advantages, such as intraday liquidity, ETFs are designed to be
traded on secondary markets. Insofar as ETFs will have secondary-market prices that do
not necessarily equal the value of their underlying assets and because the vast majority of
investors will purchase ETF's via this secondary market, ETFs require a mechanism that
enables them to remove large discounts or premiums that differentiate net asset values from
ETF share prices.” To facilitate the elimination of discounts and premiums, ETFs enter
agreements with APs, who are allowed to create and redeem ETF shares by exchanging

the assets that underlie an ETF share for a share of the ETF or vice versa. This process

8In rule 6¢-11, the SEC defines “custom creation baskets” as distinct from “sampling baskets,” the use
of which was already permitted. The cost documented in this paper can result from both types of creation
baskets: APs can interact strategically with any creation basket that does not exactly match the benchmark
portfolio. Obviously, when APs are allowed to request custom creation baskets, the level of adverse selection
and thus the cost is likely higher.

9This mechanism is the main security design innovation that distinguishes ETFs from close-end mutual
funds.

17



is referred to as “in-kind exchange.” Consider a highly stylized and simplified example:
suppose investors wish to hold an ETF that tracks the S&P 500 and purchase a sufficiently
large quantity of the SPY ETF to positively impact SPY’s secondary market price. This
creates a premium in which the ETF trades at a higher price than the underlying assets.
APs can seek to arbitrage this premium away by buying the underlying assets and selling
short the share of the ETF. An AP notifies an ETF manager that it wishes to create a share
as outlined in their agreement. At the end of the trading day, the AP delivers all of the
underlying assets, receives a newly created ETF share and utilizes this share to cover the
short-sale position, thereby locking in the arbitrage profit. Because all relevant shares of the
S&P 500 companies still underlie the SPY ETF, investors who hold the ETF throughout this
entire process face no costs. Specifically, the ETF experiences a temporary tracking error
induced by the premium but when the premium is arbitraged away the tracking error reverses
and the buy-and-hold ETF investor receives a return that exactly tracks the performance
of the S&P 500 gross of the ETF net expense ratio. Thus, when all underlying assets are
exchanged in kind, ETF investors are not impacted by other investors’ entry.

When ETFs hold fewer liquid assets or a very large number of assets, however, it is often
difficult or overly cumbersome to exchange all underlying assets in kind when seeking to
create shares. With corporate-bond ETFs in particular, a very small notional amount of a
given bond may underlie each share, making it logistically unwieldy to locate and deliver
such a small amount of a given bond. To overcome these barriers, facilitate creation activity,
and thus remove premiums, ETF managers instead often allow creation to occur with a select
subset of assets that they believe is representative of the full portfolio of underlying assets.
For example, if a corporate bond ETF holds 1,000 separate bonds, they might at the start
of the trading day identify 100 of those bonds as the “sampling basket,”, also referred to as
the “creation basket,” which is utilized for share creation. In such a case, APs can deliver
only these 100 bonds at the end of the day while delivering “cash-in-lieu” for the remaining

underlying assets in exchange for a share of the bond ETF. Depending on the AP agreement
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established by an ETF manager, an AP can actually deliver cash in conjunction with the
sampling basket. Much more commonly, APs can instead deliver the sampling basket alone
and receive ETF shares on a pro-rata basis based on the NAV of the sampling basket versus
the NAV of the ETF share.!”

At the start of a trading day, ETF managers will disseminate to their APs which assets
belong to that day’s baskets via a clearing house such as the Depository Trust & Clear-
ing Corporation. ETF managers have incentives to try to match the baskets to the overall
portfolios that they wish to hold along key dimensions such as duration and credit risk.
Specifically, to the extent that ETF managers believe there is a factor structure that char-
acterizes bond returns, ETF managers have incentives for creation baskets to contain the
same total factor exposure as their target portfolios. They also may consider asset liquidity
and notional sizes to encourage more aggressive arbitrage activity, thus reducing premiums
and discounts. Additionally, APs form relationships with ETF managers and may call them
to request “custom creation baskets.” They may request the omission of certain assets from
baskets that they cannot readily locate or suggest alternative assets. ETF managers have the
right to accept these custom creation baskets at their discretion and often do so in practice.
Relatedly, ETF managers sometimes utilize custom creation baskets to facilitate “heartbeat
trades,” as documented in Moussawi et al. (2019). While ETF managers have incentives
to ensure that creation baskets are fairly priced and match their target portfolios along key
dimensions, many of them have longstanding relationships with APs and rely on APs to
arbitrage away premiums and discounts that may deter future fund flows. Thus, it may
often not be in ETF managers’ interests to reject creation activity even if doing so embeds
a cost that their customers bear.

When pro-rata settlement occurs, which is the norm for corporate bond ETF's, creations
shift ETF portfolio weights at the point of creation. The portfolio weights of delivered

assets naturally increase as they now hold more of these bonds. Portfolio weights as a

10For example, if the sampling basket of 100 shares represented 10% of the NAV of the ETF share, they
could deliver 10 shares worth of the sampling basket in exchange for one ETF share.
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percentage of an ETF’s portfolio decrease for assets that are not delivered because the
holdings of those assets are unchanged but the total assets under management of the fund
increase. These shifts also imply that ETF's often hold portfolios that differ from the indices
that they track. Naturally, one would expect ETF managers and APs to select larger and
more liquid bonds for inclusion in the delivery basket as they are likely cheaper to secure.
Thus, it is possible that many funds are systematically overweighted in liquid assets and
thus ETFs fail to capture a liquidity premium but in turn face lower risk. While this may
also be occurring, I produce the results of this paper while controlling for such persistent
compositions of ETF portfolios and instead investigate whether the timing of portfolio shifts
imposes a cost on ETF investors. Bond-level estimates of performance control for time-
varying bond liquidity and bond fixed effects and thus reveal whether bonds delivered to
ETFs perform worse around delivery than when they are not delivered. Relatedly, fund-
level results include fund fixed effects that would capture time-invariant portfolio differences
between ETFs and their benchmark indices. Thus, the hidden cost described does not simply
reflect differences in the risk/reward profiles of ETFs’ actual portfolios as opposed to those
of their benchmark portfolios. Instead, it reflects the nature of creations in which ETFs
dynamically receive assets with lower expected future returns in such a way that creation
events negatively impact the performance of ETFs relative to that of their benchmarks.
Insofar as pro-rata settlements are based on the NAVs of underlying assets, it is important
that ETF's set timely and correct NAVs for underlying assets, as would be the case with an
open-end mutual fund. If these NAVs are not timely and accurate, APs can strategically
time creations and redemptions in the same way as open-end mutual fund investors can
strategically time their investments to profit from stale NAVs. Indeed, even if NAVs that
are used to price ETF assets are timely and accurate, APs may utilize information (public or
private) that is not reflected in current prices when deciding which assets to deliver or when
to deliver pre-specified assets. They may wish to offload inventory that will be costly to hold

(based on lower expected future returns) or liquidate bonds in exchange for ETF shares that
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they can sell more easily. In so doing, ETFs will be left with adversely selected sets of assets,
specifically assets that conditionally possess lower expected returns than the unconditional
average expected returns on those assets. This will result in ETF underperformance relative
to that of the underlying indexes that they state as their benchmarks.

When shares are created pro-rata, any market force that causes delivered assets to un-
derperform non-delivered assets held by the same ETF will result in a performance drag
on an ETF. Both incorrect NAVs and the utilization of private information by APs will
result in equivalent performance drags because both make the same predictions regarding
post-delivery asset performance. Nonetheless, the two mechanisms may imply distinct reme-
dies and hypothesize divergent asset performance prior to delivery. NAVs are often incorrect
when assets that APs purchase to deliver temporarily impact prices in a way that is reflected
in those NAVs. Such temporary price impacts would on average revert, resulting in bond un-
derperformance. Thus, NAVs that fail to reflect market micro-structure forces predict that
delivered bonds will outperform other bonds prior to delivery (with that outperformance
attributable to the temporary price impact). If instead APs utilize information that is not
reflected in NAVs, there is no clear hypothesis to explain the performance of delivered assets.
If APs utilize information indicating price reversions (not caused by their own trading), the
predicted dynamics are similar to those that occur when NAVs incorrectly reflect temporary
price impacts. Instead, if APs utilize information embedded in past prices and NAVs, such
as bond momentum as in Jostova et al. (2013), bonds will underperform both prior to and
following delivery. Lastly, if the information utilized by APs is not reflected in prices, i.e.
it is private information acquired from their own balance sheets in related market-making
businesses, delivered bonds may perform no differently prior to creation but underperform
following creation. The results of my analysis reveal underperformance prior to delivery that
is consistent with the utilization of information by APs, and is thus consistent with APs’
taking advantage of bond-momentum information as well as private information.

ETF managers often recognize that the NAVs utilized in these exchange processes fail to
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fully reflect the transaction costs that must be paid to re-balance an ETF portfolio, and thus
charge a “fee on cash” for an actual cash settlement. This is particularly necessary because
bond NAVs are often priced using market bid prices rather than ask prices. Relatedly, per-
haps because ETF managers know that creation events may impose costs on ETF investors,
ETF managers also charge flat creation or redemption fees to APs. Lastly, ETF managers
have the right contractually to refuse creation or redemption if they deem it unfavorable to
their funds, although this right is rarely exercised. It remains an empirical question whether
fees are sufficiently large to offset or erase the hidden cost of share creation. My results sug-
gest instead that fees on cash are not sufficiently high to fully offset this cost and thus ETF
investors are affected by fund flows. ETF managers also face a difficult tradeoff between
protecting investors from this hidden cost and encouraging APs to arbitrage discounts and
premiums away. While it is possible that this hidden cost is understood by ETF investors
who view it is as fair compensation for reduced tracking error, for many corporate bond
ETF investors this cost may not be particularly salient as it does not show up in many key
fund statistics such as tracking errors and expense ratios. Thus ETF managers who hope
to attract fund flows may find it useful to pay a high but non-salient cost in exchange for
the small but salient benefit of reduced tracking errors. The rationales that ETF investors
follow are not observable, so it is impossible to distinguish between these two theories, but
comparing this hidden cost with the explicit costs of administering a fund in the context of
an established strand of literature on the behavioral biases of mutual fund investors suggests
that some ETF investors may not be making informed decisions regarding these costs.
Unlike share creations, redemptions are much less likely to involve pro-rata settlements
and thus do not embed the same cost as creations. It is much easier logistically for ETF
managers to provide APs with portfolios that consist of all the assets that underlie an
ETF rather just a subset as they do not have to enter the market and execute transactions
to secure those assets. Additionally, APs may not need to sell those assets immediately,

instead adding them to their balance sheets that they hold in their related market-making

22



businesses. Thus, in practice, redemptions exert a far smaller distortionary effect on the
portfolios of ETFs than creations and instead tend to deviate when doing so is optimal for
ETF investors (such as when they wish to cycle out a bond that is coming to maturity to
avoid transactions). As a result of this asymmetry between creations and redemptions, the

tests conducted for this paper focus on creations and not simply flows of either kind.

2.3 Sample and Data

I construct a two samples with which to test for the existence of the hidden cost I have
posited. I use the first sample to estimate the performance of bonds around delivery during
creation events. I begin with the universe of holdings data of funds with “Fixed Income” as
their asset class and “Corporate Bonds” as their category from ETF Global. ETF Global
captures data reported by APs and ETF managers on creation activities and fund holdings. I
exclude leveraged or inverse ETF's, as their buy-and-hold return characteristics are affected
by other factors such as costs associated with leverage and realized benchmark volatility.
Because I lack data that enable me to observe the stated creation baskets of ETFs or custom
creation baskets, I infer what was delivered by measuring changes in ETF holdings. Thus,
I assume that ETFs do not trade themselves and instead rely on creation and redemption
events to manage their portfolios.!* Such an assumption is in line with the motives ETFS
possess to defer taxes (in-kind exchanges that occur during creations are not taxable events,
whereas trades made by ETFs do create tax obligations for investors). Thus, in my sample of
bond, I rely solely on bonds with non-missing notional values to observe changes in holdings
that are untainted by any measurement error in bond returns.

I augment these data with bond returns calculated using trades reported in TRACE
and bond characteristics reported by FISD. I calculate bond returns as changes in dirty
bond prices paid by customers who purchase bonds plus changes in accrued interest implied

by bond coupon characteristics. Unlike in many other studies, in this study I calculate

1 Shim and Todorov (2021) rely on the same methodology to identify the composition of creation baskets.
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bond returns using prices that are implied by the most recent transactions inferred to hit
bids rather than measuring the implied mid-point between bids and asks. Bond NAVs are
priced at dirty bid prices (with accrued interest accounted for during settlement); this return
measure will therefore more accurately reflect the NAVs used during settlements of ETF
share creations. If a bond increases its notional value while a fund increases in size, I classify
the bond as “Delivered.” I also calculate time-varying measures of bond liquidity utilizing
TRACE data. I draw my liquidity measures from those utilized by Dannhauser (2017) in her
construction of liquidity principle components. I calculate Ahimud price impacts in a manner
that is consistent with Amihud (2002), implied round-trip costs as described by Feldhiitter
(2012), and bid-ask spreads consistently with Hong and Warga (2000) and Chakravarty and
Sarkar (2003). All liquidity values use the median measure from the calendar month prior
to a creation event.

As reported in Table 1, this creates a sample of 9,546,138 bond-by-fund-by-day observa-
tions across 9,819 bonds contained in 45,088 fund-by-day cross-sections over 1,258 trading
days. Importantly, the same bond-day return may enter my sample multiple times if the
bond is held by multiple funds but the fund characteristics assigned to that bond (such as
delivered flags or fund fixed effects) will differ across these multiple observations.

Second, I create a sample of ETF performance measures, creation events, and ETF
characteristics to investigate the hidden cost at the fund level. I begin with the universe of
ETF Global, which reports daily creation and redemption activity via reporting the number
of ETF shares outstanding. Creations,; reports a simply binary indicating whether a fund
experienced a net creation event on a given trading date (its shares outstanding increased).
While it is possible that one AP creates shares while another redeems, this is unobservable
and, theoretically, should be rare. While it is likely that on any given day factors other
than the premium/discount (such as AP information sets or current balance sheets) would
motivate one AP to create while another did not, it less likely that these factors would be

so large as to make creation profitable for one AP while making redemption profitable for
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another. Unlike other data sources that are utilized in the literature to infer ETF creation
and redemption activity, such as CRSP market data or CRSP mutual fund data, ETF
Global captures data reported by APs and ETF managers on days of or following creation
activity (depending on whether the particular fund reports on T or T+1) rather than a later
share-settlement date. I again exclude leveraged or inverse ETFs. I utilize ETF Global to
identify each fund’s stated benchmark and restrict my sample to those with benchmarks,
thus excluding the rare cases of actively managed ETFs. I obtain benchmark levels from
Bloomberg and ETF return and dividend information from CRSP. As I report in Table 1,

this yields a sample of 137 corporate bond ETFs over 1,887 trading days.
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Table 1: Summary of Samples

Panel A of this table provides descriptive statistics for the sample of bonds analyzed in this study.
BondRety; is the daily bond return implied by customer-to-dealer purchases reported in TRACE data.
Bond returns cumulated over one month and two months are reported in H:Lifm BondRety ft+rn and
Hio:_m BondRety, s 4, respectively. Deliveredy, s, is a binary variable that takes the value of one
if the notional value of a bond increases on a share creation day and zero otherwise. Amihudy; is
calculated in a manner that is consistent with Amihud (2002), Implied RoundtripCost,, is calculated
in a manner that is consistent with Feldhiitter (2012), and BidAsky; is calculated in a manner that is
consistent with Hong and Warga (2000) and Chakravarty and Sarkar (2003). All three liquidity values
reflect the median value in the prior calendar month. Results for the same bond may be reported
multiple times if the bond is held by multiple ETFs and fund-level variables such as Delivereds, s
may vary across these observations. Panel B of this table provides descriptive statistics for the sam-
ple of analyzed ETFs. Rets, is the daily secondary-market return on an ETF. NAV Rety, is the
implied return on the underlying assets calculated as NAV Ret;, = %ﬁmf%. Alndex g,
is the percentage change in the benchmark index. RetSpready,y is the cumulative difference be-
tween an ETF return and the benchmark index cumulated through k days following the observa-
tion date: RetSpready;) = Hﬁzfzz ETFRetfin — Hﬁzfzg AUnderlyingIndexs;4,. For example,
RetSpreadys; 1 is the cumulative difference between the ETF and the index up to 1 day prior to
observation (or share creation in the case of a creation event). NAV Spready,; is the cumulative
difference between the NAV Ret;, and the benchmark index cumulated through k days following
the observation date. Creationy, is a binary variable that takes the value of one if a fund’s shares
outstanding increased and zero otherwise. Premiumy; is the premium or discount as represented in
percentage terms (%100 representing no discount or premium). All returns or spreads in both panels
are reported in basis points.
Panel A: Underlying Bond Sample

Percentile

Variable Mean  Std. Dev. 1st 25th 50th 75th 99th
BondRety; 0.56 45.13 -179.80 -4.93 1.10 6.87 162.88
H;ifn BondRety ¢ 14n, 7.50 171.16 -580.24  -54.55 12.64 78.73 542.74
Hi():% BondRety s 44n, 18.56 246.31 -796.21  -88.26 20.68 129.41 769.37
Deliveredy, 3.91%

Amihudy 0.04bp 0.05bp  0.00bp  0.00bp 0.02bp 0.04bp 0.27bp
Implied RoundtripCosty; 1.39bp 1.71bp 0.00bp  0.48bp 0.86bp 1.54bp 9.34bp
BidAsky, $0.24 $0.23 $0.00 $0.10 $0.18 $0.29 $1.18

0.00 0.10 0.18 0.29 1.18

Obs: 9,546,138; Trading Days: 1,258; ETF/Date Cross-sections: 45,088
Bonds: 9,819; ETF Bond Pairs: 84,781

Panel B: Fund Sample

Percentile

Variable Mean  Std. Dev. 1st 25th 50th 75th 99th
Retyy 1.5 29.2 -96.3 -10.7 1.0 14.7 94.7
NAV Rety, 1.5 23.0 -79.7 -6.4 1.1 10.4 77.1
Alndex g, 1.7 22.1 -76.7 -6.0 14 10.3 74.8
Retyy — Alndexyy -0.2 21.8 -72.7 -9.5 -0.2 9.1 73.6
NAV Retyy, — Alndexy, -0.1 16.1 -68.9 -1.9 -0.1 1.6 68.8
RetSpready; -3.4 354 -126.2 -18.5 -2.8 11.6 117.3
NAV Spread;s; 1 -3.5 251  -112.7 -7.3 -1.9 2.0 89.9
RetSpready 29 -6.7 42.0 -1574 -23.9 -5.9 10.8 136.2
NAV Spready 2 6.8 316 -1483  -124 -3.7 1.2 105.3
Creationy, 13.53%

Premiumg, 100.19% 0.42% 98.71% 99.99% 100.18% 100.37% 101.97%
InvestmentGrade; 66.24%

AverageBasketSizey 64.9 91.7 1.0 16.9 40.3 75.6 600.9
AverageAmihudy 0.04bp 0.02bp 2%.()Obp 0.03bp  0.04bp  0.04bp 0.09bp
Averagel RCy 1.50bp 0.65bp 27bp  1.03bp 1.43bp 1.81bp 3.46bp
AverageBidAsky $0.30 $0.15 $0.05 $0.21 $0.26 $0.36 $0.80

Obs: 134,523; Trading Days: 1,887; Number of ETFs: 137




2.3.1 ETF Relative Performance

To estimate the underperformance of ETF's that is attributable to the hidden cost I describe,

I calculate the following ETF spread metric:

k k
RetSpreadyj = H ETFRetfin — H AUnderlyingIndex 4,

n=-—22 n=-—22

This measure represents the net-of-fees buy-and-hold performance of an ETF share relative
to its stated benchmark over a horizon of k£ days. This also represents the performance an
ETF investor would actually achieve relative to the stated benchmark if that investor were
to purchase and sell ETF's on the secondary market. This measurement is similar to tracking
error measures used in the mutual fund or ETF literature but departs from them in a very
significant way: it is signed. If an ETF experiences many mean zero daily tracking errors,
this relative performance measure would be zero as the tracking errors would offset each
other. Negative values of this measure represent negative drifts in tracking errors that harm
investors by reducing returns rather than by increasing volatility. Because this is net-of-
fee performance, one obvious driver of such underperformance relative to these untradeable
benchmarks is the net expense ratio, including management fees, incurred by ETFs.

I calculate another spread in performance, the spread between NAVs and the underlying

index, as follows:

NAV;, + Dividendy,
NAV

NAV Rety; =
~ ANAV;, + DividendY eildy,

k k
NAV Spready, ., = H NAV Rets 40, — H AUnderlyingIndex 4,

n=—22 n=—22

This represents the net-of-fees buy-and-hold performance of the portfolio of assets that
underlies an ETF share relative to that of its stated benchmark. Unlike the previous spread

measure, this measure cannot be realized by a common investor (who is not an AP) who must
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purchase the ETF on the secondary market. Importantly, because creation and redemption
activity seemingly seeks to arbitrage differences between ETF prices and NAVs, creation
and redemption activity should have a very different effect on an ETF’s relative performance
and relative NAV performance. For example, creation activity should reduce ETF prices via
the sale of ETF shares and thus lower ETF relative performance, but it should not affect
differences between fund NAVs and the underlying index. If creations do contain information
indicating differences between NAVs and underlying indexes, it would likely indicate that
NAVs are too low and thus would outperform, not underperform, the underlying index. I

report summary statistics for both performance measures in Table 1.

2.4 Main Findings

2.5 Corporate Bond Underperformance around Delivery

In this section I ask how corporate bonds perform before and after they are delivered by APs
to an ETF during a creation event. As discussed in the above discussion of creation, any
performance following t=-1 (because of T+1 reporting, some but not all creations are re-
ported with a one-day lag), will embed a hidden cost that ETF investors incur. To determine
whether this occurs, I estimate regressions of bond returns cumulated from 22 days prior to
a creation event to various horizons on a binary variable that indicates whether a bond was
delivered, time-varying bond liquidity controls, bond fixed effects, and fund-by-date fixed

effects.

k

H BondRetyyn, =BF Deliveredy, s, + 8" Liquidityy, + st + o + b 1.
n=-—22

By including fund-by-date fixed effects, I take advantage of the fact that delivered bonds
have a natural control: bonds that are held by the same ETF but not delivered during that
specific creation event. ETF managers have incentives to include more liquid and larger

bonds in the creation basket. While this would lower ETF returns, ETFs would also bear
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lower risk in such a case. Bond fixed effects (which account for time-invariant bond sizes)
and time-varying liquidity controls help to rule out this mechanism. Instead, by estimating
this performance I can measure differences in performance between delivered bonds during
a given creation event and undelivered bonds during a creation event and compare these
performances with the relative performances of those same bonds at other times that do not
surround creation days, much like what occurs with a differences in differences framework.
Additionally, bond fixed effects will rule out alternative explanations in which delivered
bonds are less risky in a time-invariant way. As discussed above in relation to creations,
there are two main reasons why bonds may underperform following delivery: 1) bond prices
(and/or NAVSs) are temporarily high as a result of the temporary impact on prices of APs’
securing of bonds to deliver or 2) The utilization of information about future changes in
NAVs by APs when deciding which bonds to deliver to the creation basket and when to
deliver them. If prices are temporarily too high in a manner that is consistent with APs’
temporarily impacting prices before settlement, one would expect to see a dynamic of the
sort illustrated in Figure la. If the main mechanism is APs’ utilization of information,
bond behavior prior to delivery depends on the sources of that information. If APs utilize
bond-price reversals, the dynamics should be similar to what can be seen in Figure la. If
APs take advantage of bond momentum the bonds should underperform before delivery. If
APs utilize private information it likely would not be observable in prices before delivery. A
combination and thus the weighted average of such effects should be observable, as depicted
in Figure 1b.

I estimate the effects of asset delivery on bond returns over horizons ranging from 1 to 42
trading days. Figure 2 displays the dynamics of the estimates of 3} across various k. The
figure also shows 95 % confidence intervals using standard errors that account for two-way
clusters by bond and by date. Full parameter estimates for select horizons can be found in
Appendix Table Al. As can be seen, bonds that will be delivered begin underperforming

in the month prior to delivery and the cumulative return is statistically significant by t=-
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Figure 1: Conjectured Bond-Return Dynamics
Hypothesized dynamics of 3P estimated using

k
H BondRety 4, = ﬁ,?Deliveredb,f,t + ﬂLLiquiditybi + e+t ey pa
n=-—22

for various k£ are shown. Delivered, s, is a binary variable that takes the value of one if a
bond increases in notional amount while a fund experiences a creation. Liquidity,, includes
the prior month median Ahimud measure, implied round-trip costs, and bid-ask spreads.
v¢t + oy are fund-by-date and bond fixed effects. Subfigure (a) displays hypothesized bond-
return dynamics if bond NAVs are temporarily impacted by AP trading activity. Subfigure
(b) displays hypothesized bond return dynamics if APs utilize information when deciding
when to create shares and which bonds to deliver.

12. By t=-1, the earliest date at which creation could occur,'? bonds that will be delivered
have underperformed by 2.6 basis points. Thus, the pre-delivery performance is consistent
with APs’ utilizing information when deciding which bonds to deliver and when. On net,
it appears that APs rely on some combination of bond momentum and private information.
Following t-1, bonds underperform by an additional 2.4 basis points in the following month.
Thus, following receipt by ETFs, precisely when the ETF portfolio weights of these bonds
increase, the bonds underperform going forward. This underperformance is evidence that
ETFs receive an adversely selected set of bonds from APs that will hurt ETF performance

relative to their underlying benchmarks. Importantly, this is identified with time-series

12Creation occurs at either t=-1 or t=0, depending on whether the fund utilizes T or T+1 reporting; it
is unobservable for a given fund which reporting standard managers utilized.
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shifts in portfolio weights, not persistent differences in ETFs’ portfolios and benchmark
indices’ portfolios, and thus represents a pure performance drag.'> Thus, put simply, when
ETF's experience creation events they receive inferior assets (assets with low expected future

returns) from APs.
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Figure 2: Bond Dynamics around Delivery to ETFs

This figure plots B,? estimated using Hi:—m BondRety 1y, = ﬁ,? Deliveredy r; +
BL Liquidityy, ,+77.4++ep s for various k. The figure also displays 95% Cls using standard
errors clustered by bond and trading date. Delivered, ¢+ is a binary variable that takes the
value of one if a bond increases in notional amount while a fund experiences a creation event.
Liquidityy,, includes the prior month median Ahimud measure, implied round-trip costs, and
bid-ask spreads. 7 + «a; are fund-by-date and bond fixed effects.

2.5.1 ETF Underperformance around Creation Events

As described above in the discussion of share creations, the bond underperformance docu-

mented in Figure 2 should translate to a hidden cost of lower relative fund performance when

I3Nevertheless, additional creations may also imply smaller premiums that may be desirable to ETF
investors.
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creations occur. To test this hypothesis at the fund level and obtain empirical estimates of
the size of the hidden cost, I regress spreads over varying horizons between cumulative fund
returns and changes in underlying indices on a binary variable that indicates whether a fund

experienced a creation event on a given day, fund fixed effects, and time fixed effects:

RetSpready, = BrCreations, + oy + v5 + €44

Importantly, I estimate this hidden cost using spreads between ETF returns and changes
in the underlying indices. Creation events still likely mean good news for ETF investors.
Conditional on a creation event, ETF returns and underlying indices are both higher than
they would be had no creation events occurred: this result likely reflects increased demand
for a given asset. While flows raise price levels for both ETFs and assets in the underlying
index, they also embed a hidden cost incurred for receiving assets that earn lower future
returns. Thus, the hidden cost causes ETF investors to “miss a bit of the upside.” By
estimating the effects on spreads I am able to isolate these effects and increase the power
of my tests significantly. Additionally, by including fund fixed effects I implicitly control for
time-invariant characteristics, such as management fees and net expense ratios, that may
have attracted investor flows during the sample period while explaining ETF performance.
If more expensive ETFs were introduced during the sample period that were able to attract
greater flows (for example by targeting a novel set of corporate bonds), flows might be
correlated with, without being the source of, the poor performance. Fund fixed effects should
control for this problem and instead allow the estimates to document the direct impact of
share creations on performance.

The stated and desirable purpose of creation events is to arbitrage away premiums. Thus,
conditional on observing a creation event at t=-1, one can infer that a premium was likely
created in the days prior to the creation. The creation of this premium will likely result in

positive cumulative spreads, in the periods prior to share creation. As the APs arbitrage
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away premiums, spreads should revert back to zero over some time horizon. Over long time
horizons, such as the 4 /- one-month window that I have investigated, the premium arbitrage
mechanism implies that cumulative spreads should be zero.!* Thus, if no hidden cost in-
curred from creation events arise, the dynamics of return spreads should appear as in Figure
3a. If the receipt of assets with lower future returns indeed impacts fund performance, this
effect would appear as an additional negative drift in spreads beginning at time zero, as
illustrated in Figure 3b. I hypothesize that both of these mechanisms should occur and thus
their joint effects should be observable, as in Figure 3c. Importantly, because the mechanism
that drives the arbitrage motivation for creations implies a long-run zero impact on spreads
(the null hypothesis that only the arbitrage mechanism is at play implies a long-run coeffi-
cient of zero), negative performance at the end of the +/- one-month window can instead
be attributed to the hidden cost and acts as a point estimate of the size of this cost. Figure
4 displays the dynamics of the [, coefficients, also showing 95 % confidence intervals using
standard errors that account for two-way clusters by ETF and by date. Consistent with both
the hypothesized hidden cost and the arbitrage mechanism that is associated with creations,
ETFs outperform the underlying index prior to creations and revert following creations, but
over the long horizon underperform the underlying index by 1.4 basis points. Full parameter
estimates for select horizons can be found in Appendix Table A2. Thus, ETF investors suffer

a 1.4 basis-point performance drag per creation event.

2.5.2 ETF NAV Dynamics around Creation Events

I next estimate the performance of spreads between ETF NAVs and the underlying index.
If ETF managers do well in maintaining portfolios that are representative of the underlying
indices that they seek to track and they utilize the same pricing services as those used to

set underlying indices, the NAV of an ETF and the underlying index should move closely

HIf the spreads were not zero but the ETF successfully mirrored the underlying index, premiums and
discounts would have been permanently drifting from the value of one.
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together and deviations should be mean zero. Thus, the arbitrage mechanism predicts that
creations will have no impact on spreads between NAVs and underlying indices. If the
conjectured hidden cost exist, it occurs because an ETF portfolio fails to represent the
underlying indices sufficiently over time. Specifically, this occurs when an ETF portfolio
shifts to assets with lower expected future returns exactly at the point of creation. Thus,
if the hidden cost exists, it should be observable in a dynamic that is very similar to that
shown in Figure 3b. To test whether the hidden cost is observable in ETF NAVs, I estimate
the following regression over various horizons. This estimation is the same as the estimation

reported in Figure 4 but with an alternative spread as the dependent variable:

NAV Spready . = BxCreationg, + oy + vf + €f1k

Figure 5 reports the dynamics of 5 in the +/- one-month window around share creation. I
am unable to reject the null hypothesis that the long-run spread between NAVs and under-
lying indices is zero. Thus, I am unable to reject the null hypothesis that the dynamics are
fully explained by the arbitrage motives associated with a creation event. It is possible that
I lack sufficient statistical power to identify such an effect given the long time horizon over
which I cumulate returns. Additionally, the use of stale NAVs by ETFs could lengthen the
time that passes until the hidden cost is observable in NAVs in a manner that would reduce

the power of my test. Full parameter estimates for select horizons can be found in Appendix

Table A3.
2.5.3 ETF Underperformance around Creation Events after Accounting for the
Arbitrage Mechanism

In the prior section I explain why long-horizon spreads should be zero if the only force at play
is the arbitrage mechanism that creations facilitate. To test the robustness of this result,

I instead seek to alternatively estimate the impact of creations by excluding the arbitrage
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mechanism while isolating the dynamics of the hidden cost. To do so, I control for the
premium at the time of share creation and describe the post-creation dynamics of spreads
between cumulative ETF returns and underlying index changes. Insofar as creations occur
during trades that seek to capture premiums, the sizes of such premiums are key determinants
of the arbitrage mechanism, as described in the previous section, while controlling for this
mechanism should isolate the hidden cost of creations. I therefore estimate the following

regression over various time horizons:

RetSpready ., = BrCreationg; + BPPremiumf,t +ap+ 7y t+epy

This specification involves two key differences from those that underlie the results reported
in Figure 4. First, the premium as of the end of day t=0 is included as a control. Second,
cumulative returns are benchmarked to the end of day zero and only post-creation perfor-
mance is accumulated. I present present the dynamics of 5, in Figure 6. Following a creation
event and after controlling for the premium at the time of the creation, ETFs underperform
their stated benchmarks by an additional 2.3 basis points, a finding that is consistent with
the presence of a hidden cost of creations. Full parameter estimates for select horizons can
be found in Appendix Table A4.

After controlling for premiums and discounts, the hidden cost my analysis reveals should
also be observable in the implied performance of fund NAVs relative to changes in the
underlying index. Thus, I estimate similar regressions but with spreads between NAVs and

underlying indices:

NAV Spready, , = BrCreations, + BPPremz'umf,t +op+rteEpe

Figure 7 presents the dynamics of ;. Full parameter estimates for select horizons can
be found in Appendix Table A5. Following a creation event after controlling for premiums

and discounts, ETF NAVs underperform on average by .6 basis points. Over the full 20-day
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horizon this .6 basis-point figure is significant at the 10% level but not at the 5% level. For
15 of the 19 horizons considered, the estimates are significant at the 5% level. The size
estimates peak 18 days following creation at .8 basis points. These dynamics are hard to
rationalize based on APs’ arbitrage motives. If creations do not shift ETF portfolios away
from a representative sample of the underlying index and the same prices are used to calculate
both, NAVs and the underlying index should remain tightly linked even during arbitrage and
no underperformance should be observable. Additionally, a reader may be concerned that
controlling for premiums fails to rule out arbitrage and that pricing differences between the
two may exist. Nonetheless, these results would still be hard to explain by reference to the
arbitrage mechanism. APs engage in share creation to capture premiums that occur when
ETF prices are too high relative to NAVs. Thus, one would expect creations to imply that
ETF prices are too high, returns should be lower, and NAVs are too low and thus should
outperform the index. Instead, Figure 7 documents NAV underperformance, contradicting
even the hypothesis arising from arbitrage mechanisms in which NAVs are too low. NAV
underperformance is not consistent with the objectives of the creation/redemption process
and instead is best explained by the hidden cost embedded when share creation with a subset

of assets with lower expected future returns is allowed.

2.6 Additional Findings

2.6.1 The Relationship between Fund Characteristics and the Size of the Hid-

den Cost

The return dynamics of delivered bonds both prior and subsequent to delivery are consistent
with APs’ utilizing information regarding future changes in fund NAVs to decide strategically
which assets to deliver into ETF portfolios. Such strategic interactions provide marginal
incentives on top of APs’ well-understood incentives to profitably arbitrage differences in
ETF prices and underlying assets’ value. Theory clearly predicts when strategic behavior

should be more profitable,and thus more likely to occur, conditional on observing a creation
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event, and finally therefore where the hidden cost should be the highest.

First, APs’ strategic incentives will be stronger when their information regarding future
NAVs is more valuable. It is well understood that agents are likely to possess more valuable
information in less liquid or less efficient markets (in fact, agents who possess valuable
information can endogenously make those markets less liquid in many classical market-
microstructure models). Additionally, ETF managers adopt less stringent share-creation
rules in the presence of asset liquidity. Therefore, the hidden cost should be higher when
underlying assets are less liquid.

Second, APs’ ability to deliver bonds strategically is enhanced when they are required to
deliver fewer bonds. If an AP has information that is relevant to the future performance of
a given bond that will impact their expected profits from a creation trade, the impact will
be much greater if that bond is one of ten bonds that needs to be delivered versus being
one of a hundred bonds to be delivered. Moreover, it may be easier for APs to acquire
information about the idiosyncratic performance of a small number of bonds. Thus, when
creation baskets are large, it is more difficult for APs to acquire information regarding the
average performance of a given creation basket and the strategic incentive will be relatively
weaker, enabling the arbitrage incentive to dominate.

To assess theoretical predictions regarding fund differences and thus validate the de-
scribed mechanism, I estimate how the cost per creation is related to fund characteristics.

Specifically, I estimate the following regression:

RetSpready 20 = B1Creationy, + BoCreations, x FundCharacteristicy + ay + v¢ + €54

I consider five fund characteristics in particular. First, I examine the relationship between an
ETF’s asset focus and the cost per creation using InvestmentGrades. InvestmentGrades
takes the value of 1 if the focus as reported by ETF Global is on investment-grade corporate

bonds. Most funds that do not focus on investment-grade funds report focusing on high-
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yield bonds. Additionally, some funds focus explicitly on asset-backed securities, convertible
bonds, and loans. In all such cases, the investment-grade bond market is likely relatively
more efficient and liquid. In column 1 of Table 2 I report results indicating that investment-
grade bonds typically incur a 2.41 basis-point lower cost per creation than other types of
corporate bond funds, a finding that is consistent with theory. The t-stat associated with

this estimate is 1.97 and is significant only at the 10% threshold.
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Figure 3: Conjectured ETF Return Spread Dynamics

This figure plots the hypothesized dynamics of i, estimated using RetSpreadys;, =
BrCreations, + o4 + v¢ + €44 for various k. RetSpready,; is the cumulative difference
between ETF returns and the benchmark index cumulated through & days following the ob-
servation date: RetSpready,r = HZ:722 ETFRetf1n — HZ:QQ AUnderlyingIndex .
For example, RetSpready; —, is the cumulative difference between the ETF and the index
up to 1 day prior to observation (or share creation in the case of a creation event). Creation
is a binary variable that takes the value of one if shares outstanding increased for a fund and
zero otherwise. v, + ay are date and fund fixed effects. Subfigure (a) displays the hypoth-
esized dynamics if only the desired arbitrage mechanism is evident. Subfigure (b) displays
the additional hidden cost for receiving bonds that earn lower returns. Subfigure (c) shows
the hypothesized dynamics if a hidden cost exist.
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Figure 4: Return Spread Dynamics around Creation Events

This figure plots i estimated using RetSpreads,, = [rCreations, + oy + v5 + €5, for
various k. The figure also displays 95% CIs using standard errors clustered by fund and
trading date. RetSpreads; ) is the cumulative difference between ETF returns and the
benchmark index cumulated through k days following the observation date: RetSpready =
Hﬁ:_m ETFRetf¢+n—HZ:_22 AUnderlyingIndexy,,. For example, RetSpready; _; is the
cumulative difference between the ETF and the index up to 1 day prior to observation (or
share creation in the case of a creation event). Creations, is a binary variable that takes
the value of one if a fund’s shares outstanding increased and zero otherwise. 7, + oy are date
and fund fixed effects.
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Figure 5: NAV Spread Dynamics around Creation Events

This figure plots (B estimated using NAV Spreads,, = BrCreationss + oy + v5 + €44 for
various k. The figure also displays 95% ClIs using standard errors clustered by fund and trad-
ing date. NAV Spready,, is the cumulative difference between the return implied by fund
NAVs and the benchmark index cumulated through k days following the observation date:
NAV Spready . = Hﬁ:—m NAV Retg i — Hﬁ:_m AUnderlyingIndexy;y,. For example,
NAV Spready, 1 is the cumulative difference between an ETF’s assets and the index up to
1 day prior to observation (or share creation in the case of a creation event). Creation,
is a binary variable that takes the value of one if a fund’s shares outstanding increased and
zero otherwise. v, + o are date and fund fixed effects.
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Figure 6: Return Spread Dynamics around Creation Events while Controlling for Premiums
This figure plots 3, estimated using RetSpreadys, = BrCreation; + BPPremiumﬂt + oy +
vg+e ¢, for various k. The figure also displays 95% Cls using standard errors clustered by fund
and trading date. RetSpready,, is the cumulative difference between ETF returns and the
benchmark index cumulated through k days following the observation date: RetSpready =
Hi:az ETFRetgin _H]:L=722 AUnderlyingIndex s ;i,,. For example, RetSpready, _; is the
cumulative difference between the ETF and the index up to 1 day prior to observation (or
share creation in the case of a creation event). Creations, is a binary variable that takes
the value of one if a fund’s shares outstanding increased and zero otherwise. Premiumy, is
the premium or discount as represented in percentage terms (%100 representing no discount
or premium). 7y, + oy are date and fund fixed effects.
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Figure 7: NAV Spread Dynamics around Creation Events while Controlling for Premiums
This figure plots 3 estimated using NAV Spready, ) = BpCreations, + 7 Premiumg, +
oy +vf + €4 for various k. The figure also displays 95% Cls using standard errors clustered
by fund and trading date. NAV Spready,) is the cumulative difference between returns
implied by fund NAVs and the benchmark index cumulated through k days following the ob-
servation date: NAV Spready, = HZ:—22 NAV Retg4n — Hﬁ:—m AUnderlyingIndex iy,
For example, NAV Spread;; _, is the cumulative difference between the ETF’s assets and
the index up to 1 day prior to observation (or share creation in the case of a creation event).
Creationy, is a binary variable that takes the value of one if a fund’s shares outstanding
increased and zero otherwise. Premiumy, is the premium or discount as represented in
percentage terms (%100 representing no discount or premium). ; + o are date and fund
fixed effects.
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Table 2: Fund Characteristics’ Relationship to Hidden Costs

This table reports the relationship between fund characteristics and estimates of the hidden cost per creation for corporate bond ETFs. Relationships
are estimated based on the following specification:

RetSpready, 20 = p1Creationy, + foCreationy, * FundCharacteristicy + oy + vy + €5, for five fund characteristics.

The first fund characteristic, InvestmentGrade;, indicates whether the fund is a reported by ETF Global as focusing on Investment Grade cor-
porate bonds. In(AverageBasketSizes) represents the natural log of the average number of securities delivered when a creation event occurs.
AverageAmihud; represents the average prior month median Amihud measure for bonds held by the fund. Averagel RC; represents the aver-
age prior month median imputed round-trip cost measure for bonds held by the fund. AverageBidAsk; represents the average prior month me-
dian bid-ask spread measure for bonds held by the fund. AverageAmihud;, Averagel RCy, and AverageBidAsky are winsorized at the 1% level.
RetSpready, oo is the cumulative difference between the ETF return and the benchmark index cumulated through 20 days after the observation
date: RetSpready s = HiO:_zz ETFRets1n — HZOZ_QQ AUnderlyingIndexyyy,. Creationy, is a binary variable that takes the value of one if shares
outstanding increased for a fund and zero otherwise. v, + o are date and fund fixed effects. One, two, and three stars indicate statistical significance
at the 10%, 5%, and 1% levels respectively.

Dependent Variable
Spread Between Cumulative ETF and Benchmark Return Through 1 Month After Creation

RetSpread 20

Creationy, -2.00%%* -5 7KK 0.10 -1.27 -1.16

(-3.03) (-3.11) (-0.53) (0.10) (-1.22)
Creationy, * InvestmentGradey 2.41%*

(1.97)
Creationy, * In(AverageBasketSizey) 1.03**

(2.38)
Creationy, * Average Amihud; -48.83*
(-1.75)
Creationy, * Averagel RCy -0.27
(-0.40)
Creationy, * AverageBidAsky -1.71
(-0.58)
Fund Fixed Effects Y Y Y Y Y
Date Fixed Effects Y Y Y Y Y
Standard Errors 2 way Clustered by 2 way Clustered by 2 way Clustered by 2 way Clustered by 2 way Clustered by
Fund and Date Fund and Date Fund and Date Fund and Date Fund and Date

N 134,519 104,791 123,820 123,820 123,820
Adjusted R? 8.99% 10.86% 10.01% 10.01% 10.01%
Within F.E. R? 0.02% 0.03% 0.02% 0.02% 0.02%




Second, I examine the relationship between the size of a creation basket, as measured by
In(AverageBasketSize). To do so, I infer all assets that were delivered from ETF holdings
data (including those without TRACE information) and calculate the average size of the
basket conditional on observing any delivery. APs find it more difficult to utilize informa-
tion regarding specific components of larger baskets. I report the corresponding results in
column 2 of Table 2. The coefficient on In(Average BasketSize) is 1.03, implying that, when
basket size doubles, the cost per creation decreases by .71 basis points, roughly half of the
unconditional cost per creation of 1.39 basis points. The t-stat associated with this estimate
is 2.38 and is statistically significant.

Last, I investigate three measures of portfolio liquidity: AverageAmihudy, Averagel RCY,
and AverageBidAsk;. AverageAmihud; represents the average prior month median Ami-
hud measure for bonds held by a fund. Averagel RC; represents the average prior month
median imputed round-trip cost measure for bonds held by a fund. AverageBidAsky rep-
resents the average prior month median bid-ask spread measure for bonds held by a fund.
All three values represent asset illiquidity and rise when underlying bonds are less liquid. I
report the corresponding results in columns 3-5 of Table 2. I find a marginally statistically
significant relationship only for AverageAmihud;: the coefficient is -48.83 with a t-stat of
-1.75. This coefficient, coupled with the previously discussed InvestmentGrades estimate,
provides suggestive evidence that the cost per creation is higher when assets are less liquid,
a finding that is consistent with theory.

In summary, fund characteristics predicted by APs’ strategic incentives are predictive of
the estimated hidden cost per creation, further validating the mechanism described in this
paper. When ETFs hold less liquid assets and when ETFEF managers allow smaller baskets
to be delivered in the face of asset illiquidity, the cost is higher. Such results highlight
that ETF investors pay an implicit cost, either knowingly or unknowingly, for the liquidity

transformation services that corporate bond ETFs provide.
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2.6.2 Large-Cap Equity ETFs: A Falsification Test

Unlike corporate bond ETFs, ETFs that hold large-cap US equities almost always require
APs to deliver all underlying assets when they create new shares.!> Therefore, large-cap
equity ETFs lack the institutional features that are necessary to embed the hidden cost,
making them an effective sample for a falsification test of my main specification. If large-
cap equities underperform following a creation event, the associated underperformance of
large-cap equity funds, and thus likely also of corporate bond funds, can be explained by
an alternative mechanism. Therefore, I re-estimate the results I report in Figure 4, utilizing
a sample of ETFs in the “Equity” asset class, with a “Large-Cap” and “North America”
focus as reported by ETF Global. In Figure 8, I again report the dynamics of 3 coefficients
and display 95% confidence intervals. I cannot reject the null hypothesis that large-cap US
equity ETFs show no underperformance when they experience creation days, a finding that
is consistent with theory. ETFs embed the hidden cost only when they modify the creation

process to accommodate illiquid assets such as corporate bonds.

2.7 Conclusion

In this paper I explain how the use of creation baskets that contain only subsets of assets that
underlie corporate bond ETFs can embed a hidden cost that ETF investors pay. I document
that APs deliver bonds that earn lower future returns to ETFs, with the result that ETFs
underperform their stated benchmarks by an additional 1.4 basis points per creation event.
Additionally, I isolate this cost by controlling for arbitrage motives and document the cost
using ETF prices and ETF NAVs. While the arbitrage mechanism is certainly present
around creation events, this set of facts cannot be fully explained by APs’ arbitrage trades

and instead illustrates the existence of a hidden cost of share creation. This hidden cost is

15These ETFs occasionally will utilize custom creation baskets to intentionally shift their portfolio. For
example, ETFs will often utilize a heartbeart trade upon index insertion/deletions as described in Moussawi
et al. (2019). These custom creation baskets are often designed by ETF managers at set dates and do not
face the same adverse selection present in corporate bond ETF's.
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Figure 8: Falsification Test: Return Spread Dynamics around Large US Equity ETFs

This figure plots 3 estimated using RetSpreadys., = BpCreationss + ay + ¢ + €44 for
various k. The figure also displays 95% ClIs using standard errors clustered by fund and
trading date. RetSpreadys, is the cumulative difference between ETF returns and the
benchmark index cumulated through k days following the observation date: RetSpready =
Hz:—m ETFRetfin —HZ:_QQ AUnderlyingIndexy,,. For example, RetSpready; _; is the
cumulative difference between the ETF and the index up to 1 day prior to observation (or
share creation in the case of a creation event). Creations, is a binary variable that takes
the value of one if a fund’s shares outstanding increased and zero otherwise. ~; +a; are date
and fund fixed effects.

high; investors in the average corporate bond ETF pay a 48 basis-points-per-annum hidden
cost while the average corporate bond ETF reports only 35 basis points per annum in explicit
costs. If ETF investors are fully aware of the hidden cost, the magnitude of the cost reveals
a high willingness-to-pay for the liquidity tranformation provided by corporate bond ETFs.

This hidden cost also has important policy implications. First, it highlights the need
to scrutinize the prices that are used to set ETF NAVs and thus settle creations. Prior to
this finding, regulators, academic researchers, and market participants may have reasonably

believed that NAV accuracy is critical only to the performance of open-ended mutual funds,
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not ETF performance. Second, my finding highlights the cost attributable to partial creation
baskets and in particular the cost attributable to custom creation baskets that are allowed
under SEC rule 6¢-11. While these custom creation baskets allow ETF's to engage in activities
such as heartbeat trades to defer taxes that benefit ETF investors, they also can embed a
high cost and thus represent an area of potential regulatory oversight or beneficial increases
in transparency for ETF investors.

The existence of thr hidden cost I have documented implies that investors, either know-
ingly or unknowingly, pay a high cost for the liquidity transformation that corporate bond
ETFs provide. Specifically, the cost results from modifications to creation rules that are de-
signed to induce APs to conduct arbitrage trades despite the illiquidity of underlying assets.
Many policymakers and academic researchers have expressed concerns over the fragility that
might result from liquidity transformation. I demonstrate that, even if asset illiquidity poses
no risk to financial stability, liquidity transformation is not a “free lunch.” The concessions
that ETF managers must make to induce arbitrage activity incur a high cost as a result of
APs’ ability to interact strategically with the rules. Because this cost results directly from
asset illiquidity, the framework of Chordia (1996), which implies that the more illiquid the
underlying assets are, the higher are the barriers to investor fund flows, likely extends from
mutual funds to ETFs. This cost of liquidity transformation also helps to rationalize flow
performance relationships in ETFs and to resolve open puzzles in the important strand of
literature that examines flows to investment managers. Last, as the cost of such liquidity
transformation is higher than the explicit fees reported by corporate bond ETFs, the findings
I have reported in this paper are of the first order in describing the performance realized by

ETF investors.
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6V

Table A1l: Bond Dynamics Around Delivery to ETF's
Hizfzz BondRety, 1, = BF Deliveredy ;. + B* Liquidity,, + V51 + ap + €p ¢ for select k

Up to Creation
H;i_zz BondRety 1,

Dependent Variable
Cumulative Bond Returns
through 1 Week following Creation
HZ:_QQ BondRety 1,

through 1 Month following Creation

Hioz_zg BondRety 1y,

Delivered, ¢+

AmihUdb’t

IRCy 4

BidAsk,

Bond Fixed Effects
ETF*Date Fixed Effects
Standard Errors

N

Adjusted R?
Within F.E. R?

-2.63%**
(-4.38)
80.10%**
(4.87)
1.60%**
(4.30)
14.91°%**
(5.93)
Y
Y
2-way Clustered by Bond and
Date
9,544,076
39.20%
0.14%

-4.367**
(-6.45)
104.97#**
(5.29)
2. 344K
(5.38)
18.17%%*
(6.32)
Y
Y
2 way Clustered by Bond and
Date

9,544,076
43.05%
0.20%

-4.99%*%
(-6.47)
143.50%+*
(5.15)

4 53
(8.13)
19.177%%%
(5.56)
Y
Y
2 way Clustered by Bond and
Date

9,544,076
51.69%
0.32%
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Table A2: Return Spread Dynamics Around Creation
Bi estimated from RetSpready, = BrCreations, + oy + ¢ + €y for select k are shown.

Dependent Variable
Spread Between Cumulative ETF and Benchmark Return

Up to Creation Through 1 Week After Creation Through 1 Month After Creation
RetSpready; 4 RetSpready 5 RetSpready 29
Creation 4.76%H* 0.58 -1.39%k*
(6.40) (1.63) (-3.28)
Fund Fixed Effects Y Y Y
Date Fixed Effects Y Y Y
Standard Errors 2 way Clustered by Fund and 2 way Clustered by Fund and 2 way Clustered by Fund and
Date Date Date
N 134,519 134,519 134,519
Adjusted R? 8.41% 8.53% 8.98%
Within F.E. R? 0.20% 0.00% 0.01%
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Table A3: NAV Spread Dynamics Around Creation Events
Bi estimated from NAV Spready; = BrCreations, + oy + ¢ + €54 for select k are shown.

Dependent Variable
Spread Between Cumulative ETF and Benchmark Return

Up to Creation through 1 Week following Creation through 1 Month following Creation
NAVSpready 1 NAVSpready, 5 NAVSpread ;29
Creationgy, -0.50 -0.16 -0.11
(-0.97) (-0.34) (-0.18)
Fund Fixed Effects Y Y Y
Date Fixed Effects Y Y Y
Standard Errors 2 way Clustered by Fund and 2 way Clustered by Fund and 2 way Clustered by Fund and
Date Date Date
N 134,519 134,519 134,519
Adjusted R? 12.84% 12.95% 13.32%
Within F.E. R? 0.00% 0.00% 0.00%
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Table A4: Return Spread Dynamics Around Creation Events while Controlling for Premiums
Bi estimated from RetSpready, = BrCreationys, + ﬁPPremiumﬁt + oy + ¢ + €44 for select k are plotted.

Dependent Variable
Spread Between Cumulative ETF and Benchmark Returns
through 1 Week following Creation through 1 Month following Creation

RetSpready; 5 RetSpread ;20
Creationy, -1.06** -2.33%H
(-2.11) (-3.54)
Premiumy, -2244 59%** -3157.40%**
(-9.45) (-10.15)
Fund Fixed Effects Y Y
Date Fixed Effects Y Y
Standard Errors 2-way Clustered by Fund and 2 way Clustered by Fund and
Date Date
N 139,080 139,080
Adjusted R? 17.30% 19.10%
Within F.E. R? 9.78% 11.98%
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Table A5: NAV Spread Dynamics Around Creation Controlling For Premiums
Bi estimated from NAV Spready;, = BrCreationy, + ﬁPP?"emiumf,t + ay + v5 + €5, for select k are plotted.

Dependent Variable
Spread Between Cumulative ETF and Benchmark Return
Through 1 Week After Creation Through 1 Month After Creation

NAVSpready, 5 NAVSpread ;29
Creationy, -0.73%H -0.60*
(-2.98) (-1.76)
Premiumy, 1083.44%** 1211.17%%*
(6.25) (7.32)
Fund Fixed Effects Y Y
Date Fixed Effects Y Y
Standard Errors 2 way Clustered by Fund and 2 way Clustered by Fund and
Date Date
N 139,080 139,080
Adjusted R? 18.51% 15.99%
Within F.E. R? 4.76% 3.67%
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3. Taking Sides on Return Predictability

In this paper we provide the broadest investigation to date of how various market
participants trade. We study the trading of nine market participants—retail investors, short
sellers, firms, and 6 types of institutions. Trading is examined with respect to 130 different
firm-level variables that have been shown to predict the cross-section of stock returns
(anomalies) and how each participant’s trades forecast returns.

For each investor type, we calculate changes in ownership over the 1-year and 3-year
periods preceding the month that the anomaly variables are constructed. This measurement
tells us how each market participant changed their ownership in the years leading up to
portfolio formation and conveys the likelihood that the participant is relatively over- or
under-weighted in the anomaly portfolios.

Firms are the most informed traders. When we examine share issuance during the 3-
years prior to expected return measurement, we find that the firms with the lowest expected
returns are the largest net issuers. Taken together, the 130 predictors explain 32% of the
cross-sectional variation in share issuance during this 3-year period. Share issuance is also
a strong predictor of returns, even after controlling for the trades of the 8 other market
participants. If we control for the expected returns reflected in the 130 variables, the

predictability of share issuance is weakened, but not fully eliminated. Thus, although some
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firm trades reflect firm characteristics, which are observable to the public, some trades
reflect private information.

After firms, short sellers are the most informed investors. Stocks with the lowest
expected returns, as reflected in the 130 predictive variables, have the greatest short
interest. When we examine changes in short interest during the 3-years leading up to
expected return measurement, we find that the firms with the lowest expected returns had
the greatest increases in short interest. The 130 variables together explain 11% of the
variation in short interest changes over this 3-year period. Short interest is a robust
predictor of returns, even after controlling for the trading of the other market participants.
However, once we control for the expected returns reflected in the 130 variables, the relation
between short interest and returns either weakens significantly or completely disappears,
depending on the specification. Thus, although the predictor variables only explain 11% of
short sellers’ trading, they account for almost all of short sellers’ trading performance. This
suggests that short sellers possess little private information and trade on public information.

Retail investors seem to make the worst trading decisions. We examine changes in
retail ownership during the 3-years leading up to expected return measurement and find
that stocks with the lowest expected returns have the greatest increases in retail ownership.
Retail investors also decrease ownership in stocks with high expected returns. The 130

variables together explain 18% of the variation in retail trading over this 3-year period.
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Retail trades predict lower returns, and we are able to reject the null hypothesis that this
return-predictability is explained by the expected returns reflected in the 130 variables.
Thus, at least some part of the poor trading decisions of retail investors is orthogonal to
the 130 characteristics employed in this study.

Among the 6 types of institutional investors, our findings are less definitive. None of
the institutional investors’ trades robustly predict returns. All 6 types of institutions have
the highest ownership in stocks with the lowest expected returns.! However, for each of the
institutional investor-types the 130 variables together explain 5% or less of the variation in
retail trading over the 3-year period leading up to expected return measurement.
Institutional trading therefore seems to be random and not informative. This evidence adds
nuance to the evidence from previous investigations of hedge fund performance. For
example, although hedge funds have been found to generate gross of fee performance that
contains alpha, Griffin and Xu (2009) find that hedge fund's reported equity holdings do
not outperform equity holdings reported by mutual funds. Our findings confirm these
findings in a later sample, that is hedge funds equity holdings are poorly positioned with
respect to anomalies and fail to positively predict returns. Conversely, short selling, which

is conducted predominantly by hedge funds, is well positioned with respect to anomaly

! We do not assume that retail holdings = 1 - 13F institutional holdings, as some earlier studies do. Our
reasoning is that not all institutions file 13Fs. Non-13F filers include including some foreign institutions,
nonprofits that self-manage their own funds, and institutions that manage less than $100 million.

60



strategies. This dichotomy mirrors the findings of Aragon and Martin (2012) and suggests
that hedge funds possess greater skill when short selling or trading derivatives than when
managing equity long positions.

Our paper contributes to several literatures. We find that firms are the most
informed market participants. To the best of our knowledge, this has not been shown
previously. Some earlier work does relate share issuance to expected returns. Baker and
Wurgler (2002) find that less profitable firms, larger firms, and firms with high market-to-
book ratios issue more shares. Pontiff and Woodgate (2008) and McLean, Pontiff, and
Watanabe (2009) find that firms with positive stock return momentum issue more shares.
Our findings broaden this investigation and show that overall, share issues tend to be
aligned with expected returns. We also show that the expected returns reflected in our 130
variables cannot account for the strong return-predictability stemming from share issues,
which suggests that share issuance decisions reflect managers’ private information.”

Earlier studies find that short sellers are on the profitable side of anomaly strategies.
Drake, Rees, and Swanson (2011) find that short sellers target stocks that anomaly variables
suggest should be shorted. McLean and Pontiff (2016) also find that short sellers target

anomaly-shorts, and further find that anomaly-shorting increases after an anomaly has been

2 Greenwood and Hanson (2012) find that for several anomaly strategies, when the difference in net share
issues between the anomaly-sells and anomaly-buys is greater (i.e., anomaly-sells’ net issues — anomaly-buys’
net issues), the anomaly’s subsequent long-short return spread is greater.
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highlighted in an academic publication. We add new insights to this literature as well. We
find that short sellers build positions during the 3-year period prior to anomaly-portfolio
formation, and start to exit soon after. We also find that return-predictability stemming
from short interest can only be partially explained by the information in anomaly variables.
Boehmer, Jones, and Zhang (2008) show that institutions account for about 75% of short-
sales, while individuals account for less than 2%, so monthly changes in short interest largely
reflects hedge funds. Our results therefore show that hedge funds do much better in their
short positions than their long positions, both with respect to anomalies and future stock
returns. We find that short sellers’ return predictability stems largely from their use of
public information, consistent with Engelberg, Reed, and Ringgenberg (2012), who show
that publicly available news data is associated with more informed shorting.

Our paper also contributes to a growing literature on retail investors, and helps
resolve a seeming paradox. Barber and Odean (2013) point out this paradox, which is that
over short horizons (e.g., 1-week, up to I-month) retail trade imbalances, typically measured
at the weekly frequency, predict returns in the intended direction (see Kaniel, Saar, and
Titman (2008), Barber, Odean, and Zhu (2009a), Kaniel, Saar, Liu, and Titman (2012),
Kelly and Tetlock (2013), Boehmer, Jones, and Zhang (2020)), whereas over longer horizons
(e.g., 1-year) retail trades predict returns opposite to the intended direction (see Odean

(1999), Barber and Odean (2000), Grinblatt and Keloharju (2000), Hvidkjaer (2008), and

62



Barber, Odean, and Zhu (2009a and 2009b)). Our retail trading variable is different from
the retail trade imbalance variable used in these earlier studies, as our variable reflects
accumulated trades over l-year and 3-year horizons, scaled by shares outstanding. Our 3-
year variable predict lower returns, while controlling for the weekly trade imbalance. Taken
together, these results show that temporary spikes in retail trading (i.e., weekly trade
imbalances) predict returns in the intended direction, whereas retail trading aggregated over
long horizons (our variable) predicts returns in the unintended direction. We also find that
predictability from both retail trading variables cannot be explained by the 130 predictors.

With respect to institutions and stock return anomalies, Edelen, Ince, and Kadlec
(2016) suggest that institutions may contribute to anomalies, as they find that in the year
prior to portfolio formation, institutional demand is typically on the wrong side of 7 anomaly
strategies. We broaden the analysis to 130 anomalies, and also find that institutions’
portfolios tend to be weighted against anomalies, although our conclusion is that anomaly-
characteristics are not very important in explaining institutions’ trading decisions and
performance. Calluzzo, Moneta, and Topaloglu (2019) use a sample of 14 anomaly strategies,
and find that some institutions, mainly hedge funds, follow anomaly strategies post-portfolio
formation in their long positions, but only after an anomaly is highlighted in an academic

publication. This result helps explain McLean and Pontiff’s (2016) post-publication decay
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in anomaly returns. We don’t find evidence of hedge funds trading with our 130 anomalies,

although we don’t focus on publication dates like Calluzzo, Moneta, and Topaloglu (2019).

3.1. Sample and Data
3.1.1 Trading Overview

Our trading measures are calculated over frequencies of 1-quarter, 1-year, and 3-
years. Our trading measures reflect changes in ownership over each horizon. The
participants we consider are retail investors, firms, short sellers, and 6 types of institutions
that report their holdings on form 13F. Given that our variables are constructed over
horizons of 1 quarter or longer, they do not reveal potentially informed intra-quarter trading
such as in Puckett and Yan (2011) and Kacpercyzk, Sialm, and Zhang (2008). Derivative
holdings can also be an avenue for informed trading (Aragon and Martin, 2012), and these

are also not reflected in our trading variables.

3.1.2 Retail Trading

We estimate retail trading via the methodology developed in Boehmer, Jones, Zhang,
and Zhang (2021), which identifies marketable orders originating from retail investors.
Boehmer et al. (2021) show that due to the modern characteristics of market structure and

rules of Regulation NMS (National Market System), one can identify retail orders based on
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the sub-penny pricing of the execution. Retail marketable buy orders are likely to be
internalized and receive sub-penny price improvement such that the trade price falls slightly
below a whole cent. Conversely, retail marketable sell orders are likely to be internalized
and receive sub-penny price improvement such that the trade price falls slightly above the
whole cent. Thus, as outlined by Boehmer et al. (2021), we calculate the fraction of the
penny associated with the transaction price: Z; = 100 * mod (P, 0.01) where Py is the
transaction price in the stock. Trades reported to FINRA TRF (exchange code ‘D’) with a
Zi in the range of (0.6, 1) are identified as buys by retail traders. Similarly, trades reported
to FINRA TRF with a Z; in the range of (0, 0.4) are identified as sells by retail traders.
Consistent with Boehmer et al. (2020), we do not identify trades with Zs in the range of
(0.4,0.6) as retail trades, since some advanced order types, such as pegged orders, can result
in transaction prices at or near half pennies that do not involve retail traders.?

We diverge from Boehmer et al. (2021) in how we aggregate buys and sells from
retail traders to form our retail trading measure, although we do some tests with their
weekly trade imbalance measure. We calculate the daily percent of equity purchased by

retail traders as (retail buys — retail sells) / shares outstanding as reported by CRSP. We

3 To our knowledge, this retail measure is the only viable retail measure that can be constructed from
commercially available data. Hvidkjaer (2008) proposes a measure based on trade size, but this method is no
longer viable since the proliferation of market fragmentation and algorithmic trading prevents the
identification of the original order size.
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then aggregate this measure to periods ranging from 3 months to 3 years. We choose to
scale net retail buying volume by shares outstanding because we believe a measure of the
percent of equity purchased by retailers will act as a better proxy for how much investors
overweight or underweight stocks, and thus their exposure to the anomaly portfolios that
we include in this study. This scaling also facilitates direct comparisons to our other trading
measures (describe below), which are also scaled by shares outstanding.

In order to construct our retail trading variable, we require that for every month
during the relevant period, the stock must have at least one retail-initiated trade. This
ensures that the stock was actively traded and was not newly listed or temporarily delisted.
The identification of retail trade relies on Regulation NMS, so we restrict our sample to the
period of October 2006 through December 2017. We find the share of identified retail
initiated trades rises beginning in October 2006. We exclude stocks with prices under $1,
measured one month before the anomaly portfolios are constructed. Such low-priced stocks
are often excluded in anomaly studies. Lastly, we restrict our sample to common stock with
share code 10 or 11 and listed on the NYSE, NYSE MKT (formerly Amex), or NASDAQ.

Retail limit orders are not internalized. There also may be retail market orders that
are not internalized. As such, we are aggregating a subset of the population of retail trades,
and the resulting variable may be nosier than the institutional trading variables. That

stated, Boehmer et al. (2021) validate this methodology using actual retail trade data from
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both Kelley and Tetlock (2013) and NASDAQ), and find that this retail trading estimate is
highly correlated with actual retail trades.

From 2016 to September 2018 the SEC enacted a tick size pilot program that affected
tick sizes for some, but not all listings. Stock listings in the program are divided into one
control group and three test groups. Participation in the control group and one of the test
groups does not affect our retail trading measure. Participation in two of the test groups
will sometimes (but not always) affect our measure. During the tick pilot program
subsample this affects 16.4% of our firm-month observations, and during our entire sample
it affects 1.7% of our firm-month observations. Miscalculation induces an errors-in-variables
problem, so data from the tick program will produce test statistics that are biased towards
not rejecting the null. In untabulated results we find that omitting data from the pilot
program time period does not affect our retail trading results.

Table 1 shows that our 1-year and 3-year lagged trading measures have mean values
of 0.03% and 0.05%, respectively. This is sensible, as retail investors accumulate some
stocks, and sell others, so on average retail trading is close to zero. Similarly, our 3-month

trading measure has a mean of 0.00%.

3.1.3. Institutional Trading

We obtain institutional holdings data from quarterly SEC 13F and S12 data, and
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use these data to estimate our trading variables. Not all institutions file 13F. U.S.
institutions that manage less than $100 million in 13F securities are not required to file
form 13F. Foreign institutions are only required to file 13F if they both pass the $100 million
threshold and “use any means or instrumentality of United States interstate commerce in
the course of their business.” French (2008) reports that according to Fed Flow of Funds
data, foreign institutions own 16.3% of U.S. equities, while 13F's reflect foreign institutional
ownership of 7.6%, so the majority of foreign institutional holdings are not reflected in 13Fs.
Non-profits that self-direct their portfolios also do not have file 13F. Some institutions apply
for SEC exemption from disclosing some profitable positions (Agarwal, Jiang, Tang, and
Yang, 2013, and Aragon, Hertzel, and Shi, 2013), so these positions are also not reflected
in 13F. For these reasons, we do not assume that 1 — 13F holdings is equal to retail holdings.

We estimate mutual fund, bank, insurance, wealth management, hedge fund, and
“other” (unclassified) institutional trading using changes in institutional holdings reported
in 13F filings.> We utilize 13F filings documented by Thomson Reuters and supplement
them with SEC 13F filings in order to correct known issues with Thomson Reuters data in
the later parts of our sample. We use the following methods to classify institutions into one

of six types:

1 See the rule here: www.sec.gov/divisions/investment/13ffaq.htm
5 Bushee (1998) and Cella, Ellul, and Giannetti (2013) bifurcate 13F data into 9 subgroups. Since we include
3 non-13F participants, our decision to focus on six 13F groups is intended to improve exposition.
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e To identify mutual fund institutions, we merge mutual fund holdings reported in S12
filings and documented by Thomson Reuters with 13F filings. We classify the number
of shares reported by mutual funds as shares held by mutual fund institutions.

e We identify banks and insurance companies using type codes provided by Brain
Bushee.® The holdings that are denoted as bank holdings are typically from trust
accounts that are managed by a financial advisor.

e If an institution is not a bank, insurance company, and does not have any mutual
funds, we then classify them as either a wealth management or a hedge funds using
text criteria based on institution names.”

¢ Any remaining institutions are classified as “Other” institutions.

Regarding holdings classified as “Other,” these holdings appear to be directed by
large investment banks that do not have commercial banking operations. We expect that
most of these shares are held in separate accounts or collective investment trust (CIT).
Separate accounts are non-comingled managed accounts whereas CITs are commingled.
CITs have the appearance of a mutual fund, and are often used in workplace retirement

plans. Some of the holdings classified as “Other” may reflect proprietary trading.

6 Brian Bushee’s classification schem can be found here:

http://acct.wharton.upenn.edu/faculty/bushee/Ilclass.html

" In order to identify wealth managements, we perform case insensitive searches for "Wealth Manag", "Wealth
MGNT", "Private", "PRVT" and "advisor." We then perform case insensitive searches for the remaining
institutions "LLC", "L.L.C." "L L. C", "L. L. C.", "LP", "L.P", "L P", "L. P", or "Partner" to identify hedge
funds.
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A visual inspection of the institutions classified as Hedge Funds, Wealth Managers,
and Other, affirms that our textual classification does a reasonable job. We have also
experimented with classifications based on hedge fund lists and hedge fund databases, such
that the designation as a hedge fund occurs before our sample starts.® These exercises
produce very similar results. All of the methods that we investigated avoid designating a
firm a hedge fund based on a future list or database. List or database inclusion is likely to
follow good performance. Our decision avoids a look-ahead bias that overstates the ability
of hedge funds to accumulate positions in well-performing stocks.

To estimate the institutional trading of each firm, we scale the aggregated shares
held by each institution type by the number of shares outstanding. We then calculate the
change in the percentage of shares outstanding held by each type of institution, over periods

of 3-months, 1-year and 3-years, the same horizons as our retail trading variables.

3.1.4. Short Sellers
Stocks exchanges report end-of-month short interest. We retrieve this information

from Compustat. As we previously note, Boehmer, Jones, and Zhang (2008) document that

8 Specifically, we utilize two different hedge fund classifications from prior literature. First, we use the hedge
fund identification scheme of Cella, Ellul, and Giannetti (2013). Secondly, we use the identification scheme of
Agarwal, Fos and Jiang (2013). They manually identify the universe of hedge funds that had made 13F filings
as of 2008 so as to mitigate selection biases of self-reporting hedge funds. We also attempted to augment the
Agarwal, Fos and Jiang (2013) hedge fund list with text-based logic to identify hedge funds that first file 13Fs
later than 2008. In all of these cases, our results with respect to hedge funds do not materially change.
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the majority of short positions are held by hedge funds. We calculate Short Seller Trading
as changes in short interest scaled by shares outstanding.” We sign this variable such that
increases in short interest result in negative values of Short Seller Trading and decreases in
short interest (net closing of short positions) result in positive values of Short Seller Trading.
Table 1 shows that the mean of the 3-month, 1-year and 3-year Short Seller Trading
variables are -0.03%, -0.18% and -0.49% respectively. Thus, in our sample, aggregate short

interest increased.

3.1.5. Firm Trading

Firm trading is measured as the percentage change in the firm’s shares outstanding
(adjusted for splits and stock dividends). This follows the method in Pontiff and Woodgate
(2008) and McLean, Pontiff, and Watanabe (2009). We scale the change in shares (share
issues minus share repurchases) by shares outstanding, and sign this variable such that
positive values of Firm Trading indicate a reduction in shares outstanding, i.e., a firm
buying back its shares. We create this variable each month using the CRSP reported shares

outstanding adjusted for splits and stock dividends. Similar to our institutional trading

9 For the Short Seller Trading measure, we utilize shares outstanding as reported by Compustat. After
auditing, we believe the Compustat reported shares outstanding better aligns with Compustat short interest
data and thus results in less errors due to stock splits than a measure reliant on CRSP data. For all other
trading measures, including Firm Trading, which most directly relies upon shares outstanding, we utilize
CRSP reported shares outstanding.
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variables, shares outstanding data may only substantively update on a quarterly basis, when
firms release financial reports regarding the completion of share repurchases. Table 1 shows
that the mean of 3-month, 1-year and 3-year Firm Trading variables are -0.87%, -3.92%
and -11.40% respectively. Thus, in our sample, the average firm issued more shares than it
repurchased (although larger firms may have been net repurchasers, as has been reported

in the media).

3.1.6. Trading Among the Market Participants

Some readers ask whether our 9 participants encompass virtually all participants. If
this were the case, then an adding constraint yields one of the trading groups redundant.
As we explain earlier, this is not the case, as non-profits, most foreign institutions, and
other exempted institutions do not report their holdings on form 13F, and the holdings of
these participants can be substantial.

Panel B of Table 1 reports average cross-sectional correlations among the various
trading variables. The trading variables are each measured over a 3-year period. The first
column shows that the correlations between retail investors and the other investors are
negative, telling us that retail investors tend to trade against the other market participants.
The retail correlations are strongest with firms and short sellers, as these correlations are -

0.33 and -0.19, respectively.
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Short sellers also trade against the other market participants. The correlations are
especially strong with mutual funds, banks, hedge funds, and other institutional investors,
ranging from -0.11 to -0.23. The correlation between short sellers and firms is only 0.01, so
these two participants do not trade against each other. As discussed above, the correlation
between firms and retail traders are particularly strong, with a value of -0.33. The
correlation between firms and institutions are weak and generally negative, ranging from -
0.07 to- 0.03. This negative correlation between institutions and firms is consistent with
Ince and Kadlec (2020), who find that share issues and repurchases are an increasingly
important counterparty to 13F institutions’ trades.

Panel C of Table 1 presents quarterly trading autocorrelations. Most participant’s
exhibit negative autocorrelation, thus more buying is typically followed by less buying or
selling. The biggest exceptions are retail investors and firms who show quarter-to-quarter

persistence of 0.25 and 0.15, respectively.

3.1.7. Stock Return Anomalies

We use a sample of 130 stock return anomalies that are documented in published
academic studies. This builds on the 97-anomaly sample used in McLean and Pontiff (2016)
and Engelberg, McLean and Pontiff (2018) and the 125-anomaly sample used in Engelberg,

McLean and Pontiff (2020). All of the anomaly variables are constructed with data from
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CRSP, Compustat, and IBES. We exclude anomalies based on institutional investors, short
sellers, and share issues and repurchases.

To create the anomaly variables, stocks are sorted each month on each of the
anomaly-characteristics. We define the long and short side of each anomaly strategy as the
extreme quintiles produced by the sorts. Some of our anomalies are indicator variables (e.g,
credit rating downgrades). For these cases, there is only a long or short side, based on the
binary value of the indicator. We remake the anomaly portfolios each month.

Like Engelberg, McLean, and Pontiff (2018 and 2020), we create an anomaly index
Net, which is the difference between the number of long and short anomaly portfolios that
a stock belongs to in a given month. As an example, a Net value of 10 in month ¢ means
that a stock belongs to 10 more anomaly-long portfolios than anomaly-short portfolios in
month ¢. Table 1 shows that in our sample, Net has a mean value of -1.30, and a standard
deviation of 8.90.

In Table 2, we sort stocks each month on Net into quintiles. We report the average
Net values for each quintile at time ¢, and for each of the three years before and after time
t. One takeaway from Table 2 is that most of the heterogeneity described by the net measure
resides in the extreme quintiles. Moving from the low to high Net quintiles, the average Net
values are -10.3, -0.7, 1.0, 1.6, and 8.5. So, there is not much difference in Net values among

quintiles 2, 3, and 4, but a large difference, of 18.8, between quintiles 1 and 5.
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Table 2 also shows that Net is highly persistent in all of the quintiles. In the low Net
quintiles, the average Net values are -8.5, -8.9, -9.2, and -10.3, for times -3, t-2, t-1, and t,
and then -9.2, -8.9, and -8.6, for times t+1, t+2, and t+3. For the high Net quintiles, the
average Net values are 6.6, 6.9, 7.3, and 8.5, for times ¢-3, t-2, t-1, and ¢, and then 7.3, 7.0,

and 6.7, for times t+1, t+2, and t+3. The three middle quintiles show persistence as well.

3.2. Main Findings
3.2.1 Trading Prior to Anomaly Portfolio Formation

In this section of the paper we ask how each market participant trades prior to stocks
being assigned to anomaly portfolios. If a stock is an anomaly-buy (or anomaly-sell) at time
t, the time of portfolio formation, which participants increase or decrease their ownership
of the stock prior to time ¢? We answer this question in Table 3. Panel A studies trading 1
year prior to time ¢, whereas Panel B studies trading 3 years prior to time t. As we explain
in the previous section, the trading variables are changes in ownership scaled by shares
outstanding, i.e., buys minus sells scaled by shares outstanding. In Panel C, we consider the
weekly trade imbalance measure from Boehmer et al. (2021). This variable is measured as
buys minus sells divided by buys plus sells, all measured over the 5 trading days preceding

time f.
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The findings in Table 3 show that retail investors and the long-side of hedge funds
tend to do the worst with respect to anomalies, as both build positions in eventual anomaly-
shorts and reduce holdings in eventual anomaly-longs. Short sellers do the best; they
increase short interest in the eventual anomaly-shorts and reduce short interest in eventual
anomaly-longs. Firms are net issuers of all types of stock, however firms that are anomaly-
shorts issue the most shares. Note that firms are not like the other trading groups, as they
may need to raise capital to operate. The other institutions are a mixed bag. None of them
consistently get things right. Insurance companies do the best, building positions in longs
and reducing their positions in shorts. Overall, the results here suggest that firms and short
sellers are the smart money.

Examining the results in more detail, Panel A shows that, in the year prior to
anomaly portfolio formation, retail investors’ value in the anomaly-short portfolio is 0.10%,
whereas the value in the anomaly-long portfolio is -0.02%. The difference between these two
values is statistically significant. Hedge funds also accumulate shorts and sell anomaly-
longs. For hedge funds, the trading values in the anomaly-short and anomaly-long portfolios
are 0.17% and -0.24%, respectively. Similarly, insurance companies buy anomaly-shorts and
do not have any change in their holdings of anomaly-longs.

Other institutional investors accumulate both anomaly-longs and anomaly-shorts,

but they accumulate more of the shorts. The trading values for other institutional investors
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are 1.35% and 1.31% for the anomaly-longs and anomaly-shorts, respectively. Mutual funds
reduce their holdings in both anomaly-longs and anomaly-shorts; however, they sell the
longs more. The values in the anomaly-long and anomaly-short portfolios for mutual funds
are -0.14% and -0.19%, respectively. Wealth managers and banks are relatively neutral,
their trading does not go with or against anomalies in a noticeable way.

Short sellers increase short interest in anomaly-shorts and reduce short interest in
anomaly-longs. The values are -0.47% and 0.11% in the anomaly-short and anomaly-long
portfolios, respectively. Firms are net issuers of shares in all five of the portfolios, however
firms that are anomaly-shorts issue more shares than do firms that are anomaly-longs. Net
share issuers are equal to -4.68% for anomaly-shorts and -3.39% for anomaly-longs.

Panel B examines the 3-year trading measures. The same patterns emerge as in Panel
A. The differences in Panel B are, in most cases, larger than the differences in Panel A,
showing that the associated trading patterns persisted for more than one year. If the
patterns were of the same magnitude as in Panel A, then we could attribute all of the
trading to trading in the final year before portfolio formation. However, the stronger
patterns in Panel B suggest consistent trading for more than one year.

Panel B further confirms that retail investors buy anomaly-shorts and sell-anomaly-
longs. The short and long values are 0.22% and -0.05%, respectively, for retail investors.

Mutual funds sell all stocks in all five quintiles, however they sell more than three times as
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much long as shorts. The mutual fund trading values are -0.23% and -0.77% for the
anomaly-shorts and anomaly-longs, respectively. Banks display a similar pattern to mutual
funds, with trading values of -0.54% and -0.84% in anomaly-shorts and anomaly-longs.
Other institutional investors accumulate stocks in all 5 quintiles, however they accumulate
more anomaly-shorts than anomaly-longs, as the values are 5.42% and 3.11% for the short
and long portfolios. Wealth managers now buy slightly more anomaly-shorts than anomaly-
longs, while insurance companies sell slightly more shorts than longs.

Like in Panel A, hedge funds trade against anomalies at the 3-year horizon. Hedge
funds buy both anomaly-shorts and anomaly-longs, however they buy more shorts than
longs. The values are 0.75% and 0.03% in the short and long portfolios, respectively.
Brunnermeier and Nagel (2004) document that hedge funds were overexposed to internet
glamour stocks during the internet bubble and then reduced their positions before the
bubble burst. If this apparent ability to time mispricing extends more generally, we would
expect hedge funds to increase ownership in anomaly-longs and decrease ownership in
anomaly-shorts, yet we do not observe this.

Short sellers increase short interest in shorts and reduce it in longs. The values are
0.28% and -1.26% for the longs and shorts respectively. Firms are net issuers across all five
of the quintiles, however firms that are anomaly-shorts issue more shares than do firms that

are longs. Firms that are shorts issue shares equal to 13.86% of shares outstanding, while
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firms that are longs issue 9.81%. For both firms and short sellers, the magnitudes are larger
in Panel B than in Panel A, suggesting that these trading patterns were persistent over the
entire 3-year period.

Panel C reports finding using the weekly trade imbalance measure for retail investors.
We study this variable so that we can better compare our findings to those in Boehmer et
al. (2021). Panel C shows that the weekly trade imbalances are negative in all five quintiles.
The negative trade imbalance is significantly higher in the anomaly-buy quintile as
compared to the anomaly-short quintile. Thus, both the trade imbalance measure and the
longer-term trading measure that we develop point towards retail investors trading against,
or at least not conditioning on, the information in anomaly variables. These findings also
show that the positive relation between the weekly trade imbalance and subsequent stock
returns, as documented in Boehmer et al. (2021), is not the result of retail investors trading
on anomalies or using information that is reflected in anomaly variables. Instead, whatever
information retail investors use seems to be orthogonal to the information reflected in
anomalies.

To assess robustness, in untabulated results we re-estimate Table 3 by grouping
firms in quintile with an alternative to Net. Whereas Net is a simple count of anomaly
exposure, the alternative is the predicted value from a panel regression of returns on 130

predictors and time fixed effects that utilizes five years of previous data to forecast next
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period’s return. This new estimation produces results that are broadly consistent with Table

3. Of the 11 significant high-low differences in Table 3, 9 remain significant with the same

sign. Two findings become insignificant: one-year insurance company trading and the weekly

order imbalance. The new estimation also produces three significant t-statistics that are

insignificant in Table 3—both one and three-year bank trading are negative and significant,

as is three-year mutual fund trading.

3.2.3. Regression Evidence with Individual Predictors

In Table 4 we continue to study how each market participant trades prior to stocks

being assigned to anomaly portfolios. In Table 4 we estimate firm-level regressions, where

the trading variable is the dependent variable and the 130 predictors are the independent

variables along with time fixed effects. The table reports the within-effects R’ for each

regression, or the percentage of cross-sectional variation in trading that is explained by the

130 predictors.

As we explain earlier, the monthly anomaly variables are indicators equal to 1 if the

stock is in the long-side portfolio, -1 if the stock is in the short side portfolio, and zero

otherwise. To create the portfolios stocks are sorted each month on each of the anomaly-

characteristics and the long and short side of each anomaly strategy are the extreme
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quintiles produced by the sorts. Some of our anomalies are indicator variables (e.g., credit
rating downgrades), so for these variables there is only a long side or short side.

In Panel A of Table 4 the dependent variable is trading measured over the last year.
The findings show that future anomaly indicators explain a significant amount of the
trading for firms and retail investors. The within-effect R?is 11.51% for retail investors and
21.99% for firms (share issuance). For short sellers, the statistic is 3.83%. Table 3 shows
that retail investors trade against the predictors, whereas firms and short sellers trade with
the predictors. The results here show that these cross-sectional trading decisions are largely
idiosyncratic. Similarly, the R’ from regressions of stock returns on the indicators are
typically under 10%, i.e., stock returns are mostly idiosyncratic.

For the 6 different institutional trading variables the R’ range from 2.10% for other
institutional investors to 0.27% for wealth managers. The results therefore show that future
anomaly indicators are far more important in explaining trading decisions for firms and
retail investors, and to a lesser extent short sellers, as compared to institutional investors.

Panel B reports the results using trading over the last 3 years. The R”statistics are
larger as compared to those in Panel A. For firms, the R?statistic is 32.22%, showing that
a significant amount of share issuance reflects future anomaly indicators. For retail
investors, the R? is 18.10%), which is also a sizeable effect. For short sellers, the R?is 11.35%.

Table 3 showed that firms and short sellers were trading in a manner that was aligned with
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anomaly variables, whereas retail investors were not. The results here give a better idea of
the economic significance of that result.

The R?for the institutional investors are larger as compared to those in Panel A, but
still 5% or under in all cases. The highest is for banks, 5.08%, and the lowest is for wealth
managers, 0.60%. As with Panel A, we conclude that institutional trades are largely
idiosyncratic and mostly unrelated to the cross-section of expected returns.

Panel C reports the results for the weekly trade imbalance variable. The R?is only
0.44%, so these retail trading surges are unrelated to the universe of documented cross-

sectional predictors.

3.2.4 Portfolio Holdings

In this section of the paper we study the portfolio holdings of the various market
participants. We observe holdings for institutions and short sellers, but not retail investors.
Holdings by firms as measured by total shares outstanding also lacks a clear economic
meaning and is thus not reported. To perform our holdings analyses, we sort firms into
quintiles based on Net, and then tabulate the percentage of shares outstanding held by each
market participant. Overall, the findings show that only short sellers are well-positioned
with respect to anomalies, whereas all 6 types of institutions are positioned against

anomalies. Although we do not control for firm size, in earlier drafts we report holdings
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regressions where we control for price and size, and the findings are the same, i.e.,
institutions hold more anomaly-shorts than anomaly-longs.

The first row of Table 5 shows that mutual funds own on average 13.9% of shares in
anomaly-shorts and 7.7% of shares in anomaly-longs, so mutual funds’ holdings contradict
anomaly strategies. Similarly, banks own 8% of shares outstanding in the shorts and 4% in
the longs, hedge funds own 7.7% of the shorts and 5.8% of the longs respectively, while
“other” or unclassified institutional investors own 39.4% of the shorts and 26.2% of the
longs. Insurance companies and wealth managers have smaller holdings, but both own
significantly less shorts than longs.

Short interest averages 6.4% in anomaly-shorts and 2.7% in anomaly-longs. This is
consistent with the findings in the earlier tables, where short sellers are shown to sell
anomaly-shorts and buy anomaly-longs. Hence, short sellers are positioned to take
advantage of anomaly strategies, whereas institutions do the opposite. As we mention in
the Introduction, it is likely that most short positions are held by hedge funds. Interestingly,
we see here that hedge funds do not position themselves correctly with respect to anomalies
on the long-side.

These results lend support to the view that the long-run accumulated trade variable
that we use in Table 5 is a decent proxy for a trader being over- or underweight in anomaly

long and shorts. The differences between holdings are similar to the differences in the three-
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year measures. The signs correspond for all participants except for insurance companies.
Overall, these results tell the same story as the earlier tables—institutional investors tend

to be on the wrong side of anomaly strategies, while short sellers are on the right side

3.2.5 Trading After Anomaly Portfolio Formation

In Table 3, we examine trading during the l-year and 3-years prior to anomaly
portfolio assignment. In Table 5, we study holdings at the time of anomaly portfolio
assignment. In Table 6, we study trading over the 3-months subsequent to anomaly portfolio
assignment. That is, we study how the various market participants trade with respect to
observable anomaly variables, e.g., do retail investors buy stocks that are currently
anomaly-longs and sell stocks that are currently anomaly-shorts?

Most anomaly strategies are shown to predict returns from periods ranging from 1
month to 12 months. Our Net variable is designed to predict returns over the subsequent
month, but it does predict returns over the next 12 months (not reported in tables). Hence,
it makes sense to buy high Net stocks and sell low Net stocks over the measurement period
that we study here, which is the 3 months subsequent to portfolio assignment.

Table 6 shows that after the time of portfolio formation, retail investors continue

their tendency to buy anomaly-shorts and sell anomaly-longs. The values for retail trading
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are 0.00% and -0.01% for the anomaly-long and anomaly-short portfolios, respectively, with
a t-statistic of 2.1.

Short sellers now reduce short interest in anomaly-shorts. They increase short
interest in most of the other quintiles, but reduce it in anomaly-shorts. Taken together with
the results in Tables 3 and 5, the results here show that short sellers begin to exit their
anomaly positions, perhaps too quickly, as anomaly-shorts do have low returns over this
period. This concurs with recent findings based on hedge fund trade-level data (Beschwitz,
Lunghi, and Schmidt, 2021). However, the reduction in short interest here is small compared
to the short interest reported in Table 5, so this is a slow exit. Firms are net issuers across
all 5 quintiles, but more so the anomaly-shorts, so firms continue to trade in agreement
with predicted returns.

Institutional trading is largely the same as before. Insurance companies trade in the
direction of expected returns. Hedge funds trade opposite of expected returns. The other
institutions do not trade significantly in one way or the other.

Panel B studies the retail weekly trade imbalance measure. Here again, retail
investors trade opposite to expected returns. The trade imbalance is negative in all five
quintiles, however the selling is greatest in the quintile with highest expected returns, and

lowest in the quintile with lowest expected returns. The results here again suggest that the
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information that generates the impressive return-predictability documented in Boehmer et

al. (2021) is not reflected in anomaly variables.

3.2.0. Regression Evidence with Individual Predictors

In Table 7 we continue to study how each market participant’s trades reflect lagged
anomaly variables. Like in Table 4, we estimate firm-level regressions, where the trading
variables are the dependent variables and the 130 predictors are the independent variables
along with time fixed effects. We report within-effects R’ for each regression, or the
percentage of cross-sectional variation in trading that is explained by the 130 predictors.

As in Table 4, The R”statistics are greatest for firms and retail investors. For firms
the statistic is 9.21% and for retail investors it is 2.15%. The statistics here are smaller than
those reported in Table 4, which measured trading over the 1-year and 3-year periods prior
to anomaly portfolio assignment. The results still suggest that the characteristics can help
explain firms’ share issuance decisions. For institutional investors the R?are all under 1%,

and the R?is also under 1% for the weekly trade imbalance variable, reported in Panel B.

3.2.7 Predicting Stock Returns
In this section of the paper we study how retail, institutional, short seller, and firm

trading predicts stock returns. Earlier studies show that firm trading (repurchases minus
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issues) predicts higher returns (e.g., Pontiff and Woodgate (2006) and McLean, Pontiff, and
Watanabe (2009)). Earlier studies also show that over long-horizons, increases in
institutional ownership forecast lower returns (see Gutierrez and Kelly (2009), Dasgupta,
Prat, and Verado (2011), and Edelen, Ince, and Kadlec (2016)). Papers by Dechow et al.
(2001) and Duan, Hu, and McLean (2009) show that high levels of short interest portend
low returns. As we mention in the Introduction, several papers show that weekly retail-
trade imbalances, which are measured as buys minus sells scaled by buys plus sells, predict
returns in the intended direction over short horizons (e.g., 1-month or less). We therefore
include weekly retail-trade imbalances in our regressions.

Table 8 reports our findings for the 1-year trading variables. The trading variables
are measured over months ¢-11 through ¢, while price and size (used a controls) are measured
at time t. The weekly trade imbalance is measured during the last week of month ¢. The
dependent variable is the monthly stock return in month ¢+7 expressed in basis points.

The results show that the effects of each variable on stock returns are fairly
independent of one another, as the coefficients are mostly similar in the univariate and
multivariate specifications.

The first 11 regressions are univariate with Net and each trading variable tested
independently. Consistent with earlier studies, the coefficients for Net, the weekly trade

imbalance, firm trading, and short seller trading are all positive and significant. New to the
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literature, the coefficient for bank trading is negative and significant. The coefficients for
the other institutions are insignificant.

The regressions reported in the last two columns include Net and all of the variables,
with the regression in the final column also controlling for price and size. In both of these
regressions, the coefficients for Net, the weekly trade imbalance, firm trading, and short
seller trading are all positive and significant, while the coefficient for banks is negative and
significant. In the final specification the coefficient for retail trading is negative, and at the
borderline for significance.

With respect to economic significance, in the regression reported in the final column,
the coefficient for the weekly trade imbalance is 59.23 (t-statistic = 8.95). The weekly trade
imbalance variable has a standard deviation of 0.35 so a one standard deviation increase in
retail trading leads to a decrease in monthly returns of 21 basis points, which is a meaningful
effect. The coefficient for the firm trading variable is 172.05, so a one standard deviation
increase in the firm trading variable implies a monthly return that is higher by 23 basis
points.

The short selling coefficient shows an increase in monthly return of 13 basis points,
per standard deviation increase. A one standard deviation increase in Net yields an increase

in monthly return of 23 basis points. Most of the anomaly variables used in Net are post-
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publication (our sample begins in October of 2006), and McLean and Pontiff (2016) find
that anomaly predictability is about half as large post-publication.

The coefficient for bank trading in the final specification is -459.37. A one standard
deviation increase in bank trading yields a decrease in subsequent monthly return of about
11 basis points. As we mention above, banks are the only institution to predict returns in
our sample, and to the best of our knowledge such return-predictability has not been
previously linked to bank trades.

Table 9 studies return-predictability with the 3-year trading variables, and produces
stronger findings for several of the measures. As in Table 8, short seller trading and firm
trading predict returns in the intended direction. The retail trading coefficient is now
negative and significant in all specifications. Measuring retail trades over a longer horizon
therefore appears to be important, as the one-year retail trading coefficient is insignificant
in Table 8. In the most complete specification reported in the final column, a one standard
deviation increase in retail trading reflects a 20-basis point decrease in returns.

The trades of mutual funds, banks, insurance companies, and other institutions are
negative and significant in the univariate regressions, but not in the more complete
regressions reported in the final two columns: all four coefficients are insignificant. Overall,

the findings show that institutions’ trades do not robustly predict returns.
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3.2.7 Ezxplaining Trading Return-Predictability with Anomalies

In this last table we examine whether anomaly return-predictability can explain the
relation between investor trading and future stock returns. In the earlier tables, we control
for anomaly predictability with the composite anomaly variable Net. In this table, we take
the 130 anomaly variables used to create Net, and regress stock returns on the entire 130.
We take the residual from that regression, and regress the residual on the variables used in
Tables 8 and 9.

Table 10 shows that the return-predictability of retail trading, which was found to
be a strong predictor in Table 9 at the 3-year horizon, is not explained by the 130 predictive
variables employed in this study, which taken together reflect academia’s best guess at the
cross-section of expected returns. In Panel A, the 1-year retail trading coefficients are
insignificant, as in Table 8. In Panel B, the 3-year retail trading coefficients are highly
significant. The most complete specification reported in the final column, the retail trading
coefficient has a t-statistic of -4.62. The underperformance of retail trades is therefore not
fully explained by retail investors’ tendency to trade against anomalies.

The weekly order imbalance variable remains highly significant in these
specifications.

Whatever information is reflected in these trade spikes is therefore largely orthogonal to the
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information reflected in the anomaly variables. The findings here again suggest that
whatever information retail investors possess is not reflected in our set of predictors.

The trades of short sellers are marginally significant in Panel A and insignificant in
Panel B. As a comparison, short sellers’ trades are significant in all of the specifications
reported in Tables 8 and 9. Hence, the predictability stemming from short sellers is largely
explained by the group’s tendency to trade with anomaly variables. The firm trading
variable is significant in the most complete specification in Panel A, however when
compared to Table 8 the significance shrinks from 3-star to 2-star and coefficient shrinks
by more than one-third. In Panel B, the coefficient flips sign and is negative and insignificant
in the most complete specification, whereas in Table 9 the relation is positive and significant.
The positive relation between firm trading and return-predictability can therefore is some
part be explained by firms trading in the direction of the 130 predictive variables, but this
is not the entire story. Like retail investors, firms seem to have a source of information that

is orthogonal to the 130 predictive variables.

3.3. Conclusions

In the broadest study of market participation to date, we examine how the trades of

retail investors, institutional investors, short sellers, and firms relate to stock return

anomalies and future stock returns. We find that firms and short sellers are the smart
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money. Both firms and short sellers tend to trade in the direction of expected returns, as
both heavily sell anomaly-shorts, but not anomaly-longs, and their trades predict returns
in the intended direction. The return-predictability stemming from short sellers’ trades can
be explained by their tendency to trade in the direction of the predictive variables,
suggesting that short sellers do not possess private information. This is also true in some
part for firms, although a good part of the predictability stemming from firms’ trades is
orthogonal to the 130 variables used in this study, suggesting that firms possess private
information.

Retail investors perform the worst. Their trades predict returns in the unintended
direction, and they tend to buy (sell) stocks with low (high) expected returns. This is in
contrast to weekly retail trade imbalances, which do predict returns in the intended
direction. In both cases, the return-predictability stemming from retail investors cannot be
explained by the information reflected in the 130 predictive variables.

Institutions can be described as neutral, at best. Their holdings are tilted against
expected returns, meaning institutions hold more stocks with low expected returns as
compared to high expected returns, although they begin to unwind these positions after the

portfolio formation date. None of the six institutional types’ trades robustly predict returns.
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Table 1: Descriptive Statistics of Variables

Panel A of this table provides descriptive statistics for the variables used in the study. Panel B reports average cross-sectional correlations of our main variables of
interest. Panel C reports the variables’ autocorrelations. We construct the Retail Trading variables by summing the daily percentage of common equity purchased by
retail traders for the relevant period. Daily percentage of equity purchased by retail traders is calculated as (retail buyer initiated - retail seller initiated) / shares
outstanding. Retail buyer and seller-initiated trades are identified by sub-penny pricing as described by Boehmer et al. (2020). Mutual Fund Trading, Bank Trading,
Insurance Company Trading, Wealth Management Trading, Hedge fund Trading, and Other Institutional Trading are calculated as the changes in categorized 13F
reported holdings. Short Seller Trading is calculated as the negative change in short interest / shares outstanding. Thus, a positive value of Short Seller Trading indicates
a decrease in the short interest and vice versa. Firm Trading is calculated as the negative change in shares outstanding / beginning of period shares outstanding. Thus,
a positive value of Firm Trading indicates a decrease in the shares outstanding and vice versa. All trading variables are winsorized at the 1% level. Weekly order
imbalance is calculated as the average of (retail buyer initiated - retail seller initiated) / (retail buyer initiated + retail seller initiated) for the last five trading days of
the month. We use 130 cross-sectional anomalies, which are described in the paper’s appendix. At the end of each month, stocks are sorted on each anomaly characteristic
(e.g., size, book-to-market, accruals). We use the extreme quintiles to define the long side and short side of each anomaly strategy. Some anomalies are indicator variables
(e.g., credit rating downgrades); for these anomalies, there is only a long or short side, based on the binary value of the indicator. We exclude anomalies based on 13F
data, short interest and share issuances since they are used for the construction of our institutional trading, Short seller Trading and Firm Trading measures. For each
firm-month observation, we sum the number of long-side and short-side anomaly portfolios that the firm belongs to and calculate net as the total long - short indicators.
Price and size are reported as of the time of the anomaly stock sorts. Size is the CRSP reported market capitalization of common equity. Net Residual is the residuals
from monthly returns regressed on the 130 anomaly indicator variables. These residuals represent the monthly return not explained by which anomaly portfolios an
equity belongs to at the beginning of the month.
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Panel A: Descriptive Statistics of Firm-Month Observations

Variable Obs. Mean Std. Dev. 1% %ile ;051:; Median 75" %ile  99% %ile

Retail Trading: 11, 435,690 0.03% 1.01% -2.09% -0.34% -0.07% 0.19% 4.33%
Retail Trading:ss.s 306,935 0.05% 2.14% -4.00% -0.82% -0.22% 0.36% 10.25%
Retail Trading:.iis 496,370 0.00% 0.36% -1.03% -0.12% -0.02% 0.07% 1.46%
Mutual Fund Trading:ii: 461,116 -0.09% 6.20% -20.28% -1.74% 0.01% 1.68% 18.85%
Mutual Fund Trading:ss. 415,730 -0.41% R.77% -26.21% -3.81% 0.00% 3.19% 23.69%
Mutual Fund Trading::s 483,945 -0.08% 4.03% -14.74% -0.53% 0.00% 0.54% 13.63%
Mutual Fund Ownership: 491,885 11.50% 10.14% 0.00% 2.52% 9.95% 17.66% 41.60%
Bank Tradingi1.+ 461,116 -0.14% 3.35% -10.69% -1.35% 0.00% 1.23% 9.32%
Bank Trading:-ss, 415,730 -0.67% 5.01% -15.15% -3.10% -0.19% 1.79% 12.74%
Bank Trading:-ss.t+s 483,945 -0.05% 1.77% -6.38% -0.36% 0.00% 0.40% 5.15%
Mutual Fund Ownership: 491,885 6.60% 5.96% 0.00% 1.36% 5.32% 10.40% 23.81%
Insurance Company Trading:1. 461,116 -0.04% 1.45% -4.94% -0.34% 0.00% 0.32% 4.34%
Insurance Company Trading:. s, 415,730 -0.17% 2.12% S7.17% -0.76% 0.00% 0.54% 5.81%
Insurance Company Trading.i:s 483,945 -0.01% 0.711% -2.49% -0.10% 0.00% 0.09% 2.27%
Insurance Company Ownership: 491,885 1.82% 2.14% 0.00% 0.14% 1.24% 2.57% 9.87%
Wealth Management Trading:ir.: 461,116 0.09% 2.02% -6.20% -0.21% 0.00% 0.36% 6.82%
Wealth Management Trading.ss. 415,730 0.23% 2.55% -7.93% -0.26% 0.04% 0.73% 9.15%
Wealth Management Tradings+s 483,945 0.02% 1.53% -3.93% -0.08% 0.00% 0.12% 4.22%
Wealth Management Ownership: 491,885 1.41% 2.33% 0.00% 0.08% 0.64% 1.63% 11.98%
Hedgefund Tradings.ir.: 461,116 0.05% 4.81% -14.96% -1.59% 0.00% 1.60% 15.07%
Hedgefund Trading.os. 415,730 0.42% 6.80%  -19.95%  -2.26% 0.13% 3.10% 20.60%
Hedgefund Trading:,:;s 483,945 -0.01% 2.63% -8.99% -0.65% 0.00% 0.59% 8.87T%
Hedgefund Ownership: 491,885 7.07% 7.30% 0.00% 1.73% 5.03% 10.00% 34.77%
Other Institutional Trading:.is.: 461,116 1.42% 10.50% -29.02% -2.92% 0.71% 5.52% 33.73%
Other Institutional Trading:ss. 415,730 4.39% 14.56% -38.25% -2.57% 3.46% 11.36% 46.19%
Other Institutional Trading s 483,945 0.29% 5.83% -18.04% -1.49% 0.04% 1.98% 18.84%
Other Institutional Qunership: 491,885 33.96% 20.41% 0.04% 16.74% 35.50% 49.43% 78.24%
Short Seller Trading11. 460,155 -0.18% 3.82% -13.35% -1.23% -0.01% 1.00% 11.79%
Short Seller Trading:.ss. 411,007 -0.49% 5.39% -18.47% -2.09% -0.03% 1.38% 15.79%
Short Seller Trading+s 479,604 -0.03% 2.01% -6.98% -0.52% 0.00% 0.53% 6.54%
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Short Seller Ownership 486,892 -4.69% 5.59% -26.94% -6.36% -2.77% -0.92% 0.00%
Firm Tradingei: 481,542 -3.92% 13.59% -71.90% -2.74% -0.60% 0.42% 14.49%
Firm Tradingss 434,585 -11.40% 30.80% -158.15% -14.17% -2.53% 2.30% 31.40%
Firm Trading.i.s 500,684 -0.87% 4.39% -24.36% -0.44% -0.06% 0.00% 5.30%
Weekly Order Imbalance: 509,369 -14.18% 34.77% -100.00% -31.22% -13.16% 1.14% 100.00%
Net 509,369 -1.27 8.93 -23 -7 -1 5 20
OptimalNet, 509,369 -3bp 105bp -260bp -69bp -1bp 64bp 255bp
Price 509,090 $69.20 $2,685.85 $1.07 $6.65 $16.08 $33.74 $164.38
Sizer 509,090  $4,587,998 $20,400,000 $8,609  $119,382  $480,536  $2,053,318 $80,900,000
Returni«s 508,659 64bp 1535bp -3810bp -597bp 36bp 656bp 4613bp
Net Residuals, 506,536 69bp 1531bp -3749bp -601bp 38bp 660bp 4632bp
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Panel B: Average Cross-Sectional Correlations

Retail Mutual Fund Bank [nsurance Wealth Hedge fund (.)th(f.’f’ Short Seller Firm
. Trading:ss. Trading:ss. Trading:ss. Com.pany Manag./ement Trading:-ss. Instztzlttwnal Trading:-ss.: Trading:-ss.:
Variable Trading: s, Trading: ss. Trading: ss,
Mutual Fund Trading: s, -0.04
Bank Trading:-ss.¢ 0.02 0.12
Insurance Company Trading: ss, -0.01 0.09 0.14
Wealth Management Trading:.
35,0 -0.02 -0.01 0.05 0.02
Hedgefund Trading:ss.: -0.03 -0.02 0.07 0.01 0.05
Other Institutional Trading: ss, -0.08 0.16 0.11 0.11 0.07 0.08
Short Seller Trading:ss.: -0.19 -0.13 -0.17 -0.09 -0.02 -0.11 -0.23
Firm Trading: 2. -0.33 -0.06 -0.06 -0.04 -0.03 -0.07 -0.06 0.01
Net; -0.07 -0.03 -0.02 0.00 -0.01 -0.05 -0.07 0.12 0.08
Panel C: Quarterly Autocorrelations
alt Dther
Retail Trading Mutual Fund Bank Trading Malr/zlijgael:ent Hedgef.‘und [nsrf(itii]té':)nal Short Seller Firr.n
Trading . Trading . Trading Trading
Trading Trading
0.25 -0.31 -0.09 -0.32 -0.13 -0.12 -0.10 0.15
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Table 2: Net Time Series by Net Anomaly Quintiles

This table reports average time series Net indicators for quintile sorts of Net anomaly indicators. For each month, quintiles are formed by sorting observations by Net.
Due to the discrete nature of Net, this forms five quintiles of differing size. To create the Net anomaly variable, we use 130 cross-sectional anomalies, which are described
in the paper’s appendix. We exclude anomalies based on 13F data and share issuances since they are used for the construction of our Institutional Trading and Firm
Trading measures. For each stock-month observation, we sum up the number of long-side and short-side anomaly portfolios that the stock belongs to and calculate Net
as equal to the number of long portfolios minus number of short portfolios.

Nett Quintile

Reported Variable: Lo 2 3 4 Hi

Netrs -8.5 -0.5 0.7 1.0 6.6
Netis -8.9 -0.6 0.7 1.1 6.9
Netrs -9.2 -0.6 0.7 1.2 7.3
Net -10.3 -0.7 1.0 1.6 8.5
Netirs -9.2 -0.6 0.7 1.2 7.3
Neti,z -8.9 -0.6 0.7 1.1 7.0
Neti s -8.6 -0.6 0.6 1.0 6.7
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Table 3: Net Anomaly Indicators on Past Trading

This table reports average trading by various trader types over 1 year, 3 years and 1 week prior to quintile sorts of Net anomaly indicators. The Retail Trading is
expressed as the percentage of common equity net purchased by retail traders during the relevant time period. We construct the retail net buying variables by summing
the daily percentage of common equity purchased by retail traders for the relevant period. Daily percentage of equity purchased by retail traders is calculated as (retail
buyer initiated - retail seller initiated) / shares outstanding. Retail buyer and seller-initiated trades are identified by sub-penny pricing as described by Boehmer et al.
(2020). Mutual Fund Trading, Bank Trading, Insurance Company Trading, Wealth Management Trading, Hedge fund Trading, and Other Institutional Trading are
calculated as the changes in categorized 13F reported holdings between the most recent filing and the filing 1 (3) years prior to the most recent filing. Short Seller
Trading is calculated as the negative change in short interest / shares outstanding. Thus, a positive value of Short Seller Trading indicates a decrease in the short
interest and vice versa. Firm Trading is calculated as the negative change in shares outstanding / beginning of period shares outstanding. Thus, a positive value of Firm
Trading indicates a decrease in the shares outstanding and vice versa. All trading variables are winsorized at the 1% level. Weekly order imbalance is calculated as the
average of (retail buyer initiated - retail seller initiated) / (retail buyer initiated + retail seller initiated) for the last five trading days of the month. We use 130 cross-
sectional anomalies, which are described in the paper’s appendix. At the end of each month, stocks are sorted on each anomaly characteristic (e.g., size, book-to-market,
accruals). We use the extreme quintiles to define the long side and short side of each anomaly strategy. Some anomalies are indicator variables (e.g., credit rating
downgrades); for these anomalies, there is only a long or short side, based on the binary value of the indicator. We exclude anomalies based on 13F data, short interest
and share issuances since they are used for the construction of our institutional trading, Shortseller Trading and Firm Trading measures. For each stock-month
observation, we sum up the number of long-side and short-side anomaly portfolios that the stock belongs to and calculate Net as equal to the number of long portfolios
minus number of short portfolios. Newey-West standard errors are utilized for the t-statistics in parentheses. The sample period is from 2006:10 to 2017:12. *, ** and

*** indicate significance at the 10%, 5% and 1% respectively.
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Table 3 (Continued)

Panel A: Prior 1-Year Trading

Nett Quintile

Reported Variable: Lo 2 3 4 Hi Hi- Lo t-stat
Retail Tradingris,s 0.10% 0.00%  -001%  -001%  -0.02%  -0.12% 4.8
Mutual Fund Tradingeis -0.14%  -0.04% 0.01%  -0.02%  -0.19%  -0.06% -0.2
Bank Trading.i.: -0.14% 0.00%  -0.02%  -0.01%  -0.16%  -0.02% -0.1
Insurance Company Trading:.is. -0.08%  -0.05%  -0.13%  -0.06% 0.00% 0.08% 3.7
Wealth Management Tradingi.s 0.09% 0.11% 0.21% 0.24% 0.08%  -0.02% -0.2
Hedgefund Tradingeis. 017%  -0.03% 0.06% 0.02%  -0.07%  -0.24% -3.3
Other Institutional Trading:i1.s 1.35% 0.75% 1.03% 0.88% 1.31% -0.04% -0.1
Short Seller Trading: i1, -0.47% -0.01% 0.03% 0.05% 0.11% 0.57% 4.3
Firm Trading.i1. -4.68%  -3.58%  -4.08%  -3.45%  -3.39% 1.29% 6.0
Panel B: Prior 3-Year Trading
Net: Quintile
Reported Variable: Lo 2 3 4 Hi Hi- Lo t-stat
Retail Trading.-ss. 0.22% -0.05% -0.06% -0.06% -0.05% -0.26% -4.6
Mutual Fund Trading:ss.: -0.23% -0.24% -0.03% -0.22% -0.77% -0.55% -1.1
Bank Trading.ss. 0.54%  -0.13% 0.58%  -0.08%  -0.84%  -0.30% -0.9
Insurance Company Trading.ss.: -0.17% -0.18% -0.29% -0.16% -0.15% 0.03% 0.8
Wealth Management Trading:.ss, 0.27% 0.26% 0.51% 0.43% 0.19%  -0.08% -1.5
Hedgefund Trading.s 0.75% 0.19% 0.30% 0.00% 0.03%  -0.711% 229
Other Institutional Tradingss, 5.42% 2.68% 2.56% 2.81% 311%  -2.30% 5.4
Short Seller Trading.ss.: -1.26% -0.08% 0.30% 0.23% 0.28% 1.54% 5.4
Firm Trading.ss. -13.86% -9.82% -10.94%  -9.65%  -9.81% 4.05% 3.5
Panel C: Prior 1 Week Trading
Net: Quintile
Reported Variable: Lo 2 3 4 Hi Hi- Lo t-stat
Weekly Order Imbalance S13.71%  -14.26%  -15.06% -14.29%  -14.48%  -0.78% -2.3
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Table 4: Anomalies Ability to Explain Trading

This table reports within fixed effects adjusted r-squared when regressing various trader types over 1 year prior, 3 years
prior, 1 quarter following, and ownership at the time of quintile sorts of Net anomaly indicators. For each cell, the listed
variable is regressed on dummies representing the long minus short portfolios of 130 cross-sectional anomalies and time fixed
effects. The anomalies are described in the paper’s appendix. At the end of each month, stocks are sorted on each anomaly
characteristic (e.g., size, book-to-market, accruals). We use the extreme quintiles to define the long side and short side of
each anomaly strategy. Some anomalies are indicator variables (e.g., credit rating downgrades); for these anomalies, there is
only a long or short side, based on the binary value of the indicator. We exclude anomalies based on 13F data, short interest
and share issuances since they are used for the construction of our institutional trading, Shortseller Trading and Firm
Trading measures. The Retail Trading is expressed as the percentage of common equity net purchased by retail traders
during the relevant time period. We construct the retail net buying variables by summing the daily percentage of common
equity purchased by retail traders for the relevant period. Daily percentage of equity purchased by retail traders is calculated
as (retail buyer initiated - retail seller initiated) / shares outstanding. Retail buyer and seller-initiated trades are identified
by sub-penny pricing as described by Boehmer et al. (2020). Mutual Fund Trading, Bank Trading, Insurance Company
Trading, Wealth Management Trading, Hedge fund Trading, and Other Institutional Trading are calculated as the changes
in categorized 13F reported holdings between the most recent filing and the filing 1 (3) years prior to the most recent filing.
Short Seller Trading is calculated as the negative change in short interest / shares outstanding. Thus, a positive value of
Short Seller Trading indicates a decrease in the short interest and vice versa. Firm Trading is calculated as the negative
change in shares outstanding / beginning of period shares outstanding. Thus, a positive value of Firm Trading indicates a
decrease in the shares outstanding and vice versa. All trading variables are winsorized at the 1% level. Weekly order
imbalance is calculated as the average of (retail buyer initiated - retail seller initiated) / (retail buyer initiated + retail seller
initiated) for the last five trading days of the month. The sample period is from 2006:10 to 2017:12. *, ** and *** indicate
significance at the 10%, 5% and 1% respectively.

Panel A: Prior 1 Year Trading

Reported Variable: R?

Retail Trading: s, 11.51%
Mutual Fund Trading:.ir: 1.95%
Bank Trading.i1, 1.98%
Insurance Company Trading:.1.: 1.66%
Wealth Management Trading:.i: 0.27%
Hedgefund Trading:is, 0.51%
Other Institutional Trading.is.: 2.10%
Short Seller Trading:-11.: 3.83%
Firm Trading.i1.+ 21.99%
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Panel B: Prior 3 Year Trading

Reported Variable: R?
Retail Trading-ss.: 18.10%
Mutual Fund Trading:ss: 3.89%
Bank Trading.ss. 5.08%
Insurance Company Trading:ss. 2.14%
Wealth Management Trading.ss. 0.60%
Hedgefund Tradingss.. 1.56%
Other Institutional Trading:ss.: 4.56%
Short Seller Trading:.ss,. 11.35%
Firm Trading:.ss s 32.22%
Panel C: Prior 1 Week Trading
Reported Variable: R?
Weekly Order Imbalance: 0.44%
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Table 5: Ownership by Net Anomaly Quintiles

This table reports average monthly ownership level for quintile sorts of Net anomaly indicators. For each month, quintiles are formed by sorting observations by Net.
Due to the discrete nature of Net, this forms five quintiles of differing size. Newey-West standard errors with 12 lags are utilized for the t-statistics reported for Hi-Lo
averages. Institutional ownerships reported are from 13F filings. We categorize these institutions as described in the data section. Short Seller Ownership is calculated
as short interest divided by shares outstanding. Short Seller Ownership is signed to make interpretation consistent with other ownership variables. All ownership measures
are winsorized at the 1% level. To create the Net anomaly variable, we use 130 cross-sectional anomalies, which are described in the paper’s appendix. We exclude
anomalies based on 13F data and share issuances since they are used for the construction of our Institutional Trading and Firm Trading measures. For each stock-month
observation, we sum up the number of long-side and short-side anomaly portfolios that the stock belongs to and calculate Net as equal to the number of long portfolios

minus number of short portfolios.

Net+ Quintile

Reported Variable: Lo 2 3 4 Hi Hi - Lo t-stat

Mutual Fund Ownership: 13.9% 6.1% 2.5% 6.7% 7.7% -6.2% -13.5
Bank Ouwnership: 8.0% 5.3% 5.5% 6.3% 4.0% -3.9% -13.4
Insurance Quwnership: 2.9% 1.3% 1.1% 1.3% 1.1% -1.1% -21.3
Wealth Management Ownership: 1.6% 1.5% 1.7% 1.8% 1.2% -0.4% 79
Hedge fund Qwnership: 7.7% 5.1% 2.9% 5.2% 5.8% -1.9% -14.0
Other Institutional Ownership: 39.4% 26.1% 19.5% 27.9% 26.2% -13.3% -29.8
Short Seller Ownership: -6.4% -3.7% -2.1% -2.9% 2.7% 3.6% 23.9
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Table 6: Future Trading on Net Anomaly Indicators

This table reports average trading by various trader types over 3 months after quintile sorts of Net anomaly indicators. We construct the retail net buying variables by
summing the daily percentage of common equity purchased by retail traders for the relevant period. Daily percentage of equity purchased by retail traders is calculated
as (retail buyer initiated - retail seller initiated) / shares outstanding. Retail buyer and seller-initiated trades are identified by sub-penny pricing as described by Boehmer
et al. (2020). Mutual Fund Trading, Bank Trading, Insurance Company Trading, Wealth Management Trading, Hedge fund Trading, and Other Institutional Trading
are calculated as the changes in categorized 13F reported holdings between the most recent filing and the filing 3 months after the most recent filing. Short Seller
Trading is calculated as the negative change in short interest / shares outstanding. Thus, a positive value of Short Seller Trading indicates a decrease in the short
interest and vice versa. Firm Trading is calculated as the negative change in shares outstanding / beginning of period shares outstanding. Thus, a positive value of Firm
Trading indicates a decrease in the shares outstanding and vice versa. All trading variables are winsorized at the 1% level. We use 130 cross-sectional anomalies, which
are described in the paper’s appendix. At the end of each month, stocks are sorted on each anomaly characteristic (e.g., size, book-to-market, accruals). We use the
extreme quintiles to define the long side and short side of each anomaly strategy. Some anomalies are indicator variables (e.g., credit rating downgrades); for these
anomalies, there is only a long or short side, based on the binary value of the indicator. We exclude anomalies based on 13F data, short interest and share issuances
since they are used for the construction of our institutional trading, Short Seller Trading and Firm Trading measures. For each stock-month observation, we sum up
the number of long-side and short-side anomaly portfolios that the stock belongs to and calculate Net as equal to the number of long portfolios minus number of short
portfolios. Newey-West standard errors are utilized for the t-statistics in parentheses. The sample period is from 2006:10 to 2017:12. *, ** and *** indicate significance
at the 10%, 5% and 1% respectively.
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Panel A: Following Quarter Trading

Net: Quintile

t-
Reported Variable: Lo 2 3 4 Hi Hi- Lo stat
Retail Trading.is 0.00% -0.01% -0.02% -0.01% -0.01% -0.01% -2.1
Mutual Fund Trading., s -0.14% -0.02% -0.05% -0.06% -0.04% 0.10% 1.1
Bank Trading,i+s -0.08% -0.01% 0.10% -0.04% -0.02% 0.06% 1.2
Insurance Company Trading, s 0.03%  -0.02%  -0.01%  -0.03% 0.00% 0.03% 35
Wealth Management Trading:,irs 0.02% 0.03% 0.08% 0.09% 0.01% -0.01% -0.2
Hedgefund Trading.irs 0.01% -0.02% 0.04% 0.02% -0.04% -0.04% 2.1
Other Institutional Trading:.i+s 0.18% 0.14% 0.28% 0.30% 0.33% 0.16% 1.4
Short Seller Trading.i.s 0.01%  -0.01%  -0.03%  -003%  -003%  -0.05%  -1.4
Firm Trading.is -0.94% -0.84% -0.78% -0.86% -0.84% 0.10% 1.7
Panel B: Following 1 Week Trading
Net: Quintile
t-
Reported Variable: Lo 2 3 4 Hi Hi- Lo stat
Weekly Order Imbalance -2.56% -3.13% -4.22% -3.60% -3.73% -117%  -3.5
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Table 7: Anomalies Ability to Explain Trading

This table reports within fixed effects adjusted r-squared when regressing various trader types over 1 year prior, 3 years prior, 1 quarter following, and ownership at
the time of quintile sorts of Net anomaly indicators. For each cell, the listed variable is regressed on dummies representing the long minus short portfolios of 130 cross-
sectional anomalies and time fixed effects. The anomalies are described in the paper’s appendix. At the end of each month, stocks are sorted on each anomaly
characteristic (e.g., size, book-to-market, accruals). We use the extreme quintiles to define the long side and short side of each anomaly strategy. Some anomalies are
indicator variables (e.g., credit rating downgrades); for these anomalies, there is only a long or short side, based on the binary value of the indicator. We exclude
anomalies based on 13F data, short interest and share issuances since they are used for the construction of our institutional trading, Shortseller Trading and Firm
Trading measures. The Retail Trading is expressed as the percentage of common equity net purchased by retail traders during the relevant time period. We construct
the retail net buying variables by summing the daily percentage of common equity purchased by retail traders for the relevant period. Daily percentage of equity
purchased by retail traders is calculated as (retail buyer initiated - retail seller initiated) / shares outstanding. Retail buyer and seller-initiated trades are identified by
sub-penny pricing as described by Boehmer et al. (2020). Mutual Fund Trading, Bank Trading, Insurance Company Trading, Wealth Management Trading, Hedge
fund Trading, and Other Institutional Trading are calculated as the changes in categorized 13F reported holdings between the most recent filing and the filing 1 (3)
years prior to the most recent filing. Short Seller Trading is calculated as the negative change in short interest / shares outstanding. Thus, a positive value of Short
Seller Trading indicates a decrease in the short interest and vice versa. Firm Trading is calculated as the negative change in shares outstanding / beginning of period
shares outstanding. Thus, a positive value of Firm Trading indicates a decrease in the shares outstanding and vice versa. All trading variables are winsorized at the
1% level. Weekly order imbalance is calculated as the average of (retail buyer initiated - retail seller initiated) / (retail buyer initiated + retail seller initiated) for the
last five trading days of the month. The sample period is from 2006:10 to 2017:12. * ** and *** indicate significance at the 10%, 5% and 1% respectively.
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Panel D: Following Quarter Trading

Reported Variable: R?

Retail Tradingiis 2.15%
Mutual Fund Tradingiss 0.54%
Bank Trading:t:3 0.60%
Insurance Company Trading,.s 0.56%
Wealth Management Trading.is 0.08%
Hedgefund Trading.irs 0.15%
Other Institutional Trading:.:s 0.51%
Short Seller Trading,.s 0.76%
Firm Trading.iss 9.21%

Panel E: Following 1 Week Trading
Reported Variable: R?
Weekly Order Imbalance: 0.56%
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Table 8: Returns Following 1-Year Trading Variables

This table reports results from a Fama-Macbeth regression of monthly stock returns on the Net anomaly indicator, Retail Trading, Mutual Fund Trading, Bank Trading,
Insurance Company Trading, Wealth Management Trading, Hedge fund Trading, Other Institutional Trading, Short Seller Trading and Firm Trading aggregated
through the 1 year prior to the month of the anomaly stock sorts, log(Price) at the month of the anomaly stock sorts, and log(Size) as measured by the log of the CRSP
reported market capitalization of common equity at the month of the anomaly stock sorts. Monthly Returns are reported by CRSP and denoted as basis points. The
Retail Trading is expressed as the percentage of common equity net purchased by retail traders during the relevant time period (.01 = 1% of common equity). We
construct the retail net buying variables by summing the daily percentage of common equity purchased by retail traders for the relevant period. Daily percentage of
equity purchased by retail traders is calculated as (retail buyer initiated - retail seller initiated) / shares outstanding. Retail buyer and seller-initiated trades are identified
by sub-penny pricing as described by Boehmer et al. (2020). Mutual Fund Trading, Bank Trading, Insurance Company Trading, Wealth Management Trading, Hedge
fund Trading, and Other Institutional Trading are calculated as the changes in categorized 13F reported holdings between the most recent filing and the filing 1 year
prior to the most recent filing. Short Seller Trading is calculated as the negative change in short interest / shares outstanding. Thus, a positive value of Short Seller
Trading indicates a decrease in the short interest and vice versa. Firm Trading is calculated as the negative change in shares outstanding / beginning of period shares
outstanding. Thus, a positive value of Firm Trading indicates a decrease in the shares outstanding and vice versa. All trading variables are winsorized at the 1% level.
Weekly order imbalance is calculated as the average of (retail buyer initiated - retail seller initiated) / (retail buyer initiated + retail seller initiated) for the last five
trading days of the month. To create the Net anomaly variable, we use 130 cross-sectional anomalies, which are described in the paper’s appendix. We exclude anomalies
based on 13F data, short interest and share issuances since they are used for the construction of our institutional trading, Short Seller Trading and Firm Trading
measures. For each stock-month observation, we sum up the number of long-side and short-side anomaly portfolios that the stock belongs to and calculate Net as equal
to the number of long portfolios minus number of short portfolios. Newey-West standard errors are utilized for the t-statistics in parentheses. The sample period is from
2006:10 to 2017:12. *, ** and *** indicate significance at the 10%, 5% and 1% respectively.
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Table 8 (Continued)

Dependent Variable: Returne+1

Net

Retail Trading-11.

Mutual Fund Trading-11,

Bank Trading-i1.

Insurance Company Trading-i1.

Wealth Management Trading:.ii.

Hedge fund Tradingii.

Other Institutional Tradingei1,

Short Seller Tradingi-i1.

Firm Tradingeii,

Weekly Order Imbalance:

log(Sizer)

log(Price:)

Constant

Lags for Newey-West SE’s

No. Time Periods

1.79%%x
(2.98)
-1644.83
(-1.55)
-112.10
(-1.18)
-538.19%*
(-2.60)
76.04 81.44 76.98 82.70
(1.35) (1.36) (1.39) (1.48)
12 12 12 12
134 124 135 135

-505.37
(-1.54)

82.20
(1.48)

12

135

-29.58
(-0.12)

79.93
(1.43)
12

135

113

31.84
(0.31)

80.89
(1.47)

12

135

-68.25
(-0.67)

77.89
(1.41)

12

135

482 65%+*
(3.38)

83.49
(1.53)
12

135

224 20%%
(3.96)

87.16
(1.59)
12

135

57.20%%*
(7.85)

83.33
(1.61)
1

135

2.08%%*
(3.42)
-469.86
(-0.64)
-55.65
(-0.68)
-403.04%*
(-2.18)
-355.97
(-1.25)
50.94
(0.22)
27.58
(0.26)
-25.57
(-0.26)
329 41 %%
(2.76)
179.89%#*
(3.20)
59.75%%

(8.05)

94.09
(1.64)

12

123

(3.02)
-671.91
(-1.16)
-34.44
(-0.46)
-335.28%*
(-2.16)
-336.35
(-1.27)
74.87
(0.32)
70.08
(0.84)
-20.23
(-0.27)
332,204
(2.95)
172,055
(3.45)
59.23%%%
(8.59)
10.12%
(1.94)
-10.91
(-0.48)
-14.62
(-0.19)

12

123




N 508,650 438,364 463,664 463,664 463,664 463,664 463,664 463,664 462,655 484,265 512,145 394,768 394,755

Table 9: Returns Following 3-Year Trading Variables

This table reports results from a Fama-Macbeth regression of monthly returns on the Net anomaly indicator, Retail Trading, Mutual Fund Trading, Bank Trading,
Insurance Company Trading, Wealth Management Trading, Hedge fund Trading, Other Institutional Trading, Short Seller Trading, and Firm Trading aggregated
through the 3 years prior to the month of the anomaly stock sorts, log(Price) at the month of the anomaly stock sorts, and log(Size) as measured by the log of the
CRSP reported market capitalization of common equity at the month of the anomaly stock sorts. Monthly Returns are reported by CRSP and denoted as basis points.
The Retail Trading is expressed as the percentage of common equity net purchased by retail traders during the relevant time period (.01 = 1% of common equity). We
construct the retail net buying variables by summing the daily percentage of common equity purchased by retail traders for the relevant period. Daily percentage of
equity purchased by retail traders is calculated as (retail buyer initiated - retail seller initiated) / shares outstanding. Retail buyer and seller initiated trades are identified
by sub-penny pricing as described by Boehmer et al. (2020) Mutual Fund Trading, Bank Trading, Insurance Company Trading, Wealth Management Trading, Hedge
fund Trading, and Other Institutional Trading are calculated as the changes in categorized 13F reported holdings between the most recent filing and the filing 3 years
prior to the most recent filing. Short Seller Trading is calculated as the negative change in short interest / shares outstanding. Thus, a positive value of Short Seller
Trading indicates a decrease in the short interest and vice versa. Firm Trading is calculated as the negative change in shares outstanding / beginning of period shares
outstanding. Thus, a positive value of Firm Trading indicates a decrease in the shares outstanding and vice versa. All trading variables are winsorized at the 1% level.
Weekly order imbalance is calculated as the average of (retail buyer initiated - retail seller initiated) / (retail buyer initiated + retail seller initiated) for the last five
trading days of the month. To create the Net anomaly variable, we use 130 cross-sectional anomalies, which are described in the paper’s appendix. We exclude anomalies
based on 13F data, short interest and share issuances since they are used for the construction of our institutional trading, Short Seller Trading and Firm Trading
measures. For each stock-month observation, we sum up the number of long-side and short-side anomaly portfolios that the stock belongs to and calculate Net as equal
to the number of long portfolios minus number of short portfolios. Newey-West standard errors are utilized for the t-statistics in parentheses. The sample period is from
2006:10 to 2017:12. *, ** and *** indicate significance at the 10%, 5% and 1% respectively.
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Table 9 (Continued)

Dependent Variable: Return:i:

Net 1.79%%* 2.21%%* 2.51%H%
(2.98) (3.72) (3.94)
Retail Trading:-ss. -1649.29%** -963.21%%k  -052,69%F*
(-4.38) (-3.24) (-3.39)
Mutual Fund Trading:ss. -59.61%* -26.25 -21.98
(-2.28) (-0.89) (-0.79)
Bank Trading:-zs. -326.15%%* -143.72%* -86.57
(-2.93) (-2.17) (-1.37)
Insurance Company Trading:-ss. -293.42%* 41.23 43.79
(-2.59) (0.54) (0.58)
Wealth Management Trading:.ss. -107.79 -102.11 -85.40
(-0.44) (-0.48) (-0.42)
Hedge fund Trading:-ss. -71.43 9.56 10.20
(-1.26) (0.30) (0.35)
Other Institutional Trading:ss. -89.80%* 1.48 -6.10
(-1.66) (0.04) (-0.17)
Short Seller Trading:-ss. 437.75%F* 257.TTF¥* 264.54%%*
(7.58) (3.95) (4.11)
Firm Trading.ss. 04.86%** 22.87* 25.63*
(5.64) (1.73) (1.84)
Weekly Order Imbalance: 57.20%** 58.90%** 58.11%%*
(7.85) (8.75) (10.62)
log(Sizer) 5.55%
(1.72)
log(Pricer) -4.57
(-0.76)
Constant 76.04 126.63*** 80.03* 84.95% 86.71% 83.39% 86.94* 90.69** 90.55%* 93.62%* 83.33 139.85%** 80.90%*
(1.35) (5.74) (1.83) (1.90) (1.93) (1.88)  (1.96) (2.05) (2.10) (2.15) (1.61) (7.00) (2.20)
Lags for Newey-West SE’s 12 36 36 36 36 36 36 36 36 36 1 36 36
No. Time Periods 134 100 135 135 135 135 135 135 135 135 135 99 99
N 508,659 309,474 417,983 417,983 417,983 417,983 417,983 417,983 413,260 437,061 512,145 276,933 276,930
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Table 10: Residual Return Regressions

This table reports results from a Fama-Macbeth regression of monthly residual stock returns on the various trading variables. Residual stock returns are the residuals
from monthly monthly returns, expressed in basis points, regressed on the 130 anomaly indicator variables. These residuals represent the monthly return not explained
by the anomaly variables. Retail Net Buying is expressed as the percentage of common equity net purchased by retail traders during the relevant time period (.01 = 1%
of common equity). We construct the retail net buying variables by summing the daily percentage of common equity purchased by retail traders for the relevant period.
Daily percentage of equity purchased by retail traders is calculated as (retail buyer initiated - retail seller initiated) / shares outstanding. Retail buyer and seller-initiated
trades are identified by sub-penny pricing as described by Boehmer et al. (2020). Mutual Fund Trading, Bank Trading, Insurance Company Trading, Wealth Management
Trading, Hedge fund Trading, and Other Institutional Trading are calculated as the changes in categorized 13F reported holdings between the most recent filing and
the filing 1 (3) years prior to the most recent filing. Short Seller Trading is calculated as the negative change in short interest / shares outstanding. Thus, a positive
value of Short Seller Trading indicates a decrease in the short interest and vice versa. Firm Trading is calculated as the negative change in shares outstanding / beginning
of period shares outstanding. Thus, a positive value of Firm Trading indicates a decrease in the shares outstanding and vice versa. All trading variables are winsorized
at the 1% level. Weekly order imbalance is calculated as the average of (retail buyer initiated - retail seller initiated) / (retail buyer initiated + retail seller initiated)
for the last five trading days of the month. Newey-West standard errors are utilized for the t-statistics in parentheses. The sample period is from 2006:10 to 2017:12. *,
** and *** indicate significance at the 10%, 5% and 1% respectively.
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Table 10 (Continued)

Dependent Variable: Return Residuale1

Panel A: Prior 1-Year Trading

Retail Tradingi1, -507.34 -82.72
(-0.51) (-0.13)
Mutual Fund Trading-11, -77.85 -43.17
(-0.73) (-0.50)
Bank Trading:-i1. -455.43% -270.43
(-1.98) (-1.63)
Insurance Company Trading-i1. -451.61 -322.85
(-1.34) (-1.15)
Wealth Management Tradingi1, 4.10 68.25
(0.02) (0.28)
Hedge fund Trading.ii. 58.69 72.87
(0.61) (0.93)
Other Institutional Tradingii. -61.86 -40.09
(-0.58) (-0.51)
Short Seller Trading:-i1,. 279.33% 205.82%
(1.79) (1.69)
Firm Tradingeii, 143 3474 106.32%*
(2.74) (2.14)
Weekly Order Imbalance 56.20%**
(7.74)
log(Sizer) 3.99
(0.59)
log(Price:) -6.31
(-0.25)
Constant 83.98* 78.49 84.94 83.33 81.13 81.73 77.97 83.70 86.91 51.87
(1.90) (1.45) (1.55) (1.53) (1.49) (1.52) (1.45) (1.57) (1.63) (0.64)
Number of Lags for Newey-West Standard
Brrors 12 12 12 12 12 12 12 12 12 12
No. Time Periods 122 133 133 133 133 133 133 133 133 122
N 433,282 458,951 458,951 458,951 458,951 458,951 458,951 457,902 478,773 392,964
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Table 10 (Continued)

Dependent Variable: Return Residualei1

Panel B: Prior 3-Year Trading

Retail Trading:-zs.

Mutual Fund Trading:.-ss.

Bank Trading:-ss.

Insurance Company Trading:-ss.

Wealth Management Trading.-zs.

Hedge fund Trading:ss.

Other Institutional Trading.ss,

Short Seller Trading:-zs.

Firm Trading.ss.

Weekly Order Imbalance:

log(Sizer)

log(Pricer)

Constant

Number of Lags for Newey-West
Standard Errors

No. Time Periods

N

-1179.92%%*
(-5.04)

121.68%#*
(5.67)

36

98
305,320

-14.83
(-0.47)

79.73%
(1.91)

36

133
413,785

16242
(-1.41)
-195.68
(-1.07)
51.62
(-0.23)
87.35%%  86.42%* 82.59*
(2.01) (2.03) (1.97)
36 36 36
133 133 133
413,785 413,785 413,785

-11.70
(-0.24)
-54.54
(-0.99)
180 815
(2.70)
55,67
(3.31)
85.78%% 87.48%% 8T.8I%F  89.00%*
(2.05) (2.09) (2.10) (2.22)
36 36 36 36
133 133 133 98
413,785 413,785 408967 432,176

-B17.64%%*
(-4.62)
-43.88
(-1.39)
59.14
(0.64)
77.03
(1.29)
-67.33
(-0.32)
35.48
(1.31)
-11.61
(-0.42)
108.98
(1.19)
-19.80
(-1.55)

54 87
(10.13)
-3.04
(-0.90)
758
(0.84)

152.98%#*
(4.08)

36

98
275,729
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4. Retail Investors and Analysts

We study how retail investors respond to analysts’ revisions in recommendations,
price target-implied return forecasts, and EPS forecasts. Our paper aims to address
unanswered questions in both the retail and analyst literatures. A growing literature on
retail investors is largely concerned with individual investors’ decision-making processes and
investment performance (e.g., Barber and Odean (2013) and Boehmer, Jones, Zhang, and
Zhang (2020)). Much of the literature on analysts is concerned with the relevance of the
information that analysts produce and how this information gets impounded into prices. In
a review of the analyst literature, Kothari, So, and Verdi (2016) conclude that “the specific
mechanisms through which analysts influence asset prices, and expected returns in
particular, are still not entirely clear”. In this paper we produce several novel findings
regarding how retail investors make decisions, the profitability of retail trades, and how
analysts” information influences stock prices.

We estimate retail trading via the methodology developed in Boehmer, Jones, Zhang,
and Zhang (2020), which identifies retail market orders in TAQ data. Using this measure,

we find that retail trades are responsive to revisions in “analysts’ actionables”, i.e.,
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recommendations and price targets.! These effects are significant even after excluding
revisions that occur around earnings announcements and controlling for past daily returns
at various horizons, return volatility, and turnover. When analysts increase a
recommendation or price target-return forecast, there are significant increases in net retail
buying. Net retail buying also declines following negative revisions in recommendations.
Retail trading does not respond to reductions in price target-return forecasts, although
reductions in return forecasts typically result in positive return forecasts, e.g., the return
forecast is reduced from 30% to 20%.
With EPS forecast revisions, we find that overall, retail investors increase net buying
following both positive and negative revisions, but do so more following negative revisions.
This may in part be due to the fact that institutional investors are more responsive to
EPS forecasts. EPS forecasts are of course different than recommendations and price
targets, which explicitly give an investment recommendation. Increasing a price target
return-forecast by 15%, or moving a recommendation from a buy to a strong buy, gives
the investor a clear course of action. In contrast, increasing a quarterly EPS forecast from
$0.15 to $0.20 does not explicitly communicate an investment action. Our findings suggest
that when the investment recommendation is explicit, retail investors respond accordingly.
We then study whether the aforementioned effects are stronger with All-Star
analysts. With recommendations, we find that the retail trading in response to a revision

from an All-Star analyst is 2 to almost 5 times as strong as the response to a non-All-Star

analyst. Retail investors also trade in the direction of EPS revisions if an All-Star analyst

! Like Engelberg, McLean, and Pontiff (2020), we use the word “analysts’ actionables” to describe
recommendations and price targets. Recommendations and price targets explicitly communicate the
investment prospects of a firm. This is in contrast to an EPS forecast or other financial forecast, which does

not explicitly communicate whether a stock is likely to outperform.
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makes the revision. Overall, these findings support the idea that retail investors that follow
analysts are informed investors who pay attention to not only analysts’ revisions, but also
to the quality of the analyst making the revision.

Next, we explore whether retail investors are “tipped” by analysts or otherwise
anticipate changes in analysts’ forecasts and recommendations. The incentives for either
analysts or brokers working at the same firm as an analyst to tip retail investors are fairly
clear. Investment banks often serve retail investors via full-service brokers. More retail
trading and more retail assets under management result in more revenues for these banks
and thus higher pay for the brokers they employ. Independent or unaffiliated analysts sell
their reports directly to retail investors, so there are incentives for tipping at these firms
well. We find strong evidence of retail investors trading in anticipation of price target
revisions. We find weaker, but still significant evidence with recommendation revisions. We
do not find evidence with EPS forecast revisions.

We then examine the informativeness of analysts’ revisions and retail trading. Like
earlier studies, we find that both retail investors’ trade imbalances and analysts’ revisions
predict stock returns in the intended direction.? With the revision variables, our results are

completely out-of-sample relative to the earlier studies that document this predictability.

2 For evidence that analysts’ revisions have return-predictability, see Womack (1996), Barber, Lehavy,
MecNichols, and Trueman (2001), Brav and Lehavy (2003), Gleason and Lee (2003), and Asquith, Mikhail,
and Au (2005).
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McLean and Pontiff (2016) show that return-predictability for most predictors weakens out-
of-sample, so it is important to document that revision variables predict returns in our
sample. The return-predictability of retail trading and revisions are largely orthogonal to
one another. This means that retail investors that buy shares following positive revisions
can expect higher returns as compared to buying shares on regular days that do not follow
revisions. We further find that revisions predict returns in subsamples limited to high levels
of either retail buying or retail selling. Overall, our findings support the idea that retail
trades that follow revisions are more informative and earn greater abnormal returns than
retail trades that do not follow revisions.

Our paper builds on several literatures. A literature beginning with Womack (1996)
has shown that revisions predict future stock returns. As we mention above, Kothari, So,
and Verdi (2016) point out that there is still much to be learned about how analysts’
information gets impounded into prices. We show that the information communicated in
actionables, i.e., price targets and recommendations, is at least partly impounded into prices
via retail investors. Schipper (1991), Bradshaw (2011), and Kothari et al. contend that
analyst research is overly focused on EPS forecasts, and has not given enough attention to
recommendations and price targets. Our paper studies all three analyst variables together
and finds, consistent with this view, that for retail investors recommendations and price

targets are more important. Moreover, we find that return-predictability stemming from
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revisions in price targets and recommendations is stronger than return-predictability
stemming from EPS forecasts.

Many studies in the retail literature find that retail investors are overall uninformed,
and that retail investors underperform (e.g., Odean (1999), Barber and Odean (2000),
Grinblatt and Keloharju (2000), Hvidkjaer (2008), and Barber, Odean, and Zhu (2009a and
2009b), Barber and Odean (2013), and McLean, Pontiff, and Reilly (2020)). Our paper does
not contradict this idea. Instead, our findings support the view that temporary spikes in
retail trading are informative, even if the average retail trade is a poor one. We thus build
on earlier studies, which find that retail trade imbalances are informative about stock
returns over short horizons (e.g., Kaniel, Saar, and Titman (2008), Kaniel, Liu, Saar, and
Titman (2012), Kelley and Tetlock (2012), Boehmer et al. (2020), McLean, Pontiff, and
Reilly (2020)). We show that such informed retail trading is in some cases informed by
analysts’ revisions, and that retail traders earn higher expected returns when their trades
are in response to revisions.

Our paper builds on the findings in Mikhail, Walther, and Willis (2007) and
Malmendier and Shanthikumar (2007), who examine large and small trades and their
profitability following changes in analysts’ recommendations. These papers limit their
analyses to anlaysts’ recommendations, and do not study price target revisions like we do.

Both papers find that both large and small trades increase following positive
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recommendations. Both papers also conclude that small trades in response to
recommendations are uninformed and lead to worse investment performance.

We find that retail trading following revisions is informed, whereas these Mikhail,
Walther, and Willis (2007) and Malmendier and Shanthikumar (2007) find that small trades
following recommendations are uninformed. If small trades during their sample periods do
indeed capture retail trades, then what could explain this difference? Our sample is
completely out of sample relative to both studies, as our ability to identify retail trades
beings in 2006. Regulatory changes, including Reg FD, the Sarbanes-Oxley Act, and the
Global Settlement, that were meant to reduce analysts’ biases and level the playing field
for retail investors, could also explain the difference. Our sample is completely after these
regulatory changes, whereas both of the aforementioned studies have samples that are either
completely or mostly before the regulatory changes.

Finally, our paper builds on the findings in Irvine, Lipson, and Puckett (2007), who
find that institutional investors are “tipped” by sell-side analysts, as institutional buying
increases prior to an analyst initiating a “buy” or “strong buy” recommendation. On the
surface, their results suggest that retail investors should be trading in the opposite direction,
i.e., if institutions buy more before a bullish recommendation, then retail investors must be
buying less. Lipson et al use Plexus data, which represents a subset of institutions. Their

sample also covers a 4-year sample period, which ends in 2002, before our sample begins.
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As we mention above, our sample is after the many regulatory changes, all of which were
passed in 2002 or earlier, that were meant to make things fairer for retail investors with
respect to analysts. Irvine et al. also study coverage initiations, whereas we study revisions.
We focus on revisions because they are more numerous than initiations, and we find in
untabulated tests that the return-predictability stemming from initiations is insignificant

during our sample.

4.1. Sample and Variables
4.1.1. Measuring Retail Trading

We estimate retail trading via the methodology developed in Boehmer, Jones, Zhang,
and Zhang (2020), which identifies market orders originating from retail investors. Boechmer
et. al. show that due to the rules of Regulation NMS (National Market System), one can
identify retail orders based on the sub-penny pricing of the execution. Retail market buy
orders are likely to be internalized and receive sub-penny price improvement such that the
trade price falls slightly below a whole cent. Retail market sell orders are also likely to be
internalized, and receive sub-penny price improvement such that the trade price falls slightly
above the whole cent. Following Boehmer et al., we calculate the fraction of the penny
associated with the transaction price: Zi = 100 * mod (P, 0.01), where P; is the transaction

price in the stock. Thus, trades reported to FINRA TRF (exchange code ‘D’) with a Z; in
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the range of (0.6, 1) are identified as buys by retail traders, while trades reported to FINRA
TRF with a Z; in the range of (0, 0.4) are identified as sells by retail traders. Like Boehmer
et. al., we do not identify trades with Zi in the range of (0.4,0.6) as retail trades, since some
advanced order types, such as pegged orders, can result in transaction prices at or near half
pennies that do not involve retail traders.?

In order to construct our retail trading variable, we require that for every month
during the relevant period, the stock must have at least one retail-initiated trade. This
ensures that the stock was actively traded, and was not newly listed or temporarily delisted.
The identification of retail trade relies on Regulation NMS, so our sample period begins in
October 2006 and ends in 2019. We find the share of identified retail initiated trades begins
to rise in October 2006. Boehmer et. al. (2020) validate this methodology using actual retail
trade data from Kelley and Tetlock (2013) and with retail trades obtained from NASDAQ.

We construct two retail trading measures. The first is a trade imbalance measure,
which is also used in Boehmer et al. This variable is net retail buys (retail buys — retail
sells) scaled by total retail trading (retail buys + retail sells). We refer to this measure as
Retail Direction, as it shows the direction in which retail traders trade, but not the

magnitude relative to total trading. As an example, if buys are 10 and sells are 5, Retail

* To our knowledge, this retail measure is the only viable retail measure that can be constructed from
commercially available data. Methods based on trade size are no longer viable since the proliferation of market
fragmentation and algorithmic trading prevent the identification of the original order size.
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Direction will equal 1/3. Retail Direction will also equal 1/3 if buys are 1,000 and sells are
500, or if buys are 1M and sells are 0.5M, and so on. Retail Direction therefore reflects the
direction of the trading, but not the magnitude.

Our second measure aims to better reflect the magnitude of retail trading. This
measure has the same numerator as Retail Direction (retail buys — retail sells), but the
denominator is total trading volume, which reflects both institutions and retail investors.
We refer to this variable as Retail Magnitude. As an example, assume retail investors buy
1,000 shares and sell 500, while total institutional trades equal 8,500 shares. In this case,
Retail Magnitude will equal 0.05. If instead, total institutional trades were 18,500 shares,
then Retail Magnitude would equal 0.025. In contrast, Retail Direction would be 1 in both
cases. Hence, Retail Magnitude reflects the magnitude of net retail buying relative to total
volume, whereas Retail Direction couches net retail buying in terms of total retail trading,
but ignores whether these trade imbalances are large or small relative to the stock’s total
trading activity.

Panel A of Table 1 shows summary statistics for the two retail trading variables.
Both variables are reported in percent (multiplied by 100). Retail Direction has a mean of
2.59%, a median of zero, and a standard deviation of 43%. Hence, on average, retail buys
are about equal to retail sells during our sample period, however there is a good deal of

variance in this variable. The 10" and 90" percentiles are -0.59 and 0.50, respectively. Retail
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Magnitude has a mean of -0.19% and a median of zero. Its standard deviation is 6.6%, and
its 10" and 90" percentiles are -4.1% and 3.6%, respectively. Retail Magnitude is scaled by
total trading volume, so we expect it to be several orders of magnitude smaller than Retail

Direction, which is scaled by retail trading volume.

4.1.2. Analyst Variables

We obtain data on analysts’ revisions for EPS forecasts, price targets, and
recommendations from the IBES details database. We focus on revisions as we believe these
to be most salient to investors, and all three of the revision variables described here predict
returns in the intended direction in our sample, and thus are useful and informative to
investors.*

We measure revisions in EPS forecasts by subtracting the old value from the new
value, and scaling this difference by the stock price measured the day before the new value
is announced. We measure recommendation revisions by simply the old recommendation
from the new recommendation. We code recommendations such that a strong buy = 5 and

a strong sell =1. For price targets, we first compute the implied return, by scaling the 12-

* In untabulated results we find that initiations, or first-time recommendations, price targets, and EPS

forecasts, do not predict returns in our sample.
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month price target by the previous day’s closing stock price. We then compute the change
in implied return, and use that as the revision variable.

We provide summary statistics for our revision variables in Panel B of Table 1. The
EPS Forecast revisions variable is reported in percent. It averages -0.44%, so the average
EPS forecast revision is a reduction in the EPS forecast. This variable has a standard
deviation of 3.75%, and the 10" and 90" percentiles are -1.3% and 0.71%, respectively.

The recommendations revisions average -0.058, or pretty close to zero. The median
recommendation revision is zero. The 10" and 90" percentiles are -2 and 1, e.g., a
recommendation falling from 5 to 3, or a recommendation increasing from 4 to 5. The
standard deviation is 1.048.

The price target-revision variable has average and median values that are very close
to zero. The 10™ and 90" percentiles are -16.7% and 17.3%, which are sizeable changes, i.e.,
the 12-month return forecast increased or declined by about 17%. The standard deviation

for this variable is 17.8%, so it varies a good deal.

4.2. Main Results
In this section of the paper, we discuss our main findings. Section 2.1 provides a
discussion of some sorts, which are reported in Figure 1. Section 2.2 describes our tests that

relate retail trading to analysts’ revisions. These results are reported in Tables 3 and 4. We
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then ask whether retail investors respond more strongly to All-Star analysts’ revisions.
These findings are discussed in Section 2.3 and reported in Table 5. Section 2.4 discusses
tipping and our tests of whether retail investors trade ahead of revisions, which are reported
in Table 6. Section 2.5 discusses how revisions and retail trading related to future stock
returns. We also explore whether retail trading in response to revisions predicts returns

more strongly. These results are reported in Tables 7 and 8.

4.2.1. Univariate Results

We report results from univariate sorts in Figure 1. Figure 1.A was made using the
Retail Direction variable, while Figure 1.B was made using the Retail Magnitude variable.
In each figure, we display the average value of the retail trading variables, sorted into 3
groups. The three groups we form include: days when there was a revision in the 90%
percentile or higher for the revision variable (Up), days when there was a revision in the
10" percentile or lower for the revision variable (Down), and days with no revision. Before
taking the averages within each group, we demean each firm-day observation the firm’s
mean. We also exclude observations for which there was an earnings announcement over
any of the three previous days, so that we can more cleanly relate trading to the revision.’

Including earnings announcements does not change our findings.

5 Kaniel, Saar, and Titman (2008) show that retail trading increases following earnings announcements.
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The Figures make several points very clear. First, retail investors’ trading is highly
responsive to recommendation revisions. Retail investors buy more following positive
recommendation revisions and sell more following negative recommendation revisions.
Recommendations are the most salient and perhaps widely-followed analyst actionable, i.e.,
a recommendation clearly tells investors what to do, so it makes sense that retail investors
would be most responsive to these revisions. Moreover, recommendation revisions predict
returns in the intended direction, so it is wise for retail investors to trade this way.

Retail investors also respond positively to price target revisions; however, this is only
the case for positive changes. For positive price target revisions, there is a large increase in
retail net buying, even larger than that for positive recommendation revisions. However, for
negative revisions, retail investors also increase net buying, although they do so less so than
with positive revisions. Later, we will show in regressions that the effect around negative
revisions is insignificant. Note that a negative price target revision does not necessarily
imply that investors should sell the stock. As an example, if the 12-month return forecast
falls from 30% to 20%, this does not clearly imply that investors should sell.

Finally, the figures show that retail investors buy more shares in response to EPS
forecast revisions, regardless of the direction of the revision. In fact, investors buy more
following negative revisions than positive ones, although in our later tests we will show that

this effect reverses in the case of All-Star analysts. Note that an EPS revision is not a clear
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investment signal, e.g., decreasing and EPS forecast from $0.20 to $0.15 is not the same
thing as recommending that the stock should be sold.

Overall, the results suggest that retail investors pay attention to analysts, and in
general buy more following analysts’ positive revisions. This result is stronger with
actionables, i.e., recommendations and price target-forecasts, where analysts are clearly
telling investors how to trade. With EPS forecasts, which offer no such clear instruction,
there is perhaps some confusion, with net retail buying increasing regardless of the direction
of the revision. This could reflect the fact that institutions trade more heavily following

EPS revisions, and retail investors, unsure of what do, provide liquidity.

4.2.2. Retail Trading in Response to Revisions: Revision-Level Regressions

In this section of the paper we discuss revision-level regressions. The unit of
observation is an analysts’ revision, and we regress daily retail trading on the revision
variables and controls. Hence, these regressions ask whether across revisions, retail net
buying increases with the positivity of the revision. We continue to exclude revisions that
had an earnings announcement on the same day, or in the 2 days prior, as in such cases
both the analysts and the retail investors may be responding to the earnings announcement.
Including revisions that follow earnings announcements makes our results stronger. We

estimate regressions for revisions in EPS, recommendations, and price targets separately. In
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the subsequent tables, we put all three types of revisions into a single regression and report
similar findings.

The regressions reported in Table 2 include firm and time fixed effects. The standard
errors are clustered on firm and time. We regress day ¢ retail trading on revisions reported
on day t-1, along with the day -1 stock return, lagged weekly return, lagged monthly return,
lagged 6-month return, day ¢-1 return squared, lagged weekly return squared, lagged daily
return variance over the last month, last month’s turnover, and market capitalization. The
lagged returns and volatility measures are meant to control for events that could impact
both the revision variables and retail trading.

The first two columns report the results from regressions in which EPS revisions are
the independent revisions variable. In the first column, Retail Direction is the dependent
variable. In the second column, Retail Magnitude is the dependent variable. Recall that
Retail Direction is equal to retail net buying (retail buys — retail sells) scaled by retail
trading volume, while Retail Magnitude is equal to retail net buying scaled by total trading
volume. In both specifications, the EPS revision coefficients are negative and significant,
showing that retail net buying increases more following a decrease in the EPS forecast.

Columns 3 and 4 report the results for price target revisions. The results here are
very strong, and show that retail net buying increases significantly following increases in

price targets. In the Retail Direction regression, the revision coefficient is 0.019 (#-statistic
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= 10.06), while in the Retail Magnitude regression, the coefficient is 0.033 (t-statistic =
6.52). Moving from the 10" to 90™ percentile of the price target-return forecast revision
variable yields an increase of 0.656% in Retail Direction. Moving from the 10" to 90™
percentile of the return forecast revision yields an increase of 1.14% in Retail Magnitude.
Retail Direction has a standard deviation of 43%, while Retail Magnitude has a standard
deviation of 6.6%), so the effect is much larger in economic terms for Retail Magnitude.

What does it mean if Retail Magnitude moves more than Retail Direction? It reflects
the fact that the amount or magnitude of retail trading increased along with the directional
change in trading. As an example, consider a stock for which on day t, retail buys equal 20
and retail sells equal 10. Now assume that on day ¢+1, buys increase to 210 and sells to
100. Assume institutional trading equals 1,000 shares traded on both days. Retail Direction,
which scales by retail trading volume, would increase slightly from 0.33 to 0.35. In contrast
Retail Magnitude, which scales by total volume, would increase from 0.009 to 0.840, a much
larger increase, especially in percentage terms. Because it scales by retail volume, Retail
Direction does not reflect how the magnitude of the retail trading increases.

In the final two columns we report the results for revisions in recommendations. The
results here are also very strong, and show that retail investors increase their net buying in
a stock if an analyst strengthens their recommendation. In the Retail Direction regression,

the coefficient is 0.005 (t-statistic = 9.35). Thus, if a recommendation increases by 1 (e.g.,
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from buy to strong buy), then Retail Direction increases by 0.5%. In the Retail Magnitude
regression, the coefficient is 0.006 (t-statistic = 4.39), showing a 0.6% increase in Retail
Magnitude. Retail Direction has a standard deviation of 43%, while Retail Magnitude has a
standard deviation of 6.6%), so here again the effect is much larger in economic terms for
Retail Magnitude, representing about 10% of a standard deviation. If we were to move from
the 10™ to 90™ percentile of the recommendation revision variable (from -2 to 1), then the
regression coefficient suggests an increase of 1.8% in Retail Magnitude, or more than one-
quarter of a standard deviation.

The control variables also reveal some interesting facts about retail trading First, we
see that retail traders are contrarian. The coefficients for returns measured over the last
week, month, and 6-months are all negative and statistically significant. The return
measured over the last day is positive and significant, likely reflecting the fact that revisions
that are more bullish, as measured by stock price reactions, receive even greater retail
buying. Retail investors also buy more of larger stocks and more of stocks with higher
turnover. These results are consistent with the findings reported in Boehmer et al. (2020).

Taken in their entirety, the results in Table 2 show that retail investors are
responsive and informed with respect to revisions in analysts’ actionables. When analysts
increase price-target return forecasts or recommendations, retail investors buy more shares.

With earnings forecasts, the results are the opposite. When EPS forecasts increase, retail
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investors buy fewer shares. This of course suggests that institutions are buying more shares.
Overall, the findings suggest that retail investors are responsive to analysts’ actionables,
which clearly suggest a course of action, whereas institutions are more responsive to EPS

forecasts.

4.2.2.1 Retail Trading in Response to Revisions: Daily Specifications

In this section of the paper we further explore the effects of revisions on retail trading,
but make two major changes relative to the specifications described in the last section.
First, we make the unit of observation firm-day, rather than revision. Most firm-day
observations do not have revisions, in which case the revision variable is assigned a value
of zero. Some firm-days have multiple revisions of the same type (e.g., EPS forecast), and
in such cases we take a simple average. Second, we include all of the revision variables in
the same regression. We continue to include the same control variables that we use in the
previous tables. We also continue to exclude observations for which EPS was reported
during any of the 3 previous days. Finally, we include of a lagged value, day t-2, of the
retail trading variable value. This is done to capture the fact that retail trading may be
persistent. We choose day -2 so that the variable value does not reflect the announcement

of the revision, which occurs on day ¢-1.
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We report the results from these specifications in Table 3. The results are largely the
same as those in Table 2, which estimates at the revision-level. With respect to EPS forecast
revisions, the response of retail trading is still negative. That is, when analysts raise lower
EPS forecasts, retail investors buy more of the stock. As we explain earlier, this could reflect
the fact that institutions respond more strongly to EPS revisions, pushing prices up and
perhaps encouraging retail investors to provide liquidity and sell their shares.

The recommendation and price target revision variables both continue to be
associated with positive and significant reactions from retail traders. When analysts’
revisions signal a more favorable outlook via recommendations or price targets, retail
investors respond in kind by purchasing more shares. These effects are seen both with Retail
Direction and with Retail Magnitude. Overall, the results continue to be consistent with

the idea that revisions in analysts’ actionables inform retail trading.

4.2.2.1 Retail Trading in Response to Revisions: Daily Specifications and Large Revision
Dummies

In this section of the paper we replace our continuous revision variables with dummy
variables. For each revision variable we create an Up dummy that is equal to 1 if there is a
revision at or above the 90" percentile of the distribution of the revision variable, and zero

otherwise. We also create a Down dummy that is equal to 1 if there is a revision at or below
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the 10" percentile for a revision variable, and zero otherwise. In some cases, analysts simply
reaffirm their prior forecasts and there is no change. In such cases, both dummies are equal
to zero. We continue to use the firm-day sample that we used in the previous table, so most
observations have values of zero for both the Up and Down dummies, as for most firms on
most days there are no revisions. We also continue to exclude observations for which EPS
was reported during any of the 3 previous days. The sample and variables here mirror those
used to create Figure 1.

The results in Table 4 largely confirm the findings in the earlier tables and those in
Figure 1 that were discussed earlier. Retail buying is significantly higher for all 3 types of
revisions following positive revisions. However, negative revisions also lead to more retail
buying in the case of EPS revisions. With price target revisions, we see the effect of a
negative revision is insignificant in all specifications. For recommendations, the Up
coefficients are always positive and significant and the Down coefficients are always negative
and significant. Hence, as in the other tables, the results in Table 4 show that retail investors
are responsive to analysts’ actionables.

In regression 2 Retail Direction is the dependent variable and all of the controls are
included. The coefficients for EPS Up and EPS Down are both positive and significant. The
Down coefficient is larger, consistent with what is reported in Figure 1 and the previous

tables. The EPS Down coefficient is 0.006 (t-statistic = 9.07), while the EPS Up coefficient
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is 0.003 (t-statistic = 4.37). The F-Statistic reported at the bottom of the table shows that
EPS Down is significantly larger than EPS Up.

The Target Up coefficient in regression 2 is 0.011 (#statistic = 5.65) in regression 2,
while the Target Down coefficient is 0.002 (#statistic = 1.09). The F-Statistic reported at
the bottom of the table shows that the Target Up coefficient is significantly larger than the
Target Down coefficient. Thus, as shown in the earlier tables, retail investors tend to be
responsive to price target revisions. Recall that Target Down can still involve a positive
price target-return forecast, e.g., the retune forecast could decline from 20% to 15%, but it
is still a positive return forecast.

The coefficients in regression 2 again show that recommendations are where retail
investors tend to pay the most attention. The Rec. Up and Rec. Down coefficients are both
highly significant and signed such that retail investors are following the revisions. The Rec.
Up coefficient is 0.008 (f-statistic = 5.61), while the Rec. Down coefficient is -0.006 (t-
statistic = 4.65). The difference in Retail Direction following positive and negative
recommendations revisions is therefore about 0.140, or about 1/3 of a standard deviation of
Retail Direction.

Regressions 3 and 4 use Retail Magnitude as the dependent variable, and tell a similar
story. For readability, we multiple all of the coefficient values by 100. In regression 4, which

has the full set of control variables, the EPS Up coefficient is 0.015 (t-statistic =2.40) and
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the EPS Down coefficient is 0.040 (t-statistic = 6.36). So here again, retail investors buy
more after all EPS revisions, yet do so more strongly after negative revisions.

The price target revision coefficients are both positive in regression 4, however only
the Target Up coefficient is significant. The Target Down coefficient is 0.032 (t-statistic =
1.53), while the Target Up coefficient is 0.059 (t-statistic = 2.93), and the difference between
the coefficients is statistically significant. The coefficients for the recommendation revisions
are 0.054 (t-statistic = 4.53) for the Rec. Up and -0.025 (t-statistic = 2.02) for the Rec.
Down. The difference between the Rec. Up and Rec. Down coefficients is statistically
significant and economically meaningful. The standard deviation for Retail Magnitude is
0.067. The coefficients are multiplied by 100 in regressions 3 and 4, so the difference between
the Rec. Up and Rec. Down coefficients is about 0.008, or 11% of a standard deviation of
Retail Magnitude.

The findings in Table 5 agree with the findings in the earlier tables, and thus confirm
the finding that retail investors are responsive and informed with respect to revisions in
analysts’ actionables, especially recommendations, but not with EPS revisions. Our findings

suggest that institutions may be more responsive to EPS revisions.

4.2.3 Retail Trading in Response to Revisions: The Effects of All-Star Analysts
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In this section of the paper we ask whether retail investors behave differently
following revisions of “All-Star” analysts. Clarke, Khorana, Patel, and Rau (2007) argue
that analysts determined by Institutional Investor magazine to be “All-Stars” may be more
adept than typical analysts. An All-Star analyst is defined as an analyst who was denoted
by Institutional Investor as an All-Star or a runner-up in the prior November issue of the
magazine. That is, if an analyst is denoted an All-Star in 2013, we code them as an All-Star
in 2014. We have All-Star data for the years 2013-2017.

To test for the effects of All-Star status, we estimate basically the same revision-
level regression as in Table 2, only we include a dummy variable equal to 1 if the analyst is
an All-Star, and an interaction between the All-Star dummy and the revision variable. A
positive and significant coefficient for the interaction term shows that retail net buying
increases more for positive revisions if the revising analyst is an All-Star.

We report the findings from these tests in Table 4. For the regressions reported in
the first two columns, the revision variable is the EPS forecast. In both regressions, the
revision-All-Star interaction coefficient is positive and significant, showing that retail
investors have a more positive response to All-Star analysts’ EPS revisions than to revisions
issued by non-All-Stars. In both regressions, the EPS forecast revision variable is negative
and significant. The overall effect is thus the revision-All-Star interaction coefficient + the

revision coefficient. In both regressions, the interaction coefficient is greater than the
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revisions coefficient, showing that the overall effect with All-Star analysts is positive, i.e.,

retail investors buy more following a positive revision from an All-Star analyst. In contrast,

the results also show that retail investors buy more following negative revisions from non-

All-Star analysts, consistent with what we find in Tables 2 and 3.

The next two columns report the results for revisions in price targets. In both

specifications, the All-Star interaction is insignificant. The price target revision coefficient

is significant, consistent with Tables 2 and 3. Hence, retail investors trade in response to

revisions in price targets, but do so equally for All-Stars and non-All-Stars alike.

The regressions in columns 5 and 6 report the results for revisions in

recommendations. The results show that retail investors are significantly more responsive

to revisions from All-Star analysts, especially in the case of Retail Magnitude. In both

regressions, the revision variables and the revision-All-Star interactions are positive and

significant. In the Retail Direction regression, both the revision and the All-Star interaction

coefficients are 0.005. This shows that the effect of a revision on retail trading is twice as

large if the issuing analyst is an All-Star. In the Retail Magnitude regression, the revision

coefficient is 0.005 and the All-Star interaction is 0.019, showing that if an All-Star analyst

issues the revision, the effect is more than 4-times as large.

Overall, the results in Table 5 show that when analysts issue revisions in either

recommendations or EPS forecasts, retail investors trade more in the direction of the
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revision if the analyst is an All-Star. With price targets, retail investors seem to respond to

All-Stars and non-All-Stars equally.

4.2.4. “Tipping” or Trading in Anticipation of Revisions

In this section of the paper we ask whether retail investors trade ahead of analysts’
revisions. This analysis is motivated by the findings in Irvine, Lipson, and Puckett (2007),
who find that institutional investors are “tipped” by sell-side analysts, as institutional
buying increases prior to an analyst initiating a “buy” or “strong buy” recommendation.

As we explain in the Introduction, the incentives for retail tipping are fairly straight
forward. Investment banks often have large retail brokerage arms, and more retail trading
and more retail assets under management result in more revenues for these firms and their
brokers. Independent or unaffiliated analysts sell their reports directly to retail investors,
so there is an incentive for tipping with these analysts as well.

We report the results from our tipping tests in Table 5. The dependent variable is
one of the revision variables (EPS forecast, price target-return forecast, or
recommendations), and we regress this on lagged values of either Retail Direction or Retail
Magnitude for each of the previous 5 trading days. We include lagged daily stock returns
and lagged daily returns squared for the same 5 trading days, market capitalization, and

turnover as controls. The regressions all have firm and time fixed effects, and standard
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errors that are clustered on firm and time. As in the other tables, we exclude revisions that
follow an earnings announcement over any of the three previous days.

In the first two columns we report the results for EPS revisions. The retail trading
coefficients are all insignificant in the regression that uses Retail Direction. In the regression
reported in the second column the 1-day lag Retail Magnitude coefficient is negative and
significant, however the other Retail Magnitude coefficients are insignificant. Overall, the
evidence here does not support the idea that retail investors are tipped or otherwise
anticipate EPS revisions.

Columns 3 and 4 report the results for revisions in price targets. The results here are
very strong, and consistent with tipping or retail investors somehow anticipating price
target revisions. In column 3, all five of the coefficients for lagged values of Retail Direction
are positive and statistically significant. The coefficient for Retail Direction at the 1-day
lag is 0.007 (t-statistic = 8.56), so a l-standard deviation increase in Retail Direction
portends a higher value of about 0.3% in the revision of price target-implied returns. If we
add up the effects from all 5 Retail Direction coefficients, then the effect is about a 1.2%
higher revision in price target-implied returns. Column 4 shows similar results for Retail
Magnitude. All 5 of the coefficients for the lagged values are positive, and 4 are significant.
The 1-day lag coefficient has a value of 0.076 (t-statistic = 5.60), which alone suggests about

a 0.5% higher revision in price target-implied return.
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Columns 5 and 6 report the results for recommendation revisions. We find evidence
of retail investors anticipating such revisions with Retail Direction, but not Retail
Magnitude. In column 5, the coefficients for lagged values of Retail Direction are all positive,
and are significant at the 1-day and 5-day lags. The coefficient for the 1-day lag suggests a
1.1% higher recommendation revision given a one standard deviation increase in Retail
Direction.

Taken in their entirety, the findings in Table 6 are consistent with the idea that
some retail investors are tipped or otherwise anticipate revisions in analysts’ actionables,
but not revisions in EPS forecasts. Alternatively, it could be that analyst recommendations
are partially driven by retail trading. If analysts seek to observe and mirror retail trader
sentiment when making their revisions, it may appear that retail traders anticipate revisions
when in fact they are responsible for driving recommendations. While we cannot rule out
this possibility, we find it less likely since we know of no anecdotal evidence that analysts
respond to retail sentiment, and due to the difficult nature of observing retail trades during
our sample period. Furthermore, this alternative explanation also applies (and is more
plausible) for institutional trades, which as we explain above have been linked to tipping

by Irvine, Lipson, and Puckett (2007).
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4.2.5 Retail Trading, Analysts’ Revisions, and Stock Returns
In this section of the paper we study how our analyst and retail trading variables

relate to stock return predictability. Our results thus far show that retail investors follow
revisions in actionables, and also follow EPS forecast revisions if the analyst making the
revision is an All-Star. If such trading is “informed” or rational, then it needs to be the case
that revisions predict returns in the intended direction. As we mention in the Introduction,
previous studies show that all three of our revision variables predict returns in the intended
direction. However, McLean and Pontiff (2016) show that return-predictability is typically
lower out-of-sample, possibly because of both data mining and informed trading. We
therefore begin by testing whether such revision-predictability exists in our sample period.
Boehmer et al. (2020) and McLean, Pontiff, and Reilly (2020) both show that retail trade
imbalance measures (Retail Direction) predict returns in the intended direction. Our other
retail trading variable, Retail Magnitude, however, has not been shown to predict stock
returns, and we test whether it predicts returns here.

We report the results from our initial return-predictability regressions in Table 6.
The dependent variable in each regression is stock returns measured over the subsequent
20 trading days. We multiply this variable by 100 so that the coefficients are easier to read.
As in the earlier tables, we include controls for lagged returns, volatility, size, and turnover,
and exclude observations with earnings announcements over the three previous days. The

regressions have firm and time fixed effects and standard errors clustered on firm and time.
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In the first regression, we include the three revision variables, but not the retail
trading variables. The coefficients for each of the revision variables are positive and
statistically significant. This means that when analysts become more bullish on a stock or
raise its EPS forecast, returns over the month are significantly higher. This also shows that
retail trading in the direction of the revisions, which we document in the previous tables for
recommendations and price targets is informative. The revision variables’ coefficients reflect
increases in expected returns per standard deviation increase in the revision variable of
0.014%, 0.21%, and 0.22% for EPS forecasts, price target-return forecasts, and
recommendations, respectively. Hence, although all three types of revisions result in
statistically significant return predictability, revisions in price targets and recommendations
produce return-predictability that is far more economically meaningful. The fact that retail
investors follow revisions in actionables, but not EPS forecasts, further supports the idea of
informed retail trading following analysts’ revisions.

The regressions reported in the second and third columns report the results for the
retail trading variables. Both retail trading variables produce return predictability that is
statistically significant. In column 2, the coefficient for Retail Direction suggests an increase
in expected returns of 0.14% per month per standard deviation increase, while in column 3

the coefficient for Retail Magnitude suggests and expected return increase of 0.08% per
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month per standard deviation increase. The mean value of monthly return is 0.79% in our
sample, so with both retail trading variables the effects are economically meaningful.

The final two columns in Table 6 include each of the retail trading variables along
with the revision variables. The results show that the effect of retail trading does not impact
the effect of revisions, and vice versa. The coefficients for the retail trading variables are
virtually the same in these specifications as compared to the specifications that did not
include the revision variables. Similarly, the coefficients for the revision variables are
essentially the same as those reported in the specifications that do not include the retail
trading variables. This suggests retail trading in the direction of revisions is informative,
i.e., a retail trader who buys shares following a positive revision earns a higher return than

a retail trader who buys shares on a day with no revision.

4.2.5.1. The Informativeness of Retail Trading and Analysts Revisions

In this section we further explore whether retail trading that follows revisions is
informative. We estimate regressions similar to those reported in Table 7, only we do so in
subsamples based on retail trading. We consider subsamples with only positive or negative
values of Retail Direction as well as subsamples based on the 10" and 90" percentiles of

Retail Direction. Creating subsamples based on the 10" and 90™ percentiles of Retail
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Magnitude create similar findings, so for the sake of brevity we only report results based on
Retail Direction.

We create our subsamples on day ¢-1, and measure returns from day ¢ to day t+20.
We measure the revision variables and other controls on day t-2, so retail investors had this
information when they made their trades.

The results in Table 8 show that retail trading that conditions on revision is more
informative. Analysts’ revisions predict returns in the intended direction within each of the
four subsamples. In the first two columns, which limit the samples to either positive or
negative values of Retail Direction, all of the revision coefficients are statistically significant
and signed in the intended direction. This shows that stocks which retail investors bought
or sold have higher (lower) returns if analysts issued a positive (negative) revision.

In columns 3 and 4 the subsamples are limited to values of Retail Direction that are
in either the 10" and 90" percentiles of Retail Direction. All of the revision variables are
signed in the intended direction, and 2 of the 3 variables are significant in each regression.
In the greater than 90" percentile subsample, the price target and recommendations
coefficients are significant, whereas in the less than 10" percentile subsample, the EPS and
recommendations coefficients are significant. Taken in their entirety, the results in Table 8

show that retail trading is significantly more informative when it follows analysts’ revisions.
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4.3. Conclusion

This paper studies whether and how retail investors respond to analysts’ revisions in
EPS forecasts, recommendations, and price targets. We produce several novel findings,
which contribute to literatures on both retail investors and sell-side analysts.

We find that overall, retail investors follow revisions in analysts’ actionables. That
is, when analysts increase their recommendation or raise their price targets, retail investors
buy more of the stock. With EPS forecasts, retail investors buy more following both positive
and negative revisions, but the effect is stronger with negative revisions. This suggests that
retail investors pay closer attention to analysts’ actionables than to EPS forecasts.
Actionables, i.e., recommendations and price targets, offer explicit guidance with respect to
how to trade on the stock. EPS forecasts do not. The counter-trading with EPS forecast
revisions on the part of retail investors could reflect an increase in institutional trading
following EPS revisions.

We then ask whether these effects are stronger if an All-Star analyst makes the
revision. With recommendations, this is very much the case. The response in retail trading
following an All-Star’s recommendation revision is 2x to almost 5x stronger as compared to
a non-All-Star’s revision. With EPS forecast revisions, we find that retail investors switch

course, and trade in the direction of the revision. With price target revisions, we find no
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effect; retail investors respond similarly to revisions in price targets regardless if the analyst
is an All-Star or not.

We find some evidence of tipping, or at least evidence of retail traders anticipating
and thus trading ahead of revisions. We find strong evidence of retail investors trading in
anticipation of price target revisions. We find weaker, but still significant evidence with
recommendation revisions. We do not find evidence with EPS forecast revisions. As we
mention earlier, there are incentives for analysts to tip retail investors. Investment banks
typically have retail brokerage arms that serve retail investors. Unaffiliated analysts sell
their research directly to retail investors.

In the final part of our paper we study how analysts’ revisions and retail trading
relate to stock return-predictability. This analysis produces several interesting insights. All
3 types of revisions predict returns in our sample. The predictability of retail trading and
revisions are largely orthogonal to one another. Revisions also predict returns in subsamples
limited to high levels of either retail selling or retail buying. Thus, retail trades that follow
revisions are more informative.

Overall, our findings are consistent with the idea that spikes in retail trading reflect
informed trading, and at least some of these trades are informed by analysts’ revisions. Our
research also shows that one channel through which analysts information gets into prices is

through retail investors.
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Figure 1: Retail Trading on and Off Days with Large Analysts’ Revisions

This Figure displays average values for Retail Direction (Figure 1.A) and Retail Magnitude (Figure 1.B) on
days following analysts’ revisions. Retail Direction is equal to: (Retail Buy Volume — Retail Sell Volume) /
(Retail Buy Volume + Retail Sell Volume). Retail Magnitude is equal to: (Retail Buy Volume — Retail Sell
Volume) / Total Volume. We demean each observation by its firm-level mean. We consider revisions in EPS
forecasts, price targets, and recommendations. “Up” reflects days at or above the 90" percentile for the revision
variable, “Down” reflects days at or below the 10" percentile for the revision variable, and “No Revision”
reflects days with no revision. The revisions are measured on day t-1, and the trading is measured on day t.
We exclude observations with an earnings announcement on days ¢-1, t-2, or t-3.

Figure 1.A: Retail Direction and Analysts' Revisions
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Figure 1.B: Retail Magnitude and Analysts' Revisions
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Table 1: Summary Statistics

This table presents summary statistics for the main variables used in this study. Retail Direction is equal to: (Retail Buy Volume — Retail Sell Volume)
/ (Retail Buy Volume + Retail Sell Volume). Retail Magnitude is equal to: (Retail Buy Volume — Retail Sell Volume) / Total Volume. Daily, Weekly,
Monthly, and 6-Month returns are the total stock returns measured over the stated period. Variance is the variance of daily returns measured over
previous 20 days. Daily Return® and Weekly Return® are the daily and weekly stock returns squared. Market Cap. is price x shares outstanding, reported
in millions. Turnover is the average daily turnover (shares traded / shares outstanding) over the last 20 days. The revision variables are measured at
the analyst-level; they are not consensus variables. Each revision reflects a change for an individual analyst. EPS Revision is the new EPS forecast, -
the most recent EPS forecast, scaled by the stock price measured on the day before the previous EPS forecast. Price Target Revision is the new 12-
month price target scaled by yesterday’s stock price minus the previous 12-month price target scaled by stock price the day before it was announced.
Recommendation Revision is the new recommendation minus the previous recommendation. We exclude firms that don’t have at least one revision
during our sample period. The sample period begins in October 2006 and ends in December 2019.

155



Table 1: (Continued)

Std.
Daily Variables Mean  Median Min Max 10th%ile 90th%ile Dev. N
Retail Direction -0.0259 0.0000 -1.0000 1.0000 -0.5936 0.5005 0.4299 17,800,000
Retail Magnitude -0.0019 0.0000 -0.3804 0.3843 -0.0413 0.0361 0.0665 17,800,000
Daily Return 0.0005 0.0000 -0.9652 11.5000 -0.0303 0.0300 0.0382 17,800,000
Weekly Return 0.0021 0.0008 -0.9854 21.8422 -0.0681 0.0685 0.0826 17,700,000
Monthly Return 0.0079 0.0050 -0.9989 36.3191 -0.1396 0.1442 0.1620 17,600,000
6-Month Return 0.0449 0.0205 -1.0000 4273.7240 -0.3186 0.3529 4.1281 16,700,000
Variance 0.0014 0.0005 0.0000 6.7284 0.0001 0.0027 0.0137 17,600,000
Daily Return? 0.0015 0.0001 0.0000 132.2500 0.0000 0.0022 0.0607 17,800,000
Weekly Return? 0.0068 0.0008 0.0000 477.0799 0.0000 0.0109 0.2128 17,700,000
Market Cap. 4,742,812 578,086 30 1,300,000,000 47,872 8,593,520 21,000,000 17,800,000
Turnover 0.0108 0.0058 0.0000 140.5812 0.0012 0.0190 0.1980 17,600,000
Revision
Variables
EPS Rev. -0.0044 0.0000 -0.2800 0.1193 -0.0132 0.0072 0.0375 1,719,977
Price Target.
Rev. 0.0020 -0.0008 -0.6362 0.6878 -0.1676 0.1729 0.1775 1,075,591
Rec. Rew. -0.0581 0.0000 -4.0000 4.0000 -2.0000 1.0000 1.0482 414,115
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Table 2: Retail Trading in Response to Revisions: Revision-Level Regressions

In this table we regress daily retail trading on lagged values of analysts’ revisions and controls. The unit of
observation is a revision. The revisions are lagged one day relative to the retail trading. The retail trading
variables are Retail Direction and Retail Magnitude. Retail Direction is equal to: (Retail Buy Volume — Retail
Sell Volume) / (Retail Buy Volume + Retail Sell Volume). Retail Magnitude is equal to: (Retail Buy Volume
— Retail Sell Volume) / Total Volume. EPS Revision is the new EPS forecast minus the previous EPS forecast,
scaled by the stock price measured on the day before the new EPS forecast. Price Target Revision is the new
12-month price target scaled by the day t-1 stock price minus the previous price target scaled by its ¢-1 stock
price. Recommendation Revision is the new recommendation minus the previous recommendation. Daily,
Weekly, Monthly, and 6-Month returns are the total stock returns measured over the stated period. Variance
is the variance of daily returns measured over previous 20 days. Daily Return’ and Weekly Return® are the
daily and weekly stock returns squared. Market Cap. is price x shares outstanding, reported in millions.
Turnover is the average daily turnover (shares traded / shares outstanding) over the last 20 days. We exclude
retail trading observations for which there is an earnings announcement over any of the three previous days.
The regressions include firm and time fixed effects and the standard errors are clustered on firm and time.
The sample period begins in October 2006 and ends in December 2019.
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Table 2: (Continued)

EPS Forecast Revisions

Price Target Revisions

Recommendation Revisions

Retail Direction Retail Retail Direction Retail Retail Direction Retail
Magnitude Magnitude Magnitude
Revision -0.023 -0.142 0.019 0.033 0.005 0.006
(2.26)** (4.85)%** (10.06)*** (6.52)%** (9.35)%** (4.39)%**
Daily Return 0.048 0.293 0.037 0.224 -0.023 0.045
(4.61)%** (7.75)%** (3.90)*** (5.91)%** (1.99)** (0.95)
Weekly Return -0.079 -0.099 -0.086 -0.137 -0.105 -0.132
(11.81)*** (4.65)%** (12.28)%** (6.14)%** (11.13)%** (4.72)%**
Monthly -0.078 -0.062 -0.062 -0.052 -0.073 -0.102
Return
(19.04)*** (4.25)%*% (14.07)%** (3.47)%* (12.90)*** (6.20)%**
6-Month -0.011 -0.020 -0.006 -0.014 -0.007 -0.009
Return
(7.87)%** (4.12)%** (4.01)%** (2.49)** (3.52)%H* (1.38)
Variance 0.152 -0.395 0.394 0.023 0.354 -0.806
(0.97) (0.71) (3.41)%%* (0.05) (3.27)%x* (1.69)*
Daily Return? -0.001 0.027 -0.042 -0.046 -0.011 0.056
(0.10) (0.73) (3.99)%** (0.82) (1.24) (1.43)
Weekly 0.046 0.068 0.014 0.046 0.016 0.080
Return®
(3.88)%** (1.01) (4.16)*** (2.45)%* (3.79)%H* (3.93)%**
Market Cap. 0.000 0.000 0.000 0.000 0.000 0.000
(1.95)% (2.24)%% (2.05)%* (2.89) %% (1.62) (1.86)*
Turnover 0.310 1.965 0.164 1.434 -0.022 1.260
(6.11)%** (5.18)*** (3.86)*** (5.20)*** (0.43) (5.06)***
R? 0.04 0.05 0.04 0.06 0.07 0.10
N 1,417,182 1,417,182 923,915 923,915 300,080 300,080
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Table 3: Retail Trading in Response to Revisions: Daily Specifications

In this table we regress daily retail trading on lagged daily values of analysts’ revisions and controls. The
revisions are lagged one day relative to the trading. For days with no revisions, we set the revision value equal
to zero. The retail trading variables are Retail Direction and Retail Magnitude. Retail Direction is equal to:
(Retail Buy Volume — Retail Sell Volume) / (Retail Buy Volume + Retail Sell Volume). Retail Magnitude is
equal to: (Retail Buy Volume — Retail Sell Volume) / Total Volume. We include lagged values of the retail
trading variables in each regression. The lagged trading variables are measured at day -2, so as not to coincide
with the revision variables, which are measured on day {-1. EPS Revision is the new EPS forecast minus the
previous EPS forecast, scaled by the stock price measured on the day before the new EPS forecast. Price
Target Revision is the new 12-month price target scaled by the previous day’s stock price minus the previous
12-month stock price forecast scaled by its previous day stock price. Recommendation Revision is the new
recommendation minus the previous recommendation. Daily, Weekly, Monthly, and 6-Month returns are the
total stock returns measured over the stated period. Variance is the variance of daily returns measured over
the previous 20 days. Daily Return® and Weekly Return’ are the daily and weekly stock returns squared.
Market Cap. is price x shares outstanding, reported in millions. Turnover is the average daily turnover (shares
traded / shares outstanding) over the last 20 days. We exclude firms that don’t have at least one revision
during our sample period. We exclude retail trading observations for which there is an earnings announcement
over any of the three previous days. The regressions include firm and time fixed effects and the standard
errors are clustered on firm and time. The sample period begins in October 2006 and ends in December 2019.
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Table 3: (Continued)

Retail Direction Retail Direction Retail Retail
Magnitude Magnitude
EPS Reuvision -0.003 -0.001 -0.000 -0.000
(3.84)%** (1.81)* (2.26)** (0.96)
Price Tgt. Rev. 0.026 0.017 0.002 0.001
(8.08)*** (4.95)%** (4.68)%** (2.06)**
Rec. Revision 0.005 0.005 0.000 0.000
(7.37)*F%* (6.88)*** (5.24)%** (4.48)%**
Lagged Retail 0.048 0.047 0.024 0.024
(77.34)%** (76.06)*** (33.00)*** (32.46)***
Daily Return -0.002 0.001
(0.27) (0.83)
Weekly Return -0.091 -0.010
(24.17)%** (22.11)%**
Monthly Return -0.044 -0.003
(14.12)%** (10.62)***
6-Month Return -0.000 -0.000
(1.38) (4.00)***
Variance 0.110 0.005
(2.97)%** (2.32)%*
Daily Return? 0.004 0.000
(0.95) (0.30)
Weekly Return? 0.014 0.002
(3.99)%** (3.89)%**
Market Cap. 0.000 0.000
(2.63)*** (3.48)%**
Turnover 0.001 0.000
(1.07) (1.40)
R? 0.01 0.01 0.01 0.01
N 17,498,562 16,381,226 17,462,222 16,351,826
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Table 4: Retail Trading in Response to Revisions: Daily Specifications and
Revision Dummies

In this table we regress daily retail trading on lagged daily values of analysts’ revisions and controls. The
revisions are lagged one day relative to the trading. For days with no revisions, we set the revision value equal
to zero. The retail trading variables are Retail Direction and Retail Magnitude. Retail Direction is equal to:
(Retail Buy Volume — Retail Sell Volume) / (Retail Buy Volume + Retail Sell Volume). Retail Magnitude is
equal to: (Retail Buy Volume — Retail Sell Volume) / Total Volume. We include lagged values of the retail
trading variables in each regression. The lagged trading variables are measured at day -2, so as not to coincide
with the revision variables, which are measured on day t-1. Up EPS (Down EPS) is equal to 1 if there is an
EPS revision in the 90" (10"} percentile and zero otherwise. Up Target (Down Target) is equal to 1 if there
is an price target revision in the 90" (10™) percentile and zero otherwise. Up Rec. (Down Rec.) is equal to 1
if Recommendation Revision is positive (negative) and zero otherwise. Daily, Weekly, Monthly, and 6-Month
returns are the total stock returns measured over the stated period. Variance is the variance of daily returns
measured over the previous 20 days. Daily Return® and Weekly Return® are the daily and weekly stock returns
squared. Market Cap. is price x shares outstanding, reported in millions. Turnover is the average daily turnover
(shares traded / shares outstanding) over the last 20 days. We exclude firms that don’t have at least one
revision during our sample period. We exclude retail trading observations for which there is an earnings
announcement over any of the three previous days. The regressions include firm and time fixed effects and
the standard errors are clustered on firm and time. The bottom row reports p-values from F-tests of whether
the difference between the Up and Down coefficients are statistically significant. The coefficients in the Retail
Magnitude regressions are multiplied by 100 for readability. The sample period begins in October 2006 and
ends in December 2019.
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Table 4: (Continued)

Retail Direction Retail Direction Retail Retail
Magnitude Magnitude
EPS Up 0.002 0.003 0.011 0.017
(2.99)%x* (4.37)%** (1.87)* (2.71)%**
Target Up 0.014 0.011 0.092 0.059
(7.32)%%* (5.65)%** (4.69)*** (2.93)%**
Rec. Up 0.008 0.008 0.057 0.054
(6.05)%** (5.61)%** (5.04)%** (4.53)%**
EPS Doun 0.008 0.006 0.057 0.041
(12.02)*** (9.07)*** (8.90)*** (6.10)***
Target Douwn -0.001 0.002 0.000 0.032
(0.40) (1.09) (0.01) (1.53)
Rec. Down -0.007 -0.006 -0.034 -0.025
(5.08)%** (4.45)%** (2.87)%** (2.02)**
Lagged Retail 0.048 0.047 2.394 2.387
(77.34)%%* (76.06)*** (33.00)*** (32.46)***
Daily Return -0.002 0.080
(0.25) (0.84)
Weekly Return -0.091 -1.049
(24.17)%** (22.11)***
Monthly Return -0.044 -0.288
(14.11)%%* (10.61)***
6-Month Return -0.000 -0.000
(1.38) (3.99)%**
Variance 0.110 0.540
(2.97)%%% (2.32)**
Daily Return? 0.004 0.023
(0.93) (0.30)
Weekly Return? 0.014 0.159
(3.99)*** (3.89)%**
Market Cap. 0.000 0.000
(2.62)%x* (3.48)***
Turnover 0.001 0.014
(1.07) (1.40)
R? 0.01 0.01 0.01 0.01
N 17,498,562 16,381,226 17,462,222 16,351,826
EPS: Up-Doun 0.00 0.00 0.00 0.00
Target: Up-Doun 0.00 0.00 0.00 0.00
Rec: Up-Doun 0.00 0.00 0.00 0.00
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Table 5: Retail Trading in Response to Revisions: The Effects of All-Star Analysts

In this table we regress daily retail trading on lagged values of analysts’ revisions, revisions interacted with an All-Star Analyst dummy, and controls.
The unit of observation is a revision. The revisions are lagged one day relative to the retail trading. The All-Star dummy equals 1 if the analyst was
named an All-Star or runner up in the previous year, and zero otherwise. The retail trading variables are Retail Direction and Retail Magnitude. Retail
Direction is equal to: (Retail Buy Volume — Retail Sell Volume) / (Retail Buy Volume + Retail Sell Volume). Retail Magnitude is equal to: (Retail
Buy Volume — Retail Sell Volume) / Total Volume. EPS Revision is the new EPS forecast minus the previous EPS forecast, scaled by the stock price
measured on the day before the new EPS forecast. Price Target Revision is the new 12-month price target scaled by the day ¢-1 stock price minus the
previous price target scaled by its -1 stock price. Recommendation Revision is the new recommendation minus the previous recommendation. Daily,
Weekly, Monthly, and 6-Month returns are the total stock returns measured over the stated period. Variance is the variance of daily returns measured
over previous do days. Daily Return® and Weekly Return® are the daily and weekly stock returns squared. Market Cap. is price x shares outstanding,
reported in millions. Turnover is the average daily turnover (shares traded / shares outstanding) over the last 20 days. We exclude retail trading
observations for which there is an earnings announcement over any of the three previous days. The regressions include firm and time fixed effects and
the standard errors are clustered on firm and time. The sample period begins in October 2006 and ends in December 2019.
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Table 5: (Continued)

EPS Forecast Revisions Price Target Revisions Recommendations Revisions

Retail Direction Retail Retail Direction Retail Retail Direction Retail
Magnitude Magnitude Magnitude
Revision -0.028 -0.157 0.018 0.030 0.005 0.005
(2.75)%*% (5.55)%** (9.53)*** (6.12)%H* (9.14)%H* (4.08)%**
Revision * 0.103 0.188 -0.004 0.012 0.005 0.019
AS
(2.13)** (1.78)* (0.46) (0.51) (1.96)** (3.78)%Hx
All-Star (AS) -0.000 0.005 0.002 0.002 0.001 0.003
(0.12) (2.30)** (1.31) (1.10) (0.34) (0.68)
Daily Return 0.047 0.293 0.036 0.222 -0.023 0.044
(4.55)%** (7.75)%** (3.80)*** (5.86)*** (2.02)** (0.94)
Weekly -0.080 -0.098 -0.088 -0.140 -0.105 -0.133
Return
(11.92)%** (4.60)*** (12.48)%** (6.25)%** (11.16)*** (4. 74)%x*
Monthly Ret. -0.078 -0.061 -0.062 -0.051 -0.073 -0.102
(18.94)%** (4.20)%** (13.98)%** (3.35)%%* (12.87)%** (6.19)%**
6-Month Ret. -0.011 -0.020 -0.006 -0.014 -0.007 -0.009
(7.80)*** (4.07)%** (4.04)*** (2.49)** (3.51)%** (1.37)
Variance 0.165 -0.348 0.405 -0.013 0.353 -0.809
(1.05) (0.62) (3.48)%** (0.03) (3.26)*** (1.69)*
Daily Return? -0.001 0.023 -0.041 -0.032 -0.011 0.056
(0.15) (0.63) (3.64)%** (0.55) (1.23) (1.43)
Weekly Ret? 0.046 0.069 0.014 0.049 0.016 0.080
(3.88)%** (1.01) (3.98)*** (2.46)** (3.81)*** (3.94)***
Market Cap. 0.000 0.000 0.000 0.000 0.000 0.000
(1.94)% (2.21)%* (2.03)%* (2.90)%** (1.63) (1.86)*
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Turnover 0.309 1.958 0.164 1.442 -0.022 1.261

(6.33) %% (5.15)%%* (3.91)%%* (5.19)%%* (0.43) (5.07)%%*
R? 0.04 0.05 0.04 0.06 0.07 0.10
N 1,417,124 1,417,124 923,798 923,798 300,080 300,080
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Table 6: “Tipping” or Trading in Anticipation of Revisions

The dependent variable in these regressions is one of the revision variables: EPS forecast, price target, or
recommendations. We regress revisions on lagged values of either Retail Direction or Retail Magnitude for
each of the previous 5 trading days. The retail trading variables are Retail Direction and Retail Magnitude.
Retail Direction is equal to: (Retail Buy Volume — Retail Sell Volume) / (Retail Buy Volume + Retail Sell
Volume). Retail Magnitude is equal to: (Retail Buy Volume — Retail Sell Volume) / Total Volume. We include
lagged daily stock returns for each of the past 5 days, and lagged daily returns squared for each of the past 5
days, market capitalization, and turnover as controls. For the sake of brevity, we do not report the control
variables’ coefficients. Daily, Weekly, Monthly, and 6-Month returns are the total stock returns measured over
the stated period. Variance is the variance of daily returns measured over the previous 20 days. Daily Return?
and Weekly Return® are the daily and weekly stock returns squared. Market Cap. is price x shares outstanding,
reported in millions. Turnover is the average daily turnover (shares traded / shares outstanding) over the last
20 days. The regressions have firm and time fixed effects, and standard errors that are clustered on firm and
time. We exclude revisions that are on an earnings announcement day, or follow an earnings announcement
over the previous 2 days. The regressions include firm and time fixed effects and the standard errors are
clustered on firm and time. The sample period begins in October 2006 and ends in December 2019.
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Table 6: (Continued)

EPS Revision Price Target Revision

Recommendation Revision

Retail Direction Retail Magnitude Retail Direction Retail Magnitude

Retail Direction

Retail Magnitude

Retail Trading,, 102.228 -9,187.477 0.007 0.076 0.027 0.007
(0.28) (1.84)* (8.56)%** (5.60)%** (3.97)%xx (0.10)
Retail Trading,.» -26.400 -2,972.252 0.007 0.052 0.009 0.043
(0.17) (0.45) (9.13)%%* (4.11)%%% (1.34) (0.64)
Retail Trading, s 171.690 3,113.387 0.004 0.039 0.002 -0.062
(0.84) (0.85) (5.98)%%* (3.21)%%* (0.28) (0.94)
Retail Trading,., 73.106 -2,645.388 0.005 0.012 0.005 -0.035
(0.34) (0.37) (6.51)%¢ (0.95) (0.75) (0.51)
Retail Trading. 11.116 1,314.990 0.005 0.033 0.016 0.082
(0.09) (0.80) (6.52)%** (2.64) % (2.50)%* (1.18)
R? 0.02 0.02 0.08 0.08 0.06 0.06
N 1,403,992 1,403,682 889,744 889,588 312,510 312,438
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Table 7: Retail Trading, Analysts’ Revisions, and Stock Returns

This table reports regression results of 20-day stock returns on lagged values of analysts’ revisions, retail
trading, and controls. Retail trading is measured on day ¢-1, while the revision variables are measured on day
t-2. The control variables are all measured relative to day (-2 as well. For days with no revisions, we set the
revision value equal to zero. Retail Direction is equal to: (Retail Buy Volume — Retail Sell Volume) / (Retail
Buy Volume + Retail Sell Volume). Retail Magnitude is equal to: (Retail Buy Volume — Retail Sell Volume)
/ Total Volume. EPS Revision is the new EPS forecast minus the previous EPS forecast, scaled by the stock
price measured on the day before the new EPS forecast. Price Target Revision is the new 12-month price
target scaled by the previous day’s stock price minus the previous EPS forecast scaled by its previous day’s
stock price. Recommendation Revision is the new recommendation minus the previous recommendation. Daily,
Weekly, Monthly, and 6-Month returns are the total stock returns measured over the stated period. Variance
is the variance of daily returns measured over the previous 20 days. Daily Return® and Weekly Return® are
the daily and weekly stock returns squared. Market Cap. is price x shares outstanding, reported in millions.
Turnover is the average daily turnover (shares traded / shares outstanding) over the last 20 days. We exclude
firms that don’t have at least one revision during our sample period. We exclude observations with an earnings
announcement over any of the three previous days. The regressions include firm and time fixed effects and
the standard errors are clustered on firm and time. The sample period begins in October 2006 and ends in
December 2019.

168



Table 7: (Continued)

Retail Direction 0.330 0.330
(20.34)*** (20.34)***
Retail Magnitude 1.253 1.253
(11.44)%** (11.43)***
EPS Revision 0.372 0.372 0.372
(5.79)*** (5.79)%** (5.79)*Hx
Price T\ t
ree rarge 1.182 1.176 1.178
Revision
(4.60)*** (4.58)%** (4.60)***
Rec. Revision 0.213 0.211 0.211
(7.03)%** (6.98)%** (6.97)***
Daily Return -6.134 -6.076 -6.017 -6.134 -6.075
(6.24)*** (6.20)*** (6.25)%** (6.25)%** (6.30)%**
Weekly Return -3.558 -3.527 -3.502 -3.528 -3.503
(5.03)*** (4.99)%** (5.06)*** (5.00)%** (5.07)%**
Monithly Ret. -0.998 -0.985 -1.045 -0.983 -1.044
(0.80) (0.79) (0.86) (0.79) (0.86)
6-Month Ret. 0.005 0.005 0.004 0.005 0.004
(0.79) (0.80) (0.41) (0.80) (0.41)
Variance 12.125 12.086 12.229 12.086 12.228
(2.14)** (2.13)** (2.18)** (2.13)** (2.17)%*
Daily Return? 0.285 0.273 0.260 0.284 0.271
(0.92) (0.89) (0.85) (0.92) (0.89)
Weekly Ret? 0.294 0.289 0.289 0.289 0.289
(1.81)* (1.79)* (1.80)* (1.79)* (1.80)*
Market Cap. -0.000 -0.000 -0.000 -0.000 -0.000
(3.25)%** (3.25)%** (3.25)%*% (3.25)%*% (3.25 )%k
Turnover -0.624 -0.625 -0.624 -0.625 -0.624
(3.62)*** (3.62)*** (3.63)*** (3.62)*** (3.63)%**
R? 0.15 0.15 0.15 0.15 0.15
N 16,203,510 16,203,510 16,186,824 16,203,510 16,186,824
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Table 8: Retail Trading and Stock Returns On and Off Revision Days

This table reports regression results of 20-day stock returns on analysts’ revisions and controls within different
subsamples that are based on values of Retail Direction. Retail Direction is measured on day t-1 relative to
the 20-day future stock return, which is measured on day t. The revision and control variables are measure
on or relative to day t-2. EPS Revision is the new EPS forecast minus the previous EPS forecast, scaled by
the stock price measured on the day before the new EPS forecast. Price Target Revision is the new 12-month
price target scaled by the previous day’s stock price minus the previous EPS forecast scaled by its previous
day’s stock price. Recommendation Revision is the new recommendation minus the previous recommendation.
Daily, Weekly, Monthly, and 6-Month returns are the total stock returns measured over the stated period.
Variance is the variance of daily returns measured over the previous 20 days. Daily Return® and Weekly
Return® are the daily and weekly stock returns squared. Market Cap. is price x shares outstanding, reported
in millions. Turnover is the average daily turnover (shares traded / shares outstanding) over the last 20 days.
We exclude firms that don’t have at least one revision during our sample period. We exclude observations
with an earnings announcement over any of the three previous days. The regressions include firm and time
fixed effects and the standard errors are clustered on firm and time. The sample period begins in October
2006 and ends in December 2019.
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Table 8: (Continued)

Retail Retail Retail Retail
Direction>0 Direction<0 Direction>90"%"  Direction< 10"
EPS Reuvision 0.286 0.473 0.373 0.492
(3.34)%** (6.95)%** (1.50) (2.85)%Hx
Price Target Revision 0.917 1.217 3.114 1.143
(2.86)%** (4.57)%x* (2.18)** (1.20)
Rec. Revision 0.234 0.182 0.437 0.441
(5.65)%** (5.00)*** (3.44)%** (3.96)***
Daily Return -6.263 -5.170 -8.533 -7.248
(7.42)%** (6.82)%%* (4.24)%** (4.30)%**
Weekly Return -3.423 -3.053 -6.403 -5.857
(6.58)*** (6.42)*** (3.81)%H* (3.70)*H*
Monthly Ret. -1.934 -1.832 -1.425 -1.610
(3.46)*** (4.26)%** (0.62) (0.94)
6-Month Ret. -0.021 0.008 0.003 0.013
(0.58) (0.61) (0.31) (3.95 )%k
Variance 14.017 5.063 40.964 23.008
(2.36)** (1.58) (7.91)%** (3.21)%**
Daily Return? 0.013 0.776 2.998 -0.048
(0.04) (2.70)*** (0.72) (0.16)
Weekly Ret? 0.055 0.454 3.079 2.798
(0.84) (3.26)*** (1.55) (3.31)%x*
Market Cap. -0.000 -0.000 -0.000 -0.000
(3.06)*** (3.38)%** (1.99)** (2.43)**
Turnover -0.600 -0.581 -1.898 -6.608
(3.69)*** (4.30)*** (1.06) (2.05)**
R? 0.15 0.16 0.14 0.14
N 7,148,654 7,849,057 1,676,913 1,676,036
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