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Abstract 
The aim of this thesis was to develop our understanding of Intrinsically Disordered Proteins 

(IDPs). The first chapter of this thesis is a literature review which at the time of writing aimed 

to highlight much of the recent work carried out using Ion Mobility Mass Spectrometry (IM-

MS) to study IDPs in detail. Chapter two is a methodology chapter on the use of IM-MS and 

Molecular Dynamics (MD) to examine IDPs. The chapter covers sample preparation, 

purification, optimisation of MS conditions, tuning parameters, data collection and analysis. 

The third chapter is the first results chapter which focuses on determining the secondary 

structural features in the conformational landscape of the cold regulating plant protein 

COR15A found in Arabidopsis Thaliana. Here comparison of MD simulations with IM-MS data 

is used to explore the conformational landscape of COR15A. The study showed how 

combining these two techniques can give us an atomistic scale insight into candidate 

structures for different conformations that exist within the COR15A system.  Chapter four 

continues with analysis of COR15A by looking at how it behaved under cold temperatures. 

Variable Temperature IM-MS is used to investigate the conformational changes undergone 

by COR15A in temperatures ranging from 193 K – 298 K. The work demonstrated how VT IM-

MS can provide molecular scale detail on the cold denaturation of the COR15A protein and 

discusses how there are currently few methods that can adequately do this. 

The fifth chapter is the conclusion of the thesis and looks back on the work, drawing 

conclusions and discussing what has been done and what future work can be done to build 

on what has been accomplished in this thesis. 
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Introduction to Thesis 
i. Inspiration and Motivation 
The importance and interest in Intrinsically Disordered Proteins (IDPs) cannot be understated, 

with many often being involved in intracellular regulation processes and other biological 

mechanisms. By extension they can be signifiers or even instigators of numerous diseases 

such as cancer or Parkinson’s and Alzheimer’s disease.1,2 As such the growing interest in this 

‘dark proteome’, a name coined due to the shortcomings of conventional methods of 

biophysical analysis to describe them has led researchers to taking new approaches to 

understanding these phenomenal molecules.2–5 One such technique is Ion Mobility Mass 

Spectrometry (IM-MS) coupled with nano-electrospray ionisation (nESI). A simple search on 

web of knowledge shows the ramping interest in using Mass Spectrometry to study IDPs 

(Figure 1).  
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Figure 1 | Results of a Web of Knowledge search using the words disordered proteins and mass spectrometry in 

the topic field. Data is accurate as of June 2021. 
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ii. Brief Summary of Chapters 

Chapter 1: The Study of Intrinsically Disordered Proteins by Ion 
Mobility Mass Spectrometry 
The first chapter in this thesis aims to highlight much of the recent work carried out using this 

technique to study IDPs in detail, as well as comment on the challenges in the field and the 

direction it is heading. 

Chapter 2: Methodology – The Use of Mass Spectrometry and 

Molecular Dynamics to Examine IDPs 
Following this, the second chapter is focused on the methodology we apply to our study of 

IDPs. The cold regulating protein known as COR15A found in Arabidopsis Thaliana is used as 

a vector for this analysis which we compare to the behaviour of Myoglobin. The chapter 

covers sample preparation, purification, optimisation of mass spectrometry conditions, 

tuning parameters, data collection and analysis in detail. In addition, discussion of a ‘toy’ 

model that can predict the range of conformational space a protein can occupy is also 

included.  

Chapter 3: Comparing MD Simulations with IM-MS Data Determines 

the Secondary Structural Features in the Conformational Landscape 

of the Cold Regulating Plant Protein COR15A 
Chapter 3 centres on the comparison of Molecular Dynamics (MD) simulations with IM-MS 

Data to determine the secondary structural features present in COR15A’s conformational 

landscape. The study showed us how combining these techniques can give us atomistic scale 

candidate structures for different conformations that exist within the COR15A system. 

Furthermore, it allows us to discriminate against thermodynamically unstable structures that 

are generated in MD space, narrowing down the amount of conformational space that needs 

to be explored. Lastly it highlighted how IM-MS gas phase structures are representative of 
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the dehydrated state of COR15A. The work carried out was also compared to work done by 

Thalhammer et al.6 using Small Angle X-ray Scattering (SAXS) with Ensemble Optimisation 

Method (EOM) modelling, which reported similar structural features and regularity.  

Chapter 4: Exploring the Conformational Space of the Cold 

Regulating Plant Protein COR15A at Differing Temperatures 
Moving on, the next logical step was to continue with the analysis of COR15A by looking at 

how it behaved under cold temperatures which is what is covered in Chapter 4. Here we used 

Variable Temperature IM-MS to investigate the conformational changes to COR15A in 

temperatures ranging from 193 K – 298 K. The work demonstrated how VT IM-MS can provide 

molecular scale detail on the cold denaturation of the COR15A protein and discusses how 

there are currently few methods that can adequately do this. The study showed that overall 

the protein was in line with known theory on a rigid ions behaviour in cold temperature which 

was reported by Bowers et al.7 in their work on Fullerene. However, deviation from this 

behaviour was seen at 270 K which models like the Proximity Superposition Approximation 

(PSA) do not predict and we proposed a hypothesis for this and comment on the need for 

further experimentation on cold denaturation to be carried out. Lastly, we highlight how VT 

IM-MS will play a significant role in future study of cold denaturation.     

Chapter 5 – Conclusions, Outlook and Future Work 
The fifth and final chapter looks back over the whole thesis, drawing conclusions and 

discussing what has been done and what future work can be done after this thesis ends. 
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1.2 Abstract 
Entire functional proteins as well as large regions of proteins lack structural elements which 

are resolvable via crystallography. These intrinsically disordered proteins (IDPs) or regions 

(IDRs) are often involved in cell regulation processes, for example in signalling hubs and as a 

result aberrant behaviour can cause or be representative of disease. As a consequence, there 

is a pressing need to develop alternative structural methods for IDPs and the interactions that 

they may form with other proteins and/or with potential inhibitors of binding. One such 

method is Ion Mobility Mass Spectrometry (IM-MS) coupled with careful application of 

electrospray ionisation, which shows great promise as a technique that does not ‘care’ if a 

protein is structured or not. We highlight recent work which has employed IM-MS to study 

conformational heterogeneity in disordered proteins, and discuss the opportunities, as well 

as the challenges of this approach. 
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1.3 Introduction 
Intrinsically disordered proteins defined as possessing function from a disordered structure 

can perhaps be considered as sitting on one end of a structure to disorder continuum.1–3It is 

convenient to define five different classifications of protein structure from fully structured to 

unstructured (Figure 1.1) 

 

Figure 1.1 | Progression of protein structure from stable three-dimensional structure to unstructured and the 

corresponding ion mobility mass spectrometry observables. A. We have adapted a representation first shown 

by Dyson and Wright4 to highlight the continuum of protein structure from ordered to disordered. In our version 

we illustrate this with proteins that have been examined with mass spectrometry.5–9 From left to right the 

exemplar proteins are the electron transport protein Cytochrome c (PDB; 3CYT), readily able to form a crystal 

structure; the metamorphic protein Lymphotactin (PDB; 1J8I) for which NMR provides some information 

regarding the location and structure of the disordered N and C termini present in both the monomeric and 

dimeric forms10; a monoclonal human antibody - immunoglobulin G (PDB; 1IGT)  where structured regions rich 

in β-sheet are connected by flexible disordered linking regions8,11]; α-lactoglobulin (PDB; 1HMK) which is a 

molten globule consisting of a compact form with mobile side chains. This state was first reported for 

cytochrome c12 highlighting the progression of structure that can be adopted by proteins; and finally α-synuclein 
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a highly disordered amyloid forming protein associated with the progression of Parkinson’s Disease.13,14 B: 

Schematic to show the read out from mass spectrometry (m/z) following electrospray ionisation under gentle 

conditions that act to preserve solution structure(s). The charge state distributions for each class of protein are 

shown, with each peak on the mass spectrum representing a different charge state in descending order going 

from left to right along the m/z axis. The corresponding spread in collision cross section values (coloured lines) 

and the predicted possible range of collision cross section values (black lines) based on a toy model described 

previously, which predicts the most compact and most extended CCS values for a given linear protein sequence, 

are also shown.15 The black dotted line on the schematic mass spectra shows the upper value for the net charge 

(z) on the protein that would correspond to a globular/folded form according to de la Mora16, it can be seen for 

structured proteins and molten globules the mass spectrometry data falls below this upper limit, whereas for 

partially or completely disordered proteins much of the signal intensity is above this line indicative of extended 

forms. 

 

With increased recognition of the existence and importance of IDPs17 there are reports which 

predict between 30-70% of all Eukaryotic proteins are either IDPs or contain intrinsically 

disordered regions (IDRs).18–20 Recent experimental work by Picotti et al. supports the lower 

end of this spread21, regardless, for IDPs the central dogma that relates one structure to a 

given function no longer holds and it is more appropriate to consider IDPs as structural 

ensembles with promiscuous functions. IDPs have been shown to fold upon binding22,23 and 

perhaps more generally to form fuzzy complexes with a myriad of sampled interactions and 

hence active conformational states.24,25  Since IDPs are implicated in many diseases, including 

neurodegenerative diseases and cancer, it is important to gain better understanding of their 

structure(s) function(s) relationships. The lack of resolvable structure reduces the 

effectiveness of crystallography for this class of protein, and IDPs are more commonly 

examined with NMR, SAXS, and other spectroscopies.26  Ion Mobility Spectrometry with Mass 
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Spectrometry has also been applied to the study of IDPs and shows some promise with its 

capability to resolve structure and stoichiometry, and also because it reports the net number 

of charges on the molecule under examination in the gas phase. Though in cases this may not 

necessarily be reflective of solution phase charge state. 

1.4 Ion Mobility Mass Spectrometry (IM-MS) 
An IM-MS instrument carries out five basic operations: sample introduction, compound 

ionisation, ion mobility separation, mass separation, and ion detection. There are a variety of 

methods employed to form gas-phase ions for IM-MS analysis27, but for proteins the 

preeminent method is electrospray ionisation (ESI)28 and in order to best preserve non 

covalent interactions from solution the related technique of nano-ESI29–31 is most commonly 

used. Four methods are commonly available for ion mobility separation: aspiration ion 

mobility spectrometry (AIMS)32 differential-mobility spectrometry (DMS) also known as field-

asymmetric waveform ion mobility spectrometry (FAIMS)33, drift-tube ion mobility 

spectrometry (DTIMS)27 and travelling-wave ion mobility spectrometry (TWIMS).34 For the 

purpose of this review we will only consider the latter two since they have had the largest 

application for IDPs.15,26,35–38 

1.5 IM-MS to study Amyloid forming IDPs 
Over the past 15 years a number of studies have used IM-MS to examine the early stages of 

the aggregation of peptides which go on to form amyloid fibrils.39–42 Bowers41,43–45, and  

Ashcroft42,46,47 amongst the most prolific authors.  Whilst amyloid forming peptides and 

proteins are often also categorised as IDPs the focus of these excellent studies has principally 

been to understand the assembly mechanisms and to develop MS methods that can help to 

screen for inhibitors of assembly. A number of researchers have focused more on the use of 
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mass spectrometry to study the intrinsic structure of IDPs for example, Grandori et al.48 who 

used experiment and theory to explain the charge state distributions (CSD) obtained following 

ESI-MS of disordered proteins. They conclude whilst proton transfer does occur during 

electrospray and/or drift, that structural rearrangements associated with this do not have a 

substantial effect on structure. From this is it suggested that the CSD does indeed provide a 

convenient ‘read out’ of the solution phase form as indicated in Figure 1.1 B.  

α-synuclein has been extensively studied with mass spectrometry as well as other techniques 

due to its significance in the progression of Parkinson’s Disease as well as its use as an 

exemplary IDP for biophysical studies.43,49,50 In 2015 Phillips et al.9 used hybrid MS approaches 

including IM-MS to reveal the conformational flexibility of  α-synuclein.9 These experiments 

revealed the presence of multiple conformational families. Evidence for this was found in the 

large range of DTCCSHe values (~1800 Å2) found for the monomeric form of α-synuclein which 

presents over a correspondingly large range of charge states Δz = 15 (5 ≤ z ≤ 21). Chemical 

crosslinking was used in conjunction with IM-MS to capture transient conformational 

populations, demonstrating how it was possible to trap solution phase species prior to gas 

phase analysis. This revealed three stable conformational families that made up the α-

synuclein ensemble which were assigned as compact (~1200 Å2), extended (~1500 Å2) and 

unfolded (~2350 Å2). Beveridge et al.15 compared α-synuclein with Apolipoprotein C-II (ApoC-

II), a plasma protein that has a role in cardiovascular disease known to form amyloid fibrils.51 

HDX-MS experiments confirmed that both proteins were indeed conformationally dynamic in 

solution since high levels of exchange were seen on transfer to the gas phase nESI-IM-MS 

experiments for ApoC-II yielded Δz = 4, and a low conformational spread (579 Å2 compared to 

α-synuclein 1800 Å2) irrespective of pH and solution conditions. Use of a toy model15 showed 
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that α-synuclein explored approximately 90% of the collision cross section space available to 

it whilst ApoC-II only explored around 30%. An explanation for this anomalous result is that 

ApoC-II restructures as it desolvates, perhaps towards a helix rich structure akin to that in 

which it is found in membranes52, or more likely to a well self-solvated compact globular state. 

Unlike structured proteins which can be characterised by wide CSDs when sprayed from 

solutions at low or high pH, ApoC-II shows little variation, which is also explained by 

restructuring upon transfer.  

Borysik et al. also have demonstrated how IM-MS data of IDPs provides wider conformational 

distributions than those found in solution measurements.26 They investigated a series of IDPs 

by ESI-IM-MS in a systematic comparison of solution and gas-phase structural space. One 

specific example was ERD1053 a Dehydrin family protein examined using TW-IM-MS. Their 

results (Figure 1.2) were compared to SAXS data obtained in solution and led the authors to 

conclude that whilst the gas phase data for high charge state is representative of the ERD10 

ensemble in solution, the lower charge states are indicative of collapsed states which are not 

evident from solution measurements. 
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Figure 1.2 | IM-MS investigations of ERD10 adapted from Borysik et al.26 . A: Mass spectrum of ERD10 (black) 

with a charge state distribution ranging 12 ≤ z ≤ 43. Extracted mass spectra for the extended (red) intermediate 

(orange) and compact (blue) subpopulations. B: Upper part of graph shows the mobiligram of ERD10 with drift 

times of three distinct regions, the lower portion of the graph shows the linear deconvolution of the ERD10 

charge state distribution displaying 3 subpopulations of the protein. C: Here CCS of ERD10 obtained from IM-MS 

and the SAXS ensemble are plotted against charge and intensity. This allowed for a direct comparison of the 

conformational space of the protein in both the solution gas-phase. Features relating to charge unfolded and 

charge reduced ions are highlighted. The CCS for each structure obtained from the EOM solution ensemble of 

ERD10 is showed on the grey strip to the RHS of the figure as a bubble plot with bubble size representing relative 

weight of each conformation within the solution ensemble, the values range from 55 – 65 nm2, whereas IMS 

gas-phase structures range from 20 – 70 nm2 and are represented by the grey strip. The SAXS derived ensemble 

is represented by the pink strip and example structures are shown. Lastly the fully collapsed charge neutral 

species of ERD10 obtained from MD is given in green. The comparison highlights the great extent to which the 

conformational space of ERD10 expands in the absence of solvent effects. Gas-phase structures of ERD10 were 

further characterized by employing various strategies of charge reduction and thermal activation. Charge 

stripping of ERD10 to generate 7+ and 11+ ions of the protein saw no further decrease in CCS indicating the 

structures at 20 nm2 were representative of fully collapsed gas-phase structures. 
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Studies such as those described above confirm that IDPs can be readily examined with IM-

MS. As for structured proteins54,55, the spread CCS values and the corresponding relative 

weight of conformational populations is not a precise recapitulation to that found in solution. 

This is no surprise, and perhaps is best understood as being due to the interplay between self-

solvation versus coulombic repulsion of highly charged groups. Regardless, IM-MS data from 

IDPs following electrospray ionisation from Ammonium Acetate at neutral pH is distinctive 

from that of structured proteins, and hence this method can be used to assay the intrinsic 

conformational landscape. IM-MS is also useful in determining how such a landscape alters in 

the presence of binding partners. 

1.6 IM-MS to study conformational modes of IDPs in 

protein:protein complexes 
Whilst it is now commonplace to use native mass spectrometry methods to probe 

stoichiometry and structure of protein complexes, and the technique has become recognised 

as a tool for structural biology. It has long been noted that the collision cross sections of gas 

phase proteins readily range from smaller to larger values than those expected if the crystal 

structure was preserved unaltered into the mass spectrometer.8,55–58This observation is also 

the case for IM-MS investigations of IDPs, where the flexibility of the protein sequence is 

perhaps more likely to result in the conformation being altered as the protein transfers to the 

gas phase.  

Grandori and co workers35 used experimental data obtained from ESI-IM-MS measurements 

to impose constraints on molecular modelling simulations of the polypeptide segment 

between the ID NTAIL domain and the phosphoprotein X domain, PXD of the measles virus, 

MeV(NTAIL – PXD). IM-MS data indicated the structural diversity that is inherent to the 
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complex and along with data from other techniques, informed constrained modelling 

simulations. The models indicated that most interactions which characterise the 

conformational ensemble are hydrophobic in nature an observation supported by SASA 

values for solution and gas phase models for the open form. As with the ERD10 study (Figure 

1.2)26 they conclude that the higher charge states in the MS spectra are better representative 

of the solution ensemble and that a compact state which is present in relatively high 

abundance in the IM-MS data may be representative of a subgroup of the solution ensemble 

or possibly a gas phase artefact following ESI. 

1.7 IM-MS to study transcription factors – drugging the 

undruggable 
The conformational heterogeneity of IDPs and the corresponding difficulty in obtaining crystal 

structures renders them problematic for classical drug discovery workflows, where 

computational dock and score strategies start from solved structures. NMR is used to good 

effect to probe details of protein-protein interactions (PPIs) in IDPs, however it is sample 

hungry and not best suited to high throughput use. Due to the sensitivity of ESI coupled to 

IM-MS it has the potential for use as a high-throughput screening assay for PPI inhibitors. An 

example of this was work done by Harvey et al.59 which focused on the transcription factor c-

MYC. Following heterodimerisation with its binding partner MAX, MYC proteins regulate the 

expression of 10-15% of all genes by the recruitment of co-factors. MYC proteins contain a 

basic helix-loop-helix leucine zipper (bHLHZip) domain which binds to a similar region on 

MAX.60,61The bHLHZip regions of c-MYC and MAX are intrinsically disordered until they 

dimerise, when they form a parallel left handed four helix bundle with each monomer 

composed of two α-helices separated by a loop. Targeting c-Myc to disrupt the formation of 
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the heterodimer  (i.e., to inhibit the protein-protein interaction c-MYC:MAX) is a potential 

strategy to down-regulate c-MYC transcriptional activity.62  

Hammoudeh et al. reported several c-MYC inhibitors, of low µM affinity, that they claimed 

stabilise the disordered state, preventing MAX dimerization. Harvey et al. used IM-MS to 

examine the binding of a lead inhibitor 10058-F459 looking at two peptide models of this PPI 

one of which included four amino acids purported to form the site of ligand binding (referred 

to as c-MYC-zipDT) and one without (c-MYC-zipΔDT). Upon incubation with the ligand, no c-

Myc:ligand complex could be seen in the mass spectrum of either form of the peptide, but 

the relative intensity of the +5:+4 charge state of the c-MYC:MAX charge state decreased. 

Inspection of the arrival time distributions of this charge state of the complex revealed that 

in the presence of the inhibitor an extended form of the c-MYC:MAX complex is removed 

(Figure 1.3). The DTCCSDHe  of this extended form corresponds remarkably well to that from a 

helix:helix form of the complex obtained from MD simulations starting from an NMR structure 

1A9363, on ligand incubation the only remaining form of the c-MYC:MAX complex 

corresponded to a disordered and collapsed complex (Figure 1.3 B). This indicated that 

despite a binding interaction too weak to be preserved into the gas phase, the ligand did 

indeed modulate the binding interaction of c-MYC:MAX preventing the formation of the 

structured leucine zipper that is the functional form that subsequently binds to DNA. The 

similarity of the data between the two forms of c-MYC (Figure 1.3 A versus B) suggests that 

the postulated drug binding site is not as indicated. 
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Figure 1.3 | The use of IM-MS to examine conformational rearrangement in the presence of small molecules. 

Adapted from Harvey et al.59 DTCCSDHe derived from arrival time distributions at a drift voltage of 45 V for the 

[M+5H]5+ ions from c-MYC:MAX complexes are shown in the absence of ligand (after 1 h incubation at 37 °C) 

and in the presence of the ligand 10058-F4 (after 3 h incubation at 37 °C) at the top and bottom panels, 

respectively. Profiles for the predicted conformation from MD simulated annealing (solid lines) and from NMR 

structures (vertical dotted line) are displayed together with experimental fitted curves (dashed lines: black being 

total CCSD and green charge state specific CCSD). 3D molecular models for the collapsed and extended forms of 

the c-MYC:MAX complex are also given. (A) c-MYC-zip:MAX-Zip and (B) c-MYC-ZipΔDT:MAX-Zip. 

The multi domain transcription factor p53 possessing high levels of disorder has also been the 

subject of IM-MS investigation.57,64–67 Using similar methods as described above for c-MYC, 

Dickinson et. al characterized the effect of two inhibitors, RITA and Nutlin-3 on their 

respective binding partners: p53 and MDM2. RITA binds the N-terminal transactivation 

domain of p53 (Np53) weakly, preventing direct observation of the complex in the gas phase, 

but as with c-MYC and 10058-F4, on incubation with RITA, both the CSD and the DTCCSDHe 
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alter. This finding supports a hypothesis that RITAs mode of action proceeds via a 

conformational change in p53. 

1.8 Towards a framework to determine the extent of 

protein disorder from IM-MS experiments 
Drawing from the growing number of mass spectrometry studies that have investigated IDPs 

we sought to consider if ESI-IM-MS can be used to differentiate the conformational character 

of both ordered and disordered proteins.15 IM-MS data from 26 proteins, some of which were 

known to be disordered and some structured were considered in terms of the distribution of 

charge states (CSD Δz) and the distribution of collision cross sections (ΔCCS).  For example, 

the structured protein Cytochrome c with its narrow CSD has a ∆z = 4. They noted that for all 

structured proteins, when sprayed from Ammonium Acetate at a pH close to the pI of the 

protein, the charge states lie below the Rayleigh limit introduced by de La Mora (Equation 1) 

which indicates that they are globular16 and remarkably Δz is almost invariant with the mass 

of the protein. 

ZR =0.0778√m  (1) 

where ZR is the maximum charge and m is the mass of the protein. This contrasted with data 

from disordered proteins, for example, β-casein with a CSD ranging from 7 ≤ z ≤ 27 and a 

considerable number of these charge states are above the Rayleigh limit indicating they are 

likely to be extended conformations. IDPs also had large ΔCCS cf. their structured 

counterparts and it was concluded that IM-MS data is more accurate than hydropathy plots 

for assessing the extend of disorder within a protein system.68 

A simple toy model was introduced which predicts the smallest CCS that might be reasonably 

be expected for a given monomeric protein by an extrapolation from the linear sequence and 
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density from crystal structure data, and the largest CCS value, here based on extending the 

entire sequence. It is notable that despite the noted collapse in structure for low charge 

states, especially for IDPs, for all proteins measured the lowest predicted CCS value is always 

lower than that measured. As can be seen in Figure 1.4 where relative intensities of the 

different charge states for three example proteins are plotted with respect to the average 

CCS value they span and compared to the toy model data (red line). This allows the 

construction of model energy landscapes (Figure 1.4 RHS). A protein that populates a wide 

range of CCS values, with similar intensities of ions across the entire range will denote a 

polypeptide chain sampling many different conformations with little preference for any 

particular one. 
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Figure 1.4 | Adapted from [15]. Shown in red is the theoretical CCS space calculated from the toy model that a 

protein can occupy. The relative intensities of differing charge states are shown above with a dashed line 

showing 30 % intensity of the base peak. The relative intensities of the differing charge states provide 

information on the extent of structure and disorder within the system. Plotting the CSD along with CCS data 

allows us to construct postulated energy landscapes as seen on the RHS of the figure. A: α-synuclein is seen to 
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sample a wide range of the theoretically possible CCS, with similar intensities of ions across this range (5+ ≤ z ≤ 

20+). Nine of these charge states have more than 30 % intensity of the base peak (dashed line Figure 5A). This 

behaviour is indicative of a polypeptide chain sampling many different conformations, with little preference for 

any particular one. B: β-casein is seen to have the most intense peaks corresponding to the [M+9H]+, [M+10H]+, 

and [M+11H]+, which are of low charge and CCS (1862 – 2157 Å2) relative to the majority of the peaks. These 

correspond to the energetically stable form of the protein, represented by the troughs in the postulated energy 

landscape shown in Figure 5B. The peaks of higher charge and larger CCS are much lower intensity, indicative of 

a dynamic ensemble of transient species. Only three charge states are above 30 % intensity base peak (dashed 

line Figure 5B). C: Cytochrome C has a narrow charge state distribution with the dominant species [M+7H]+ 

having a low CCS value compared to the theoretical CCS values available to the protein chain. This corresponds 

to the narrow folding funnel with one energetically favourable conformational family observed for Cytochrome 

C demonstrating its highly structured nature.   

1.9 Conclusion and outlook 
Working from a growing body of literature that uses mass spectrometry methods to examine 

IDPs it is apparent that new insights to the intrinsic structure of these important proteins can 

be found. These have the potential to assist our understanding of how these proteins act in 

disease as well as support drug discovery. Also of note is the use of IM-MS methods to 

understand the fundamental aspects of IDP form. The framework model described above has 

attractive features, but is highly simplistic and does not, for example, explain the data found 

for Apo-CII.69 Clearly the ESI process can influence the CSD and perhaps also the range of 

conformations that are realised in the gas phase for any protein and most markedly for IDPs. 

There is certainly evidence for a change in the weights of the populations of solution phase 

ensembles35,48,55,65 as they are transferred to the gas phase with a dominance of compact 

states that appear not well sampled in solution. This may simply be because of desolvation 

on IDPs, which commonly have more charged residues and less hydrophobic residues than 
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their structured cousins. As solvent and salt is removed coulombic effects are strengthened6 

and whilst this can cause unfolding to increase due to repulsion of proximal charges it can 

also favour compact states for low charge states as basic and acidic groups seek to pair up.   

 The relationship between net charge and charge residue location has been shown to 

influence the conformational landscape of IDPs70 and given the ability of IM-MS to measure 

net charge we expect that findings from the gas phase will be instructive here.  We have 

started to investigate how ion-molecule charge reduction reactions between radical anions 

and protein cations regulate protein conformation.71,72 This study found that the addition of 

a single electron can cause drastic changes to a proteins conformation for highly populated 

charge states when sprayed from salty aqueous solution, analogous to findings with proton 

transfer reagents.73 Both approaches have shown that the CCSD of proteins of low charge 

states can be found by charge reduction from conformers at higher charge states.  

Knowledge of the active conformation and interaction partners of proteins and their 

complexes is paramount to understanding their intercellular function. Many protein systems 

are dynamic with respect to both conformation and interaction, so during a proteins ‘lifespan’ 

it will sample many configurations and bind to several targets. This is particularly true for IDP’s 

where is it is desirable to measure the range of structures an IDP can occupy, and also the 

effect of selected binding partners on altering this conformational space. The solvent free 

environment of a mass spectrometer is ideally suited to examine intrinsic interactions and 

consider how they contribute to structure, and we envisage it will continue to be an attractive 

route for the study of IDP’s. 
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2.1 Declaration 
Part of this methodology chapter is reproduced from a published book chapter I wrote: D. 

Stuchfield, A. P. France, L. G. Migas, A. Thalhammer, A. Bremer, B. Bellina and P. E. Barran, 

“The Use of Mass Spectrometry to Examine IDPs: Unique Insights and Caveats”, In Methods 

in Enzymology, Vol. 611, Ch. 15, pp. 459 – 502. 

Being first author on the chapter, I drafted and edited the final manuscript as well as produced 

Figures 2.3 – 2.15. A. P. France produced Figures 2.1 and 2.2 as well as help with editing the 

manuscript. L. G. Migas, A. Thalhammer, A. Bremer, B. Bellina and P.E. Barran all provided 

feedback on the drafts that helped with the editing of the final manuscript. The chapter in its 

published form can be found in Appendix A. The second part of this chapter discusses the 

molecular dynamics methods used in this thesis to study IDPs. 
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2.1 Abstract 
A sizeable proportion of active protein sequences lack structural motifs making them 

irresolvable by crystallography. Such intrinsically disordered proteins (IDPs) or regions (IDRs) 

play a major role in biological mechanisms. They are often involved in cell regulation 

processes, and by extension can be the perpetrator or signifier of disease. Considering their 

importance and the shortcomings of conventional methods of biophysical analysis to identify 

them and to describe their conformational variance, IDPs and IDRs have been termed “the 

dark proteome”. In this chapter we describe the use of Ion Mobility Mass Spectrometry (IM-

MS) coupled with electrospray ionisation to analyse the conformational diversity of IDPs.  

Using the Late Embryogenesis Abundance (LEA) protein COR15A as an exemplar system and 

contrasting it with the behaviour of myoglobin, we outline the methods for analysing an IDP 

using nanoelectrospray ionisation (nESI) coupled with IM-MS, covering sample preparation, 

purification; optimisation of mass spectrometry conditions and tuning parameters; data 

collection and analysis. Following this, we detail the use of a ‘toy’ model that provides a 

predictive framework for the study of all proteins with ESI-IM-MS. 
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2.3 Introduction 

2.3.1 Background 
Over the past years, the study of Intrinsically Disordered Proteins has gained more and more 

momentum.1 The growing interest in these proteins stems largely from their role in 

proteopathic diseases such as Parkinson’s and Alzheimer’s disease2 as well as the desire to 

develop a thorough understanding of the role of these conformationally diverse protein 

complexes.34 A classic example of this is the tumor suppressor protein p53 which is involved 

in a high proportion of human cancers.56  IDP’s differ significantly from ordered proteins, in 

that due to their conformational diversity it is not possible to characterise them by a single 

‘native’ structure; instead they are better considered to exist as conformational ensembles.7 

This conjecture helped to disprove the dogma that a proteins function is directly related to a 

resolvable single structure.8, 9 

New definitions were developed following the discovery of IDPs that better described the 

protein paradigm. A ‘protein trinity’ consisting of three structures: ordered, molten globule 

and random coil was proposed by Dunker.10 This trinity was later expanded by Dyson and 

Wright11 to include a better description for the ordered state by partitioning it into two 

subsets of ‘mostly folded with localised disorder’ and ‘linked folded domains’.   It became 

apparent that the study of IDPs by methods such as X-ray crystallography could not resolve 

valuable information on the inherent nature of the proteins.7,12,13. As a result, there arises an 

opportunity to develop alternative methods for the structural analysis of IDPs and the 

interactions they partake in with potential co-factors and substrates. One such method, which 

has grown in use, 14–1819 is Ion Mobility-Mass Spectrometry (IM-MS) coupled with electrospray 

ionisation (ESI). 
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The origins of Mass Spectrometry came from the desire to identify atomic isotopes and it was 

initially used as a method for determining the molecular weight of small chemical compounds 

20. However with the development of soft ionisation it became possible to transfer whole 

protein assemblies into the gas phase21,22–24. Once in the gas phase, the mass spectrometer 

can be used to determine the stoichiometry of complexes, as well as the strength of subunit 

interactions with exquisite detail25262728.  

MS is capable of trapping conformational intermediates, or manipulating structures and 

storing gas phase ions over a microsecond to hour timescale, facilitating the investigation of 

protein folding and unfolding as well as the observation of conformational change(s).29,30,31 

This ability to probe the conformational behaviour of isolated complexes positions MS as an 

attractive biophysical technique for the study of conformationally diverse proteins.32 In 

addition, mass spectrometry is an extremely versatile technique which is often coupled to 

numerous separation methods in tandem, such as Liquid Chromatography (LC) and Gas 

Chromatography (GC). Following the development of ESI, the coupling of MS directly to the 

eluent from a chromatographic column was such a successful union that it became a standard 

procedure when beginning any analysis of proteins or other biomolecules,33 and had 

phenomenal power in top down sequencing efforts.34,35 MS alone lacks the ability to provide 

further detail regarding structure and dynamics, hence when carrying out a study on a given 

protein, LC-MS is used primarily for the determination or confirmation of the molecular 

weight and for the assignment of post translational modifications. 

The development of ESI provided an extra dimension to the analysis of proteins through the 

presentation of the protein in a charge state distribution (CSD). It was observed very early on 

that when a protein was sprayed using ESI, it would present to the mass spectrometer in a 
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range of charge states which primarily corresponded to the protein/ protein complex with a 

neutral mass M, presenting as ions with several m/z values. Each of these m/z values 

corresponded to ions in positive ionisation mode of the general form [M+nH]nz+ (or in negative 

ionisation mode as [M-nH]nz- where n increments by 1. Such charge state distributions can be 

deconvoluted to elucidate accurate mass, and interpreted in terms of the conformational 

state of the protein under study.36–38,39, 40 The range of n is pertinent, and denatured proteins 

(for example following LC separation) or even disordered proteins, present with wider CSDs, 

whilst globular proteins which have retained aspects of a stable ‘native’ fold present with 

narrower CSDs. 41 

 The term native mass spectrometry has been coined to explain the careful use of electrospray 

ionisation, primarily from salty aqueous solutions, followed by slow removal of solvent to best 

preserve the non-covalent interactions present in the native protein or protein complex.42 In 

IM-MS this tends to result in the production of a narrow CSD coupled with a narrow spread 

of conformations.38 For IDPs the use of native MS methods mostly provides a wide CSD and 

correspondingly wide range of conformational states, as shall be seen later in this chapter. 

Following seminal work in the 1990s, by Clemmer, Jarrold, Bowers, Russell and others,4344–

4647  as well as significant technical developments,48 IM-MS instruments started to become 

commercially available in the mid-2000s.49,50 Adding ion mobility separation to  MS adds an 

extra dimension of analysis to MS experiments as proteins are separated based on their 

charge and size.51 As mass spectrometry separates ions according to their movement due to 

an applied electric (or magnetic) field in a vacuum, ion mobility separates ions due to an 

applied electric field in the presence of a neutral buffer gas. In the case of drift tube ion 

mobility, DTIMS, the protein is introduced to a gas filled chamber as a pulse of ions that 
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traverse the cell due to a weak electric field (5 – 50 V cm-1). The field causes the ions to move 

through a cell, and collisions with the inert drift gas impede the progress of the ions. 

Experiments are performed at the so called ‘low field limit’52,53 such that the ions rapidly reach 

a constant drift velocity (d) which is dependent on their charge and mass (as for mass 

spectrometry), and also on the number and nature of the collisions with the buffer gas. The 

mobility (K) of a given ion is defined as the constant of proportionality between the drift 

velocity d and the applied electric field (E).  

Following data acquisition in an ion mobility-mass spectrometry experiment, an ion of a given 

m/z will have a corresponding arrival time distribution (ATD). This ATD can be used to 

calculate what is known as a rotationally averaged collisional cross section (CCS), which 

provides a direct measurement of the proteins’ conformational diversity.54 It is also worth 

noting that it is possible to computationally calculate a CCS, allowing for the comparison 

between experiment and theory.38 IM-MS has been applied to the study of more than 1000 

proteins or protein complexes1 and whilst most of these studies have focussed on folded 

proteins,  there are an increasing number of examples where it has been applied to examine 

IDPs; such as the tumour suppressor protein p53,55, 56, 57, 58, 10, 59 and the highly disordered 

amyloid forming protein, α-synuclein.60, 61 Some systems such as the family of Cold Regulated 

(COR) proteins, adopt a disordered or ordered conformation depending on the environment 

they are in. These COR proteins are vital to the cold acclimation of plants.62 Specifically they 

are involved in the stabilisation of chloroplast membranes in the leaf during freezing. COR15A 

(used as an example in this chapter) and COR15B are cold regulated proteins,  found in 

 
 

1 On June 1st 2018 a search of the terms ‘ion mobility’ ‘mass spectrometry’ and ‘protein’ on PubMed returned 
1113 hits 
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Arabidopsis thaliana, which are critical to the plants adaptation to cold temperatures and 

specifically to dehydration.63–65 The COR15 proteins are found to be relatively disordered in 

hydrophillic conditions and undergo conformational transition to helical forms upon 

dehydration.  

A mechanism of action for the COR15 proteins was proposed by Thalhammer et al62. Upon 

freezing, a cellular dehydration occurs which results in a crowding effect in the cell 

membrane; this is accompanied by a rise in the expression levels of COR15. As the water 

content decreases, the COR15 proteins are proposed to fold into an α-helix and then to 

associate with the inner envelope membrane of the chloroplast. The association further 

promotes helicity in COR15, and in this form it is found to stabilise the membrane against the 

formation of hexagonal II (HII) phase lipid domains.  

2.3.2 Overview of Practice 

In this chapter we will explain our methodology for the analysis of IDPs using IM-MS, this will 

cover the initial sample preparation and purification procedures, the importance of running 

a standard when working with an unknown protein, how best to optimise spectrometer 

settings, the acquisition of consistent data and post-acquisition analysis. Following this we 

will detail the use of a predictive framework and ‘toy model’ that provides additional 

theoretical data regarding a proteins CCS and the degree of disorder within its structure.  

2.4 Experimental IM-MS 

As well as the drift tube IMS (DTIMS) described above66, there are currently four other types 

of methods commonly available for ion mobility separation: Aspiration Ion Mobility 

Spectrometry (AIMS),67 Field-Asymmetric Waveform (or Differential) Ion Mobility 

Spectrometry (FAIMS/DIMS),68 Travelling Wave Ion Mobility Spectrometry (TWIMS),49 and 
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Trapped Ion Mobility Spectrometry (TIMS)69. This chapter will only cover DTIMS in detail, but 

similar approaches can be used for TWIMS and TIMS measurements albeit following 

calibration to obtain CCS values using well studied known protiens.6914 The mechanism for 

how DTIMS separates ions will not be covered here, but the reader can find more detailed 

explanations in a number of papers.537071 54 

2.4.1 Sample Preparation and Purification 
Sample preparation is the first step in the analysis of proteins by native ion mobility mass 

spectrometry. This procedure typically involves the formulation of a solution at a pH 

appropriate for the protein under study, adjustment of the protein concentration (depending 

on ionisation method) and at times, some purification steps (e.g., desalination). For the 

majority of native (IM)-MS experiments the low flow rate variant of ESI, namely nano-ESI 

(nESI) is utilised. This uses borosilicate or quartz capillaries of ID ~ 0.9 mm often home pulled 

to orifices 0.5-20 µM in diameter, with the ESI potential applied either to an inserted platinum 

wire or to a gold or palladium exterior. The principal advantage of this is that nESI uses cf. 

100x less sample than conventional ESI, and therefore is suited to low concentration samples. 

nESI from home pulled tips also allows far better control of the size of the droplets, resulting 

in smaller parent droplets during the spraying process which gives less time for solvent 

evaporation that can influence the conformational equilibration prior to ionization which in 

turn can influence the measured conformations of the protein. 

For a typical nESI-(IM)-MS experiment, 20 μl of a 1-30 μM solution of the protein of interest 

will last for c. 8 hours of continual use (if aggregation does not occur). 
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2.4.1.1 Buffers and Solutions 
Several salt solutions are deemed suitable for the solvation of proteins which are subjected 

to native mass spectrometry experiments. These solutions can also act as buffers if the pH 

needs to be adjusted, with the central aim of being volatile enough to depart the protein upon 

desolvation. Aqueous ammonium acetate (AmAc) with a pH range of ~6.8 – 7.4 is the ‘go to’ 

salt for spraying intact proteins, as it is volatile and readily evaporates during electrospray. 

Furthermore, high concentrations of ammonium acetate also help to reduce the effects of 

non-volatile buffer components.23 That being said, a number of groups have recently shown 

that it is possible to perform native (IM)-MS from highly salty solutions72 and with great 

promise for the future from crude cell lysates.73–75 

For initial analysis (to check the protein mass) it may be appropriate to first examine the 

protein under conditions that will not preserve its native structure, for example 50:50 

H2O:MeOH + 0.01 % formic acid solution, which is similar to the make-up flow from an LC 

experiment.23  

For certain experiments other solvents can be used, for example 2,2,2-trifluoroethanol (TFE) 

which is known to induce helical structures in proteins at ambient temperatures.76 
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2.4.1.2 Equipment & Reagents 
• pH meter 

• Ammonium acetate 

• MeOH:H2O (50/50) + 0.01 % formic acid  

• Ammonium hydroxide solution (AmOH) (~ % 20) 

• Acetic acid (AcOH) 

2.4.1.3 Procedure 

1. Dissolve solid ammonium acetate (in the required quantity) in 50 mL ultrapure water to 

yield a solution of ammonium acetate with the desired ionic strength.  

2. Measure the pH of the solution. 

3. Raise or lower the pH to the desired level. 

- If the pH of the solution is below the desired level add ammonium hydroxide to raise it. 

- If the pH of the solution is above the desired level use acetic acid to lower it. 

4.   Once the desired pH is reached, the solution is ready to be used. 

2.4.1.4 Notes 
• Generally, not much AmOH or AcOH is needed to alter the pH. It is advisable to start with 

~ 5 µL aliquots (however, these amounts will vary significantly depending upon the 

concentration of the AmOH/AcOH used, the ionic strength of the solution and its target 

pH).  

• Due to the small amount of solvent used in nESI, solution quantities are small. As such, it 

is advisable to calibrate pipettes every 6 months. 
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2.4.2 Buffer Exchange & Purification 
Proteins often arrive in a solution that has been optimised for other biophysical experiments 

which are rarely suited to direct infusion MS. Even lyophilised proteins are often ‘enriched’ in 

sodium or potassium salts and often both powders and solutions can contain some impurities. 

As a result, it is necessary to carry out buffer exchange to transfer the protein to an MS 

compatible solvent (e.g., AmAc mentioned earlier).  

2.4.2.6 Equipment & Reagents 
• Micro Bio-SpinTM 6 Column (Bio-Rad, Hercules, CA, USA)) 

• Micro Centrifuge Collection Tubes (Bio-Rad, Hercules, CA, USA) 

• MSE Micro Centaur Centrifuge  

• Buffer solution  

• Protein sample 

2.4.2.7 Procedure 
1. Shake the spin column (in order to re-suspend the gel and remove any air bubbles) and 

break the bottom off, then place the spin column in the collection tube. 

2. Remove the lid on top of the spin column and then centrifuge for 1 minute at 1956 xg in 

order to remove the packing buffer. 

3. Remove any waste buffer collected in the bottom of the collection tube and re-run for 

another 1 minute at 1956 xg. 

4. Remove any waste and if the powder (Bio-Gel P-6 gels) appears wet repeat step 3, else 

pipette 500 µL of the desired buffer to the spin column. 

5. Centrifuge for 1 minute at 1956 xg. This will mark the first column equilibration step in 

the buffer exchange (BE) process.  As such, after this first step, the resulting buffer will 

contain a 50:50 ratio of desired buffer: packing buffer. 
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6. Repeat step 5 again until a 99.99:0.01 ratio is reached: 

- Buffer composition after 2x BE cycles - 90:10 

- Buffer composition after 3x BE cycles - 99:1 

- Buffer composition after 4x BE cycles - 99.9:0.1 

- Buffer composition after 5x BE cycles - 99.99:0.01  

7. Now place the spin column into a fresh collection tube, pipette between 20 – 75 µL of the 

sample into the spin column, (larger volumes may affect the efficiency of the buffer 

exchange process) and centrifuge for 5 minutes at 1956 xg. 

8. Collect the filtrate from the bottom of the collection tube and repeat step 7 (using filtrate 

instead of sample) in a fresh, equilibrated spin column (i.e. 5 x BE). Repeat for the third 

time and collect your MS compatible sample solution. 

2.4.2.8 Notes 

• Another method for buffer exchange and/or desalination is dialysis. Typically, dialysis is 

performed in cassettes, and this is feasible if larger amounts of protein (> 1 mg) are 

available. 

•  Buffer exchange utilising spin columns are a good alternative to dialysis when sample 

quantity is an issue. However, sample loss and dilution during the purification step are not 

uncommon.  

• Typically, 2-3 buffer exchanges are carried out when purifying any given protein; this 

number should be minimised based on MS analysis. 

• This process is also applicable to the purification of a protein obtained as a lyophilised 

powder, which can be dissolved in the desired buffer beforehand and buffer exchanged 

as described in step 7. 
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Figure 2.1 | Typical preparative procedure for commercially available protein ‘standards’ prior to native (IM)-

MS analysis. Majority of the ‘standard’ protein/protein complexes we use for native (IM)-MS experiments are 

obtained as lyophilised powders (1). The formulation of the diluent, used to dissolve the lyophilised protein 

‘standard’ to form a stock solution (2), is described in Steps 1-4 in ‘2.4.1.3 Procedure’ in the main text. The typical 

buffer exchange procedure (3) used to remove non-volatile adducts from the protein sample is described in 

Steps 1-8 in ‘2.4.2.7 Procedure’ in the main text. Following this process, the buffer exchanged stock solution is 

aliquoted out, flash frozen and stored at -80 °C until the day of analysis (4). On the day of analysis, single aliquots 

are thawed (as required) at r.t and diluted to their final concentration (5). Following this, the analyte solution is 

loaded into an ‘in-house’ pulled nESI emitter (Tip pulling/tuning parameters on our tip puller are described in 

‘2.4.3.2 Tip Pulling/Tuning’ in the main text), platinum wire (if the tip is not coated) is inserted into the emitter 
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so as to make contact with the solution and the instrument holder and a potential is applied to the solution to 

permit sample ionisation (6). 

 

2.4.3 Ion Mobility and Mass Spectrometry 

Each spectrometer is different and requires a certain level of finesse to operate in such a way 

as to obtain high quality data. Accordingly, it is sensible to run a well characterised, cheap, 

readily available ‘standard’ protein prior to analysing an unknown sample. This preliminary 

analysis is used to check whether the nanospray emitters are optimal and whether the mass 

spectrometer is working correctly. Furthermore, this process allows for the pre-optimisation 

of instrument tuning parameters prior to the analysis of the subject protein. Standard 

proteins should ideally present with a similar m/z to the protein under investigation and be 

selected on the basis that they are of high quality and low batch variability whilst presenting 

with available mass and CCS literature values. Commonly these standards are globular 

proteins rather than IDPs, but this does not influence their applicability within the pre-

optimisation process. Following emitter and instrument pre-optimisation and buffer 

exchange of the subject protein, we can proceed to analyse the sample.  From a samples mass 

spectrum, we obtain a charge state distribution (CSD) from which we can infer the analytes 

experimental mass, which can be compared to its theoretical mass to ascertain if there are 

any post-translational modifications (PTMS) or uncleaved tags present on the analyte. The 

CSD gives us valuable information about the proteins structure as mentioned previously 

(2.3.1).  

The next step is to acquire mobility data by carrying out an Ion Mobility experiment. In drift 

tube instruments which have a quadrupole prior to the IM cell, this can involve mass selection 
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of specific charge states followed by IM analysis at a range of different drift voltages (typically 

≥ 5). Following successful data acquisition, arrival time distributions of specific charge states 

can be extracted and after further data processing collision cross section distributions (CCSDs) 

can be generated.  

2.4.3.1 Equipment and Materials  
• An Ion Mobility-Mass Spectrometer, some examples from our lab include: A Waters 

Synapt G2 fitted with an RF confining drift cell across which is applied a static potential 

gradient,77 an Agilent 6560 DTIMS QToF,78 and two home-built DT-IM-MS instruments 

capable of measurements at a range of drift gas temperatures7170 

• Thin-wall borosilicate glass capillaries (i.d. 0.9 mm, o.d. 1.2 mm, World Precision 

Instruments, Stevenage, UK) or equivalent 

• Model P-1000 Flaming/Brown Micropipette Puller (Sutter Instrument Company, USA) or 

equivalent 

• 10 µL gas tight syringe (Hamilton) 

• Spool of platinum wire, 0.125 mm diameter (Goodfellow, Cambridge Ltd, UK) 

• Helium/Nitrogen & Argon gas (> 99.9 %, vol/vol) 

 2.4.3.2 Tip Pulling/Tuning 

In line with the majority of native MS studies, we ionise IDPs using nano-ESI. In this study the 

solution is ionised via the application of a potential (which in this case is positive) to a thin 

platinum wire inserted into the loaded nESI emitter. That being said, emitters can also be 

coated with gold or palladium and the source potential applied to this surface instead. All 

emitters utilised within this work were pulled in-house using a model P-1000 Flaming/Brown 
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micropipette puller. This puller has various settings which can be tuned in order to produce 

emitters of varying taper and orifice morphology; these settings are listed in Table 2.1. 

Table 2. 1| Lists the various settings on the P-1000 tip puller we use. More detail can be found in the 

operations manual which is available as a PDF online (https://www.sutter.com/manuals/P-1000_OpMan.pdf). 

 

2.4.3.3 Mass Spectrometry and Ion Mobility 

Our group has a variety of instruments to carry out (IM)-MS experiments, and we have 

analysed IDPs on several of these14. For this chapter, data has been taken on the modified 

Synapt G2 (with an RF confining drift cell) to highlight the steps undertaken to analyse IDPs 

by IM-MS. 

Samples analysed via nESI are typically sprayed from 10 – 500 mM ammonium acetate (the 

chosen salt concentration depends on the protein of interest, as non-native self-interactions 

can occur if ionic strength is too low, and salt clustering can occur at high concentrations) 

solutions buffered to pH 6.8 – 7.4, in order to best mimic physiological conditions. We often 

apply capillary voltages of 0.7-1.2 kV, with (on Waters instruments) cone voltages ranging 

from 10 – 200 V, and source temperatures of 50-80 °C. The pressure in the desolvation region 

of the source is also an important parameter to adjust since it alters how and when the solvent 

https://www.sutter.com/manuals/P-1000_OpMan.pdf
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and salt departs the protein. This is affected either by throttling the flow on the roughing 

pump on the source and/or by adding more gas into the source.79–81  

2.4.3.4 CCS from DTIMS  

In order to obtain necessary data to derive CCSs of individual ions, we perform IM 

experiments at several (≥ 5) drift voltages whilst also recording the temperature and pressure 

of the buffer drift gas (N2 or He) at each drift voltage. The ATDs of the entire mass spectrum 

are recorded by synchronisation of the release of ions into the drift cell with the mass spectral 

acquisition. All MS and IM-MS data was analysed using MassLynx v4.1 (Waters, Manchester, 

UK), Origin v8.5 (OriginLab Corporation, USA) software, as well as Microsoft Excel and 

ORIGAMI.82  

The CCS values are derived from raw arrival time data using the Mason-Schamp Equation 

2.1,52 shown below: 

    

                                    𝛺𝑎𝑣𝑔 =  
(18𝜋)1/2

16
[

1

𝑚𝑏
+

1

𝑚
]

1/2 𝑧𝑒

(𝑘𝐵𝑇)1/2

1

𝜌

𝑡𝑑𝑉

𝐿2                     Equation 2.1 

 

Where mb and m represent the buffer gas and ion masses respectively, z is the charge of the 

ion, e is the elementary charge, kB is the Boltzmann constant, T is the gas temperature (in 

Kelvin), ρ is the buffer gas density, L is the drift tube length (in cm), V is the voltage across the 

drift tube and td is the ion drift time. It should be noted that because the raw arrival time 

output, ta, includes the time the ion spends outside of the drift cell, t0, Equation 2.2 must be 

used to obtain the actual ion drift time, td. An ions dead time (t0) is calculated from the y-

intercept of the linear plot of the ion arrival time (ta) (extracted from the apex of the ATDs 
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obtained at each Drift Voltage (DV) versus the reciprocal of the effective drift voltages (1/V). 

Accordingly, we obtain a td which can be applied to Equation 2.1 to calculate the CCS for the 

apex of an ion population.  

                                                               𝑡𝑑 =  𝑡𝑎 − 𝑡0                           Equation 2.2

  

2.4.3.5 DTIMS Procedure 

1. Standard Preparation | Begin by running a protein standard. We recommend myoglobin 

(holo = 17.6 kDa, apo = 16.9 kDa) or cytochrome c (12.4 kDa) for smaller IDPs. Prepare a 

solution of the protein standard in 10-50 mM ammonium acetate at ~1-5 µM (use 

MeOH:H2O:FA, 50:50:0.01 mixture if analysing under denaturing conditions). 

2. Drift Gas | Choose a drift gas for use in IM separation, the majority of experiments on 

proteins have used either N2 or He but other gases are viable. In Synapt instruments argon is 

the default gas employed in the Trap/Transfer regions.  

3. Instrument Settings | Example tuning parameters employed for the native DTIM-MS 

analysis of holo-myoglobin on the modified Synapt G2 (with an RF-confining drift cell) are 

given in Table 2.2 and a schematic diagram of the modified Synapt G2 is shown in Figure 2.2. 

The parameters outlined in Table 2.2 yielded a good compromise between MS quality and the 

minimisation of gas-phase structural activation. This was concluded by comparison of our 

experimentally derived CCSs with previously reported literature values.83 As such, holo-

myoglobin, sprayed from a non-denaturing solution (made up as described previously) 

utilising the instrument tuning parameters described below should yield a similar MS to what 

is observed in Figure 2.3.  
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Figure 2.2 | a) Schematic of the modified Synapt G2 (with an RF confining drift cell), in which the black dotted 

line denotes the ion beam path through the instrument. Drift gases can be switched using the MassLynx software 

which is connected to a modified gas inlet system. Absolute measurements of the drift gas pressure were 

enabled by installation of a capacitance manometer (MKS Baratron type 626C) above the centre of the drift cell. 

b) Schematic of the potential gradient along the instrument, the numbers next to specific regions within the 

schematic correspond to their respective voltages(s)/gas flows and pressures outlined in Table 2.2. Voltages 

which impart the greatest energy upon ions, thus promoting their gas-phase activation, are highlighted by grey 

stars. The voltage gradient from the sample cone (SC) to the extractor cone (EC) can be utilised to promote in-

source ion activation. Furthermore, the trap bias voltage, which acts to accelerate ions from a comparatively 

low-pressure environment (the trap cell) to a higher pressure one (the Helium and IM cell) can also significantly 

perturb ion structures if not optimised for the system in question. 
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Table 2.2 | Optimised instrument parameters used to run a sample of 5 µM myoglobin in 50 mM ammonium 

acetate (pH 7.4) on the modified Synapt G2 (with an RF confining drift cell). Voltages, gas flows and typical 

pressures utilised and observed within the analysis of myoglobin (in this instance) are linked to regions within 

the modified Synapt G2 (outlined in Figure 2.2) by the numbers in the left-hand column. 
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Figure 2.3 | Mass spectrum obtained following nESI of 5 µM Myoglobin in 50 mM ammonium acetate (pH 7.4). 

The numbers above the peaks denote the charge state z for the ion of the form [M+nH]n+, where n = z. This 

spectrum was acquired on a modified Synapt G2 (with RF confining drift cell).  

 

4. Sample Preparation | Once the standard is spraying stably with good ion transmission 

(shot-to-shot of > 1E3 from non-denaturing solutions), analysis of the subject protein can 

commence. Prepare a solution of the subject protein in ammonium acetate at ~5-20 µM 

(higher concentrations of the subject will be used relative to the standard protein just to 

observe signal, after which the concentration can be reduced) following the procedures 

described above (2.1). 

5. Instrument Settings | With the same tuning parameters employed for the analysis of the 

standard, spray the subject protein (these parameters may be the same as in Table 2.2, or 
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different depending on whether slight alterations were needed to improve signal intensity 

and/or the likelihood of structural activation). 

6. Judging Quality | Mass spectral quality will differ depending upon the samples’ solution 

composition (non-volatile buffer components reduce mass spectral quality), homogeneity 

and its propensity for salt adduction. As mentioned in Section 2.1 most IDP samples we obtain 

have been recombinantly expressed and as such, are rarely homogenous in nature. This is 

why the buffer exchange procedure, outlined previously, is essential prior to MS analysis. An 

example of a spectrum containing insufficiently high amounts of non-volatile adducts, where 

the analyte requires further purification, is depicted in Figure 2.4. One way to solve this issue 

is to repeat the steps covered in Section 2.1.2.  

 

Figure 2.4 | Mass spectrum of COR15a 20 µM in 100 mM TFE solution. The numbers above the peaks denote 

the charge state z for the ion of the form [M+nH]n+, where n = z. The low signal:noise ratio within the spectrum, 

as well as the comparatively wide mass spectral peaks within the charge state envelope, indicate that the sample 

solution still contains a high level of non-volatile salts. This spectrum was acquired on a modified Synapt G2 (with 

RF confining drift cell).  
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7. MS Analysis | Improvement of the data quality is achieved, either by further purification 

or instrument parameter optimisation, whereby source voltages within the instrument can 

be increased to effectively dissociate non-volatile salt adducts from the analyte ions. After 

optimising the preparative procedure and tuning parameters to obtain a high quality mass 

spectrum, post-acquisition analysis can commence. Initially the protein charge states can be 

found from the m/z peaks and their spacing within the mass spectrum (Equation 3). After 

which the experimental molecular weight of the analyte can be determined (Equation 4). 

                                         𝑧 =  
𝑀2−𝑚𝐴

𝑀1−𝑀2
     Equation 2.3 

 

                                       𝑀𝑊 =  
(𝑀1−𝑚𝐴)(𝑀2−𝑚𝐴)

𝑀1−𝑀2
  Equation 2.4 

 Where z is the charge state of M1, M1 is the m/z of the lower charge state ion (higher m/z) 

M2 is the m/z of the higher charge state ion (lower m/z), mA is the mass of a single proton (or 

any other observed adduct) and MW is the molecular weight of the analyte. Regarding the 

CSD, a large Δz observed for proteins analysed from near-physiological solution pH, is 

indicative of at least partial disorder within the protein structure, albeit with some 

exceptions.8485 It is worth noting that another method for determining charge on a protein is 

using the Rayleigh Limit (ZR) parameter which was developed by de La Mora86 (Equation 5). It 

allows the calculation of the maximum number of charges that a globular protein of a specific 

molecular weight can carry. 

                                                  𝑍𝑅 = 0.0778√𝑚    Equation 2.5 

Where ZR is the maximum charge and m is the mass of the protein. As mentioned previously 

(1.1) the spread of z, ergo the CSD provides valuable information about the structure of the 

protein; wider CSDs generally suggest that the protein occupies a large range of conformers 
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in solution, thus yielding a multitude of available protonation sites upon ionisation.41 The nESI 

mass spectrum from the LEA protein COR15A (Figure 2.5) possesses a broad CSD with Δz = 9, 

as would be expected for an IDP. Interestingly and symptomatic for many proteins, the lower 

charge states (z = 5-7) still retain some salt adducts (see insert in Figure 2.5) relative to z ≥ 8, 

which would indicate that the lower charge states might sample more compact, globular 

structures with binding cavities which permit increased salt adduction. 

 

 

 

 

 

Figure 2.5 | Mass spectrum of COR15A sprayed from 200 mM ammonium acetate solution, pH ~ 7.3.. The 

experimentally determined MW is 9688.3 Da ± 3.4 and the theoretical MW is 9683 Da. Peaks denoted with ‘ * ’ 

and ‘ ** ’ are contaminant species with m/z 527 and 610 respectively. This spectrum was acquired on a modified 

Synapt G2 (with an RF confining drift cell).    

 

8. Acquiring Mobility Data | The next step is to conduct IM experiments in order to obtain 

CCS data for the subject protein; for linear field instruments, this involves taking 
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measurements at five or more drift voltages. The measurements taken at each voltage 

provide an arrival time distribution (ATD) for each charge state. The apex values from these 

distributions gives a time ta (Equation 2) at which the ion intensity is at a maximum. For each 

of the different voltages, these ta values can be used to generate a plot of 𝑡𝑎 vs. 
1

V
 with a 

gradient that is proportional to 
1

𝐾0
  and an intercept that corresponds to the dead time t0, 

which is independent of the time spent in the drift cell. Linearity of these data points reflects 

an adherence to the Mason-Schamp equation (Equation 1) and indicates that all data is 

obtained in the low field conditions. The slope of the plot can be used to determine the CCS 

value that corresponds to the apex of the ATD for that charge state. The plot stems from 

Equation 6 shown below which relates the mobility of an ion to its drift time. 

𝐾𝐸 = 𝑣𝑑 =
𝐿

𝑡𝑑
   Equation 2.6 

Where K is the ion mobility, E is the electric field strength, d is the drift velocity, L is the drift 

tube length and td is the drift time. Because low field ion mobility measurements are 

dependent on pressure and temperature we use the reduced mobility, K0, where pressure 

and temperature are normalised as shown in Equation 7 below. 

                                           𝐾0 = 𝐾 (
𝑇0

𝑇
) (

𝑃

𝑃𝑜
)   Equation 2.7 

Normalised temperature T0 and pressure P0 are 273.15 K and 760 Torr, respectively. With this 

knowledge we can also rewrite the Mason-Schamp equation to directly relate to an ion’s 

mobility (K0) as shown below in Equation 2.8. 

                             𝛺𝑎𝑣𝑔 =  
(18𝜋)1/2

16
[

1

𝑚𝑏
+

1

𝑚
]

1/2 𝑧𝑒

(𝑘𝐵𝑇)1/2

1

𝜌

1

𝐾0
                    Equation 2.8 
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Mass Select | Tandem mass spectrometers allow any charge state of a given protein to be 

selected. In some IM-MS instruments (e.g., The Waters Synapt family) this takes place prior 

to the mobility separation, such that the ATD and the mass spectrum only arise from that 

parent ion. This prevents contamination of the ATD for a given charge state, from higher 

charge state ions that have been ‘charge stripped’ during or at the end of the drift cell, or 

from multimers that have dissociated in or after the drift cell to yield a product ion of the 

charge state of the ion of interest.  If mass selection prior to IM is not possible, then the 

analyst must be aware of these confounding factors when interpreting data.  Irrespective of 

whether this is technically possible, it is always possible to extract a given ion from the 

acquired data, and this is a necessary step in data analysis. A zoomed-in region of the mass 

spectrum focusing on the [M+10H]10+ ion of COR15A and corresponding arrival time 

distribution is shown in Figure 2.6.  
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Figure 2.6 | (a) Isotopic distribution of the [M+10H]10+ and the salt adduct [M+9H+Na]10+ charge state of the 

COR15A protein. The solid circles represent theoretical isotopic distributions for the [M+10H]10+. (b) the arrival 

time distribution for the COR15A,  z = 10 charge state at a drift voltage of 100 V. COR15A was sprayed from  200 

mM AmAc, pH ~ 7.3 at a concentration of 20 µM. Data for a) and b) were acquired on a modified Synapt G2 (with 

an RF confining drift cell).  
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Optimise | Following mass selection we look at the mobiligram to judge the quality, usually a 

degree of tuning of the voltages and optimisation of the gas flow in the drift cell is needed in 

order to improve the data quality (again consult Table 2.2 for good ‘start-point’ settings; 

specifically, the Trap DCs and IMS DCs). Figure 2.7a and 2.7b show examples of an acceptable 

arrival time distribution (ATD) and an ATD where concentration dependent non-native dimers 

are seen; it is worth noting that these dimers can be removed by serial dilution. Figure 2.7c 

demonstrates the effect poor voltage optimisation has on the mobiligram. In these steps, 

which adjust the passage of the ion into the drift cell, it is important to consider that we do 

not want to disrupt the structure of the ion. If a protein ion is injected into the drift tube with 

high acceleration voltages it is likely to deform either by first compacting and then (or directly) 

unfolding, thus distorting the subsequent interpretation of the ATD. With higher injection 

energies the transmission of ions through the drift cell becomes more favourable resulting in 

higher signal intensity, so it is important that the analyst tunes the signal whilst monitoring 

the ATD to prevent such distortion. At very high injection energies, the ion will penetrate far 

into the drift cell before it reaches the constant drift velocity that satisfies the Mason Schamp 

equation (1) and this will effectively shorten the length of the drift region, causing errors in 

the CCS calculation. Conversely, if an ion is not given sufficient energy, it will not enter the 

cell against the egressing drift gas, resulting in a loss of signal. When a pulse/packet of ions is 

introduced to the drift tube they begin to separate, therefore the measurement of the packet 

must be completed before the second packet is introduced otherwise overlap, known as 

‘wrap around’ occurs.  
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Figure 2.7 | (a) Shown is an example of a good ATD of the 9+ charge state of the COR15A protein. (b) Shown is 

an ATD of the 9+ charge state of COR15A, the shoulder seen to the left of the main peak likely corresponds to 

the 18+ dimer of COR15A which has the same nominal m/z and so will be selected along with the monomeric 9+ 

species. (c) Here is an example of poor quality data where the clean peaks we saw previously are obscured by 

noise, this stems from poor voltage optimisation. All ATDs were obtained on a modified Synapt G2 (with an RF 

confining drift cell). 
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Acquisition | Once a good quality ATD is obtained, experimental data can be acquired. The 

analyst should take note of the drift cell DC, IMS bias, He cell exit and transfer DC entrance 

(as these are used in combination to establish the drift voltage across the cell), as well as the 

temperature and pressure within the drift cell. After acquisition of the measurement at a 

given voltage (for example 100 V), the drift voltage is then incrementally increased by c. 25 V 

to begin the second measurement until we have six different drift voltage measurements. By 

the end of the experiment, we have six ATDs at six different voltages as shown in Figure 2.8 

below. Using this drift data, we can calculate the CCS of the ion. 
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Figure 2.8 | Shown are six selected ion ATDs taken at six different drift voltages for the [M+10H]10+ ion of COR15A 

protein. As the drift voltage is increased, the ions drift velocity also increases, resulting in shorter residency times 

in the drift cell. For the modified Synapt G2 (with an RF confining drift cell) used here, each ATD was acquired 

over c. 2 minutes.  
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2.5 Data Analysis 
2.5.1 CCS direct from Ion Mobility 
The measurements taken at different drift potentials are used to generate a plot of 𝑡𝑑 vs. 

1

𝑉
 

with a gradient that is proportional to 
1

𝐾0
, which can be used to determine an ions CCS. An 

example is shown in Figure 2.9.  

 

Figure 2.9 | Shown is a plot of tD vs 𝟏 𝑽⁄  obtained using the six ATDs for COR15A as seen in Figure 2.8. The slope 

of the plot is proportional to the inverse of the reduced mobility of the ion. Using this we can calculate the CCS 

of a specific ion. A similar approach is automated in the Agilent Software for use of their 6560 IM-QToF.78 

 

The plot stems from Equation 2.6 shown earlier. Because low field ion mobility measurements 

are dependent on pressure and temperature we use the reduced mobility, K0, where pressure 
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and temperature are normalised as shown previously in Equation 2.7. In terms of specific 

analysis, we multiply the gradient by the instrument’s drift length squared (L2) and use that 

as our ion mobility in the Mason-Schamp equation (Equation 2.8). 

2.5.2 Converting ATDs to CCSDs 
In Section 1.1 we discussed that the most useful structural depiction of an IDP defines them 

in terms of conformational ensembles. Considering this, it is advantageous to think of the CCS 

as a distribution rather than a discreet value. We can derive a CCS distribution from the raw 

arrival time data using Equation 1, which directly relates drift time to the CCS. The process of 

doing this is as follows: 

1 | We obtain an arrival time distribution of a single charge state. In our case, we convert scan 

time (bins) to time (s) using Equation 8 shown below: 

𝐴𝑟𝑟𝑖𝑣𝑎𝑙 𝑇𝑖𝑚𝑒 (𝑠) = 𝑠𝑐𝑎𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 × 𝑝𝑢𝑠ℎ𝑒𝑟 𝑡𝑖𝑚𝑒 (𝑠)  Equation 8 

2 | For each charge state of our protein and at every drift voltage we must determine the 

apex of the major conformation in the arrival time distribution and use the plot shown in 

Figure 2.9 to elucidate the intercept (dead time, t0) and the slope (1/K0) which is subsequently 

used to calculate the collision cross section using the Mason-Schamp equation (Equation 1).  

 3 | Application of the derived parameters for a single drift time value (i.e. apex of the 

distribution) gives us a single DTCCSHe value, however as mentioned earlier on, IDPs are better 

explained using CCSDs which show the entire conformational ensemble of the ion. In order to 

obtain the CCSD, we use the Mason-Schamp equation for each drift time value from the 

arrival time distribution, as shown in Figure 2.10. 
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Figure 2.10 | Shown is the DTCCSDHe for the [M+9H]9+ ion of COR15A. The CCSD is composed of two peaks, with 

the apex of the conformational families centred at 1670 and 1760 Å2.  The lack of baseline resolution may be 

instrumental, or due to interconversion between these two conformers on the timescale of the experiment. 

COR15A was sprayed from 200 mM AmAc, pH ~ 7.3 at a concentration of 20 µM. This data was acquired on a 

modified Synapt G2 (with an RF confining drift cell). 

     

When presenting IM-MS results, we tend to use the CCSD obtained from the lowest drift 

voltage as it tends to result in better separation of species with multiple conformations as the 

gradient in the drift tube is less steep and ions have more time to separate. It is worth noting 

however, that as the ion velocity decreases (due to decreased electric field), the signal-to-

noise of the ions of interest can decrease too meaning a higher drift voltage might be more 

appropriate.   
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2.5.3 Uncovering Conformational Diversity 
The practical steps outlined above can be considered as guidelines for IM-MS analysis of 

proteins regardless of their inherent order. It is now pertinent to consider the difference seen 

in data obtained from ordered and disordered proteins. As well as CCS distributions for a 

specific charge state of a given protein (Figure 2.10), it is possible to plot a total CCS 

distribution for a protein (Figure 2.11). The process we use to obtain a total CCSD is given 

below: 

Replicate Standardisation| The first step is to fit Gaussian peaks so as to best reflect the 

experimental data. The cumulative fit of these peaks will have the same range and number of 

data points across each CCSD replicate for a given ion we do this in order to standardise the 

CCS bins across replicates. This is because the replicate CCS axes will be slightly different, as 

the dead time and drift time will vary across experiments due to variables such as 

temperature and pressure. 

Normalisation | We need to normalise the intensities of the different charge states to one 

another. This is done as follows: 

• For each charge state, we average the intensities of the replicates. 

• For each charge state, we determine the area under the CCSD. 

• For each charge state, we determine the peak height in the mass spectrum. 

• We sum the areas for each charge state together. 

• We sum the MS peak heights for each charge state together. 

• We determine the fraction (area and MS) for each charge state using Equation 2.10: 

𝑧𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = (
𝐴𝑧

∑ 𝐴𝑧
𝑧𝑚𝑎𝑥
𝑧𝑚𝑖𝑛

) (
ℎ𝑧

∑ ℎ𝑧
𝑧𝑚𝑎𝑥
𝑧𝑚𝑖𝑛

)  Equation 2.10 



85 
 
 

Where, 𝐴𝑧 is the area under the CCSD for charge state z, ℎ𝑧 is the peak height for charge state 

z. 

• We then normalise to the highest fraction using Equation 2.11: 

𝑧𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 =
𝑧𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛

𝑧𝑚𝑎𝑥
𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛            Equation 2.11 

• Following this, we multiply the averaged intensities by 𝑧𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 to obtain normalised 

intensities for each charge state. 

• Lastly we sum together the normalised intensities of each charge state to obtain the 

intensity for the total CCSD.  

Following electrospray ionisation from salty solutions, structured globular proteins present 

ATDs and corresponding CCSDs that are Gaussian-like and often represent single 

conformational families (Figure 2.11b) 3884,87. However, it is not unusual for each charge state 

to have a slightly different CCSD, with higher values of charge corresponding to higher average 

CCS values.88–90 By contrast for IDPs, multiple resolved or partially resolved distributions are 

observed in the ATD even for single charge states.9138,84 Under denaturing or partially 

denaturing conditions, structured proteins present with a greater Δz, often with higher charge 

states yielding larger CCSs. 44,91 
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Figure 2.11 | (a) A total CCSD plot of the 7 charge states of the COR15A protein, showing a typical spread in CCS 

values within and across charge states. The two lowest charge states, z = 6, and z = 7 have distinctively different 

distributions to the higher charge states; they are much broader with a number of partially resolved 

conformational ensembles. For z = 8 only one conformational family can be observed. Interestingly the z = 9 

charge state appears to represent an intermediate species which is comprised of two partially resolved peaks 

each representing a distinct conformation. Regarding the higher charge states (z = 10-12), the CCSDs are much 

narrower than z = 6 & 7 and consist of a single observable conformational family. (b) A total CCSD plot of the 3 

charge states of myoglobin, each charge state is seen to have a singular Gaussian-like distribution which is due 

to only one resolvable conformational family being present for each. (c) A stack plot of the CCSD for each of the 

7 charge states of COR15A. (d) A Stack plot of the CCSD for the 3 charge states of myoglobin. Magnification 

values relative to the most abundant charge state are represented in the right-hand corner of each row within 

the stacked plots. 
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 For Myoglobin, Δz = 3 and ΔCCS = ~400 Å2 (ΔCCS = apex of the largest CCS – apex of the 

smallest CCS). The Gaussian-like distribution of the peaks indicates the presence of a single 

conformer for each charge state, although it can be noted that as the charge state increases 

so does the average CCS value. The low Δz and ΔCCS as well as the single Gaussian-like 

distribution of each charge state peak indicates that myoglobin occupies a narrow 

conformational landscape with few closely related conformational families, as might be 

expected for a well ordered protein following ionisation from native-like solution 

conditions.38 The total CCSD plot for COR15A, with Δz =7 and ΔCCS of ~1000 Å2, supports the 

assertion made from the broad CSD (Figure 2.5) that this protein presents to the mass 

spectrometer in numerous conformations. Additionally, for several charge states (z = 6, 7 and 

9) there are multiple conformational families in the CCSD, indicative that COR15A occupies a 

conformational landscape which has many low energy conformations, which are close in 

energy to one another, but distinct in structure.  

The charge states of z = 6, 7 and 9 of COR15A (Figure 2.11a) give rise to complex ATDs with 

numerous partially resolved Gaussian-like signatures attributable to the presence of multiple 

conformers for the same net charge (Figure 2.11c). In comparison, for myoglobin a Gaussian-

like distribution is found for each charge state (Figure 2.11d) indicative of single closely 

related conformational families. Comparison between the IM-MS data for myoglobin and 

COR15A (Figure 2.11) which was taken on the same instrument with very similar conditions, 

reveals how dramatic the difference in structures between the two proteins are. This work 

highlights how we can use IM-MS to discern the conformational heterogeneity of any given 

protein/ protein complex. 
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The total CCSD also allows us to define potential conformational families that exist within the 

conformational landscape of the IDP in question; this is shown in Figure 2.12. 

 

 

 

 

 

 

 

 

Figure 2.12 | Gaussian peaks were manually fitted to the total CCSD of COR15A and represent possible 

conformers present within the gas-phase conformational landscape of the protein. A total of eight peaks were 

fitted to the total CCSD and likely correspond to 8 different conformational populations of the COR15A protein. 

Fitting was done using the Gaussian fit function in the OriginPro software, the top of each candidate peak is 

selected manually and are then used as the peak maxima for Gaussian fit function. 

By fitting Gaussian peaks to the total CCSD of COR15A we can identify possible conformational 

families within the overall gas phase landscape of the protein. This shows that in comparison 

to a globular protein, like myoglobin, COR15A most likely adopts numerous conformations in 

solution which can be sampled in vacuo.   
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2.5.4 A Predictive Framework for Disorder 
We now understand that CSDs and CCSDs can be used to provide structural information on 

the conformational diversity and level of disorder within a protein. As we mentioned 

previously (Section 3.3), proteins have distinct features in their CSDs and CCSDs that can be 

used to categorise them as principally ordered or disordered when sprayed from certain 

solution conditions. We have developed a predictive framework that uses a proteins CSD and 

CCSD to predict the level of disorder within it and a ‘toy model’ that calculates a minimum 

and maximum boundary CCS for the protein. The framework and toy model have been written 

in python code and are available on GitHub for free use 

(https://github.com/ModronMan/Origami-Analyst). 

2.5.4.1 Trends in collected IM-MS data – ‘Beveridge-Barran’ Plots 
Using data acquired from many proteins we have developed an empirical predictive 

framework that can be used to evaluate the level of disorder in an unknown protein.38 By  

plotting the range of CCS values (ΔCCS) and observed charge states (Δz) for proteins against 

their molecular weight,  Beveridge and co-workers 38 showed data plots and trends of the 

form below (Figure 2.13). These plots indicate that some proteins have a narrow charge state 

and CCS range which hardly varies with molecular weight, whilst some have a far broader 

range of charge states and a correspondingly large range of CCSs. The former category is 

primarily made up of proteins that are known to be structured following careful native mass 

spectrometry analysis and sample preparation as shown above, whereas the latter set, with 

large Δz and ΔCCS consist either of conformationally dynamic proteins, sprayed from pseudo-

native solutions, or from structured proteins sprayed from denaturing solutions. 
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Figure 2.13 | Beveridge-Barran plots for a data set of proteins which can be found in Appendix 1. Each number 

corresponds to a protein, COR15A (green dot) and myoglobin (red dot) are included in the set. Numbers within 

the red oval represent proteins which exhibit more dynamic structures, while numbers within the blue oval 

represent proteins with more ordered structures. ΔCCS and Δz represent the difference in lowest and highest 

value of CCS and z respectively. (a) A plot of ΔCCS vs. molecular weight for a data set of proteins, including 

COR15a and myoglobin. Proteins with larger ΔCCS, meaning they occupy a wider conformational spread, tend 
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to be more structurally dynamic whereas proteins with a small ΔCCS, occupying a narrower conformational 

spread, tend to be more structured. The numbers 42 – 45 represent antibodies, which are seen to fall outside 

of the two regions of structured and dynamic proteins, highlighted by the coloured ovals. (b) A plot of Δz vs. 

molecular weight for a data set of proteins, including COR15a and myoglobin. Proteins with a larger Δz, tend to 

be more structurally dynamic whereas proteins with a smaller Δz exhibit more structure. 

Following IM-MS analysis, the analyst can obtain and plot ΔCCS and Δz vs. molecular weight 

and estimate the structural propensity for a given analyte depending upon which region it 

resides in. For example, following the procedures described above, COR15A falls within the 

‘disordered’ region of the graphs, whereas myoglobin is found in the ‘ordered’ region. This 

demonstrates how these plots can be used to give valuable insight into the structure of an 

unknown protein.  

2.5.4.2 A Toy Model for Predicting CCS Boundaries 
In addition to the Beveridge-Barran plots, we have developed a ‘toy model’ which calculates 

a theoretical upper and lower boundary of a proteins CCS based off its amino acid sequence.38 

The lower CCS boundary is calculated by assuming that a folded proteins’ shape approximates 

to a sphere. This approach is representative of a globular highly compact form of a protein. 

We start by using a proteins molecular weight to calculate its volume via Equation 2.12 shown 

below: 

𝑉 =  
𝑀𝑤

𝜌⁄                  Equation 2.12 

Where Mw is molecular weight of the protein, and ρ is the density of the protein; the value of 

protein density used is ρ = 0.904 Da Å-3.92 This volume can then be used to calculate the radius 

of a sphere as shown in Equation 2.13: 

𝑟 =  (
3𝑉

4𝜋
)

1
3⁄

            Equation 2.13 
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The CCS of a sphere of this radius is then given by Equation 13: 

𝐶𝐶𝑆𝑙𝑜𝑤𝑒𝑟(Å2) = 𝜋𝑟2 = 𝜋 (
3𝑉

4𝜋
)

2
3⁄

           Equation 2.14 

This equation gives the geometric size of the sphere of a compact protein. The value obtained 

by this equation however is exceeded by CCS numbers obtained in IM-MS using helium as a 

buffer gas. We therefore use a scaling parameter of 1.19 developed by De la Mora 86 to predict 

the smallest possible measured CCS. The scaling parameter is also applied to the upper 

boundary calculation. 

For the upper boundary we model a completely unfolded protein stretched out from end-to-

end, as a cylinder as shown below in Figure 2.14, where each amino acids volume is treated 

as a cube that when rotationally averaged forms a cylindrical projection. 

 

Figure 2.14 | The rotationally average cylindrical projection of a peptide chain, where each amino acid’s volume 

is treated as a cube.  

The first step is to use Equation 14 to determine the average volume of an amino acid in a 

protein’s sequence: 
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�̅� =
∑ 𝑉𝑖𝑁𝑖

𝑛
𝑖

𝑛
            Equation 2.15 

 

Where Vi is the volume of a specific amino acid, Ni is the corresponding number of a specific 

amino acid and n is the total number of amino acids in the sequence. Next we treat the radius 

of the cylinder to be equal to the length of the cube, as shown in Figure 2.15 below. 

 

Figure 2.15 | The length of the cube is taken to be the radius of the cylinder. 

Therefore, the radius of the cylinder is the cube root of the average amino acid volume. The 

CCS is then given by Equation 15, since the protein ‘tumbles’ in the drift tube: 

                                                     𝐶𝐶𝑆𝑢𝑝𝑝𝑒𝑟(Å2) = (
4

𝜋
) 𝑟𝑙 + 2𝑟2          Equation 2.16 

Where length, 𝑙, comes from knowing that the furthest distance between α-carbons in a 

protein chain is 3.63 Å 93. Therefore, the maximum length of a linear polypeptide chain with 

𝑛 residues is given by 𝑙 = 𝑛(3.63). 
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2.6 Summary and Conclusion 
In summary, our approach to the analysis of IDPs using native IM-MS can be simplified into 

three major steps: sample preparation and purification (2.1), ion mobility and mass 

spectrometry experimental procedures (2.2), and data analysis (3).  

In the first step, sample preparation and purification, we have tried to highlight the 

importance of preparing a solution at a pH appropriate for the subject protein. A number of 

salts are commonly used within these solutions which can act as buffers upon pH adjustment. 

Furthermore, these salts need to be volatile enough to leave the protein upon desolvation. It 

is important to note that proteins are often dissolved in solutions that are not suitable for 

direct infusion MS experiments whilst even lyophilised samples are often saturated with salts 

and contain impurities. Considering this we buffer exchange sample solutions to transfer the 

protein to an MS compatible solvent, this process also helps to purify the protein. We use spin 

columns, as they are compatible with small sample volumes (20 – 75 µL).  

Once sample preparation is complete, we move onto the second step which is the running of 

a sample on an (IM)-MS instrument. We find it is important to initially run a ‘standard’ protein 

sample on the instrument before tackling the IDP sample. This allows the analyst to check 

that the tip and instrument are both working correctly whilst permitting optimisation of 

instrument settings (Table 2.2) to attain a good starting point for the analysis of the IDP. When 

the standard is spraying stably with good ion transmission, analysis of the subject IDP can 

commence. The optimised parameters used for the standard will become the starting 

parameters for the IDP; depending upon the quality of the mass spectrum and ATDs (which 

we can observe in real time), alterations may be needed to improve the signal 

intensity/instrument ‘softness’. On the other hand, poor spectral quality observed at this 
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stage may be due to the sample; therefore, further purification may be required to resolve 

the issue. Once the IDP is running stably and at good quality, acquisition of the mass spectrum 

can be carried out. With the acquired mass spectrum, we can use Equation 3 and 4 to 

determine the molecular weight and CSD of the subject protein, where for an IDP a broad CSD 

is likely observed and is representative of the numerous conformations occupied. Following 

this we move on to IM analysis of each charge state seen in the mass spectrum. After mass 

selecting the charge state of interest, we can acquire IM data for the ion at ≥ 5 different drift 

voltages.   

Upon acquisition of the ATDs we can begin the final step of data analysis; this involves using 

the ATDs alongside Equation 1 to generate CCSDs for each charge state. In addition, we can 

also produce a total CCSD that encompasses the whole conformational landscape of the IDP 

in vacuo. The total CCSD of IDPs are observed to be very different to globular proteins which 

exhibit Gaussian-like distributions (Figure 2.11b) adhering to a small conformational 

landscape. Fitting Gaussian peaks to the IDPs total CCSD (Figure 2.12) shows us that in 

comparison to globular proteins, more structures are observed within the conformational 

landscape of the IDP. 

Lastly, we have designed a predictive framework (3.4) to help define the level of disorder in 

the proteins we analyse. By plotting the ΔCCS and Δz of the subject protein against its 

molecular weight on a graph, with a large data set of other proteins (Figure 2.13, Appendix 

1), we can infer the level of disorder within the protein under study. Furthermore, we have 

developed a ‘toy model’ (3.4.2) that can calculate the maximum and minimum boundaries of 

a given proteins CCS which provides an additional dimension to this predictive framework. 
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2.7 Molecular Modelling 
2.7.1 Introduction 
Computational chemistry is a branch of science where chemistry and computing meet. It 

involves the analysis and simulation of chemical systems using computers. The advent and 

development of electronic computers over the last century has vastly improved the speed at 

which theoretical calculations and mathematical modelling can be done at. Computational 

chemistry can be split into three main areas of study, the first includes the study of electronic 

structure using quantum mechanical (QM) calculations, large and complex biological systems 

can also be studied using classical mechanics and lastly the physicochemical properties of a 

system can be understood using cheminformatics.94   

Though it is the most fundamental modelling method QM calculations can only be solved for 

very simple systems. Approximations can be made to allow more complex systems to be 

analysed, one very important example being the Born-Oppenheimer approximation that 

decouples the nuclear and electronic motions, furthermore, semi-empirical methods can also 

be applied. These methods use both chemical theory and empirical data derived from 

experiment to help reduce the computational cost of these calculations.94  

In spite of all this however, the computational power and cost required to run large biological 

systems at this level of theory is immense and impractical. Molecular Mechanics (MM) steps 

in here as a technique that can overcome this problem. It uses classical descriptions of 

chemical systems with the Born-Oppenheimer approximation to allow the energy of the 

system to be described as a function of the nuclear coordinates.94,95  

 



97 
 
 

2.7.2 Molecular Mechanics 
Molecular Mechanics (MM) represents atoms as hard spheres and models the interactions 

that occur between them using additive classical functions with parameters derived from ab 

initio calculations and experimental data. The potential energy of the system is modelled by 

a collection of equations and parameters defined as the force field, which has the general 

form: 

                    𝐸𝑡𝑜𝑡𝑎𝑙 =  𝐸𝑏𝑜𝑛𝑑𝑠 + 𝐸𝑎𝑛𝑔𝑙𝑒𝑠 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 + 𝐸𝑣𝑑𝑊 + 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐𝑠         Equation 2.17 

Where 𝐸𝑡𝑜𝑡𝑎𝑙  represents the total potential energy of the system, 𝐸𝑏𝑜𝑛𝑑𝑠, 𝐸𝑎𝑛𝑔𝑙𝑒𝑠, 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠, 

𝐸𝑣𝑑𝑊, and 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐𝑠 represent the energies associated with bonds, angles, dihedrals, van 

der Waals forces and electrostatics respectively.94,96 

2.7.2.1 CHARMM Force Fields 
The Chemistry at Harvard Macromolecular Mechanics (CHARMM) series is a biologically 

exclusive force field used in the simulations carried out in this thesis.97–100 It was developed 

in the 1980s in association with a Molecular Dynamics (MD) software package of the same 

name by the Martin Karplus group at Harvard University.101,102 Its initial form, CHARMM19, 

used a united atom representation with special treatment for polar and non-polar hydrogen 

atoms treating them as explicit and heavy atoms respectively.103 The following versions of 

CHARMM used all-atom representations with the first being developed by Mackerell et al.97 

in 1998, called CHARMM22 with its energy potential taking the following form: 

𝐸𝑡𝑜𝑡𝑎𝑙 =  ∑ 𝑘𝑟(𝑟 − 𝑟0)2
𝑏𝑜𝑛𝑑𝑠 + ∑ 𝑘𝑈𝐵(𝑟1,3 − 𝑟1,3

0 ) + ∑ 𝑘𝜃(𝜃 − 𝜃0)2
𝑎𝑛𝑔𝑙𝑒𝑠𝑈𝐵 +

∑ 𝑘𝜙(1 + cos(𝑛𝜙 − 𝛾))𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 + ∑ 𝑘𝑖𝑚𝑝(𝜒 − 𝜒0)2
𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟 +

∑ ∑ (4𝜖𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

] +
𝑞𝑖𝑞𝑗

4𝜋𝜖0𝑟𝑖𝑗
)𝑁

𝑗=𝑖+1
𝑁−1
𝑖=1                                                            Equation 2.18 



98 
 
 

Where: 

• The first term is a summation of all bonds modelled as harmonic oscillators with bond 

length, 𝑟, equilibrium bond length, 𝑟0, and force constant, 𝑘𝑟. 

• The second term is a summation of all Urey-Bradley (UB) interactions. It models angles 

using a harmonic spring between atoms 1 and 3 with bond length, 𝑟1,3, equilibrium length, 

𝑟1,3
0 , and force constant 𝑘𝑈𝐵. 

• The third term is a summation of all angles, 𝜃, modelled as harmonic oscillators with 

equilibrium angle, 𝜃0, and force constant 𝑘𝜃. 

• The fourth term is a summation of all dihedral angles, 𝜙, modelled using a cosine term. 

Where 𝑛, is the torsional multiplicity, 𝛾, is the phase factor, and 𝑘𝜙, is the force constant. 

•  The fifth term consists of summing all the improper dihedrals, modelled using a harmonic 

potential with an out-of-plane angle, 𝜒, an average angle, 𝜒0, and force constant, 𝑘𝑖𝑚𝑝. 

• The last term models the van der Waals and electrostatic interactions between all possible 

atomic pairs, 𝑖 and 𝑗, using a Lennard-Jones and Coulombic potential. Where 𝜎𝑖𝑗, 

represents the collision diameter, 𝜖𝑖𝑗, is the well depth, 𝑟𝑖𝑗, the interatomic distance, and 

𝑞𝑖 and 𝑞𝑗 represent point charges.  

The CHARMM22 force field was continually improved over the years through 

reparameterisation, corrections and new additions. Of interest to this thesis was the 

improvements added to the CHARMM36 and CHARMM36m versions of the force field. 

CHARMM36 saw the addition of a refined protein backbone CMAP potential as well as amino 

acid side chain dihedral parameters fitted to NMR data of IDPs. This lead to improved 

sampling of conformational changes in proteins. CHARMM36m reweighted the backbone 
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CMAP potential, enhancing the sampling of IDPs, it also reduced the over-stabilisation of α-

helices which CHARMM was known for.100,104,105 

2.7.2.2 Solvation Methods 
Numerous solvation methods exist for simulating biological molecules in solution. In regard 

to the simulations carried out in this thesis an explicit water model was used where each 

individual water molecule is rendered and parameterised. There also exists implicit water 

models where the solvent is modelled as a continuum with a defined dielectric constant.106 It 

is important to use the water model that is most compatible with the force field being used. 

In this case a modified TIP3P (mTIP3P) that includes Lennard-Jones parameters on the 

hydrogen atoms was used in conjunction with the CHARMM36m force field.105 
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2.7.3 Molecular Dynamics 
The simulations done in this thesis are Molecular Dynamic (MD) simulations, which model the 

dynamic behaviour of atomic positions and velocities using Newton’s 2nd law of motion: 

                        𝐹𝑟𝑖
= 𝑚𝑖

𝑑2𝑟𝑖

𝑑𝑡2 = 𝑚𝑖 (
𝑑2𝑥𝑖

𝑑𝑡2 +
𝑑2𝑦𝑖

𝑑𝑡2 +
𝑑2𝑧𝑖

𝑑𝑡2 ) = 𝑚𝑖

𝑑𝑣𝑖

𝑑𝑡
= 𝑚𝑖𝑎𝑖                Equation 2.19 

  

Where 𝐹𝑟𝑖
, represents the force exerted on particle 𝑖, 𝑚𝑖 is the particle mass, 𝑟𝑖, is the particle 

position vector (in Cartesian coordinates it is 𝑥𝑖, 𝑦𝑖 and 𝑧𝑖), 𝑣𝑖  represents the particle velocity, 

𝑎𝑖 is particle acceleration and 𝑡 is time.  

Using the MM principles discussed previously, we can convert the potential energy provided 

by a force field (CHARMM36m) into the forces felt by each atom in the system using: 

𝐹𝑟𝑖
= −∇E𝑟𝑖

                                                       Equation 2.20 

These forces are then used to calculate new atomic positions and velocities using integrator 

algorithms that break down the integration into small time steps (𝛿𝑡) in order to calculate the 

new positions and velocities of the system as it evolves.94 The Leap-Frog algorithm was used 

for all simulations in this thesis and takes the following form: 

𝒓(𝑡 + 𝛿𝑡) = 𝒓(𝑡) + 𝛿𝑡𝒗 (𝑡 +
𝛿𝑡

2
)                                      Equation 2.1 

𝒗 (𝑡 +
𝛿𝑡

2
) = 𝒗 (𝑡 −

𝛿𝑡

2
) + 𝛿𝑡𝒂(𝑡)                                     Equation 2.22 

𝒗(𝑡) =
1

2
[𝒗 (𝑡 −

𝛿𝑡

2
) + 𝒗 (𝑡 −

𝛿𝑡

2
)]                                    Equation 2.23 

In the leap-frog algorithm the positions at the next step, 𝒓(𝑡 + 𝛿𝑡), are calculated from the 

velocities at the next half time step, 𝒗 (𝑡 +
𝛿𝑡

2
). The acceleration, 𝒂(𝑡), can be calculated from 
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Equation 2.19 and 𝒗 (𝑡 −
𝛿𝑡

2
) is known from the previous step. Lastly 𝒗(𝑡) is calculated from 

Equation 2.23.94  

2.7.4 Summary 
To summarise we have discussed in detail the theory behind the computational 

methodologies we have employed in this thesis. MM is our modelling technique that treats 

atoms as hard spheres and bonds as harmonic springs and is defined by a general potential 

energy equation (Equation 2.17). We use a force field (CHARMM) to provide us with the 

potential energy equation (Equation 2.18) that includes parameters for amino acids and lipids 

as well as a modified backbone CMAP which improves the sampling of IDPs. MD was used to 

simulate the dynamics of the systems we studied by calculating the forces felt between each 

atom (Equation 2.19 and 2.20) and the leap-frog algorithm was employed to calculate the 

new velocities and positions as the system evolved (Equation 2.21 – 2.23).  
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3.2 Abstract 
COR15A is a Cold Regulated (COR) protein found in Arabidopsis thaliana. It plays a vital role 

in the stabilisation of chloroplast membranes in the leaf which have particular importance in 

low temperature and high salinity environments. Ion Mobility Mass Spectrometry analysis of 

COR15A yields wide bimodal Charge State and Collision Cross Section (CCS) distributions 

indicative of two dominant coexisting conformational families for this highly flexible protein. 

Molecular Dynamics (MD) was used to provide candidate geometries with which to compare 

with IM-MS data and elucidate dominant secondary structural features. The helical dry state 

of COR15A, named as such due to it being the structure the protein takes in the absence of 

water, provided the starting point for simulations with explicit water. Using elevated 

temperature for enhanced sampling we observe a decrease in the average CCS as the 

structure evolves from a predominantly helical structure to a more disordered and globular 

form. Evaluation of the CCS of COR15A throughout the trajectory yields a pseudo-CCS 

distribution (pCCS) which is similar to that obtained experimentally in the gas phase. 

Following this approach and after 30 ns of simulation time, the conformational landscape for 

solvated COR15A replicates what was found experimentally providing compelling evidence 

that the experimental gas phase data correspond to natively accessed states. We conclude 

that the use of IM-MS allows observation of the disordered globular forms which are 

kinetically trapped following desolvation as well as forms that are more akin to the 

dehydrated state. 
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3.3 Introduction 
In recent years there has been increased awareness of the prevalence and functional role of 

intrinsically disordered proteins (IDP) with predictions that between 30 % and 70 % of all 

eukaryotic proteins contain some degree of intrinsic disorder. 1 2–4 The recognition of the 

importance of such  proteins initially stemmed from their role in proteopathic diseases such 

as Parkinson’s and Alzheimer’s disease3 as well as functional roles in many biochemical 

networks and signalling and regulatory cascades5 for example in tumour formation.4,6 

The form of IDPs cannot be ‘solved’ in the same way as ordered proteins. No single  structure 

can be used to describe an IDP instead they are better described as conformational 

ensembles,7 wherein the primary sequence of an IDP may adopt transient secondary 

structures.5 Furthermore, due to the conformational variability inherent in IDPs different 

experimental approaches to study them are required in comparison to their ordered kin. For 

example X-ray crystallography is limited by its experimental timescales which cannot 

necessarily capture details of the conformational dynamics of an IDP, and as with all bulk 

phase methods will display an averaged structure of the conformational ensemble sampled.5,8  

Ion Mobility Mass Spectrometry offers unique advantages in the conformational analysis of 

proteins as well as for other biological and non-biological macromolecules.8 Following 

transfer into the gas phase an IM-MS instrument separates molecules based on their mass, 

charge and shape providing stoichiometry along with conformational information.8 In Drift 

Time Ion Mobility Spectrometry (DTIMS), a given protein ion is introduced in a short pulse to 

a chamber containing an inert buffer gas such as N2 or He (drift gas). The packet of protein 

ions travel along the chamber under the influence of a weak electric field (5 – 50 Vcm-1). As 

the ions drift along the tube, they collide with the drift gas and are separated depending on 
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their size and shape. An ion of a given m/z will have a corresponding arrival time distribution 

(ATD). Using the ATD we can calculate a Collision Cross Section Distribution  that provides a 

direct measurement of a protein’s conformational diversity.9 It is possible to estimate the CCS 

of candidate geometries of any given molecule from input coordinate files using  theoretical 

methods that model the interaction of the buffer gas with the molecular ion.10 Force field 

derived structures and molecular dynamics approaches are often used in the analysis of large 

biological molecules, including IDPs, accessing biologically relevant timescales5 and are able 

to explore candidate conformations. The CCS of these can then be calculated for comparison 

with experiment.  One of the challenges in examining any protein structure in the gas phase, 

is to preserve solution phase conformation. IM-MS has previously proven to do this as the Δz 

provides information on structure in the solution phase.11 In addition the importance of 

charge on an IDP cannot be understated. Work carried out by Pappu et al.12 defined a 

parameter (κ) to determine the distribution of charges in any polypetide sequence. They 

reported that for systems with well mixed charges (κ → 0) conformations involving self-

avoiding random walks and coils were observed yet in comparison systems with well 

separated charge (κ → 1) exhibited hairpin-like folding. MD derived structures, together with 

IM-MS experiments are used here in the analysis of the intrinsically disordered Cold Regulated 

(COR) protein COR15A from Arabidopsis thaliana.  

COR15A belongs to the Late Embryogenesis Abundant (LEA) proteins first characterised over 

30 years ago.5 Specifically, the protein is involved in the stabilisation of chloroplast and plasma 

membranes in the leaf during freezing. In dilute solution the protein is almost completely 

disordered and undergoes a conformational transition to an α-helical form upon dehydration. 

Expression levels of COR15A strongly increase in the process of cold acclimation, where the 
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plant acquires a higher freezing tolerance by exposure to low but non-freezing 

temperatures.13  A mechanism of action for the protein was proposed by Thalhammer et al.14, 

wherein they assert that upon freezing cellular dehydration occurs due to ice crystal 

formation in the apoplast causing water content to decrease. This induces the protein to fold 

into an α-helical structure and then associate with the inner envelope membrane of the 

chloroplast. The association further promotes α-helicity in COR15A, and in this form it is found 

to stabilise the membrane against the formation of hexagonal II (HII) phase lipid domains. 

This mechanism is shown visually in the supplementary Figure 3.1. 

 

Figure 3.1 | COR15A mechanism of action adapted from Figure 1 in work published by Thalhammer et al.1. (A) 

Freezing causes cellular dehydration due to the formation of ice crystals in the extracellular spaces. This triggers 

a partial folding of COR15A as well as its association to the inner envelope membrane of the chloroplast enriched 
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with the non-bilayer lipid monogalactosyldiacylglycerol (MGDG). This association further COR15A promotes α-

helical structure. (B) The inner envelope membrane is stabilised by protein association which prevents the 

formation of Hexagonal II (HII) phase lipid domains within the inner envelope membrane and with neighbouring 

membranes such as the outer envelope membrane of the chloroplast and the plasma membrane. This results in 

the overall integrity of the cellular membrane being preserved upon freezing. 

COR15A is reported to be highly unstructured when in hydrophilic environments and upon 

dehydration folds into an amphipathic α-helix. As such it represents an exciting candidate 

with which to consider the conformational transitions that occur to proteins as they enter the 

solvent free environment of the mass spectrometer. Here we investigate the conformational 

transitions that occur during the hydration process of COR15A using IM-MS and MD 

simulations. 

3.4 Experimental 
3.4.1 Ion Mobility Mass Spectrometry 
The protocol used to carry out the experiments has been previously reported.15 Briefly, all 

measurements were taken on a Waters Synapt G2 IM-MS modified to possess a linear drift 

field within the RF confining cell in the triwave assembly16, using He as the drift gas. 

Samples were analysed using nano Electrospray Ionisation (nESI) and sprayed from 

borosilicate tips (World Precision Instruments) with orifice diameter 3-6 µM pulled on a Sutter 

Instrument p1000.  The COR15A protein was synthesised by the Thalhammer group and 

supplied as a lyophilised powder.5  The sample was diluted in 200 mM Ammonium Acetate 

solution (Merck) with pH ~ 7.3 (using ammonium hydroxide) to a final concentration of 20 

µM. Voltages of 0.7 – 1.2 kV were applied to the spray solution via an inserted platinum wire 

(Goodfellow), the source temperature was optimised between 50 – 80 ºC and cone voltages 

were applied ranging from 10 to 200 V for different experiments. 
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3.4.2 Molecular Dynamics Simulations 
The starting structure for simulations was obtained from the Thalhammer group who used 

comparative modelling as previously described5, the structure of COR15A in vacuum was 

obtained with the Internal Coordinate Mechanics (ICM) software using the amino acid 

sequence from the TAIR database. The simulation architecture consisted of a solvent filled 

box with the protein placed in the centre approximately 10 Å from the box edges. The 

CHARMM36m17 force field was used accompanied with the TIP3P water model. 18 The system 

was initially minimised, followed by a standard equilibration procedure which consisted of 

two steps. The first equilibration step was a 1 ns simulation using an NVT ensemble where 

the number of particles, volume and temperature is kept constant. Following this was another 

nanosecond simulation using the NPT ensemble with a constant number of particles, pressure 

and temperature. During this period the protein was constrained to prevent any unfolding. 

The actual MD production run was carried out in an NPT ensemble. Five 100 ns replicates 

were run all at differing temperatures ranging from 300 – 600 K to speed up sampling. 

Standard periodic boundary conditions were applied with a two femtosecond (fs) time-step. 

The short range electrostatic and Van der Waals cut-offs were set to 12 Å and the Van der 

Waals switching function was set to 10 Å. All simulations were done in Gromacs19 version 

2016.4.  

3.4.3 CCS Calculations 
Using the trajectories of the MD simulations, CCS calculations were performed on a per frame 

basis using EHSSRot10, an accelerated optimized software implementing the Projection 

Approximation (PA)20 and Exact Hard Spheres Scattering (EHSS)21 models, developed by 

Shvartsberg et al.10 which they state is approximately 20 times faster than MOBCAL. All 
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calculations were performed in helium to be comparable to experimental data. All data 

presented is taken from values derived by the EHSS model.21 

3.5 Results and Discussion 
3.5.1 IM-MS Data 

Ion Mobility Mass Spectrometry data, of COR15A was acquired on the Waters Synapt G2 IM-

MS instrument and is shown in Figure 3.2A and supplementary Figure 3.3. Overall, the 

experiment provided insight into the conformational landscape of COR15A, reporting a broad 

Charge State Distribution (CSD) for the system ranging from z = 5 – 12, indicating a wide 

conformational spread (Supplementary Figure 3.3).8 Furthermore, the CSD is bi-modal, made 

up of two sub-distributions one ranging z = 5 – 7, and the other ranging z = 8 – 13. We 

hypothesize that this arises due to the presence of two distinct structural families. The lower 

sub-distribution of charge states all exhibited significant amounts of salt adduction which 

suggests they may be molten globular in nature. This is due to the more compact nature of 

the structure trapping salt ions within it. The additional information provided by the Collision 

Cross Section Distribution (CCSD) for charge states ranging z = 6 – 12 in Figure 3.2A and 

supplementary Figure 3.3, also suggests that the lower charge states, Z = 6 – 7, are disordered 

globular systems, while the higher charge states, Z = 8 - 12 represent more structured helical 

systems; higher charge states are seen to have narrower Gaussian-like CCSDs which indicate 

the presence of just one conformer. The charge states z = 6 – 7, are broad and low in intensity 

as seen in Figure 3.2A and the supplementary (Figure 3.3) and are likely due to the presence 

of molten globular structures. Using a ‘Toy’ model we can theoretically calculate the largest 

and smallest CCS for a protein which we term the upper and lower CCS boundaries 

respectively. For COR15A the lower and upper boundaries were 617 and 3377 Å2 respectively, 
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showing that these charge states are still well within our models11 predicted range.  

Additionally, Rg values (Figure 3.2D) lie in similar ranges to SAXS data suggesting that these 

charge states are made up of globular monomers. The IM data shows abundance for z = 6 – 7 

is lower experimentally compared to higher charge states. This lower abundance is also seen 

for more globular MD structures supporting that z = 6 – 7 are globular (Figure 3.2B).  

 

Figure 3.2 | (A) Shown is the total CCS distribution of COR15A obtained from experiment. We see the large 

conformational space occupied by the protein ranging from ~1100 – 2000 Å2. The lower charge states, z = 6 and 

7 are seen to be very broad while all proceeding charge states are narrower and gaussian-like, with z = 9 being 

made up of two unresolved gaussian-like peaks. (B) The pCCS distribution from MD simulations obtained using 

KDE is shown here. The boxed region ranging 1250 – 1500 Å2 is represented by collapsed molten globular 

conformers, the boxed region ranging 1500 – 1700 Å2 is made up of dihelix and partially unravelled helical 

structures, and lastly the largest boxed region ranging 1700 – 2200 Å2 is made up of unravelled systems, as well 
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as expanded and highly disordered conformers. (C) SAXS and EOM modelling derived RG distribution profiles at 

representative glycerol concentrations from work done by Thalhammer et al.22.  The dotted black line indicates 

the RG distribution of the initial EOM modelling pool, each coloured line represents a different glycerol 

concentration for which a RG profile from SAXS was determined. Additionally, a crude bead model from SAXS 

representing structures in the black circled region is shown. This structure is noted to be like those obtained 

from MD simulations by the black double ended arrow below. (D) IM-MS and MD derived RG distribution profiles. 

The blue line is representative of an RG profile obtained from the Molecular Dynamics simulation ranging from 

~12 – 34 Å, while the dashed black line is representative of RG obtained from IM-MS Data ranging from ~8 – 24 

Å. 
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Figure 3.3 | (A) Shown is the Mass Spectrum of COR15a, sprayed from a 200 mM ammonium acetate solution 

at pH 7.3 using nESI. The molecular weight was determined to be 9688.3 Da ± 3.4 experimentally, and 9683 Da 

theoretically. Contaminant peaks centred at m/z 590 and 620 are denoted with ‘*’ and ‘**’ respectively. Salt 

adduction was seen for the charge states z = 5 – 7, this is highlighted with the insert for the 6+ charge state. (B) 

Shown is the total CCSD plot of COR15a ranging from ~ 1100 – 2000 Å2. From this plot can be seen the large 

conformational family present within the system. The lower charge states z = 6 and 7 are broad due to these 
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states occupying a wide conformational space. For all the proceeding charge states, which are slimmer and 

Gaussian-like, only one conformation is observed for each with the z = 9 state being an exception. The z = 9 

charge state is made up of two partially resolved peaks indicating the presence of two stable conformers. 

3.5.2 MD Simulations 
We sought to determine if this CCS distribution could be replicated from structures obtained 

from Molecular Dynamics (MD) using Temperature as an enhanced sampling technique that 

would allow us to investigate the relative abundance of differing structural conformers. The 

starting structure for the simulation was taken from a structure provided by the Thalhammer 

group, who used the comparative modelling method.5 This structure was used in previous 

hydration and conformational analysis work done by Thalhammer et al.5 therefore we 

believed it to be a suitable starting model for the simulations done here. A large variety of 

conformational space was explored by these simulations and can be seen below in Figure 3.4. 
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Figure 3.4 | Shown are five trajectories for MD simulations run for 100 ns at temperatures between 300 and 

600K. The simulations started with COR15A in the α-helical structure, the colours orange and blue were used to 

differentiate Helix I and Helix II respectively. Along the bottom of the graph is the amino acid sequence with 

acidic residues in red, basic residues in black and neutral residues in grey. 

 

 For the 300 K simulation little change is seen upon solvation here the structure remains 

predominantly helical. After 10ns of the simulation at 357 K perturbations begin to appear in 

the helical network followed by some unravelling of Helix II (blue). At 424 K the helices 

separate and unravel, and by 100 ns have collapsed into a disordered globule. Similar 

behaviour is observed at 506 K however the two helices do not collapse to form a globule but 

remain in an open disordered state. Lastly at 600 K the system undergoes a rapid collapse into 
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a disordered globule by 50 ns and remains in this state. Shown in Figure 3.5 below are the 

RMSDs for the different temperature simulations. 

 

Figure 3.5 | Shown are the RMSDs for the simulations ran at five different Temperatures. 

3.5.3 Comparing IM-MS/MD and SAXS/EOM Data 
Using computationally calculated CCSs as our variable we applied Kernel Density Estimation 

(KDE) as a non-parametric way to determine the probability density function of the 

conformational space explored in our simulations. KDE gives us information about the 

underlying distribution of the CCS data. It is similar to histogram binning but much better for 

our CCS dataset as it works well with continuous data which histogram binning does not. In 
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principle it is quite simple, we start by adding kernels centred around each data point in our 

data set. Following this the kernels are added together to form the probability density for the 

data. The result is a series of pseudo-CCS distributions (pCCS) for each simulation as well as 

an overarching pCCS that included the CCS data from all temperatures. The experimental 

CCSD (Figure 3.2A) as well as the overall pCCSD (opCCSD, Figure 3.2B) are shown in Figure 3.2 

for comparison. Figure 3.2A shows the large conformational space occupied by the protein 

ranging from ~ 1100 – 2000 Å2. The lower charge states z = 6 and 7 are very broad due to 

these states being made up of a wide structural ensemble. For all the proceeding charge 

states, which are thinner and Gaussian-like, only one conformation is observed with the z = 9 

state being an exception. The z = 9 charge state is made up of two partially resolved peaks 

indicating the presence of two stable conformers. Figure 3.2B allows us to compare both the 

computationally generated CCSD with experiment. The pCCS distribution also possesses a 

bimodal character very similar to experiment with the minima seen at ~1500 Å2 and can be 

seen clearly in Figure 3.2B.  The lower peak ranging from ~1250 – 1450 Å2 contains globular 

structures, while the other feature is the large wedge-like region of unresolved peaks ranging 

from ~1500 – 2200 Å2. This region is made up of many different conformations, with different 

secondary structural content including some structured helices, partially unravelled systems, 

expanded and highly disordered conformers and large globules (Figure 3.4). The lower 

subsection of this region, at ~1500 – 1750 Å2, is dominated by di-helix and partially unravelled 

Helix II structures, which agrees with what we see in the IM-MS data. Interestingly though a 

globular conformer observed at 424 K rests within this region at roughly ~1600 Å2 as well. The 

larger CCS values < ~2200 Å2 correspond to more extended disordered structures observed 

at 424 and 506 K. It is important to note that the larger of these structures are not observed 
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in experiment with their corresponding CCS being greater than 2000 Å2. Therefore, it is 

difficult to say whether they are thermodynamically stable structures. However, those values 

within range of the experimental CCS distribution indicates that COR15A has the capacity to 

adopt highly disordered open structures as well as collapsed globules. Furthermore, it may be 

due to conditions used in experiment that these expanded structures were not seen. 

Conditions here were used to try and preserve the solution phase structures, i.e they are 

softer. One may find CIU experiments promote formation of these more expanded structures.  

The starting point for the simulations was the di-helix structure of COR15A corresponding the 

fully folded conformation. Five solvation trajectories at differing temperatures were obtained 

and can be seen in Figure 3.4. Across the differing temperatures a vast amount of 

conformational landscape is explored. The room temperature simulation at 300 K remained 

predominately α-helical, the disulphide bridges along the helices were also generally 

conserved (Supplementary Figure 3A). When the system was at 357 K significant 

conformational changes were observed in Helix II which unravelled starting at 10 ns. Moving 

up in temperature, the 424 K simulation saw a wide separation and unravelling of the two 

helices starting at 10 ns opening into a disordered structure, by the 100 ns mark however this 

structure collapsed into a smaller disordered globule. A similar scenario was seen at 506 K 

which saw separation and unravelling of the helices at 10 ns followed by disordered expansion 

however no collapse was seen at the 100 ns mark. At 600 K the helical system was seen to 

collapse rapidly into a disordered globule by 10 ns and remained in this state for the rest of 

the simulation. 

RG distribution comparisons can be made with Figure 3.2, Analysis of COR15A using EOM 

modelling of SAXS data was previously carried out by Thalhammer et al. 22 (Figure 3.2C). It 
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provided insight into the conformational variation and more specifically highlights the 

importance of the di-helix structure and its connecting unstructured linker. Crude bead 

models from SAXS analysis showed both a compact (RG = 21.2 Å) and an elongated (RG = 31.9 

Å) form. RG distributions from IM-MS and MD data were generated for comparison to those 

presented by Thalhammer et al. (Figure 3.2D).  We see with SAXS/EOM data that there are 

some similar structures to those reported in the IM-MS/MD dataset and that, when 

considering abundances, distributions with bimodal maxima are observed for all methods and 

the RG values are slightly similar. There is however a shift seen for SAXS/EOM data (range 15 

– 58 Å) compared to IM-MS/MD (range 8 – 35 Å), this is likely due to the differences in 

methods as EOM derived RG are reported to be slightly higher than those determined by 

Guinier analysis.22 Furthermore certain forcefields have been known to underestimate the RG 

of unstructured proteins.23 What is most interesting is that for all three methods compact 

structures with similar RG are seen indicating the importance of these conformers as well as 

the comparability and accuracy of the methods in investigating the structural landscape of 

COR15A, this has been highlighted in Figure 3.2. 

Secondary structure analysis was carried out using the DSSP algorithm, which stands for 

Define Secondary Structure of Proteins and is the standard method for assigning secondary 

structure to the amino acids of a protein. It evaluates protein atomic coordinates to identify 

the secondary structure per amino acid using an electrostatic potential to identify 

intramolecular backbone hydrogen bonds. Once the hydrogen bonds are identified, they are 

used to assign each amino acid to a secondary structure descriptor. The different structural 

descriptors are denoted on the right-hand side of Figure 3.6. This was done to see how 

structural helicity changed over the course of simulation time, the results are shown in Figure 
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3.6. Helicity was seen to be conserved in the 300 K trajectory, in line with what can be seen 

in Figure 3.4 for the corresponding temperature. For the 357 K trajectory the helicity that 

dominated residues 50 – 89 at 300 K was significantly reduced. These residues form Helix II 

mentioned earlier which is seen to partially unravel in Figure 3.4. The systems at 424 and 507 

K both saw significant reduction in helicity almost straight away as well as many irregular 

elements being seen to dominate the secondary structure which became highly disordered 

as can be seen in Figure 3.4.  The 600 K trajectory has an interesting narrative as it shows 

unravelling of the initial α-helix architecture but starting at approximately 10 ns many new 

small helices were seen and conserved for the rest of the simulation. This indicates 

convergence of the system to the collapsed globule structure seen in Figure 3.4, with various 

small, folded regions perturbed throughout it. Furthermore, for the temperatures 424 – 600 

K helicity can be seen to switch on and off in differing regions as the overall structure changes. 
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Figure 3.6 | Shown are secondary structure plots of COR15A for the five simulations. General α-helical structure 

is conserved throughout the 300 K simulation. At 357 K the helicity that dominated residues ~ 60 – 89, 

corresponding to Helix II on the protein, is reduced. At 424 K and 506 K a dramatic loss in helicity can be seen 

with an increasing spread of irregular elements arising from the disordered structure present in these 

trajectories. The 600 K trajectory sees loss of the initial helical regions, followed by the formation of many small 

helical regions dotted throughout the structure at approximately 10 ns. 



140 
 
 

The data provided on helicity in Figure 3.6 is further supported by helical probability per 

residue plots (Supplementary data Figure S3.5). The probability plots tell us which residues 

were involved in helix formation and to what extent depending on their probability value. 

Starting at 300 K two distinct and strong helical regions can be seen which correspond to Helix 

I and Helix II. When the temperature is raised to 357 K the residues 61 – 81 involved with Helix 

II are seen to lose their helical character in line with partial unravelling reported in Figure 3.4. 

At 424 K the helical character of the protein is all but vanished, followed by a small increase 

in various residues at 506 K. The increase is then accompanied by a further increase among 

numerous small regions at 600 K. 

Studies have previously shown that simulations of IDPs tend to collapse and become more 

compact with increasing temperature, this statement is in line with what we see occurring at 

600 K.25,26 Several theories have been proposed in regards to the nature of these temperature 

induced collapses, such as strengthened hydrophobic interactions, weakened solvation and 

reduced thermal fluctuations. 26 A study carried out by Zerze et al.25 found, that as 

temperature increased, IDPs which were dominated by hydrophobic groups as well as those 

with a large fraction of negative hydrophilic groups exhibited rapid collapse. In regards to 

COR15A we observe a loss of protein-water hydrogen bonds and gain of intra-protein 

hydrogen bonds, along with formation of a hydrophobic core at 600 K which is absent in the 

helical form of COR15A5. We propose that the combination of absence of a hydrophobic core, 

increasing intra-protein hydrogen bonding (Figure S3.3) and strengthening hydrophobic 

interactions (Figure S3.6) promotes the di-helix collapse in water. This results in the burying 

of hydrophobic residues to form a hydrophobic core while the hydrophilic charged residues 

remain on the surface of the protein (Figure S3.7).     
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Overall, a semi quantitative correlation between the data is seen demonstrating that when 

using a combination of MD and CCS calculations we can generate a opCCSD possessing the 

same features that are present in experimentally determined CCSD. We can thus use the 

experimental CCSD to apply constraints to our MD derived opCCSD highlighting which 

structures are likely to be thermodynamically stable while scrutinising structures that lie 

outside the experimental CCSD boundaries. This shows how MD can be used to highlight the 

important structural features in an IDPs conformational landscape just like in experiment 

additionally it also goes beyond experiment giving atomistic models for likely conformations 

which can then be analysed by comparison with experimental data. 

3.6 Conclusion 
The work done here provides valuable computational and experimental insight into the 

structural feature of COR15A. It demonstrates how MD simulations with enhanced sampling 

can be used to explore the large conformational space of an intrinsically disordered protein 

providing atomistic detail. Furthermore, it shows how solvated states can be kinetically 

trapped using IM-MS, which leads to the main point. It highlights the comparability of the 

(gas-phase) experimental and (solution phase) computational conformers, the CCSDs of 

which both contain the same structural features of a bimodal distribution of two differing 

conformational families. The good comparability between experiment and computation 

means that further refinement of computational analysis can be done. By using experimental 

data as a constraining factor for the exploration of the conformational landscape one can 

comment on the thermodynamic and kinetic validity of discreet conformers. This will lead to 

more rigorous computational analysis as well as provide atomistic level detailed conformers 

which are absent from experiment. 
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Chapter 4: Exploring the 

Conformational Stability of the Cold-

Regulating Plant Protein COR15A with 

Variable Temperature IM-MS 
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4.2 Abstract 
The effect of temperature on the stability of protein fold has been extensively studied at high 

temperatures, yet very few methods exist which can examine this below the freezing point of 

water. Variable Temperature Ion Mobility Mass Spectrometry (VT-IM-MS) can address this 

issue by studying isolated molecules in the gas-phase at sub-ambient temperatures.  The Cold 

Regulating plant protein COR15A has been studied with IM-MS at ambient temperatures and 

shown to exist in two major conformations, here we examine the effect of lowering the drift 

gas temperature (over the range 193 – 298 K) on these conformers. Overall, we see that the 

CCS increases (between ~7 – 12 % going from 298 K to 193 K) as the temperature decreases, 

although by more than predicted by current theoretical models. At 270 K anomalous 

behaviour is seen, with a larger increase in the CCS of all conformers. This is attributed to 

significant alterations in the strength of the stabilising noncovalent interactions that occur 

upon cooling to this temperature resulting in substantial restructuring of the protein which is 

akin to denaturation. Taken together these findings indicate cold denaturation can occur to 

proteins in the absence of solvent and that current theoretical models are inaccurate with 

respect to the effect of temperature on CCS. 
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4.3 Introduction 
The study of intrinsically disordered proteins (IDPs) has been gaining momentum in recent 

years. It is predicted that somewhere between 30 - 70 % of all eukaryotic cell proteins can be 

classified as having some degree of disorder.1,2–4 The motivation for studying these proteins 

initially stemmed from their role in Parkinson’s and Alzheimer’s disease3 as well as their role 

in tumour formation.4,5 Due to their dynamic behaviour IDPs illude contemporary forms of 

analysis used to structurally classify proteins. NMR and SAXS are both extensively used to 

study IDPs but are limited by their experimental timescales.5–8  

 

Ion Mobility Mass Spectrometry (IM-MS) has now been extensively applied to the study of 

IDPs.6 In previous work (Chapter 3) we showed its use to examine the Cold-Regulated 

(COR15A) plant protein found in Arabidopsis thaliana which is involved in the stabilisation of 

chloroplast membranes in the leaf when the plant undergoes cellular freezing. This study was 

carried out at ambient temperature and demonstrated how IM-MS can explore 

conformational landscapes of IDPs in detail as well as be used to constrain Molecular Dynamic 

(MD) simulations. We reported good comparability between both methods, observing that 

the Collision Cross Section Distribution (CCSD) generated by both techniques contained the 

same structural features of a bimodal distribution with two differing conformational families. 

The good comparability between IM-MS and MD meant that we were able to explore the 

large conformational space of an IDP at atomistic detail. 

 

COR15A belongs to the Late Embryogenesis Abundant (LEA) protein family that were first 

characterised three decades ago.7 The protein itself is involved in the process of freeze 

tolerance found in plants native to colder climates termed cold acclimation and studies 
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showed constitutive expression of the COR15A protein in non-acclimated A. Thaliana was 

associated with increased freezing tolerance.9 In a hydrophilic environment (such as the cell 

membrane) COR15A is reported to be an intrinsically disordered protein that upon 

dehydration, commonly caused by ice formation in the cell due to freezing, adopts a 

predominantly α-helical form.9 A protein function mechanism was proposed by Thalhammer 

et al.10, where they assert cellular freezing causes ice formation in apoplast transitioning the 

COR15A protein from a hydrophilic to hydrophobic environment. As a result, the protein folds 

into an α-helical structure and associates with the inner envelope membrane of the 

chloroplast stabilising it against the formation of hexagonal II (HII) phase lipid domains. 

COR15A is reported to undergo structural changes from an intrinsically disordered protein to 

an α-helical structure due to cold induced dehydration therefore the next logical step to is to 

study COR15A under cold temperatures.  

Protein stability is an important issue for understanding a wide variety of biological and 

biochemical problems. Thermal stability is one of the most well-known parameters that 

effects protein stability11, Specifically, when heating of a protein solution causes the structure 

to unfold this is referred to as “thermal denaturation” and it is well known in the wider 

scientific community.11 Yet protein stability is governed by a parabolic curve and as such 

crosses the zero point of free energy at two points. One being above room temperature 

where “thermal denaturation” occurs and the other below room temperature where “cold 

denaturation” occurs. Exemplary work done by Privalov et al.12 established cold denaturation 

as a concept, however when compared to thermal denaturation it is not as extensively 

studied.11 The effect of lowered temperature on the structure and function of proteins is of 

fundamental interest and also relevant to many fields of research including biocatalysts that 
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are effective at low temperatures13–17, transportation and storage of pharmaceuticals18. Of 

critical importance, amidst the climate crisis, is the need to understand the effects of 

fluctuations in temperature for both plants and animals19,20 and is the motivation for these 

investigations on COR15A.  

In solution the fold is maintained partly due to interactions between the solvent and polar 

hydrophilic groups on the exterior of the protein.21 Polar solvents also interact with 

hydrophobic groups on the protein driving them into its interior. As the temperature of the 

solvent is lowered solvent-solvent interactions begin to dominate; this can lead to ice 

formation in aqueous solutions and has an overall effect of weakening the influence of solvent 

on the proteins structure. As a result, hydrophobic and hydrophilic groups are no longer 

confined to the interior and exterior of the protein respectively, thought this is not necessarily 

true of an IDP. The free energy difference between the folded and unfolded forms is relatively 

small and can be easily reversed by these effects leading to protein denaturation.12,22 

The effect of elevated temperatures to induce protein unfolding has been extensively 

studied11,23, although there have been fewer studies that examine this for IDPs. It is a 

challenge to experimentally investigate the destabilisation of protein fold and function with 

reduced temperature, even though its importance in the bulk phase is well known. Prior 

experimental studies on the effects of cold temperature on proteins have involved the use of 

denaturants24 to destabilise the protein or high pressures to lower the freezing point of 

water.25 This inevitably leads to deviations from native structures to occur before cooling 

takes place blurring the line between native and unfolded structures.26 
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Variable Temperature (VT) IM-MS can be used to address this issue. IM-MS at ambient 

temperatures has proven to be a valuable technique for analysing the conformational 

landscapes of proteins6,27. The IM-MS instrument in this study is capable of measurements 

ranging from 120 – 600 K (Figure 4.1).28 The collision cross section (CCS) measurement taken 

by IM-MS is dependent on temperature29, meaning the VT instrument can measure the effect 

temperature has on the protein molecule and CCS. In this study we look at the COR15A 

protein at low temperatures ranging from 193 – 298 K using an in-house built VT-IM-MS 

instrument (Figure 4.1).30 

 

Figure 4.1 | Shown is a simplified schematic of the VT-IM-MS instrument’s main separation stages. (A) Here the 

protein sample enters the instrument via nESI, desolvation takes approximately ~10 ms. Just after this a 

temperature gradient cools the activated ions. (B) Ions are transferred to this region where they are trapped in 

the ion buncher in the presence of a cold buffer gas. This lasts for 28 ms and allows the ions to form ‘packets’ as 

well as equilibrate to the buffer gas temperature. (C) The ion packets are released into the drift cell where they 

begin to separate based on their ion mobility, this process lasts for 8 – 13 ms. (D) The ions are transferred to the 

ToF mass analyser detection region at room temperature where an arrival time distribution (ATD) is acquired 

that can be later used to derive a CCS distribution.  

The instrument used in this study has already been extensively applied to numerous other 

studies looking at thermal stability of mAbs31, intermediates of ubiquitin and lysozyme32, as 
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well as insights into conformations of cytochrome c, p53, and MDM233 and VT analysis of 

concanavalin A.30 

4.4 Experimental 
The protocol used to carry out these experiments has been reported previously.27 In 

summary, all experiments were carried out on an in house built VT IM-MS instrument as 

described in Figure 4.1.28 Samples were analysed by nESI using borosilicate tips (World 

Precision Instruments) with orifice diameter 3-6 µM pulled on a Sutter Instrument p1000. The 

COR15A protein was synthesised by the Thalhammer group and supplied in a lyophilised 

form.7 The sample was diluted in 200 mM Ammonium Acetate solution (Merck) the pH 

adjusted to 7.3 (using ammonium hydroxide) to a final concentration of 20 µM. Platinum wire 

(Goodfellow) was inserted into the tip to apply voltages ranging from 1.0 – 1.4 kV to initiate 

the spray, cone voltage 6 V, and source temperature was set to 50 oC. Following desolvation, 

the ions are guided towards the ion buncher by two ion tunnels. The ions are accumulated in 

the ion buncher for 28 ms at high pressure, ~2 Torr, at the same temperature as the drift gas 

allowing the ions time to equilibrate. Following this they are released into the drift cell which 

is 50.5 cm in length. The drift cell is within an external stainless-steel chamber that covers an 

interior insulating glass tube which houses the electrode stack and buffer gas. Copper tubing 

is situated between the two layers and is arranged in a longitudinal direction. The copper 

tubing is connected to an external N2 gas-supply which passes through liquid nitrogen and 

then through the cooling lines around the cell. The flow rate of the coolant surrounding the 

drift cell can be changed by tuning the N2 flow rate allowing the temperature of the drift gas 

in the cell to be maintained within ± 1 K. ATD measurements were taken over a range of six 

voltages ranging from 250 – 300 V in intervals of 10 V and were then used to generate CCSD.   
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4.5 Results & Discussion 

 

Figure 4.2 | (A) Shown are the total CCSD of COR15A at 298 K, 270 K, 248 K and 193 K. (B) Apex CCS values for 

each charge state as well as values determined using Projection Superposition Approximation (PSA) are shown 

here. (C) Proposed ‘mechanism’ for di-helix opening at 270 K, structures are taken from Molecular Dynamic 

simulations discussed in Chapter 3.  

 

All VT-IM-MS data was acquired at the following temperatures: 298 K, 270 K, 248 K and 193 

K. Figure 4.2 shows the total CCSD as well as apex CCS vs Temperature for each charge state 

of COR15A. At each temperature four charge states were detected ranging z = 7 – 10, the 

mass spectra of which are given in Figure 4.3 below. 
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Figure 4.3 | Shown are the mass spectra of COR15A at 298K, 270 K, 248 K, 193 K sprayed on the home-built VT-

IM-MS instrument. Charge states ranging from z = 6 – 10 are seen for all temperatures except 193 K which only 

observed z = 7 – 10. CSDs for this dataset are narrower than those obtained in the previous chapters (2 & 3). 

These measurements were taken years apart, on different instruments, with different samples, subject to daily 

temperature and pressure changes. Furthermore, the VT-IM-MS instrument has a harsher ionisation procedure 

meaning the boundary charge state structures seen in the previous chapters are no longer being preserved. (A) 

The mass spectrum of COR15A, sprayed from a 200 mM ammonium acetate solution at pH 7.27 using nESI at 

298 K on the home-built VT-IM-MS instrument. The molecular weight was determined to be 9688.3 ± 3.4 

experimentally and 9683 Da theoretically. Salt adduction was seen for the charge state z = 6. (B) The mass 

spectrum of COR15A, sprayed from a 200 mM ammonium acetate solution at pH 7.27 using nESI at 270 K on the 

home-built VT-IM-MS instrument. The molecular weight was determined to be 9688.3 ± 3.4 experimentally and 

9683 Da theoretically. Salt adduction was seen for the charge state z = 6. (C) The mass spectrum of COR15A, 

sprayed from a 200 mM ammonium acetate solution at pH 7.27 using nESI at 248 K on the home-built VT-IM-

MS instrument. The molecular weight was determined to be 9688.3 ± 3.4 experimentally and 9683 Da 
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theoretically. Salt adduction was seen for the charge state z = 6. (D) The mass spectrum of COR15A, sprayed 

from a 200 mM ammonium acetate solution at pH 7.27 using nESI at 193 K on the home-built VT-IM-MS 

instrument. The molecular weight was determined to be 9688.3 ± 3.4 experimentally and 9683 Da theoretically. 

The ions with z = +7 present with a very broad, multimodal ATD covering a range of ~ 500 Å2, 

this characteristic was also observed in previous work done at room temperature on a 

different instrument (Chapter 3) and was attributed to the charge state being made up of a 

wide structural ensemble. These structures are believed to be disordered and globular in 

nature due to high salt adduction and CCS values corresponding to collapsed globules 

generated in MD simulations. The 8+ charge state is the highest in intensity with a CCS of 1664 

Å2 at room temperature. The 9+ charge state is made up of two conformations that both 

appear Gaussian-like and partially resolved. The apex of both rest at 1572 and 1664 Å2 

respectively at room temperature. Lastly is the 10+ charge state which is much smaller in 

intensity than both its predecessors, its room temperature apex rests at 1693 Å2. All of these 

charge states follow the same general trend of having the CCS increase in magnitude as the 

temperature is lowered. This behaviour was predicted and follows in-line with the theory that 

due to the increased influence of the long-range interactions at low temperatures, the CCS of 

a rigid ion will increase as the temperature is lowered but its structure will remain the same. 

Bowers reported this with C60 experiments they carried out showed the same trend.34 

Temperature dependent computational calculations for the CCS were also carried out using 

the Projection Superposition Approximation (PSA) model webserver.35–37 PSA was trained to 

reflect the fact that the CCS will increase as T decreases36, these calculations showed an 

increase in CCS as temperature was lowered. Looking in more detail however when the PSA 

values are compared to experimental, we can see that the increase in CCS at 270 K is much 

greater than expected and is not predicted by theory.  The PSA model predicts an increase of 



157 
 
 

0.23 % going from 298 K to 270 K, while experimental data reports an increase of 4.40 %, 4.07 

%, 5.20 %, 6.63 % and 1.52 % for the 7+, 8+, 9+ (both peaks) and 10+ charge states 

respectively. This break in trend can also be seen clearly in the apex plots in Figure 4.2B, this 

could suggest that the training set used for PSA is not capturing this effect.  

 

These observations can be explained by considering the cumulative effects of the cold 

induced H-bond lengthening and residual dynamics that would still be present within the 

system. We propose that at this temperature the lengthening of the H-bonds within the 

protein is complementary with residual dynamics present in the C-terminus tail. As a result, 

the tail rotates outwards, and pops open the di-helix making it a more elongated structure 

and by extension have a larger CCS. A visual representation of this is shown in Figure 4.2C.  

The theory for the transport of ions in a gas it is stated that the resolution will increase as 

temperature is lowered (𝑅𝑚𝑎𝑥 ∝
1

√𝑇
), this leads to narrower CCSD at cryogenic temperatures. 

This is not observed for charge states 9+ and 10+ at 193 K, instead what is seen is a broadening 

of the CCSD. A possible hypothesis for this was the partial resolving of newer conformers. This 

theory was tested by running the COR15A sample on a cyclic IMS instrument which can be 

used to separate unresolved conformers.38 The analysis did not resolve any new conformers 

for these charge states when run for more than one cycle as can be seen in the supplementary 

Figure S4.1, suggesting this hypothesis to not be the case. The likely cause of this broadening 

is due to a ‘Drag’ effect in the VT-IMS instrument reported by Ujma et al.28, where in the 

region between the ion funnel and cone aperture exists a voltage offset between ‘Funnel DC 

low’ and ‘Cone Aperture’ (supplementary Figure S4.2). If this offset is too small the ions may 
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experience trapping/drag with this effect being more prominent at low temperatures or when 

using N2 as a drift gas.  

4.6 Conclusion 
In conclusion, we have shown how VT IM-MS can be used to provide molecular level detail 

into the cold denaturation of the COR15A plant protein. The overall trend seen for each 

charge state’s CCS as temperature is lowered follows the theory that long range interactions 

dominate at lower temperatures causing CCS of a rigid ion to increase but its structure to 

remain the same. We see larger than expected increases in CCS at 270 K, this can be explained 

by the cumulative effects of protein-protein H-bond lengthening and residual dynamics in the 

C-terminus. We proposed a mechanism where the di-helix is popped open by rotation of the 

C-terminus tail and lengthening of protein-protein H-bonds causing partial unravelling of the 

C-terminal helix leading to a more elongated structure with a larger CCS. Furthermore, it is 

evidence of Cold Denaturation occurring in COR15A in the absence of solvent at 270 K.  

At temperatures below 270 K, the conformer occupancies are similar to room temperature, 

yet the distribution appears narrower suggesting the protein ions are ‘snap frozen’ and no 

structural rearrangement can occur. Broadening observed for the +9 and +10 charge states 

can be explained by the ‘Drag’ effect seen in the VT-IMS instrument due to the offset between 

the ion funnel and cone aperture being set too low. When the offset is too low ions can 

experience trapping/drag in this region with the effect being more prominent at lower 

temperatures, as a result distributions become broader.   

The evidence provided for cold denaturation in the absence of solvent implies the importance 

of factors inherent to the proteins fold. Though the importance of solvent-solute interactions 

on the fold has been previously reported it is clear that interactions within the protein also 
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play a significant role in cold denaturation and this is not well understood or represented in 

theoretical models like PSA. Therefore, further work needs to be done on understanding cold 

denaturation and VT IM-MS will play a significant role in carrying out this research.    
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Chapter 5: Conclusions and Future 

Work 
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In this thesis, ion mobility mass spectrometry (IM-MS) as well as molecular dynamics (MD) 

has been used to investigate the structural landscapes of intrinsically disordered proteins 

(IDPs). These investigations build upon developments in native IM-MS and MD over the last 

years for IDPs, showing how together they can be used to describe these structurally dynamic 

systems. The motivation for these experiments arose from IDPs lacking any significant 

structure that could be resolved via crystallography or NMR. In addition to their role in many 

proteopathic diseases such as Parkinson’s and Alzheimer’s disease there was a pressing need 

to develop alternative structural methods to help understand this ‘dark proteome’.  We used 

COR15A as an exemplar system for more in-depth investigations due to its ability to adopt an 

ordered and disordered form depending on its solution environment, and the impact that this 

has on its function. 

In Chapter 1, we looked at much of the (at the time) recent work done using IM-MS to study 

IDPs. It became apparent that new insights into the intrinsic structure of these proteins can 

still be found and that these have the potential to improve our fundamental understanding 

of protein behaviour as well as the role of IDPs in disease and drug discovery. Chapter 2 

focused on the methodology we employed for the investigations performed in the 

subsequent chapters. Using COR15A and myoglobin as model systems we compared the 

differences between a dynamic system and a highly ordered system covering sample 

preparation, purification, instrument optimisation and data analysis.  

In Chapter 3, IM-MS yielded a bimodal charge state and collision cross section distribution for 

the COR15A plant protein. It provided information on the protein’s conformational landscape, 

indicating the presence of two distinct conformational families, with the lower charge states 

(z = 6 and 7) likely corresponding to more collapsed globular forms and the higher charge 
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states (z= 8 – 12) likely represented more ordered and helical structures. These helical forms 

were likely to correspond to the desolvated states of the protein, indicating that gas phase 

data corresponded to natively accessible states. Following this the experimental IM-MS data 

was compared to MD simulations which were used to generate candidate geometries and 

identify dominant secondary structural features. Evaluation of the simulations showed 

significant similarities and agreement with the IM-MS data, providing compelling evidence 

that the experimental gas phase data corresponded to natively accessible states.  

The investigation highlighted the comparability between the gas phase experimental and 

solution phase computational conformers, both of which contained the same structural 

features. This means that IM-MS data does represent native conformers and can be used as 

a constraining factor for the exploration of conformational landscapes by MD allowing 

discrimination against thermodynamically and kinetically unstable conformers. This results in 

MD providing atomistic scale detail on conformers detected in experiment that would 

otherwise be unavailable. 

In Chapter 4, VT-IM-MS was used to study COR15A at sub-ambient temperatures. The next 

step for analysis of the cold regulating protein was to see how this protein behaved in sub-

ambient temperatures, the investigation provided data on conformational changes at 

temperatures ranging from 193 K – 298 K. The overall trend reported an increase in the 

protein’s CCS as predicted by VT-IM theory that for a rigid ion in cold temperature the CCS 

will increase due to strengthening of the long-range interaction potential, but its apparent 

structure will remain the same. However, anomalous behaviour was observed at 270 K, where 

the increase in CCS was much larger than expected. This increase was attributed to changes 

in the intramolecular interactions of the protein, where protein-protein H-bond lengthening 
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and residual dynamics in the C-terminus has a cumulative effect on the dihelix structure 

causing it to be popped open giving it a larger CCS. Temperature dependent theoretical 

calculations (Proximity Superposition Approximation) also modelled an overall increase in CCS 

at lower temperatures but did not report the same anomalous behaviour seen at 270 K. The 

behaviour reported at 270 K is evidence of cold denaturation in the absence of solvent 

occurring which has not been extensively studied. It highlights the importance intramolecular 

interactions have on the protein fold and that these are not well represented in theoretical 

models like PSA, and furthermore that VT-IM-MS will play a significant role in developing our 

understanding of cold denaturation. 

Looking forward, preliminary work on two mutants given to us by the Thalhammer group has 

been started. One is a poly-glycine mutation, and the other is a four times glycine-alanine 

substitution, the sequences of both can be seen in Figure 5.1. Mutation work is of interest 

because it will give us information about the effect changing residues will have on the 

protein’s structure and charge states. Alongside IM-MS analysis of these mutants it would be 

interesting to run MD simulations, starting with the WT structure one could substitute the 

necessary residues to replicate the mutations and then follow the simulation protocols 

discussed in Chapters 2 and 3. Following these experiments VT-IM-MS analysis on the mutants 

would also yield interesting results showing the effects residue make up will have on thermal 

stability of the protein.  
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Figure 5.1 | Shown is the amino acid sequence for the poly-glycine (PG) and G to A (4GtoA) substitution 

mutations of COR15A, the wild type (WT) is also shown for comparison. The PG Substitution has residues 36 – 

53 substituted for Glycine (G).  The 4GtoA has the Glycine residues at 57, 71, 84 and 87 replaced with an Alanine 

(A). Upper and lower CCS boundaries (calculated using the toy model discussed in Chapter 2) for the wild type 

and mutants are also given. The drive for studying these variants is the information they may provide on the 

effect changing residues will have on the protein’s structure and charge states.  

Another avenue of interest is in protein charge positioning and regulation, exemplary work 

done by Pappu et al.1 highlighted the importance of the overall charge content and patterning 

of charged residues in an IDP. These can be altered by effects such as charge screening where 

solution ions and conformational fluctuations can alter the strengths of intra- and 

intermolecular electrostatic interactions between charged residues of an IDP. Charge 

renormalisation also has an effect, referring to the altering or inversion of charge profiles 

resulting from accumulation of solution ions and charge regulation which relates to 

parameters such as fraction of charged residues (FCR), net charge per residues (NCPR), and 

charge patterning. Current MD simulations have a limitation on how they can explore charge 

as it is common practice to fix the charges of ionisable groups, meaning these simulations 

(including those discussed in Chapter 3) do not consider the previously mentioned effects.   
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   In order to address this issue q-canonical monte carlo sampling developed by Pappu et al.1 

can be used to compute pH-dependent weights of different charge microstates and their 

conformational ensembles. If done prior to the MD protocol used in Chapter 3 we can 

generate charge dependent ensembles which can be used as starting structures for MD 

production runs and pCCSD generation with the aim of having a deeper understanding of the 

role charge has on protein structure.  

Lastly, work done by Clemmer et al.2 investigated the use of MD to simulate droplet 

desolvation similar to the desolvation process occurring in electrospray ionisation. Their work 

found that for an 11-residue polypeptide conformational preference was seen to significantly 

change during the desolvation process. They reported highly solvated structures when fully 

immersed in water droplets and that during droplet shrinkage inter- and intramolecular 

charge solvation of charge sites had an increasingly strong effect on conformational 

preference. As such carrying out desolvation simulations on COR15A would certainly prove 

interesting in investigating which residue sites on the protein have significant impact on the 

desolvation process.  

IDPs are fascinating molecules and each one is unique; many techniques are needed to help 

us understand their inherent nature. IM-MS paired with MD here has shown its potential as 

a technique for characterising IDP structure, together the methods complement one another 

allowing for the generation of atomistic scale candidate structures that are 

thermodynamically and kinetically stable. As both fields continue to develop more and more 

studies will be done where both methods are used together demonstrating the excellent work 

that can be done when theory and experiment are both employed to understand a topic.   
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Appendix 1 
Table containing the proteins used in Beveridge-Barran plots in Figure 2.13. The numbers 

correspond to those used in Figures 2.13 a) and b). 

 

Number Name molecular weight (Da) dZ dCCS (Å2)
1 Melittin 2846 3 61

2 Human beta-defensin 2 4328 4 113

3 Lymphotactin 1-72 8111 5 560

4 Cytochrome C denatured 12229 4 392

5 Haemoglobin-alpha holo monomer 15743 4 493

6 Ovalbumin reduced conformation 1 44200 4 382

7 Ovalbumin reduced conformation 2 44200 3 547

8 Ovalbumin intact conformation 1 44287 2 19

9 Ovalbumin intact conformation 2 44287 3 99

10 TTR tetramer 55000 3 144

11 BSA conformation 2 66430 4 446

12 Concanavalin A tetramer 102000 4 292

13 SAP Pentamer 128000 5 408

14 Lysozyme 14314 3 148

15 Core UVR8 Monomer 40150 2 48

16 Core UVR8 Dimer 80300 4 29

17 Bovine Pancreatic Trypsin Inhibitor (BPTI) 6531 2 107

18 MtATP-phosphoribosyltransferase (MtATP-PRT) hexamer 189374 2 14

19 Insulin 5730 3 274

20 Ubiquitin denatured 8556 8 970

21 Lymphotactin 10175 6 928

22 N-terminal p53 11162 9 1404

23 alpha-synuclein 14460 16 1577

24 N-terminal MDM2 14790 11 1489

25 Haemoglobin-alpha apo monomer 15126 16 2117

26 Haemoglobin-beta apo monomer 15876 10 1161

27 beta-casein 23944 20 4069

28 p53 DNA binding domain 24615 9 1609

29 p53 DNA binding domain pH 1.5 24616 25 4000

30 COR15a 9683 10 1254

31 Apolipoprotein C-II (ApoC-II) 8959 3 542

32 Ubiquitin 8566 2 21.66667

33 Cytochrome C 12358 2 363.6667

34 Myoglobin 17567 2 107.6667

35 Avidin Tetramer 64933 3 20

36 BSA 66433 3 32

37 Concanavalin A 102393 4 42

38 Alcohol Dehydrogenase 147659 5 111

39 IgG1 A 147106.78 4 1440

40 IgG1 B 145246.13 4 1580

41 IgG4 A 146776.18 4 2140

42 IgG4 B 144915.53 4 2040

mAbs
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Appendix 2 
Appendix 2 consists of all the supplementary figures mentioned in chapter 3 

 

Figure S3.1 | (A) Shown here are the disulphide bridge occupancies along the two helices of COR15A, 

it can be seen that at 300 and 357 K where helicity is most preserved the presence of disulphide 

bridges is conserved. At the higher temperatures starting at 424 K, these disulphide bridges do not 

form, indicative of their role in helix stability. (B) Chord diagrams showing the H-bonding across the 

protein (residue to residue), as temperature is increased and the amount of intramolecular H-bonding 

increases. 
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Figure S3.2 | The change in CCS over time for each temperature trajectory is shown here. At 300 K fluctuation 

in the CCS is seen throughout the simulation however it remains fairly constant and no significant increase or 

decrease is seem in comparison to the other temperatures. When temperature is raised to 357 K a gradual 

increase in gradient for the CCS is seen. Moving to 424 K significant change in CCS is seen as sharp increases 

followed by steady decreases are seen throughout them simulation. The 506 K trajectory sees an overall steady 

increase in CCS while at 600 K the opposite is true where a steady decrease can be seen that remains constant 

at approximately 30 ns. 
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Figure S3.3 | Helical probability per residue plots are shown here for each of the differing temperature 

trajectories. The 300 K plot shows the residues involved in Helix I and II, following this it can be seen the residues 

involved in Helix II at 357 K are significantly reducing their helical character. Moving to 424 K the domination of 
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helicity is all but absent, helicity slowly begins to return at 506 K however it appears in new residue regions that 

are not seen for the lower temperatures. Again, further increase in small helical regions is seen at 600 K.  

 

 

Figure S3.4 | Shown here are contact maps generated using trajectory data in VMD for the hydrophobic residues 

on COR15A. Very little contact is seen between the hydrophobic residues at temperatures 300 – 506 K, however 

at 600 K where they form a hydrophobic core a significant increase in contact between hydrophobic residues is 

seen.  
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Figure S3.5 | (A) Shows the helical structure of COR15A where the blue shows hydrophilic charged residues 

surface area. (B) Shows the collapsed globule of COR15A acquired from the 600K simulation with the 

hydrophobic core circled in red. 
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Appendix 3 
Appendix 3 contains all the supplementary material mentioned in Chapter 4. 

 

Figure S4.1 | Shown are the ATDs for the first and second cycles of the charge states z = 8 – 11 for the COR15A 

protein, sprayed from a 200 mM ammonium acetate solution at pH 7.27 using nESI. The data was acquired on a 

prototype Waters Synapt G2-Si IM-MS instrument with its IM separation region modified to accept a cyclic ion 

mobility (cIM) device.1 

 

Figure S4.2 | Shown is a SIMION rendering of the ion funnel and cone aperture region of the instrument. Here 

ions may experience trapping/drag (resulting in broadened CCSDs) due to a voltage offset between ‘Funnel DC 

low’ and ‘Cone Aperture’ being set too low. This may be more prominent at lower temperatures or when using 
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N2 drift gas because ion velocity will be lower. This image was taken from the publication by Ujma et al.2 and is 

used with permission from the authors.  
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