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Abstract

This Thesis identifies issues with and proposes solutions for the measurement of

political trust across space and time. We argue that political trust is a multidimen-

sional concept which is best measured at the regional level. To illustrate this, we

conduct three interconnected empirical studies. In the first study, we propose and

test a new measure of political trust using multiple groups confirmatory factor

analysis across 18 countries on the European Social Survey from 2016. We find

that ’national political trust’ and ’supranational political trust’ are two empirically

distinct measures, which are highly correlated in most countries. In the second

study, we suggest that regional variation in political trust might be of higher im-

portance than variation across countries. This is followed by considerations of

changes to the standard modelling framework, which are necessary to successfully

estimate a measurement invariance model at the regional level. In the third study,

we provide a novel regional-level measurement model, which is estimated and

tested using a Bayesian approach. The study pays particular attention to the choice

of prior distributions and model fit and diagnostics. Our results show that there

are both important and meaningful differences in political trust at the regional

level. We propose that our results demonstrate the need for a fully Bayesian spatial

multi-group confirmatory factor analysis model to uncover potential spatial effects

and their relation to political trust at the regional level.
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Chapter 1

Introduction

Current research on and relating to political trust is of high relevance and has

become increasingly popular in recent years (Cordero and Simón 2015; André 2013;

Miller and Listhaug 1999). Many studies have introduced more advanced statistical

tools to measure theoretical concepts across both time and space (Schneider 2016;

André 2013; Märien 2011).

The theme of this thesis is to highlight issues and propose solutions regarding

the measurement of attitudes - more specifically political trust. One of the great

complications within the political and social sciences is that complex theoretical

concepts are difficult to translate into an empirical modelling framework (Saris and

Gallhofer 2014; Marozzi 2014). Not only in the initial transformation of the concept

into for example a survey, but also the posthoc analysis. Often, researchers are

concerned with the comparison of a measure across either time or space where the

comparison may be cross-country or cross-regional which introduces additional

complexity. It is common to find standard statistical approaches to measuring and

comparing groups in the literature (e.g. linear regression, multilevel modelling,

analysis of variance) (Miller and Listhaug 1999; Anderson et al. 2005; Torcal and
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Montero 1999; Newton 2001). One issue with these methods is the question: do we

measure the same construct across groups?

In the last few years, testing for measurement invariance has gained an increase in

popularity, and we experience a larger number of researchers who are concerned

about how invariant their measure of interest is across groups (Ariely and Davidov

2010; Allum, Read, and Sturgis 2018). This is found in studies using large-scale

social surveys as well as small scale effect-measures and local studies. In short,

measurement invariance is a property meaning that the same construct is measured

across groups with different characteristics. If measurement invariance does not

hold, it can have an effect on our substantive conclusions.

Regarding the research on social and political trust, establishing measurement

invariance is paramount since the researcher is almost always faced with data

involving different groups based on ethnicity, language, culture or nationality,

just to name a few. In addition, changes in political trust happen frequently as

it is highly dependent on fluctuations in the political landscape, which makes

it one of the utmost interesting theoretical fields to investigate. We will discuss

measurement invariance in more detail in Section 2.6.

Currently, research on political trust and similar topics face two major difficulties

within the area of measurement invariance. The primary debates surround the

case of unexpected non-invariance; is the study irrelevant? Should we abandon

ship and try with some alternative data or theory? While some studies argue

that the researcher can have a certain degree of non-invariance (partial invariance)

and still draw sensible conclusions (Byrne, Shavelson, and Muthén 1989), others

argue for an alternative application of the measurement invariance method to

loosen the requirements (Shi et al. 2017). The discussion about how best to tackle

unexpected measurement non-invariance continues to play an important role in
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the continued development and integration of statistical methods in the political

and social sciences.

Second, we have not been able to find many studies that apply the measurement

invariance methods on a very large number of groups (with a few notable excep-

tions, such as Zercher et al. (2015)). How might that be? When diving into the

modelling part of the exercise, one immediately realises that current methods are

simply not able to handle such a scenario. This may deter some from attempting

to establish measurement invariance altogether, resulting in either the use of a

simpler, yet sub-optimal, method or using aggregated measures instead.

1.1 Research questions

In this thesis, we will discuss and provide answers to the following research

questions:

1. How can we measure political trust in a large cross-national survey, while

ensuring that it is measurement invariant?

2. What are the current issues with the measurement invariance method when

extended to many groups or groups with low sample size?

3. How can we develop a framework for testing measurement invariance when

conventional methods do not work?

In the following, we will provide an overview of key concepts used throughout

the thesis, and how their intersections can answer the research questions.

20



1.2 Political trust, measurement and Bayesian meth-

ods

In this section, we will first provide an overview of the key concept of political

trust and how it relates to measurement modelling and invariance. Second, we

will present the argument for why the hierarchy of geographical units plays a

significant role when modelling political trust in particular. The purpose of this

summary is to provide a clear overview of the process needed to answer the

research questions.

1.2.1 What is political trust?

The concept of trust has been important in theoretical political and social science

for a long time. A very basic definition of trust is that of ‘encapsulated interest’;

an actors’ belief that others will not do him/her harm and, at best, act in his/her

interest (Hardin 1998). A simple example of inter-personal trust would be as

follows: A lends $10 to B and expects that B will return the money in the future.

In the best case, B returns the money, maybe even earlier than anticipated. In the

worst case, B does not return the money, and A has lost $10. If A find it likely that

B will return the money, then we can say that A has trust in B. In this example, it is

clear that trust involves some degree of risk, since B may act against the interest of

A, no matter the level of trust which A has in B.

Social trust is another type of trust, which extends to civil society. It overlaps to

some extent with other concepts, such as solidarity, empathy, toleration, respect

etc. In this sense, social trust is related to the social interactions that actors engage

in under co-presence (Giddens 1991). In other words, social trust is built upon the
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immediate experiences of others (Newton 2001).

Political trust is different from both inter-personal and social trust in the sense

that it is built upon knowledge of others at a distance. Hence, political trust

is not a result of direct social interactions between individuals, but rather of

the evaluation of people/institutions/organisations formed by impressions and

knowledge obtained through, for example, the media. Researchers have developed

different definitions of political trust, and how it is best understood. Ken Newton

is one of the more notable contributors within this field and defines political trust

as “attitudes towards political institutions and leaders” (Newton 1999). Others,

such as Hetherington (1998), defines political trust as the citizens’ normative

evaluation of government performance. A third definition is the citizens’ belief in

institutionalised practices and procedures as described by Sztompka (2003).

The difference between these examples of definitions is mostly tied to what is

evaluated. In the Newton (1999) definition, political trust is the citizens’ a priori

belief that political institutions and leaders will act in their interest, whereas the

Hetherington (1998) definition is an a posteriori evaluation of how a particular

part of the political sphere, the government, performed against expectations. We

will adopt the definition of Sztompka (2003). Citizens’ belief in institutionalised

practices and procedures lies in the intersection of the two other definitions. It is

not an evaluation of performance or a belief in demarcated areas of the political

sphere, but rather a belief in the framework on which the political world is built

upon. The main difference is that a citizen can have a high level of political trust,

even if governments, politicians or institutions are not performing according to

expectations, simply because there is a belief that the practices and procedures

eventually will result in outcomes that are in the interest of the citizen.

22



1.2.2 Why is political trust important?

One might ask why political trust is important in the first place. The key argument

here is that we can think of high levels of political trust as a democratic resource,

which contributes to a more stable democracy, which is also more economically

efficient (Putnam 1995; Fukuyama 1995) and provides a more well-functioning

civil society (Newton 2001). Putnam (1995) follows an argument where political

and social participation over time will increase the level of trust, which in turn

leads to increased levels of integration and stability. Fukuyama (1995) focuses

more on the economic benefits of the expectations of cooperative behaviour, which

he argues is directly related to levels of trust between citizen and their trust in

institutions and the society as a whole. This is in line with Newton (2001) who

argues that political trust is a ‘litmus test’, which detects if the political system is

functioning as is should - something which will be reflected in the civil society as

well. Furthermore, he argues (among others) that political trust is a necessity for

the well-functioning of democracy as a whole (Newton 2001).

In this sense, researchers agree that a high level of political trust is a desirable

asset. This of course makes it intriguing to investigate further in empirical studies;

being able to identify what constitutes political trust, what empirical dimensions it

contains and how it relates to outcomes of interest, could be of particular interest

not only within academia but to decision-makers as well.

1.2.3 How do we measure political trust?

In existing empirical research within the social and political sciences, the majority

of researchers rely on large-scale social surveys to attempt to understand how it

varies across different groups. Even some natural experiments rely on the use of a
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large-scale social survey. One such example is in Ares and Hernández (2017), which

uses the European Social Survey to measure the relationship between political

trust in politicians and corruption, following the uncovering of a large corruption

scandal in Spain (Ares and Hernández 2017). Two of the most used surveys are

indeed the European Social Survey (European Social Survey 2017) along with

the World Values Survey (Inglehart et al. 2014). Both of these surveys cover a

large number of countries and contains question modules that are relevant to the

measure of political trust. The European Social Survey contains the core module

‘Politics’, while the World values survey has the ‘confidence’ module (European

Social Survey 2017; Inglehart et al. 2014). Examples of the usage of the World

Values survey module is found in Delhey and Newton (2005), with the European

Social Survey module being used by many, including Märien and Hooghe (2011).

Other surveys also exist, such as the Eurobarometer series (Commission 2020) and

the European Election Study (Schmitt et al. 2016), which is used by, for example,

Klingemann and Weldon (2012).

However, one of the main drawbacks of using an existing survey is, that questions

may not necessarily align with the definition of political trust adopted by the

researcher. As a result, several studies turn out to be more explorative in nature,

rather than confirmatory. One very popular approach to measuring political trust,

and other theoretical concepts, is through a measurement model. Measurement

models have their roots in psychometrics, namely through the development of

classical test theory (see Traub (2005)), item response theory (Hambleton 1985)and

the widely used Rasch model (Rasch 1993). One of the first applications of mea-

surement models was on the measurement of intelligence, dating all the way back

to Francis Galton (1822-1911). In its simplest form, a measurement model can be

written as:
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y = τ + Λη+ ε

Here, y is a vector of observed variables, τ is a vector of item intercepts, Λ is

a matrix of factor loadings, η is a vector of latent variables and ε is a vector of

residual errors. In an explorative setting, the attention would be on finding the

factor construct which provides the best fit for the data, given several survey

items related to political trust. This is seen in, for example, Rothstein and Stolle

(2008), Allum, Read, and Sturgis (2018), Schneider (2016), Marozzi (2014) and

André (2013), which do not have a fixed number of dimensions of political trust in

place before the empirical analysis, but rather extrapolate the dimensionality based

on modelling outcomes. On the other hand, a confirmatory approach uses the

theoretical definition of political trust as the basis of the model definition, thereby

fixing the items and factor structure prior to the empirical analysis.

In this thesis, we approach the empirical analysis using a confirmatory approach

using the European Social Survey, which is further described in Section 1.4. Our

definition of political trust as citizens’ belief in institutionalised practices and

procedures aligns well with two of the three dimensions described by André

(2013), which forms the basis of the empirical analysis: National Political Trust

(trust in national parliaments, politicians and parties) and Supranational Political

Trust (trust in the European Parliament and the United Nations). The empirical

studies are described in more detail in Section 2.4.

1.2.4 What is measurement modelling and invariance?

One of the difficulties when modelling a theoretical concept like political trust

in a large-scale social survey is the assumption that the questions asked in the
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survey carry the same meaning across groups (for example countries). As an

example, consider ‘National Political Trust’ as described above, which entails three

questions/variables. If we set up a simple factor/measurement model, how do we

know if the latent mean for National Political Trust in country A can be interpreted

similarly as the same latent mean in country B? One method, which has gained

increased popularity over the years is measurement invariance testing through

multiple groups confirmatory factor analysis (MGCFA) models (Steenkamp and

Baumgartner 1998; Davidov et al. 2014). Compared to the simple model outlined

above, the MGCFA approach extends to:

yg = τg + Λgηg + εg

Here, the model is extended to g = 1, ..., G groups, which can be any mutually

exclusive entities such as countries, regions or even gender and age groups. To test

whether the measurement model in group 1 and 2 can be interpreted similarly, we

introduce measurement invariance testing, which is a rigorous way of detecting

differences between parameters across groups. The most common procedure is

to test three hierarchical levels of measurement invariance across the G groups:

configural invariance (factor structure), metric invariance (factor loadings) and

scalar invariance (factor intercepts). If it is possible to obtain scalar invariance,

we can conclude that the factor score for an individual i is independent of group

membership. As a result, we can make meaningful comparisons of factor means

between groups. The classical measurement invariance method is discussed in

detail in Section 2.6.
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1.2.5 The relationship between political trust and measurement

invariance

Within the literature on political trust, the MGCFA method described above is

widely used to test for measurement invariance between countries. However,

in several of them, it is not possible to obtain full scalar invariance across all

countries in the respective studies (see for example Märien (2011)). This might

be due to cultural, linguistic or political differences between countries, where

the items are not interpreted in the same way by the respondents, or where the

importance of items vary notably (Brown et al. 2015). While methods exist to still

extract useful information from partially invariant models (Saris and Gallhofer

2014; Byrne, Shavelson, and Muthén 1989; Putnick and Bornstein 2016) it is by no

means the desired outcome. But what does the lack of scalar invariance indicate

when interpreting the model concerning political trust?

In short, it indicates that political trust is not measured in the same way in all

groups. For example, considering Supranational Political Trust (trust in the Eu-

ropean Parliament and the United Nations) mentioned above, we may discover

that the intercept for trust in the European Parliament differs between the two

countries. This means, that the relative importance of that particular item for the

measure of Supranational Political Trust varies across countries. In other words,

the estimated level of trust in the European Parliament for two individuals from

two different countries with the same latent factor mean would not be the same.

This naturally poses issues when trying to understand how political trust should

be measured. However, it is also an important finding for the researcher, since the

reason for specific groups not being measurement invariant may have a theoretical

interpretation and justification.
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1.2.6 Choice of a hierarchy of geographical units and political

trust

When investigating political trust within a geographically confined area (such as

Europe, which is the focus of this thesis), the researcher has to choose a level of

geographical granularity. The most granular option is simply to consider the full

sample as one unit and carry out aggregated measurements. However, especially

for political trust, this does not appear as a reasonable strategy. Due to cultural,

political, linguistic, ethnic and other differences across countries, we would not

expect the level of political trust to be equivalent across Europe. Hence, most

studies, which carry out measurement invariance models on large-scale social

surveys, do so at the country level. One example is Arnold, Sapir, and Zapryanova

(2012), who finds that trust in the institutions of the European Union is driven by

trust in the domestic (i.e. country-level) institutions. European Union member

states with a high level of country-level corruption also tend to trust institutions of

the European Union less (Arnold, Sapir, and Zapryanova 2012). Another example

is van der Meer (2010) who investigates the differences in trust in the national

parliament across multiple European countries over time. He finds that corruption,

type of electoral system and former regime type as the main predictors for country-

level differences in trust in the national parliament, although the model does not

capture the longitudinal changes in trust (van der Meer 2010).

The choice of further granulated groupings is very rare, but why? One reason

may be that sub-country geographical information does not follow a consistent

definition across countries in the chosen survey. This is the case in for example the

World Values Survey, where the country-level regional divisions do not necessarily

follow the same coding scheme for countries on different continents (Inglehart
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et al. 2014). Another reason might be, that the researcher believes that political

trust as a measure is stable within countries and that further granulation does not

improve the understanding of differences in political trust across groups. However,

some studies show that regional differences can be present. One such example is

in Charron and Rothstein (2014), who investigates a social trust measure and finds

that ‘[...] the differences between regions in many countries are noteworthy and

demonstrate clear limits of national level analyses.’

In the European Social Survey, each individual is classified into NUTS regions (fur-

ther described in Section 1.4.1), making a sub-country (regional) division possible.

As we will demonstrate in Chapter 4, it is possible to detect substantial regional

differences in political trust in many countries. Investigating other, albeit related,

construct, Iacono (2019), Schoene (2016), Rustenbach (2010) and Bäck et al. (2018)

have also investigated variation across NUTS regions. Both theoretical arguments

and empirical research points in the direction that political trust, opinion and

behaviour is not necessarily independent of regional affiliation. On such example

is differences in voting patterns during the Brexit referendum in 2016 - a case that

we will use as a motivating example in Section 1.5.

Finally, a reason why measurement invariance models are not carried out at the

regional level could be related to the methodological issues that the researcher

encounters when setting up a model; regions with low sample sizes and a large

number of parameters are potentially difficult to estimate. While this is not ex-

plicitly stated as a reason in any of the studies under investigation in this thesis,

it is an issue that we encounter even for a simple measurement model. One way

to handle the estimation issue is to apply Bayesian methods, more specifically

Bayesian MGCFA models, which is the main topic of Chapter 4.
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1.2.7 Bayesian inference

The basis of the modelling approach in Chapter 4 is Bayesian inference. In essence,

Bayesian inference uses Bayes’ theorem from probability theory:

P (A | B) =
P (B | A) P (A)

P (B)
,

The Bayesian MGCFA models involves a prior distribution, the likelihood (the data

generating model) and a posterior distribution. Bayes theorem is used to update

the prior information about the parameters to a posterior. One of the difficulties

of Bayesian inference is the choice of prior distribution. Also, simulating using

Markov Chain Monte Carlo can be time-consuming and might require substantial

tuning. Both of these issues will be explored in detail in Chapter 4. The main

advantage is that posterior is well-defined, given that the prior is proper, which

means that model estimation is always possible. Secondly, it offers great flexibility

on high-dimensional data - something which is particularly useful in MGCFA

models with many groups/parameters. In Chapter 4, it will be clear that Bayesian

MGCFA is a necessity if we want to estimate model at the regional level, where the

number of groups is large, or the group-level sample sizes are small.

1.2.8 Concluding remarks

In summary, the progress of the thesis is built upon the key concepts mentioned

above. First, understanding the concept of political trust and its importance in

theoretical research is necessary. Second, the task of measuring political trust

in a multiple groups setting requires that we 1) establish how to empirically

quantify political trust in a multiple groups setting and 2) how to detect differences
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between political trust at different empirical levels. Finally, once the theoretical

definitions and modelling framework are established, we will investigate the

impact of geographical granularity (i.e. political trust at the sub-country regional

level) on 1) our understanding of political trust as a theoretical concept and 2)

the modelling steps needed to be undertaken to obtain robust empirical results.

The intersection of this process and the issues that come with it will form the key

domain of the thesis. We will over the course of the thesis illustrate that there are

indeed meaningful regional differences in political trust in Europe.

In the following, we provide a structured summary of each chapter in the thesis.

1.3 Thesis overview

The main part of the thesis consists of three empirical chapters that successively

build towards answering how we should measure and analyse political trust

across countries and regions in Europe. This is followed by a concluding chapter,

summarising the key results and the implications for future research.

The thesis is using the European Social Survey (ESS) datasets (European Social

Survey 2017). We provide an overview of the data in Section 1.4, listing details on

the characteristics of the ESS and the different subsets used in different parts of the

thesis.

1.3.1 Chapter 2

In Chapter 2, we provide a definition of political trust and offer an overview of how

political trust has previously been investigated in empirical research. Next, we

set up a simple measurement model for national and supranational political trust
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across 18 countries using the European Social Survey dataset from 2016 through

multiple groups confirmatory factor analysis. This is followed by an overview of

how to establish measurement invariance using the ‘classical’ approach. Finally, we

discuss whether national and supranational political trust can be regarded as two

empirically distinct concepts and whether the concepts are measurement invariant

across countries. Although full measurement invariance across all countries is not

achievable, we find that national and supranational political trust is not only two

empirically distinct concepts, but they are also highly correlated in most countries.

Whereas Chapter 2 establish partial measurement invariance, we suggest relaxing

the assumption that countries are homogenous across regions.

1.3.2 Chapter 3

In Chapter 3, we introduce the substantive reasoning for applying the measurement

model at the regional level (NUTS regions, further described in Section 1.4) rather

than the country level. We are not able to estimate a full NUTS-level model using

conventional methods. This highlights several issues which are discussed in turn:

how to estimate a model with many small-N groups and potential floor effects in

the data. More specifically, we focus on the drawbacks of the maximum likelihood

estimation procedure, Heywood cases and negative estimates of the residual

variances, which are a major hindrance when using conventional measurement

invariance methods.
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1.3.3 Chapter 4

Having established in Chapter 3 that analysing ESS on the subnational level poses

a number of analytical challenges, Chapter 4 explores an alternative to the standard

frequentist approach. We translate the already established measurement model set

up in Chapter 2 and 3. More specifically, we apply a full Bayesian multiple groups

confirmatory factor analysis approach with phantom-latent variables in order to

overcome the estimation issues in the small-N case. This includes a discussion on

the choice of prior distributions drawing on the often-overlooked work by Gelman

(2006), as well as a treatment of model fit and model diagnostics in the Bayesian

framework. In addition to the model results, we propose an alternative method

of model comparison using the empirical cumulative distribution function on the

posterior deviances put forth by Aitkin (2010) and Aitkin, Vu, and Francis (2016).

We finish the chapter by applying the same modelling framework on already

existing research by (Märien 2011), to highlight how a NUTS-level model may

change the substantive interpretation differences in political trust across Europe.

One of the main findings is, that in cases with many groups, a Bayesian modelling

framework is the preferred approach, although it is important to pay special

attention to the choice of priors on problematic parameters.

1.3.4 Chapter 5

In Chapter 5, we conclude on the discoveries in previous chapters and discuss

possible future directions for research on political trust at the regional level. One

of the more obvious approaches is to extend the model to account for spatial

autocorrelation at the regional level to further investigate both within- and between-
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country differences in political trust. The chapter also includes a posthoc analysis

of the final model established in Chapter 4.

1.4 Data description

Throughout the thesis, we will make use of the European Social Survey (ESS)

dataset (European Social Survey 2017). The ESS is a biannual and European-

wide survey that measures attitudes and beliefs across more than 30 nations. The

data is collected by the national statistical offices through a stratified multi-stage

probability sample design set out by the ESS. The data is repeated cross-sectional

in the sense that a new sample is drawn every round. The details of the sampling

design and procedure are available from European Social Survey (2017). The

design means that while we may study country or regional-level differences over

time, we have limited scope for analysing between-wave changes within units.

The ESS datasets are of particular interest when investigating the research questions

put forward in this thesis. First, the rigorous methodology behind the survey

ensures a much better comparison across geographical regions, let it be countries

or other regions of interest, compared to, for example, gathering vaguely similar

survey data from multiple different sources. Second, the ESS contains relevant

questions related to political trust in the core module, which means that they

are repeated every round. In comparison, some topics are part of the rotating

modules, which may only be asked in one particular round. Third, the ESS record

regional-level information of the respondents, which will be presented in Section

1.4. Finally, the ESS is the main choice for many studies and publications within the

field of measurement invariance and measurement error. As a result, we believe
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that it will extend the relevance of the methods applied to the data throughout the

thesis to a broader pool of researchers.

1.4.1 NUTS classification

Outside the fact that the ESS surveys a large number of countries, we will also

make use of their division of countries into regional. Nomenclature of Territorial

Units for Statistics (denoted ’NUTS’). NUTS regions are subdivisions of countries

used for statistical purposes, which was developed by the European Union (Euro-

pean Commission/Eurostat) in 2003. The NUTS classification covers all of the EU

member states and a few other countries (EU candidate countries and EFTA coun-

tries). The current NUTS classification operates a three different levels, NUTS-1,

NUTS-2 and NUTS-3. NUTS-1 is the broadest classification, splitting countries into

a maximum of 16 regions. NUTS-2 is nested within NUTS-1, while NUTS-3 (the

most fine-grained regional division) is nested within NUTS-2. Depending on the

country size, NUTS-1 may simply refer to the country itself, or the country may

not have a NUTS-2/3 classification at all.

The division of countries into NUTS regions is very useful when analysing survey

data, since it provides a common framework for regional-level comparisons. We

will make extensive use of this regional division throughout the thesis.

1.4.2 Data subsets, NUTS levels and sample sizes

In the following we will provide a brief overview of the subsets of the ESS data

used in different parts of the thesis, how the data are distributed across NUTS

regions and the relevant sample sizes. We only analyse complete cases throughout

the thesis, which may result in minor differences in sample sizes compared to the
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raw datasets.

1.4.2.1 Section 1.5

Section 1.5 serves as a motivating example for why it is relevant to explore political

trust at the regional level. We will focus on the UK, which in the ESS is divided

into 12 NUTS-1 regions. The data used to present the trends over time is ESS round

1 through 9, while the statistical models are based on ESS 8 (2016). An overview of

the NUTS regions and samples sizes for each round is presented in Table 1.1 .

1.4.2.2 Chapter 2

In Chapter 2, we introduce a simple measurement model at the country level. For

this particular section, we will focus on round 8 of the ESS, since round 9 was not

fully released at the time of writing. The sample sizes are listed in Table 1.2.

1.4.2.3 Chapter 3

In Chapter 3, we apply the model developed in Chapter 2 to the NUTS level across

16 of the 18 countries using ESS round 5-8 (Austria and Italy are excluded). The

reason for not including Italy and Austria is, that they were not surveyed in two of

the ESS rounds. Hence, we are only analysing the countries with complete data

in ESS round 5-8. The intial sample size for ESS 8 is equivalent to that listed in

1.2, split into NUTS regions. However, due to estimation issues it is necessary to

remove some NUTS regions. The resulting sub-sample for each NUTS and ESS

round is listed in Appendix 3.
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1.4.2.4 Chapter 4

In the main body of Chapter 4, we apply a Bayesian modelling framework to the

NUTS-level equivalent to the measurement model put forward in Chapter 2. The

sampled countries and sample sizes are the same as in Table 1.2. In the later part

of the chapter, where we apply the same methodology on a different definition of

political trust put forward by Märien (2011). The sample is extended to use all of

the sampled countries which have a NUTS classification avilable. This, in addition

to the 18 countries previously used, includes Iceland, Norway and Switzerland

(all EFTA countries). The country characteristics and sample sizes are listed in the

relevant section.

1.4.3 Survey questions

Throughout the thesis, we will use a few selected questions from the ESS survey.

They are from the same battery of questions, which are introduced using the

interviewer card:

“Using this card, please tell me on a score of 0-10 how much you personally trust each of the

institutions I read out. 0 means you do not trust an institution at all, and 10 means you

have complete trust. Firstly. . . READ OUT. . . :”

1. . . . [country]’s parliament?

2. . . . the legal system?

3. . . . the police?

4. . . . politicians?

5. . . . political parties?
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6. . . . the European Parliament?

7. . . . the United Nations?

In Section 1.5 we will focus on (1) and (6) above. In Chapter 2, 3 and 4, we will

establish a measurement model where (1), (4) and (5) consitutes a measure for

’National Political Trust’, while (6) and (7) constitutes a measure for ’Supranational

Political Trust’. In the last part of Chapter 4, we will also include (2) and (3).

The exact definitions and the theoretical background behind this choice is further

explained in the relevant chapters.

1.5 A motivating example: why is it relevant to ex-

plore political trust at the regional level?

It has been a turbulent time in the EU, with the rise of nationalism, economic

instability, and populism, something that at least partially has been linked to the

public’s trust in the institutions (Inglehart and Norris 2016). A recent and salient

expression of these sentiments is represented by the EU referendum in the UK. On

a local scale, ‘Brexit’ demonstrates the complexities in how different notions of

political trust are related and how these change over time and differ across regions.

We proceed to present the EU referendum as a motivating example that also serves

to illustrate the relevance of the trust constructs on a regional level.

In June 2016, the UK voted to leave the European Union. This provides a unique

opportunity to investigate the trends in political trust within the UK, which can

then be linked directly to the outcome of the referendum in order to highlight why

within-country differences are important.

40



Figure 1.1: Trust in the European Parliament in the UK from 2002-2018.
The grey line represents the UK average.

We will focus on two questions from the European Social Survey, which asks about

the respondents’ trust in the national parliament and in the European Parliament,

both on a scale from 0-10, where 0 indicates ’no trust at all’ and 10 indicates

’complete trust’. In a simple figure, we can observe the development over time

from 2002 to 2018 (corresponding to ESS 1 to ESS 9) as shown in Figure 1.1 and 1.2,

where regions have been clustered into England, Scotland, Wales and Northern

Ireland. In the sequel we use the term ’country’ to refer to states and nations to be

consistent with the rest of the thesis and thus we do not refer to the countries that

make up the UK when we use ’country’ here. Overall, the trust in the European

Parliament thas gone down since 2008 in Wales, Scotland and Northern Ireland,

while it has been more stable for England. However, it stands out that Scotland

in 2014 reached an overall low point in trust for both the national and European

Parliament. This may have to do with the fact that Scotland had a referendum for
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Figure 1.2: Trust in the National Parliament in the UK from 2002-2018.
The grey line represents the UK average.

independence, although this is just pure speculation.

It is clear that trust in the European Parliament cannot be considered independently

of trust in the national parliament. Indeed, Brexit has widely been seen as a protest

vote against the national parliament (e.g. Ryan 2016). To investigate how trust in

the EU varies as a function of trust in the national parliament while taking into

account the commonly cited effect of education on the leave vote (Hobolt 2016),

we fit a regression. To account for regional variability, we let yij be trust in the

European Parliament of individual i in region j, and fit yij = η0j + βXij + εij, where

η0j = γ00 + ζ0j is a regional random effect (Skrondal and Rabe-Hesketh 2004). The

ESS has 12 regions in total recorded for the UK, which is strictly speaking too few

regions to estimate a random effects model properly. However, this is sufficient

for illustrative purposes, although we choose not to model the trend over time.

We did fit a model with fixed time effects, but it did not affect the other parameter
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Single level model Multilevel model
Fixed effects Est S.E. Est S.E.
Constant 2.967*** 0.282 2.984*** 0.292
Trust in National Parliament 0.503*** 0.020 0.505*** 0.020
Gender (1=female) 0.357*** 0.094 0.358*** 0.094
Age -0.029*** 0.003 -0.030*** 0.003
Citizen of country (1=yes) -0.599** 0.215 -0.584** 0.214
Education (ISCED II) -0.040 0.175 -0.063 0.174
Education (ISCED IIIb) -0.047 0.182 -0.014 0.180
Education (ISCED IIIa) -0.018 0.177 -0.006 0.176
Education (ISCED IV) 0.118 0.159 0.109 0.158
Education (ISCED V1) 0.266 0.171 0.268 0.170
Education (ISCED V2) 0.634*** 0.168 0.627*** 0.168

Random effects
Intercept std. dev. (

√
ψ) - - 0.275 0.075

Log-likelihood -3749.5 -3740.2

Table 1.3: Simple single and multilevel models.
Outcome variable: Trust in the European Parliament.
The sample consists of 1,783 respondents across 12 regions.
* = p < 0.1, ** = p < 0.05, *** = p < 0.01

estimates. Using year-dummies, we found only round 6 to have a significant

effect on trust in the European Parliament (estimate: -0.32, z-score: -4.37). In order

to further investigate a potential trend over time, it would be necessary to set

up a growth curve model. However, this is outside the scope of this motivating

example.

The single level and multilevel models are summarised in Table 1.3. The positive

effect of trust in the national parliament on trust in the European parliament is

highly significant, with each one-point increase trust in the national parliament

corresponding to a 0.5 point increase in trust in the European Parliament on an

11-point scale, controlling for citizenship, educational level, gender, and age.

The scatterplot of the best linear unbiased predicted random intercepts at the
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Figure 1.3: Multilevel model random effects and fitted values for 12 regions in the
UK.

regional level as shown in Figure 1.3. The scatterplot shows high variability

in the predicted random intercept for each region, indicating significant within-

country variability. The exact values are listed in Appendix 1. The highest random

intercepts are in Scotland (0.66), London (0.26) and Wales (0.07), while the lowest

intercepts are in the West Midlands (-0.26) and the South West (-0.19). In other

words, while it is tempting to draw conclusions about country differences (recall,

here we use country for the state, i.e. the UK) and their explanatory factor based

on the average levels, there are considerable differences between regions to the

point where some regions in different countries may be more similar than regions

in their own country. To further expand on the idea of regional differences in levels

of political trust, we will continue to examine the recent UK referendum.
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Previous studies have studied the reasons for the outcome of the Brexit referendum

(Colatone and Stanig 2018; Clarke, Goodwin, and Whiteley 2017), how it varied

across regions (Hobolt 2016), and what impact it might have on the UK social

policies (Pinker 2017). Inglehart and Norris (2016) describe the Brexit vote as a

result of populism and the cultural backlash against:

“[. . . ] increased tolerance among the younger cohorts and the college ed-

ucated living in Western societies for the expression of diverse forms of

sexuality, LGBT rights, same-sex marriage and varied family units, and

more fluid gender identities; more secular values, habits, and ethical

norms; open-mindedness towards migrants, refugees, foreigners, and

multicultural diversity of lifestyles, foods, and travel; and cosmopolitan

support for international cooperation, humanitarian assistance, and

multilateral agencies like the United Nations and EU.” (Inglehart and

Norris 2016)

They specifically use the ESS from 2002-2014 to support the cultural backlash thesis

by examining how economic insecurity and cultural values act as predictors of

voting for populist parties. This goes in line with Hobolt (2016) who have been

analysing survey data to arrive at the conclusion that people in favour of Brexit,

i.e. leaving the EU, were characterized by having lower levels of education, being

older, poorer and expressing concerns about immigration compared to the ‘remain’-

voters (Hobolt 2016). In addition, she finds that “[...] the Remain side did better in

the larger multicultural cities (especially in London) and where there were more

graduates, whereas the Leave side was strongest in the English countryside and in

the post-industrial north-eastern towns with larger working class populations.”
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(Hobolt 2016). This statement is further reinforced by the fact that England and

Wales voted 53% Leave, whereas Northern Ireland (56%) and Scotland (62%) had a

majority voting Remain.

Although the literature discusses both the difference between political trust in

national entities and supranational entities (i.e. what Inglehart and Norris (2016)

describes as multilateral agencies) and how the Brexit vote is associated with

regional differences, they are not analysed in conjunction.

Figure 1.4 shows a scatterplot for all 12 UK NUTS regions of trust in the nation-

al/European Parliament and referendum results side by side. The correlation

between trust in the European Parliament and the outcome of the referendum

is slightly positive (0.42) while there is no sign of a correlation between trust in

the national parliament and the outcome of the referendum (-0.03). This is to be

expected under the assumption that trust in the national parliament has no effect

on the outcome of the referendum, i.e. a clear difference between measures of

political trust at different levels. However, looking at a scatterplot in Figure 1.5

of the level of the two trust measures and the outcome of the referendum shows

some interesting results.

The correlation between the two measures of trust and the referendum results are

surprisingly high (0.61). The relation between trust in the European Parliament

on the referendum result can only be understood in relation to the level of trust

in the national parliament. How large trust in the European Parliament is as a

fraction of trust in the national parliament tells us something about how the two

concepts are related to a tangible outcome (the difference between the two is not

as strong a predictor). Not only does this indicate that the relationship between

them is relevant, but it also shows the necessity of taking into account within-

country differences when we try to understand political trust in general. Of course,
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Figure 1.5: Scatterplot trust in the (European Parliament/National Parliament) vs.
fraction of votes on remain in the 2016 UK referendum across NUTS regions.
Trust measures have been rescaled to [0 ; 1]
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such scatterplots are based on aggregated regional means and not individual-level

data, which clearly limits their descriptive power. However, they indicate that

such a relationship on the regional level should be further investigated. Popular

prediction models, as well as post-referendum analyses, pointed to the same

predictors for voting to remain as predicted by trust in the national parliament

in the simple model in Table 1.3 (Lauderdale, 2016). Since both measures of trust

are clear antecedents to the referendum outcome, understanding the functional

relationship between trust in the national and the European Parliament in affecting

the vote informs us of the validity of any underlying measure.
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Chapter 2

An investigation of measurement and

association of different levels of

political trust in 18 EU countries

using the European Social Survey

2016

In this chapter we analyse the relationship between measures of national and

supranational political trust, focusing on their correlation across 18 European

Union (EU) member states. Using multiple groups confirmatory factor analysis

(MGCFA) of the European Social Survey 2016, we give evidence for an empirical

distinction between these two concepts of political trust. When investigating

measurement invariance, full scalar invariance does not hold. However, by freeing

a few intercepts, we can obtain partial scalar invariance. Our central finding is a

strong correlation between national and supranational political trust across most
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EU countries. Furthermore, no noticeable differences are found in levels of political

trust based on a ‘stable’ versus ‘new’ democracies dichotomy within the EU. The

results indicate the necessity of analysing national and supranational political

trust simultaneously. Our measurement model is meant as a stepping stone for

future analyses, which can further enlighten the dynamic between political trust at

different empirical levels.

2.1 Trust in the EU

Trust in the EU is facing a range of challenges, partially due to events such as the

2008 financial crisis and the 2015 migration crisis. Furthermore, the 2014 European

Parliament election had the lowest ever voter turnout and resulted in increased

support for Eurosceptic parties across multiple countries. Empirical studies and

cross-national surveys document the lack of trust in the EU and its institutions,

demonstrating how it has reached a low-point with less than fifty per cent of the

EU population ‘tending to trust the EU’ (European Commission 2020). However,

the methodology of the Eurobarometer is disputed, so this number may be even

lower ((Bennike 2019). This empirical evidence is a topic for philosophers and

social scientists alike, who have been questioning the well-functioning of the EU

and the ongoing legitimacy issues for a while (Habermas 2013; Zielonka 2014).

With the most recent case of interest being the 2016 referendum on the UK’s EU

membership, possibly resulting in an EU member state leaving the Union for the

first time in its history, the topic of political trust is as relevant as ever. Yet, while

plenty of literature exists on political trust on the European as well as the national

level, little research has been conducted on the relationship between political trust

at different empirical levels.

Do low levels of political trust at the supranational level reflect lower political trust
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at the national level in the EU context? Or do national political factors have little

relation with how much trust citizens have in supranational governance? We start

by giving a definition of political trust and how it relates to social trust. A brief

review of political trust in the EU follows, focusing on the potential differences

in levels of political trust across different types of democracies. Next, we present

the data and the model used to investigate the relationship between national and

supranational political trust, followed by an explanation of the issue of measure-

ment invariance. Finally, we present the model results evaluated in relation to the

initial discussion on political trust and suggestions for relevant future work.

2.2 A definition of political trust

In the context of political systems, it is necessary to make a clear distinction

between political trust and social trust. According to Newton (1999) “social trust is

a feature of the most basic level of community, while political trust refers primarily

to attitudes about political institutions and leaders”. One key difference is that

social trust is characterised by “social connections established in circumstances of

co-presence” (Giddens 1991), while political trust is built upon citizens’ knowledge

of others, let it be leaders, institutions or politicians. In other words, social trust

occurs within the private sphere, while political trust is a feature of the public

political sphere (Newton 1999).

This aligns accurately with the idea presented by Giddens (1991, p. 83) that

“[...] the nature of modern institutions is deeply bound up with the mechanisms

of trust in abstract systems, especially trust in expert systems”. According to

Giddens, modern trust is expressed through faceless commitments, which can be

understood as a commitment to, or faith in, symbolic tokens and abstract systems

rather than personal knowledge of others. Consequently, possible definitions of
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political trust include citizens’ normative evaluation of government performance

(Hetherington 1998) or citizens’ belief in political institutionalised practices and

procedures (Sztompka 2003).

We shall adopt the latter as a working definition, based on the claim that political

trust encompasses future expectations and belief in institutionalised practices

and procedures, regardless of its current or past performance. The key reason

why political trust is of particular interest when determining the well-being of a

political system is due to it being the primary constituent of social capital, which

is necessary to ensure both democratic stability and economic efficiency (Putnam

1995; Fukuyama 1995) as well as to provide the necessary conditions needed for a

well-functioning civil society (Newton 2001).

From an EU perspective, we believe that it is necessary to consider political trust

at different empirical levels. Following the idea of multilevel governance, where

political decision-making processes and structures are defined to operate at mul-

tiple empirical levels (Bache and Flinders 2004), we also expect political trust

to be specific to the level of governance in question. Hence, it is assumed that

citizens’ political trust is unique for each level, let it be EU institutions, national

governments, regional entities etc. In the following, we focus our attention on

two different notions of political trust: national political trust (political trust the

national governments and institutions) and supranational political trust (political

trust in supranational political institutions and organisations).

Empirical research surrounding the concept of political trust is already present,

although limited. One example is Cordero and Simón (2015), who argue that

political trust is directly linked to the degree to which citizens are satisfied with the

way democracy works in their country. This statement aligns with André (2013)

who points out how political trust in an empirical context should be considered
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a democratic resource. However, it is important to note that determining the

reasons for distinct levels of political trust across countries is far from a trivial

task. It depends both on how it is measured and the theoretical orientation of

choice. Miller and Listhaug (1999) sums up how previous studies have managed to

explain changes in trust in national governments as a result of either 1) government

performance, which directly influences trust in political institutions and hence the

regime legitimacy or 2) different levels of expectations from the citizen where high

expectations lead to lower levels of trust in the said political institution.

In the context of this study, it is reasonable to assume that these explanations are

possible both at the national and supranational level, albeit it is unknown whether

the same explanation applies in both cases.

2.3 Political trust in a European perspective

Within a European context, it is worth highlighting the notable differences in levels

of political trust and trust in democracy across countries in Europe. Numerous

countries have undergone drastic changes to the democratic rule and the role of

political institutions since the Second World War. Anderson et al. (2005) arrive

at a classification of European countries based on regime change and levels of

freedom; stable democracies (Western European and Southern European countries),

new democracies (post-communist countries in Eastern Europe) and transitional

democracies (Croatia, Belarus, Ukraine, Belarus) based on the Freedom House

index. Within this three-way classification, support for democracy is highest in

stable democracies and lowest in transitional regimes with the post-communist

democracies somewhere in-between (Anderson et al. 2005).

Even though many years have passed since the Revolutions of 1989, the stable/new

democracy dichotomy is still reflected in the length of EU memberships. Several
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countries have been members for a long time, including the Netherlands, France

and Germany (founders in 1957) while some countries joined in the 1970s like the

United Kingdom and Ireland. On the contrary, most post-communist countries

have joined the Union much later, such as the Czech Republic in 2004, Hungary in

2004, Bulgaria in 2007 and Romania in 2007.

Existing research within this democracy classification shows how citizens from

post-communist countries possess initial reduced levels of political trust in demo-

cratic institutions. One explanation is, that the political transition from an authori-

tarian regime results in performance issues for newly created democratic political

institutions, which in turn leads to low initial levels of political trust (Mishler and

Rose 2001). An example of the opposite scenario is the Nordic countries (Denmark,

Norway, Sweden and Finland) which have a history of high levels of trust, let it

be national or supranational. Delhey and Newton (2005) considers the Nordic

countries to be the most trusting due to the well-functioning of the government

and income equality. Consequently, citizens of countries with more than 20 years of

being an established democracy show significantly higher levels of trust in political

institutions (Delhey and Newton 2005).

However, an important question is whether differences in levels of political trust

still should be characterised by a stable/new democracy dichotomy. First, all

current EU member states have been democracies for more than twenty years and

members of the EU for at least ten years (except Croatia). Second, it is unknown

whether political (dis)trust manifests itself at the national or supranational level

or both. While it is our expectation that national political trust is higher for

stable democracies, it does not necessarily form a prerequisite for high levels of

supranational trust. As a result, the EU is an interesting case due to the well-known

observed cultural, historical and political differences between member countries.
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2.4 Political trust in empirical research

Political trust is a complex and multidimensional concept which is difficult to

measure (Saris and Gallhofer 2014). Within the political sciences, the majority of

empirical work on political trust is either centred on how the concept is measured

(Marozzi 2014), how it changes over time (van der Meer 2010; Klingemann and

Weldon 2012) or how it relates to some outcome of interest (Torcal and Montero

1999; Newton 2001). It is noteworthy how different authors use different items,

sometimes from the same survey, to identify measures of political trust. Roth-

stein and Stolle (2008) used principal component analysis to derive three different

dimensions, namely the partisan institutions (political parties, politicians, gov-

ernment, civil services), the neutral and order institutions (army, police and legal

institutions) and the power-checking institutions (press and television).

A different approach is taken in Allum, Read, and Sturgis (2018), who uses con-

firmatory factor analysis on the European Social Survey (ESS) to derive two di-

mensions; 1) trust in the parliament and politicians and 2) trust in the legal system,

police, European Parliament (EP) and the United Nations (UN). Also using the

ESS, Märien (2011) includes a broad range of indicators for political trust (trust in

the parliament, politicians, political parties, legal system and police) and detects

correlated errors between trust in the legal system and the police. A more recent

study by Schneider (2016) takes an explorative approach to arrive at four different

measurements models. Her main finding is that trust in the government, parlia-

ment and political parties belongs to a different dimension than trust in protective

institutions (armed forces and the police) and trust in order institutions (courts

and police) (Schneider 2016).

The approach taken in this chapter is closely aligned with André (2013), although
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with a different purpose. Her focus is to test equivalence in trust between EU

natives and migrants using multiple groups confirmatory factor analysis (MGCFA)

on the ESS and arrives as a three-dimensional (three-factor) model comprising

‘distinctively political’ (trust in politicians, political parties and politicians), ‘or-

der/neutral’ (trust in the police and the legal system) and ‘international’ (trust

in the European Paliament and United Nations) (André 2013). Since this study

specifically investigates the correlation between political trust at the national and

supranational level, ‘distinctively political’ translates to ‘national political’ and

‘international’ to ‘supranational political’. We consider the UN and the EP to be

supranational political institutions since they can be said to have political power

which transcends that of a single nation-state.

To sum up, three indicators are used for national political trust (NPT). All responses

on a 0-10 scale with 0 referring ‘no trust at all’ and 10 referring to ‘complete trust’:

1. Trust in the national parliament (PRL)

2. Trust in politicians (PLT)

3. Trust in political parties (PRT)

As a measure of supranational political trust (SPT), two indicators are used:

1. Trust in the European Parliament (EP)

2. Trust in the United Nations (UN)

57



It is worth noting that these indicators relate to trust in political institutions, rather

than to political engagement or communities, thus following the definition of

political trust as previously mentioned.

2.5 A measurement model for national and suprana-

tional political trust

The relationship between national political trust (NPT) and supranational political

trust (SPT) is studied across all available EU countries in 2016 using data from the

European Social Survey (wave 8), resulting in a total sample size of 31,952 across 18

countries. We have selected EU countries only, since SPT contains an item related

to the European Parliament. Only complete cases are studied, i.e. observations

with missing values on any of the indicators are disregarded.

The model investigates the relationship between two latent constructs (NPT and

SPT) with the indicators stated above in a simple measurement model using the

multiple groups confirmatory factor analysis (MGCFA) method. It is well known

that confirmatory factor analysis (CFA) methods are superior to alternative ap-

proaches like bivariate correlations, univariate regression analysis and Cronbach’s

alpha (Brown et al. 2015). A list of countries, including sample sizes, mean country

values and standard deviations for each item is listed in Table 2.1.

Initially, we observe that trust in the UN is highest (mean value of 5.14), followed

by trust in the national parliament (mean value of 4.49) and trust in the EP (mean

value of 4.37). In addition, the levels of trust in the different institutions vary

considerably between countries. For example, trust in the national parliament
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is 6.00 in Sweden and only 3.36 in Slovenia, while trust in the EP is highest in

Lithuania (5.44) and lowest in United Kingdom (3.58). In order to determine

whether the items are a representation of two underlying latent variables, it is

necessary to define the CFA and MGCFA models.

Given a p× 1 vector of observed variables y =
[
y1, . . . , yp

]T and a q× 1 vector of

latent variables η =
[
η1, . . . , ηq

]T, a basic linear structural equation model (SEM) is

defined as (Song and Lee 2012).

y = τ + Λη+ ε, (2.1)

where τ is a p × 1 vector of intercepts, Λ is a p × q matrix of factor loadings

and ε is a p× 1 random vector of residual errors. Since the first three items are

linked to NPT and the last two are linked to SPT, the measurement model with a

non-overlapping factor loading matrix becomes:



y1

y2

y3

y4

y5


=



τ1

τ2

τ3

τ4

τ5


+



λ11 0

λ21 0

λ31 0

0 λ42

0 λ52



 η1

η2

+



ε1

ε2

ε3

ε4

ε5


A graphical representation of the model is in Figure 2.1.

Both NPT and SPT are latent independent variables and hence we can set η = δ,

which is a q× q vector of residual errors with mean κ. In a simple measurement

model, three key assumptions are necessary, namely that 1) the random vectors

of residual errors ε is independent and identically distributed (i.i.d) such that

εi ∼ N(0, Ψε), where Ψε is a diagonal covariance matrix and 2) the random
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Figure 2.1: Simple measurement model.

vector of residual errors δ is i.i.d such that δi ∼ N(0, Ψδ), where Ψδ is a diagonal

covariance matrix and 3) εi is independent of δi, that is Cov(εi, δi) = 0. Extending

the equation to multiple groups is straightforward. Given a number of groups

g = 1, . . . , G the extension is (Steenkamp and Baumgartner 1998; Davidov et al.

2014):

yg = τg + Λgηg + εg,

where the notation follows that of equation 2.1. The following models are estimated

using effects coding, that is setting ∑I
i=1 λ

g
iq = I, such that the sum of all factor

loadings linked to a latent variable equals the total number of unique loadings for

that latent variable in each of the G groups (Little, Slegers, and Card 2006). At the

same time, by letting ∑H
i=1 τ

g
i = 0, where H is the number of intercepts unique to

each factor, the metric of the latent variables is set equivalent to that of the items.

In other words, the latent means will be on the same scale as the survey questions,
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which has the clear advantage of making interpretations of the latent means more

intuitive.

2.6 Assessing measurement invariance

When comparing groups, the multiple groups confirmatory factor analysis (MGCFA)

method is applied, which allows for comparison of parameter estimates between

countries. However, to compare the latent means of NPT and SPT in all 18 coun-

tries, the estimated model ideally should be measurement invariant across all

groups. Previous studies such as Ariely and Davidov (2010) and van de Schoot,

Lugtig, and Hox (2012) shows how it is necessary to obtain some degree of mea-

surement invariance to not only guarantee that the latent constructs are measured

in the same way across groups but also to bring in meaningful comparisons of

the correlation between the latent means. If partial measurement invariance is

impossible to obtain, significant differences in the measurement of NPT and SPT

might as well be a result of measurement error.

The most common approach is to test three different models when assessing

measurement invariance; the configural invariance model, the metric invariance

model and the scalar invariance model (Steenkamp and Baumgartner 1998).

• Configural invariance model: This model only assumes that the factor struc-

ture is equal across groups, letting all parameters vary freely. If configural

invariance is obtained, we can conclude that the same items measure NPT

and SPT across all groups.

• Metric invariance model: Also called weak factorial invariance. The same

as the configural invariance model, with the added constraint that factor
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loadings are fixed to be equal across groups, that is setting Λg = Λ∀g ∈ G. If

metric invariance is obtained, we can conclude that the relationships between

NPT, SPT and the items are the same across all groups.

• Scalar invariance model: Also called strong factorial invariance. The same

as the metric invariance model, but with the added constraint that item

intercepts are fixed to be equal across groups, that is setting τg = τ∀g ∈ G. If

scalar invariance is obtained, we can conclude that the mean values of the

latent variables NPT/SPT correspond to a unique value on each of the items

which is equal across all groups. Scalar invariance also makes it is possible to

compare differences in latent means across groups.

It is important to note that assessing differences in the correlation parameter

between the two latent variables across groups only requires metric invariance.

Nonetheless, scalar invariance is pursued to motivate the interpretation of these

differences. Often, it is difficult to obtain scalar invariance, due to model misspecifi-

cation or non-normal item distributions (Bentler and Chou 1992). However, partial

measurement invariance may be sufficient for comparisons to be valid across coun-

tries (Saris and Gallhofer 2014), for example, when only one item per factor is

allowed to vary freely (Byrne, Shavelson, and Muthén 1989). However, current

research on the effect of partial scalar invariance and its impact on latent mean

estimation is limited and highly debated (Putnick and Bornstein 2016). We will

take the approach of Chen (2008) in the case of partial measurement invariance, by

comparing the substantive conclusions, including latent mean estimations, across

relevant models and evaluate whether the non-invariance has any impact on the

results.
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For this chapter, it is necessary to determine whether national political trust (NPT)

and supranational political trust (SPT) can be regarded as two empirically distinct

concepts. This is done by testing a one-factor model encompassing all five indica-

tors against the proposed two-factor model shown in Figure 2.1 and comparing

the fit indices.

When examining the MGCFA models, numerous methods of assessing goodness-

of-fit is applied. First, the raw χ2 value for the model of interest is reported.

However, it has been shown that model comparison based on differences the

raw χ2 values tend to favour potentially problematic models when the sample

size is small and reject sensible models when the sample size is large (Hooper,

Coughlan, and Mullen 2008). In this case, since the sample size is above 30,000, it

is expected that an increase in model complexity will lead to a significant increase

in chi-squared value. Second, the Comparative Fit Index (CFI) is reported, where

values above 0.95 are considered ‘good model fit’ (tze Hu and Bentler 1999). When

comparing competing models, Chen (2007) suggests that a decrease in CFI of

less than 0.01 between models is adequately close to zero, thereby allowing one

to draw conclusions based on the less complex model. Finally, two absolute

fit measures, namely the Root Mean Square Error of Approximation (RMSEA)

and Standardized Root Mean Square Residual (SRMR) are reported for model

comparison. MacCallum, Browne, and Sugawara (1996) argue that RMSEA values

below 0.05 indicate ‘good’ fit and values equal to or above 0.05 and below 0.08

indicate ’mediocre’ fit. tze Hu and Bentler (1999) suggest that SRMR values below

0.08 indicate a good fit.

We have added to additional measures of fit, namely the AIC (Akaike Information

Criterion) and BIC (Bayesian Information Criterion), which are both closely related.

BIC is defined as
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BIC = k ln (n)− 2 ln
(

L̂
)

where k is the number of estimated parameters in the model, n is the number of

observations and L̂ is the maximum likelihood estimate. This definition is closely

related to the AIC, which is defined as:

AIC = 2k− 2 ln
(

L̂
)

While it is not possible to evaluate whether a model fit is ’good’ or ’bad’ by looking

at the AIC and BIC, it is useful in model selection, since both measures penalise

model complexity.

2.7 Model results

All models are estimated using the ‘lavaan’ package in R (Rosseel 2012) using

standard maximum likelihood estimation with robust standard errors and Satorra-

Bentler scaled test statistics to correct for potential non-normality in the distribution

of the items (Satorra and Bentler 1994). In Table 2.2, the different models are

reported alongside the global goodness-of-fit test statistics.

The first two entries in Table 2.2 compares the one-factor model and the proposed

two-factor model. According to all fit indices, the one-factor model is inferior to the

proposed two-factor model. However, when investigating the modification indices

(MI) of the two-factor model, we find that the error terms of trust in politicians and

political parties are highly correlated. Introducing the correlated errors increases

model fit substantially as shown in Table 2.2. Substantially speaking, the correlated

errors are meaningful: politicians are (most often) nested within political parties,
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and it thus seems reasonable to assume that any kind of response bias to one

question will be reflected in the other. As a result, we adopt the slightly modified

two-factor model with correlated errors in the subsequent models.

When examining the MGCFA models, both the configural invariance model, the

metric invariance model and the full scalar invariance models are compared. The

configural invariance model provides a good fit, although the RMSEA is slightly

above the suggested cut-off point found in the literature for a well-fitting model.

The metric invariance model also shows an acceptable fit to the data with only a

slight decrease in CFI (∆CFI = 0.004), slightly lower BIC and slightly higher AIC

values. However, the full scalar invariance model results in a severe decrease in all

model fit statistics.

Again, we look at the MI for potentially freeing up the intercepts of countries where

one or more items appear to be non-invariant. We relaxed one intercept at a time

until the reduction in fit between the metric and resulting scalar invariance model

accoring to CFI was less than 0.01 (Chen 2007). This was achieved by relaxing the

constraints with a MI > 50. The resulting changes for the item incepts are shown in

Table 2.3.

We find that trust in the EP and UN is non-invariant across 7 countries, with

Finland, United Kingdom, Netherlands and Sweden having a lower intercept

for trust in the EP/higher intercept for trust in the UN compared to the rest of

the countries. At the same time, Italy, Lithuania and Slovenia show the opposite

pattern. With the Lithuania and Netherlands being invariant on only one item, it is

necessary to exercise extreme caution when estimating the latent means.

The first partial scalar invariance model provides a better fit compared to the scalar

invariance model. Compared to the metric invariance model, the ∆CFI = −0.009

is slightly below the suggested maximum reduction in CFI as suggested by Chen
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Country/intercept Parliament Politicians Parties EP UN

Finland -1.12 1.12

United Kingdom -1.22 1.22

Italy -0.59 0.59

Lithuania 0.273 -0.04 -0.56 0.56

Netherlands 0.312 0.037 -0.98 0.98

Sweden -1.18 1.18

Slovenia -0.57 0.57

Invariant countries 0.58 -0.35 -0.23 -0.76 0.76

Table 2.3: Item intercepts for non-invariant items and countries.

(2007). The RMSEA, like the metric invariance model, is above the suggested cut-

off point, although still within the boundaries of a ‘mediocre fit’ while the SRMR

indicates a good fit. Consequently, the first partial scalar invariance model serves

as the final model from where the estimated latent means and factor correlations

can be extracted as shown in Table 2.4. Since some countries are non-invariant on

one or more items, we have included the estimated latent means of the scalar and

metric invariance models as well.

The differences in the estimated latent means between the partial scalar, metric

and scalar invariance models are negligible for most countries. Compared to the

scalar invariance model, the biggest differences (> 0.1) are observed on SPT for

France, Spain, Portugal, Italy and Lithuania, of which only Italy and Lithuania

were non-invariant. For NPT, the differences are 0 or close to 0 for all countries

across all models.

Generally, the results show a very strong correlation (> 0.8) between NPT and SPT

in most of the countries with the Benelux countries (Netherlands and Belgium)

having a correlation above 0.9. Among the high correlation countries, Netherlands,

68



Country Partial scalar ∆Metric ∆Scalar

ρ12 NPT SPT NPT SPT NPT SPT

Netherlands*** 0.93 5.24 5.14 0.00 0.05 0.00 -0.01

Belgium 0.91 4.30 4.95 -0.02 0.00 -0.01 -0.01

Austria 0.89 4.26 4.17 0.01 0.00 0.01 0.05

France 0.87 3.26 4.17 -0.03 0.00 0.01 0.14

Germany 0.87 4.48 4.65 0.01 -0.09 0.00 -0.01

Finland* 0.86 5.12 5.79 0.00 0.00 0.00 0.09

United Kingdom* 0.85 4.06 4.41 0.03 0.09 0.00 -0.01

Sweden* 0.84 5.18 5.46 0.00 0.05 0.00 -0.01

Spain 0.84 2.97 4.56 0.00 0.00 0.00 0.17

Czech Republic 0.83 3.84 4.52 0.02 0.06 0.00 -0.01

Portugal 0.80 2.99 4.58 -0.03 0.00 0.05 -0.22

Italy* 0.78 2.62 4.21 0.00 0.00 0.00 -0.13

Slovenia* 0.77 2.77 4.14 0.01 -0.06 0.01 -0.01

Estonia 0.76 3.94 4.88 -0.01 0.04 0.00 -0.01

Ireland 0.74 4.01 5.31 -0.04 -0.17 0.00 -0.01

Lithuania** 0.61 3.49 5.51 0.00 0.00 0.00 -0.10

Hungary 0.54 3.97 4.76 -0.02 -0.02 0.00 -0.01

Poland 0.41 2.84 4.35 -0.03 -0.03 -0.01 -0.01

Table 2.4: Correlation between NPT and SPT and estimated latent mean for the
partial scalar invariance model and the differences in latent means between the
metric and scalar invariance models.
*) Intercept for trust in the UN/EP non-invariant.
**) All intercepts, except trust in political parties non-invariant.
***) All intercepts, except trust in politicians non-invariant.
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Sweden, Finland, Germany and (to some degree) Belgium and Austria exercises

the highest latent means of NPT while Finland, Lithuania, Sweden, Ireland, Nether-

lands and Belgium have the highest level of SPT. Countries with a weak correlation

(< 0.7) include only Lithuania, Hungary and Poland, which are all characterised

by having a high difference in mean levels of SPT and NPT. The results are further

illustrated in Figure 2.2.

It looks as if the Nordic countries and the Netherlands fall into a category of

themselves as having a consistently high degree of belief in both national and

supranational political institutions. On the flipside, we observe the Southern

European countries, Poland, Slovenia and France exercising lower-than-average

levels of both NPT and SPT. Lithuania is an interesting case since it is the only

country with below-average levels of NPT but very high levels of SPT.

One thing which is important to note is that country-level aggregates do not

resemble individual levels of NPT/SPT, and as such the within-country variability

could be notably different in countries with the same mean levels of NPT/SPT.

Finally, the mean level of NPT (from 2.62 in Italy to 5.24 in the Netherlands) varies

considerably more than SPT (from 4.14 in Slovenia to 5.79 in Finland).

2.8 Invariance and correlation between national and

supranational political trust

The purpose of this chapter is to investigate if national and supranational political

trust are empirically distinguishable concepts, and if we can reliably compare the

latent variable means across countries, and to what extent levels of both types of

trust are associated in different EU countries.

In this regard we arrive at three main conclusions: 1) national and supranational
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political trust are two empirically distinct concepts, which should be split into

two latent variables, 2) NPT and SPT is measurement invariant in most countries

with the latent means in non-invariant countries not affecting the substantive

conclusions and 3) both NPT and SPT correlate strongly in the majority of the

countries. We will discuss points 2) and 3) further below.

The modelling procedure clearly shows that full measurement invariance across

all countries is not achievable. It is necessary to free up the intercept for trust in the

EP/UN in multiple countries to obtain an acceptable fit. Freeing up the intercept

for trust in the EP has the same effect on model fit since the measure for SPT is

made from only two indicators (the intercepts must sum to 0).

Nonetheless, both the metric and the final partial scalar invariance model yield

similar estimates of latent means, which in turn leads to similar substantive con-

clusions. Comparable results are found by Reeskens and Hooghe (2008), who uses

MGCFA on two older waves on the ESS, finding it impossible to obtain full scalar

invariance across all countries when measuring generalised social trust.

On the interrelationship between national and supranational political trust, the

results show a strong correlation across most countries. Pursuing the evidence that

NPT and SPT are empirically distinct, the correlation table shows how high levels

of trust in national political institutions is strongly related with higher levels of trust

in supranational institutions, such as the EU. This finding goes in line with that of

Muñoz, Torcal, and Bonet (2011), who uses multilevel modelling of older waves

of the ESS to claim that trust in the national parliament is positively correlated

with trust in the European Parliament and Arnold, Sapir, and Zapryanova (2012)

who ‘[...] confirmed the congruence hypothesis developed in the literature by

showing that trust in domestic institutions fosters trust in the institutions of the

European Union.’ Interestingly, countries with low correlations between both

72



forms of political trust are characterised by notably higher levels of SPT compared

to NPT, and not the other way around (only in Austria and Netherlands is NPT

slightly higher than SPT).

In turn, the Nordic countries and the Benelux countries have consistently high

levels of political trust across the board, just as expected from the literature. With

the exception of these countries, no clear dichotomy based on the stable versus

new democracies seems to exist. Although earlier studies have shown how post-

communist countries have an initial low level of political trust, this seems to be

true only in a few cases for the ‘new democracies’, since both Hungary, Czech

Republic and Estonia exhibit average or above-average levels of national political

trust.

While it is not within the scope of this thesis to offer an explanation as to why this

difference may or may not exists, the findings indicate that the NPT-SPT dynamic

is quite different across countries. However, we find it relevant that the Southern

European countries (Italy, Spain and Portugal) all have low levels of both NPT and

SPT. This may indicate that a national- or cultural level bias exists in those specific

countries. Summing up, we believe it imperative to evaluate political trust at both

the national and the supranational level.

2.9 Extentions to the simple measurement model

Since the purpose of constructing a simple measurement model as in this chapter

is to investigate the apparent correlation between two empirical concepts for

between-country comparisons, no inference is made on NPT having a direct effect

on STP and vice versa. Even though political theoretical models may imply such

a relationship, corresponding assumptions cannot be made for the data used in

this study. It would require not only longitudinal data but also an extensive
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understanding of historical events, which are known to affect NPT and/or SPT.

Furthermore, a range of covariates are known to have an impact on political trust,

let it be national or supranational, and including those in a structural equation

modelling framework seems like the next logical step.

In the theoretically oriented literature on political trust, Kestilä-Kekkonen and

Söderlund (2015) argue that engagement in the political system and the level of

trust in the said system is non-constant across different age groups. In addition,

Foster and Frieden (2017) argue that education is a strong indicator of political

trust, with higher educated citizens having significantly higher levels of trust in the

political system and hence exercising a higher level of political trust, national as

well as supranational. They also claim that females are less trusting towards both

national and European governments (Foster and Frieden 2017). The ESS offers a

wealth of individual-level covariates, such as gender, age, and educational level,

and there is plenty of scope for investigating and trying to explain the variations in

trust that we have established here. However, while we have investigated variation

across countries, this level of aggregation can be argued to be too simplistic and

within-country variation may well reflect variation across further subdivisions, as

we saw in the motivating example, as well as individual-level differences. Parsing

out the variation across regions is the topic of the next chapter.
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Chapter 3

Measuring the association between

NPT and SPT across NUTS regions in

the EU

In Chapter 2 we discussed and analysed a simple measurement model of political

trust across countries using the ESS. One of the key discoveries was that NPT and

SPT are strongly correlated within countries. However, as we argued in the moti-

vating example, is it unreasonable to assume that countries are homogenous across

regions, counties or other subdivisions? Since the ESS contains information on

Nomenclature of Territorial Units for Statistics (NUTS) in the European Union (EU),

we will be able to set up a NUTS-level model. By analysing a measurement model

for political trust in smaller geographical areas rather than the country level, one

can get a better and more fine-grained understanding of the multidimensionality

of political trust and its spatial variability.

The purpose of this chapter is to outline the issues when moving from a country

level model to a regional level model. Hence, it is important to note that the steps
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taken are not with the intention of following a rigorous modelling procedure, but

rather to provide the basis for a Bayesian modelling framework put forward in

Chapter 4.

Analysing the ESS on the NUTS-level is not new and has seen a number of ap-

plications in recent years (e.g. Algan et al. (2017), Iacono (2019), Schoene (2016),

and Rustenbach (2010)). Iacono (2019) uses NUTS 2 on crime data, and is a strong

proponent of using regional-level data. Of the many advantages, higher statistical

power and capturing heterogeneity within countries are highlighted (Iacono 2019).

Schoene (2016) and Rustenbach (2010) uses NUTS 2 in a similar way through differ-

ent variants of multilevel models. However, the main reasoning for the application

is to make use of regional variables such as population density and GDP. While

demographic information and NUTS-level aggregates are important in certain

modelling frameworks, these studies do not provide any theoretical justification

for why an analysis at the sub-country is both relevant and necessary.

One recent study that touches upon regional variation within a theoretical frame-

work is Bäck et al. (2018). They claim, in line with Rustenbach (2010), that regions

with high levels of generalised trust “constitutes more hospitable environments of

receptions for immigrants rather than regions where the overall level of trust is

low” (Bäck et al. 2018). This is not only novel from a theoretical perspective but sets

the stage for a more detailed analysis of the potential between-regional mechanics

in play. In that sense, we agree with Ziller (2014) in a study on the longitudinal

impact of immigration-related diversity:

“Previous pan-European studies have often relied on country-level

indicators, which is a quite far-removed perspective. Using regions

instead will allow the modelling of important variations in ethnic con-
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text, while still generating comparable results for a broader European

context.” (Ziller 2014)

In light of the above, the purpose of this chapter is to extend on the idea that

theoretical concepts such as political trust should be investigated at the NUTS

level. However, as pointed out in Chapter 2, it is necessary to establish a measure-

ment model to ensure that we are measuring the same concept across all regions;

something which the aforementioned studies do not consider. Hence, we provide

one possible way of analysing the association between national- (NPT) and supra-

national political trust (SPT) in the European Social Survey (ESS) from 2010-2016

across NUTS regions. We extend on Chapter 2 with an example to highlight 1)

considerations and issues regarding coding of NUTS over time, 2) motivation for

examining measurement models at the NUTS-level, 3) results of between-NUTS

and between-yearly differences of SPT and 4) a discussion of drawbacks of the

chosen model, including suggestions on how they can be resolved.

3.1 NUTS coding over time

The data used in the following analysis is ESS round 5 through 8 (2010-2016). The

total sample sizes across countries for each year are listed in Table 3.1. For this

particular analysis, we are only interested in EU countries who are participating

in all ESS rounds, hence the slight reduction in number of countries compared to

analysis in Chapter 2.

When analysing data at the NUTS level, the aim is to preserve the highest level of

detail possible (i.e. NUTS 3 > NUTS 2 > NUTS 1), while at the same time ensuring
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Country ESS round Total
5 6 7 8

Belgium 1,639 1,814 1,713 1,710 6,876

Czech Republic 2,173 1,831 1,996 2,120 8,120

Germany 2,653 2,677 2,845 2,678 10,853

Estonia 1,433 1,956 1,819 1,786 6,994

Spain 1,666 1,657 1,593 1,633 6,549

Finland 1,781 2,091 1,971 1,857 7,700

France 1,650 1,876 1,793 1,977 7,296

United Kingdom 1,899 1,803 1,997 1,773 7,472

Hungary 1,299 1,720 1,474 1,409 5,902

Ireland 2,033 2,173 1,975 2,274 8,455

Lithuania 1,218 1,665 1,886 1,862 6,631

Netherlands 1,689 1,698 1,790 1,529 6,706

Poland 1,429 1,515 1,358 1,425 5,727

Portugal 1,714 1,871 1,127 1,145 5,857

Sweden 1,231 1,666 1,581 1,368 5,846

Slovenia 1,179 1,046 1,028 1,186 4,439

Total 26,686 29,059 27,946 27,732 111,423

Table 3.1: Country sample sizes in ESS 5, 6, 7 and 8. Countries in the analysis
highlighted with bold.
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consistent coding over time. Prior to round 5, the ESS did not incorporate official

NUTS coding for countries but instead provided country-specific region variables,

which in some cases did not follow official NUTS classification. Hence, we have

chosen data from ESS 5 and forward, excluding ESS 9, which at the present time

does not include data from a sufficiently large number of countries. Furthermore,

several countries have adopted different coding over time under the NUTS 2010,

2013 and 2016 classifications, with a new classification expected to be released in

2020. In cases where NUTS classification has changed over time, previous classifi-

cations have been re-coded to follow the current standard where possible. Only

two NUTS regions were not possible to recode: PL91 (Warszawski stołeczny) and

PL92 (Mazowiecki regionalny), due to boundary changes. In this particular case,

they have been merged into the NUTS1-region of PL9 (Makroregion Województwo

Mazowiecki). In order to carry out the following analysis, recodings have been

made for Finland, Slovenia, Ireland, France, Lithuania, Hungary and Poland, as

listed in Appendix 2. One of the major drawbacks of ensuring consistency over

time when analysing NUTS regions is the loss of depth when re-coding to a higher

NUTS level is necessary. Therefore, if one finds only a specific year interesting for

further analysis, the highest possible NUTS level should be applied.

In the analysis, only NUTS regions which have data available for all ESS rounds of

interest and have more than 40 observations in every round are included. This is

due to issues with the multiple groups confirmatory factor analysis method, which

will be further discussed in Section 3.4 and the following chapter. The reduced

number of NUTS regions, including the number of observations per NUTS is

provided in Appendix 3.

The total number of NUTS regions in the sub-sample is 163 where the largest

samples are found in the Norte region in Portugal in ESS 5 (PT11 - 726 observations),
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Figure 3.1: Measurement model of NPT and SPT with correlated errors.

Lisbon metropolitan area in Portugal in ESS 6 (PT17 - 746 observations), and

Harju County in Estonia in ESS 7 and ESS 8 (EE001 - 823 and 776 observations

respectively). The smallest region across all four ESS rounds is in Dalarna County

in Sweden (SE312), which has a total of 176 observations. The mean sum of

observations per NUTS is 628 across all four ESS rounds (157 per round). This

mean value would, of course, be smaller if the full sample was used.

3.2 Model setup and reasoning

The model of interest is shown in Figure 3.1, which corresponds to the MGCFA

models in Chapter 2.

The first three items act as indicators for national political trust (NPT) and the

last two as indicators for supranational political trust (SPT). As shown in Chapter
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2, this model fits well to the ESS data and is superior to the one-factor counter-

part. Previous analysis has mainly focused on between-country differences in the

correlation between NPT and SPT and not investigating these differences at the

NUTS level. The reasoning for having a more in-depth look at this measurement

model is two-fold. First, both theoretical arguments and empirical work suggest

that political behaviour and opinion is not independent of regional affiliation

within a country, which was also pointed out in the introduction to this chapter.

As shown in the motivating example from the introduction, a large majority of

citizens in London and Scotland areas voted to remain, indicating some regional

differences in voting patterns (see also Hobolt 2016; Colatone and Stanig 2018;

Clarke, Goodwin, and Whiteley 2017). Second, since this data is available across

years, examining NUTS as the analytic unit of interest makes it possible to broaden

our understanding of with-country changes over time. It might be that estimated

country-specific levels of NPT and SPT respectively are estimated to be constant

over time, even though said country experiences significant regional changes. As

such, analysis involving measures such as NPT and SPT is best done at the lowest

possible geographical level.

One thing to keep in mind is the relative difference in detail for each country. While

some countries are divided into many NUTS regions with few observations in

each, other countries have only a few NUTS regions. The difference in sample sizes

is not an issue when the aim is to compare different regions, but as it is the case

with all comparative research, one has to be cautious when examining aggregates.
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3.3 NPT and SPT across a subset of NUTS regions in

2010-2016

Models in this section were run using the R-package ’lavaan’ in Microsoft R

Open 3.5.1 (Windows). One of the limitations when moving to the NUTS level,

where the number of groups increases significantly, is the computational part of

the modelling procedure, which requires more physical memory than normally

available on standard personal computers. We ran each model separately. Each of

the year-specific models was able to run with 32 GB of RAM with an additional 25

GB of virtual memory pagefile. The computational issues are less severe in Linux,

which will allocate RAM automatically to the disk in case of overflow in R under

the right setup, although this may slow down the estimation notably.

In Figure 3.2 to 3.5, the estimated mean level of NPT and SPT across all four

rounds are plotted onto maps using freely available software (QGIS and GeoDa).

The legends of NPT and SPT are different since the estimated means of SPT are

consistently higher in most NUTS regions. Many countries lack several NUTS

regions, due to the restrictions imposed by subsetting the data, which reminds

us that this is an illustrative example rather than a rigorous modelling procedure.

All models were run as metric invariance models (i.e. Λg = Λ∀g ∈ G). It was

not possible to compute a scalar invariance model since the maximum likelihood

estimator is not able to converge.

When eyeballing the trends on the maps, it does not appear that NPT and SPT are

consistent, neither between countries nor within countries over time. While the

few Swedish regions, Finland regions and the Benelux countries’ regions exhibit

consistently high estimated levels of NPT and SPT, other countries indicate a high

level of variability in these measures. One example is Lithuania and Hungary,
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Figure 3.2: Estimated mean level of NPT across NUTS regions in ESS 5 (top) and
ESS 6 (bottom).
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Figure 3.3: Estimated mean level of NPT across NUTS regions in ESS 7 (top) and
ESS 8 (bottom).
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Figure 3.4: Estimated level of SPT across NUTS regions in ESS 5 (top) and ESS 6
(bottom).
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Figure 3.5: Estimated mean level of SPT across NUTS regions in ESS 7 (top) and
ESS 8 (bottom).
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where SPT varies across NUTS regions for all ESS rounds, albeit less for NPT.

Finally, we observe a ’capital effect’ on both measures of trust, with the capital

region of France, Ireland, Germany, Finland and Czech Republic having a higher

level of NPT than the surrounding regions. Such an effect have been observed

in previous studies as well (e.g. Rahn and Rudolph (2005)). While it is not the

purpose of this study to investigate the potential substantive reasons for such an

effect, it is worthwhile to keep in mind for future analyses.

Again, it is necesary to highlight that the aim of this excercise is not to provide a

meaningful modelling framework, but rather to highlight apparent issues when

moving to a regional level model. One possibility would be to aggregate small-N

regions, i.e. cluster regions together, to avoid estimation issues. However, we have

chosen to stick with the most detailed NUTS level division possible.

3.4 Issues and solutions

Several issues present themselves when running a multiple groups confirmatory

factor analysis (MGCFA) model like the one presented above, which shall be

discussed in turn.

First, the conventional maximum likelihood estimator is not able to estimate param-

eters if the number of items is equal to or greater than the number of observations,

which makes more complex models increasingly more difficult to estimate. Hence,

when such NUTS regions appear in the data they must simply be removed in order

for the maximum likelihood estimation procedure to be successful. In this specific

analysis, it was even necessary to reduce the sample to only consist of NUTS

regions with 40 or more observations to avoid complications in the estimation

procedure. Second, so-called Heywood cases are a common appearance with such

a vast number of groups (Gagne and Hancock 2006). A Heywood case appears
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when the residual variance of a given item is estimated to be negative. Previous

research has developed methods for diagnosing the reason for their appearance,

while some choose to simply fix the variance to be 0. If not handled properly,

the implication can be wrong parameter estimation and thus wrong substantial

conclusions. A full list of cases in the present analysis (ESS8 only) is presented in

Table 3.2, which of course does not include regions which did not enter the analysis

due to extremely small sample sizes (N < 40). This indicates that Heywood cases,

while prevalent in small-N groups, can also appear in larger N groups. Heywood

cases will be an important issue for discussion in Chapter 4.

Third, in some cases, the model implied co-variance matrix for a given NUTS is not

positive definite. What that means is that some values exceed their natural range

(correlation between latent variables is above 1 or below -1). While the correlation

between the latent variables has not been investigated further in this analysis,

literature suggests that it can be due to either model misspecification or estimated

parameters which are very close to the parameter boundary.

Solving these issues are not trivial within the frequentist modelling framework, and

hence we suggest that it is preferred to analyse MGCFA models on a large number

of groups within a Bayesian framework, an approach which is accomplished in

Chapter 4. As Gelman (2006) pointed out, specifying priors for variances is a non-

trivial problem, but following his modifications for the standard prior specification,

it is possible even with a very small number of observations. At the same time,

Heywood cases can be eliminated by choosing a suitable prior distribution for the

variance parameter and the correlation parameter.

3.4.1 Sensitivity to extreme cases

A key premise for the validity of the fit indices and the inference is general, are
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Region Region SS Item Total
trstEP trstPRT

CZ010 267 1 0 1

CZ041 57 1 0 1

CZ072 100 1 0 1

DE4 154 0 1 1

EE007 169 0 1 1

ES21 71 1 0 1

ES24 45 1 0 1

ES41 94 1 0 1

ES42 61 1 0 1

ES52 172 1 0 1

FRG0 122 1 0 1

HU110 275 1 0 1

HU211 64 1 1 2

HU221 57 1 1 2

HU232 42 0 1 1

HU321 46 1 1 2

LT011 466 1 0 1

LT021 82 1 0 1

LT024 101 1 0 1

LT027 79 1 0 1

NL13 51 0 1 1

PL42 56 0 1 1

PL51 113 0 1 1

PL81 92 0 1 1

SE123 71 0 1 1

SE312 50 0 1 1

Total 17 12 29

Table 3.2: Heywood cases at the NUTS level in a subset of ESS 8.
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the distributional assumptions of the model. In particular, the sphericity and

continuous level of measurement that stems from the normally distributed error

terms. A number of Monte Carlo studies have investigated the effects of departures

from normality on estimators and tests of model fit (Muthén and Kaplan 1985;

Curran, West, and Finch 1996; Lei and Lomax 2005) as well as empirical evalua-

tion of standard methods to counter non-normality (e.g. Andreassen, Lorentzen,

and Olsson 2006). Typically these studies have operationalised departure from

normality in terms of skewness and kurtosis, but for the trust items in ESS there

seems to exists a very specific censoring issue with flooring and ceiling effects

on extreme response values. These extreme values will affect skewness, much

like outliers as identified by Gao, Mokhtarian, and Johnston (2008), it is uncertain

whether transformations or alternative estimation procedures would alleviate the

problem (alternative estimation procedures would also not address departure from

sphericity for the fit measures). For similar reasons, it is not clear whether an

alternative model, like the model for ordered categorical outcomes employed by

Lubke and Muthén (2004) would be appropriate.

Due to the nature of the scale provided by the ESS, which goes from 0 to 10,

some items have a very high percentage of ’no trust at all’ answers. For example,

10.61% of the respondents have ’no trust at all’ in the European Parliament, while

only 1.04% have ’complete trust’. These numbers are 15.2% and 0.42% for trust in

politicians and 14.41% and 0.38% for trust in political parties respectively. However,

it is only 6.92% and 1.98% for trust in the UN.

While the items that make up the trust scale are treated as continuous, it is not clear

that different categories of people have the same reference points. For grouped or

coarsened data, floor effects is a known statistical problem (e.g. Heitjan (1989)).

A floor effect comes into play when data gets limited by the lower bound of the
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scale. For example, if two respondents answer ’0 = no trust at all’, which is the

floor of the scale, they may still exhibit different levels of trust. While we do not

go into the deeper psychological motivations, in attitudinal surveys, if people feel

really negative to a topic, they might revert to extreme response styles (Hyman

and Sierra 2012; Lavrakas 2008; Lu and Bolt 2015). The attitude to national and

supranational political trust is clearly a polarising issue and we cannot discount

the possibility that while some individuals rate their trust on the required scale,

other people might feel very strongly that there is no value on the scale that is

negative enough. The measurement model relies crucially on sphericity and floor

effects may adversely affect the inference.

In other words, since the scale is limited to the range 0-10, it is assumed that some

respondents answering 0 would answer below 0 if allowed. Since the distributions

of all items are heavily right-skewed, the resulting model does not adhere to the

assumption of multivariate normality, thus making it suspect to estimating wrong

standard errors. Consequently, the realisation of answers is simply a truncated

normal distribution. Thinking of the distribution as being left-censored, we can

impute values such that the items better resemble a normal distribution. The

procedure is to draw from the tail of a truncated normal distribution with mean and

variance for each item, replacing the values of 0 with a random draw. Technically

speaking, an estimation of µ and σ of a truncated multivariate normal distribution

is performed using the generalised method of moments (GMM) given the lower (0)

and upper (∞) truncation points (Wilhelm 2015). Details on the technical aspects

of truncation is given by Lee (1979).

We chose the metric invariance model from Chapter 2, in order to test the perfor-

mance of the imputations method. In total, the imputation procedure was run with

30 repetitions. The full code is available in Appendix 4. We use the imputation here
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only to test sensitivity to model assumptions and we are not interested in a pooled

analysis (Rubin 1987). Figure 3.6 shows the original distribution of the items in the

raw data alongside distributions in random choice of imputed data (repetition 15).

The imputed values range from -11.2959 to -0.0002. The extreme low values of the

imputation are very rare, since they are in the tail of the distribution. When the

number of 0 responses is high, the resulting imputed data will have a long left tail.

This can be seen by comparing trust in politicians and trust in the UN in Figure

3.6. Unsurprisingly, the fit indices improve when using imputed data, as shown

in Figure 3.7. Across 30 imputed data sets, the CFI ranges from 0.9798-0.982, the

RMSEA from 0.0738-0.0782 and the SRMR from 0.0386-0.0414 when estimating the

metric measurement invariance model, which is at least as good a fit in the vast

majority of cases, compared to the raw data.

Although the fit of the model improves, it is only marginal. An overview of changes

to the country-level correlations between NPT and SPT are listed in Appendix 5,

which shows some changes for certain countries. It is promising in that allowing

for the full range better captures the correlation between NPT and SPT. This is a

consequence of the fact that a coarsening of values, here the flooring effect, only

can reduce correlation. The effect of extreme response bias is perhaps not that great

on the overall analysis, but nevertheless, given the prevalence of a flooring effect, it

would seem like a worthwhile task to predict and explain if individuals are judging

the questions on a ’different scale from others’. This could possibly have been done

by a mixture model, where a latent class indicates whether the respondent is a ’0

respondent’ or a respondent who utilises the full extent of the scale. Furthermore,

it is likely that the response category carries meaningful information that can be

explained and analysed through more detailed individual-level analysis. This is

beyond the scope of the current thesis, however.
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Chapter 4

A Bayesian approach to measuring

political trust across NUTS regions in

Europe

As previously mentioned, applied research in the field of social and political sci-

ences has experienced an increase in the number of studies applying multiple

groups confirmatory factor analysis (MGCFA) models to investigate measurement

invariance of theoretical concepts across groups. However, many studies do not

utilise available data to its full potential. A range of large-scale cross-national sur-

veys contain detailed individual-level information on region membership within

countries, yet many studies rely on country-level aggregates to investigate between-

country differences in latent constructs. While MGCFA models comparing a large

number of groups undoubtedly allow for a more nuanced analysis of a given

theoretical measure, the researcher faces several obstacles when attempting to

estimate such models. One issue is a convincing way of summing up the results

in order to make useful comparisons between groups. Another, more technical
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issue, is the frequent occurrence of small samples within groups, which can result

in conventional frequentist maximum likelihood estimation failing to converge

or produce ’Heywood cases’, which yields improper solutions (Heywood 1931;

Kolenikov and Bollen 2012).

The purpose of this chapter is to advocate the use of MGCFA models at the re-

gional level when available, in order to gain additional insights. In order to solve

estimation issues, we suggest applying a Bayesian multiple groups confirmatory

factor analysis (BMGCFA) approach. First, we restate the principles of the MGCFA

method used in the previous chapters to identify the key issues. Second, the issue

of the small-N case is presented, followed by a review of the alternative BMGCFA

approach, with a particular focus on the choice of priors for the residual variance

parameters. Third, we present an application of the method based on the two-factor

model used in Chapter 2 and 3. Fourth, the analysis is carried out on a model

presented in previous research by Märien (2011) for a one-factor model of political

trust measured across 265 NUTS regions in Europe using the European Social

Survey, round 8. Finally, we suggest a graphical way of comparing models within

the BMGCFA framework using the posterior deviances, alongside a discussion

of the potential theoretical insights gained by estimating the two models at the

regional level.

4.1 Multiple groups confirmatory factor analysis and

its applications

Recall the standard linear SEM model which is defined as

y = α + Λη+ ε,
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for j = 1, . . . , p where y =
[
y1, . . . , yp

]T is a p× 1 vector of observed variables,

η =
[
η1, . . . , ηq

]T is a q × 1 vector of latent variables, α = [α1, . . . , αp] is a p × 1

vector of intercepts, Λ is a p× q matrix of factor loadings and ε is a p× 1 random

vector of residual errors.

As previously illustrated, MGCFA is of particular interest in cases where the

researcher wants to establish measurement invariance (Jöreskog 1971; Davidov

et al. 2014). With the increased access to computing power, even complex models

are estimated fairly quickly. Recently, the use of MGCFA models within the social

and political sciences has increased significantly. For example, Ariely and Davidov

(2010) use MGCFA to investigate measurement invariance in attitudes towards

democracy in 36 countries using the World Values Survey. Likewise, Märien

(2011), which we will evaluate in Section 4.7, assess measurement invariance

for institutional trust across multiple countries on the basis of four waves of the

European Social Survey using a one-factor model. However, in both cases, lower-

level groupings (NUTS regions) in data is simply ignored, and consequently, their

results rely on country level aggregates. Especially within the political and social

sciences, aggregate measures of multidimensional theoretical concepts may not be

acceptable when it is well known that they encompass complex within-country

dynamics. However, moving from a country-level to a regional-level MGCFA

model is not necessarily straightforward, as seen in the previous chapter. Besides

the substantial difficulties, which arises when interpreting differences between

a (large) number of groups, the maximum likelihood estimation procedure also

struggles in certain scenarios. This issue shall be discussed in the following.

4.1.1 Heywood cases

One issue when working with small sample sizes is the possible occurrence of
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Heywood cases (Gagne and Hancock 2006). A Heywood case is identified when

variance estimates are negative or correlation estimates are greater than one in

absolute value (Kolenikov and Bollen 2012). Within the CFA framework, a Hey-

wood case typically occurs in the estimation of negative item error variances or

non-positive definite covariance matrices (van den Bos 2007; Kolenikov and Bollen

2012). A covariance matrix can be thought of as ’rescaling’ a vector parsing out

the variance due to different dimensions and as such must be positive definite.

By definition, a matrix W is positive definite if z’Wz is strictly positive for all real

vectors z. In terms of the covariance in the normal distribution, this can be thought

of as the distance among a set of points from the mean vector. If the covariance

is positive definite, it is possible to calculate its Cholesky decomposition. Besides

the obvious issue of the estimates yielding nonsense values, improper solutions

potentially influence other parameters in the model thus making model inference

unreliable.

The reasons for Heywood cases’ occurrence can be many. Most often, the issue

can be narrowed down to be related to either model misspecification, low sample

sizes or variables misbehaving, i.e. the variables having an uncommon non-normal

distribution, extreme values or a data error. Studies on the issue of Heywood

cases on error variances has proposed a range of possible workarounds, including

fixing the error variance to 0 (Chen et al. 2001). This solution is typically justified

in cases when the confidence interval for the negative error variance estimate

contains 0 (i.e. when an estimate is negative and close to 0). Other solutions

include the application alternative estimation methods for the variance parameters

or making use of bootstrapping or robust sandwich estimators. While the ad

hoc application of a different estimator might solve the issue, it is by no means

guaranteed. Hence, a range of studies chooses to partially ignore the issue and
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simply fix the error variance instead, which used to perform ’reasonably well’

(Dillon, Kumar, and Mulani 1987). This approach is not recommended however,

since fixing the variance has the potential to bias other parameter estimates in the

model, making model inference questionable at best (Kolenikov and Bollen 2012).

When using MGCFA models across a large number of groups, the likelihood of

Heywood cases appearing increases, which might deter researchers from proceed-

ing with such studies. However, we suggest handling the small N case using a

Bayesian approach, which not only avoids this issue altogether but introduces a

more flexible and explicit modelling framework.

4.2 The application of BMGCFA

From a substantive point of view, there are several appealing reasons for employing

Bayesian methods in the MGCFA framework. First, it enables the researcher to

directly incorporate prior knowledge into the model. Second, the use of Bayesian

methods allows for increased model flexibility through the specification of prior

distributions. Third, we are able to overcome issues with the maximum likelihood

estimator such as model convergence and Heywood-cases.

Bayesian Multiple Groups Confirmatory Factor Analysis (BMGCFA) models have

been used in a variety of fields and topics with some recent studies pointing out

some of the advantages of applying them to well-known models. In more general

terms, Muthén and Asparouhov (2012) advocate for the use of BSEM in substantial

research. They point out how ML and likelihood-ratio chi-square testing relies on

strict models, which often results in the rejection of sensible models following the

general null-hypothesis testing. The more specific applications are plenty and is

highlighted by the fact that Bayesian estimation can help overcome convergence

problems (Depaoli and Clifton 2015; Hox, van de Schoot, and Matthijsse 2012;
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Fontanella et al. 2016). However, as noted by McNeish (2016) the influence of weak

priors on parameter estimates for small samples can, in some cases, lead to worse

results compared to a conventional frequentist approach. Hence, it is necessary to

exhibit caution in the prior specification.

In addition to the standard application of measurement invariance testing, Bayesian

approaches have recently found their way to the literature. More specifically, some

studies now incorporate ’approximate measurement invariance’. Instead of fixing

parameters to be exactly equal across all groups, a zero-mean prior with small

variance is applied for the difference in intercept or loadings between groups.

One example is from Verhagen and Fox (2012) who applies Bayesian approximate

measurement invariance using the ESS on attitudes towards immigrants - an ap-

proach which is further developed in Shi et al. (2017). However, it is important to

stress that this does not necessarily solve the estimation issues discussed above,

namely the issue of Heywood cases. While it does move away from an ’exact

measurement invariance’ approach and makes it easier to argue for measurement

invariance when the actual differences in parameter estimates are small, the maxi-

mum likelihood estimator may still struggle in cases where the sample sizes are

small.

4.3 The case: re-measuring political trust in European

countries

We will now introduce the development of a BMGCFA model based on the es-

tablished MGCFA model presented in Chapter 2 and 3 using the five questions

from the European Social Survey questionnaire; trust in the county’s parliament,

politicians, political parties, European Parliament and the United Nations.
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4.3.1 Data

We will use the same sample of the European Social Survey, round 8 (2016) as

previously, consisting of 18 European countries divided into a total of 249 regions,

where only complete cases are studied (31,952 observations in total).

4.3.2 Defining a BMGCFA model with phantom-latent variables

Consider the simple measurement model yg = αg + Λgηg + εg for individual

i = 1, . . . , N in group g = 1, . . . , G. In traditional BMGCFA we assume that

εg ∼ Np (0, Θg) and ηg ∼ Nm (νg, Ψg), where Θg and Ψg are residual covariance

matrices. To obtain posterior estimates of νg on the same scale as yg we apply

effects coding in a similar way as in Section 2.5 for frequentist MGCFA models.

Specifically, we set ∑N
i=1 αg = 0 and ∑N

i=1 λg = 1 for all g ∈ G. In the following,

we drop the notational dependence on g whenever it is not needed to distinguish

group-specific effects.

We recall that the model measures political trust on two latent variables using five

observed items (that is p = 5 and m = 2), which are all measured on a scale from

0-10. Also, the model assumes correlated residuals between trust in politicians

and trust in political parties (item 2 and 3). As a result, the observed residual

covariance matrix is

Θ =



θ11 0 0 0 0

0 θ22 θ23 0 0

0 θ32 θ33 0 0

0 0 0 θ44 0

0 0 0 0 θ55


Since the MCMC estimation of the off-diagonal elements Θ is known to be difficult
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Merkle and Rosseel (2018), we can introduce a set of phantom-latent variables D

with associated factor loadings ΛD such that ε = ΛDD + ε∗where ΛD is a p× v

matrix of factor loadings, D is a v× 1 vector of latent variables and ε∗ is a p× 1

vector of residuals. This separation strategy was proposed by Bernard, McCulloch,

and Meng (2010) and has since been implemented in, for example, the Bayesian

SEM package ’blavaan’ (Merkle and Rosseel 2018). By specifying the non-zero

entries in ΛD correctly we get that D ∼ Nv (0, ΨD) and ε∗ ∼ Np (0, Θ∗) where both

ΨD and Θ∗ are diagonal. In our case, we get the following working model:



y1

y2

y3

y4

y5


=



α1

α2

α3

α4

α5


+



λ1 0

λ2 0

λ3 0

0 λ4

0 λ5



 η1

η2

+



0

λD21

λD31

0

0


D1 +



ε∗1

ε∗2

ε∗3

ε∗4

ε∗5


In the working model, we set ψD = 1, and in addition

λD21 =
√
|ρ23| θ11 and λD31 = sign (ρ23)

√
|ρ23| θ22,

where ρ23 denotes the correlation parameter belonging to the covariance θ23 and

sign (ρ23) is 1 if a > 0 and −1 otherwise. The working residual variances are then

θ∗22 = θ22 − |ρ23| θ22 and θ∗33 = θ33 − |ρ23| θ33.

As a result, we are only required to set priors for the residual variances θ22, θ33 and

the correlation parameter ρ23 in the inferential model. The full code for defining a

configural invariance model using the phantom-latent variable specification can

be found in Appendix 6.
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There are several advantages of applying the separation strategy in BMGCFA mod-

els. Besides the desirable decrease in computing time (because the sampler only

has to evaluate diagonal matrices), we are primarily concerned with the increased

prior flexibility for the residual standard deviations through the specification of

univariate prior distribution. If one were to assign a prior to the raw covariance

matrix, the possibilities are severely limited due to the restriction of the prior, p (Θ)

being semi-positive definite. A popular choice is to assign p (Θ) ∼Wishart (I, d)or

p (Θ) ∼ InverseWishart (I, d), where I refers to the identity matrix and d to the

degrees of freedom (Gelman et al. 2013). We immediately realise that our primary

way of expressing the uncertainty around Θ is to vary d accordingly, which applies

to all entries in Θ (Barthelmé 2012). Furthermore, we may have little or no prior

knowledge about ρ but a strong prior idea about of the distribution of Θ. Unfortu-

nately, we have no straightforward way of incorporating varying prior knowledge

in Θ, unless we apply a separation strategy like the one mentioned above.

4.3.3 Choice of prior distributions

We shall apply the following priors for the intercepts, loadings, latent means, latent

variance/covariance and correlations:
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αp ∼ N(µα,
1
τα
)

λp ∼ N(µλ,
1
τλ

)

νp ∼ N(µν,
1
τν
)

ρD ∼ − 1 + 2 · Beta(a, b)

Ψp ∼ InverseWishart (I, 3)

For illustrative purposes, we set µα = 0 and µλ = 1, since we apply effects coding

with the implied restriction that ∑N
i=1 αg = 0 and ∑N

i=1 λg = 1. Furthermore, we

set µν = 5, which is the middle point of the original item scale. However, the

choice of µ has minimal impact on the posterior distributions, as long as the prior

variance is large, making it a favoured weak (or ’flat’) prior for parameters with

support on −∞ to ∞. Hence, we set the precision τα, τλand τν to 0.01, resulting

in the normal priors being close to flat in the interval of interest for each param-

eter. We have chosen the symmetric −1 + 2 · Beta(1, 1) prior for the correlation

parameter, which has support on [−1; 1]. This is true, since every Beta(a, b) can be

shifted to be symmetric on the interval (c, d) if we multiply it by (d− c) and add c

(L’ecuyer and Simard 2006). Although the −1 + 2 · Beta(1, 1) prior is equivalent

to a Uniform(−1, 1) prior, the −1 + 2 · Beta(a, b) prior, in general, allows us to

control the tail behavior of the distribution if we so wish. We also choose to assign

an inverse Wishart prior to the latent covariance matrix. Previous models did

not indicate any issues with the latent variances being negative. With the inverse

Wishart distribution being the conjugate prior for the covariance matrix for the

multivariate normal distribution, it is the natural choice. However, if the latent
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variances exhibited the same issues as the residual variances, the same separation

strategy as mentioned above could be applied.

Setting the priors for the residual variances is more involved. Running the model

using MLE results in a range of Heywood cases, which, as previously mentioned,

occurs in small-N groups. In this section, we explore a range of different priors on

the residual variances (or standard deviations), followed by a brief justification for

the prior to be used in the following BMGCFA models. We shall investigate the

posterior distribution for θ11 in a low N = 9 group (S212: Kronoberg County in

southern Sweden) for a selection of commonly used priors, which can be found in

Figure 4.1 to 4.4. Please note that the scale of the axes are not the same between the

different posterior distributions. We aim to make an informed choice of prior when

only little data is available, based on the posterior distribution, while ensuring that

the choice of prior does not distort the posterior distribution in groups where more

data is available. For these illustrative runs, all models are estimated using JAGS

using the R2jags version 0.5-7 in R with two chains, burnin = 2,000, iterations =

200,000. We considered accounting for the floor effects discussed in Section 3.4.1

by specifying zero values on the items as missing values truncated to the right in

0, something that is straightforward in JAGS. However, we chose to omit this in

favour of simplicity. The posterior draws for each iteration are represented as a

red and black line for chain one and two respectively.

4.3.3.1 InverseGamma (ε, ε) on the residual variances

The inverse gamma distribution is commonly used as a default choice of prior for

the residual variances in Bayesian estimation software (Lunn et al. 2000). One of

the persuading properties of the inverse gamma prior is its conditional conjugacy

for the gamma likelihood, which allows one to analytically derive the conditional
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posterior distributions. However, recent studies have highlighted some potential

issues with the inverse gamma distribution when data is sparse. For example,

Gelman (2006) describes this:

“[...] a difficulty of this prior distribution is that in the limit of ε →

0 it yields an improper posterior density, and thus must be set to a

reasonable value. Unfortunately, for datasets in which low values of

σα are possible, inferences become very sensitive to the choice of ε, and

the prior distribution hardly looks noninformative [...]”.

Figure 4.1 shows the posterior draws from θ11 in the model for NUTS S212 (poste-

rior mean = 6.69). The distribution has a sharp peak but encompasses occasionally

extreme values of θ11. Even though the inverse gamma, IG (0.001, 0.001) is fre-

quently used as a weak prior for θ, it performs badly in this case, since the posterior

estimate for the residual variance is inflated in the case of a low sample size.

4.3.3.2 Uniform(0, 8) prior on the residual standard deviations

An alternative choice of prior for the residual standard deviations is the uniform

prior on the interval (0, A) where A is set to some reasonable value. The main

advantage of the uniform distribution over the inverse gamma is the behaviour

in the limit σ→ 0. Figure 4.2 shows the posterior distribution for a Uniform (0, 8)

prior on θ11, which corresponds to a range of [0;64] for the posterior residual

variance. Compared to Figure 4.1, the distribution takes on values close to 0 but

exhibits an unrealistically long tail (posterior mean = 8.8). It appears that the
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uniform distribution leads to over-estimation of θ in the case of small sample size

due to the heavy right tail. Although we have the option to adjust the value of

A, it is completely contingent on an arbitrary cut-off value, which is not desirable

if we have little to no prior knowledge about the distribution of θ. If we set A to

be ’high’, we will experience posterior draws close to A/2 when the sample size

is small, while if we set A to be ’low’ we do not allow for posterior draws which

would normally occur at the tail of the distribution.

4.3.3.3 Half-Cauchy and half-t prior on the residual standard deviations

Investigations made by Gelman (2006) have demonstrated how the folded half-t

family of priors on the residual standard deviations is an alternative to the inverse

gamma and the uniform priors mentioned above. Consider a half-Cauchy (HC)

prior with scale parameter A which is a special case of the half-t (HT) distribution

with one degree of freedom. The standard Cauchy distribution takes values

θ ∈ (−∞, ∞):

f (θ; θ0, A) =
1

π

[
1 +

(
θ−θ0

A

)2
]

Since for variances θ ∈ (0, ∞) the half-Cauchy is defined on positive numbers as a

special case of a HT:

f (θ; A) =
2

πA
[

1 +
(

θ
A

)2
]

We observe that the probability density function decreases as a function of the

distance from 0 as the denominator increases as θ gets larger. As A → ∞, the

HC approaches a uniform distribution, while it has a broad peak at 0 for lower
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values of A and a much heavier tail compared to, for example, the half-normal

distribution. Note that the mean and variance of the half-Cauchy are undefined.

However, this does not mean that the posterior means and variances are undefined.

Figure 4.3 shows the posterior draws from a HC(10) prior on θ11 in the low N

group (posterior mean = 7.19). The distribution resembles that of the inverse

gamma IG (0.001, 0.001) prior, with a shorter tail. We can apply a more informative

prior by defining a HT distribution with d.f. > 1, which has the probability density

function:

p (θ) ∝
[

1 +
1
v

θ2

σ2

]− v+1
2

Here, v denotes the degrees of freedom. Figure 4.4 shows posterior draws with

d.f. = 20 and scale 2. Compared to the weaker HC distribution, the extreme sam-

ples in the tail are eliminated, while we keep the characteristics of the distribution

(posterior mean = 5.05). In the following models, we shall make use of the HT

distribution for both the country-level and the NUTS-level invariance models.

4.4 Model fit indices and diagnostics

In order to compare BMGCFA models, several model selection criteria have been

developed. One of the most common indices is the deviance information criterion

(DIC), which has been applied by researchers for a number of years and is incor-

porated in several software packages (Lunn et al. 2000; Plummer, Stukalov, and

Denwood 2016; Merkle and Rosseel 2018). The DIC is also used for other types of

models, and can also be used as an alternative to fit indices in MGCFA models. In

addition, recent developments include both the widely applicable information cri-

terion (WAIC; also called the Watanabe-Akaike information criterion) and LOOIC
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(leave-one-out information criterion).

The DIC is determined by calculating the deviance, adding the effective number

of parameters, that is DIC = D (θ) + pD. The deviance is defined as minus two

times the log likelihood:

D (θ) = −2` (θ; x)

The mean and variance of the deviance is calculated across the posterior draws of

θ. Next, pD can either be calculated as pD = D (θ)− D
(
θ
)

,which was suggested

by Spiegelhalter et al. (2002) or as pD = 1
2 var (D (θ)) later suggested by Gelman

et al. (2013). We have chosen the latter in this analysis but refer to the original texts

for more detail on the DIC calculations.

One of the criticisms of the DIC is that it is not entirely Bayesian since it is a

based on point estimate (van der Linde 2005) and can produce negative estimates

(Plummer 2008). Hence, Vehtari, Gelman, and Gabry (2016) provides a strong

argument for using WAIC and LOOIC instead, which is incorporated into Bayesian

software package ’Stan’ (Carpenter et al. 2017) and the R package ’loo’ (Gabry

2019). They sum up the advantages as follows:

“WAIC is fully Bayesian in that it uses the entire posterior distribution,

and it is asymptotically equal to Bayesian cross-validation. Unlike DIC,

WAIC is invariant to parametrization and also works for singular mod-

els. Although WAIC is asymptotically equal to LOO, we demonstrate

that PSIS-LOO is more robust in the finite case with weak priors or

influential observations.” (Vehtari, Gelman, and Gabry 2016)
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Both DIC, WAIC and LOOIC measures parsimony of fit, adjusted for model com-

plexity. Hence, the values of the information criterions only carry meaning when

comparing competing models. As a result of this, it is important that each model is

run with the same data and number of iterations. We chose to report both the DIC,

WAIC and LOOIC in the following.

4.4.1 Computational considerations

All models were run with 25,000 iterations with burnin = 1000 and thinning = 5

across two chains, resulting in 10,000 saved iterations per model (5,000 per chain).

The full R code for running a configural invariance model is available in Appendix

7. The mean run time per model was 8.5 hours on a laptop with a 12-core i9-

8950HK processor and 32 GB of RAM (64 GB including swap space) running Arch

Linux. The models were run using the ’saveJAGS’ package, a wrapper for ’rJAGS’,

where each 1000 iterations were dumped to disk (for debugging and RAM saving

purposes).

The reason for running the model with more than one chain is two-fold. First,

from an efficiency perspective, two chains can be run in parallel, which saves

computing time per iteration. Second, it is possible to diagnose potential between-

chain differences, which could be a result of model misspecification or convergence

issues. A convergence issue could be, that global convergence was not achievable

with each chain converging to different values. This is a particularly useful metric

when looking at parameters with low sample efficiencies, such as parameters in

small NUTS regions.
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4.4.2 Model fit

Running the configural and metric invariance models on the country-level (18

countries) and NUTS-level (249 regions) gives the DIC, WAIC and LOOIC as listed

in Table 4.1.

Model DIC WAIC SE(WAIC) LOOIC SE(LOOIC)

NUTS configural 658408 659164 900 658178 836

NUTS metric 661123 662828 867 661714 840

NUTS scalar 659066 663236 975 659561 849

Country configural 631579 631358 864 631533 871

Country metric 660796 662455 901 660766 849

Country scalar 636424 635132 843 636071 869

Table 4.1: DIC, WAIC and LOOIC for country-level and NUTS-level models in 21
countries and 249 regions.

We remember that the indices in Table 4.1 are not the same as the fit indices used in

the frequentist models in Chapter 2. According to the information criterion in Table

4.1, the country-level models appear to provide a better fit than the NUTS-level

model for both the configural, metric and scalar invariance models. However,

the comparison of a country and NUTS level model is only possible due to the

application of Bayesian MGCFA; Chapter 3 illustrated how it is not possible to fit a

NUTS level model using conventional maximum likelihood. It is also necessary

to keep in mind that the difference between, for example, the NUTS metric and

country metric invariance model is small, if even relevant, considering the size

of the standard error of both the WAIC and LOOIC estimates. Although we will

not dive deeper into the intricacies of model evaluation and selection using cross-

validation, we follow the general guidelines given by Vehtari, Gelman, and Gabry

(2016). In the following, we will be evaluating and interpreting on the NUTS-level
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models, which is the primary goal of this chapter.

Looking at the NUTS level models, the difference between the NUTS scalar in-

variance and configural invariance model is negligible relative to the size of the

standard error. In other words, when we run a more restrictive model, the decrease

in number of parameters outweighs the flexibility of having factor loadings and

intercepts vary between groups.

Interestingly, the NUTS metric invariance model provides the worst fit (DIC, WAIC

and LOOIC all above 659,000 which is higher than the corresponding configural

and scalar invariance models). This highlights the complications of interpreting the

information criterion when the number of groups and/or parameters is large. We

extract the posterior draws of 360 parameters in the country-level model and 4980

parameters in the NUTS-level models, which entails all non-deterministic nodes

in the model specification. When comparing the configural and metric invariance

models, we would expect a more restrictive model to provide a better fit if the

NUTS regions were relatively similar, due to the reduction in model complexity.

On the other hand, if NUTS regions exhibit extreme differences, the imposed

restrictions may force the remaining model parameters to follow a distribution

which decreases model fit overall. In essence, we can think of this as a balancing

issue:

1. Relative differences across NUTS regions

2. Violation of distributional assumptions

3. Model complexity

Even in a model where (2) is not an issue, the balance between (1) and (3) is

difficult. We do not have an intuitive way of determining the optimal tradeoff
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Figure 4.5: ECDF of the posterior deviances for the country-level configural in-
variance model (green), country-level scalar invariance model (black), NUTS-level
configural invariance model (blue) and NUTS-level scalar invariance model (red).

between capturing differences between NUTS regions, model complexity, and its

effect model fit when imposing restrictions on model parameters. We believe that

this is an interesting point of investigation for future research dealing with a large

number of groups in a BMGCFA setting.

One very useful way of graphically comparing models is to consider the empirical

distribution function (ECDF) of the posterior deviance, shown in Figure 4.5 (Aitkin

2010). In other words, since the deviance is a function of the parameters, we

obtain the posterior distribution of the deviance by plugging in our posterior

parameter draws in the deviance function. As seen in Figure 4.5, the two NUTS-

level and the two country-level ECDFs look close to identical with the majority of

the deviances being in the range of 15-25. However, for both pairs, the distribution

of the configural invariance model is slightly left-skewed, indicating a better fitting
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model even though this strictly speaking is inconclusive according to the criteria

set out by Aitkin, Vu, and Francis 2016. Compared to using, for example, Bayes

factors as a model comparison tool, the ECDF has the advantage of being both

intuitive to interpret and easy to calculate. In addition, when the prior is improper,

it is not possible to use the Bayes factor. However, the ECDF does not suffer from

improper priors, since it depends solely on the posterior. To our knowledge, this

approach has not been applied to measurement models in a Bayesian framework

before and might serve as a useful approach for future studies within this field.

4.4.3 Model diagnostics

With the application of Bayesian methods, it is necessary to investigate model

convergence and diagnostics. In addition, it is possible to detect potential model

issues by comparing trace plots between low-N and high-N groups, which is

the main focus of this analysis. As an example, we have present the trace plots

and posterior densities for the α1,2,4 and θ1,2,4 parameters in two groups in the

configural invariance model (since α1−4 does not vary across groups in the scalar

invariance model):

• Group A (NUTS 154): ITH2 (Trento) with N = 13.

• Group B (NUTS 72): ES23 (La Rioja) with N = 7.

For group A, the two chains in Figure 4.6 appear to mix quite well and are stable

right after burnin. We recall that α3 is defined as a function of α1 and α2 due to
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effects coding. The same is true for α5 being defined as a function of α4. The trace

plots for group B shows equally good mixing. It is relevant to point out that the

95% HDI (highest density interval) for the draws ranges from around -20 to 20 in

both groups. This is a direct result of 1) applying a flat prior on α and 2) small

sample sizes. If we had a better prior idea about the distribution of α in the two

groups, this could have been incorporated directly into the modelling framework.

Trace plots and posterior densities for the error variances θ are shown in Figure 4.7.

Both groups show decent MCMC mixing, with a reasonably short tail. However, we

see occasional draws from the tail of the distribution in both groups. The primary

reason is, that the residual variances for these groups are small (minimum draw

less than 0.002). Imposing stronger priors on the precision/variance parameters

would be an option to further reduce the number of draws from the tail of the

distribution.

4.4.4 Model estimates

In Table 4.2, we summarise the NUTS-level scalar invariance model with the mean

value of the parameters of interest, their standard deviations and the highest and

lowest observed values for the latent means and latent correlation. The highest

mean level of NPT is found in Åland (11 respondents), an autonomous archipelago

province in Finland, which only contain around 0.5% of the Finnish population.

The highest level of SPT is in Telšiai County (92 respondents), a relatively small

region of Lithuania, containing around 5% of the Lithuanian population. For both

NPT and SPT, the lowest latent means are in Valle d’Aosta (31 respondents); an

autonomous region in north-western Italy, which is the smallest, least populous,
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and least densely populated region of Italy. Looking at the raw NUTS-level data,

the low level of trust in this particular region is unsurprising, given that two-thirds

of the respondents answered “0: no trust at all” on all trust measures.

For the correlation between NPT and SPT, the lowest value is found in Somogy

County (42 respondents). The low correlation between NPT and SPT is due to a

high number of 0 responses on NPT, while SPT is relatively high (NPT latent mean:

2.88, SPT latent mean: 5.27). The highest correlation between NPT and SPT is in

Cantabria, a community in Northern Spain (17 respondents). For both NPT and

SPT, the distribution in the raw data is notably right-skewed (NPT latent mean:

3.27, SPT latent mean: 2.85).

Parameter Mean Std. dev. Minimum Min. NUTS Maximum Max. NUTS

ν1 3.84 0.69 1.84 ITC2 5.48 FI200

ν2 4.67 0.74 2.04 ITC2 7.06 LT028

ρ1,2 0.70 0.15 0.22 HU232 0.95 ES13

λ1 0.95 0.18 - - - -

λ2 0.59 0.41 - - - -

λ3 1.45 0.50 - - - -

λ4 1.06 0.01 - - - -

λ5 0.93 0.01 - - - -

α1 0.81 0.70 - - - -

α2 1.29 1.56 - - - -

α3 -2.10 1.97 - - - -

α4 -0.67 0.05 - - - -

α5 0.67 0.05 - - - -

Table 4.2: Summary of posterior estimates for the NUTS scalar invariance model.

One big advantage of the NUTS level model appears when looking at the trace
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plots and estimated latent means. Departure from normality may be difficult to

detect when using a country level model, due to the large sample size. However,

in the NUTS level model, it is more obvious which parts of a country have a high

degree of distrust. Even though the NUTS level modelling procedure can be quite

complex due to the careful selection of priors and large number of parameters to

be estimated, it carries the benefit of revealing where bad fit may be a result of

scale limits.

4.5 Regional differences in political trust

A graphical overview of the estimated latent mean level of NPT is shown in Figure

4.8, which is based on octiles of the distribution of latent means across all NUTS

regions. The estimated latent mean level of SPT is shown in Figure 4.9, and the

latent variable correlation is shown in Figure 4.10. All maps show octiles of the

distribution.

We find notable within-country differences in NPT and SPT in some countries,

while other countries exhibit a more homogenous distribution of trust across NUTS

regions.

4.5.1 NUTS-level differences in NPT

Looking at Figure 4.8, the Nordic countries, Benelux countries and Germany

contain NUTS regions which are all on the upper half of the distribution for NPT.

On the other hand, NUTS regions in Italy, Poland, France and Spain all have low

average levels of NPT. Finally, the distribution of NPT in NUTS regions within
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Figure 4.8: Posterior latent mean level of NPT in the NUTS BMGCFA scalar
invariance model.
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Figure 4.9: Posterior latent mean level of SPT in the NUTS BMGCFA scalar invari-
ance model.
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Figure 4.10: Posterior latent variable correlation between NPT and SPT in the
NUTS BMGCFA scalar invariance model.
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for example the United Kingdom, Ireland, Austria, Estonia and Hungary is wider,

indicating regional-level differences. By modelling a NUTS-level model, we are

able to catch these within-country differences, even though they may not be notable

across all countries.

4.5.2 NUTS-level differences in SPT

Looking at figure 4.9, the map indicates more notable differences within several

countries. On average, the level of SPT is higher than NPT. While the Nordic and

Benelux countries have consistently high levels of SPT, the majority of countries

exhibit differences which we expect are due to the unique characteristics of the

region and/or country in question. For example, regions in West Germany have

a higher level of SPT compared to East Germany, excluding the capital region of

Berlin. In Estonia, the western regions have high levels of SPT while Ida-Viru

County to the east have low levels of SPT. One explanation for this difference may

be that Ida-Viru County population is 73% Russians and only 19% Estonians.

For the United Kingdom, we can refer back to the initial motivating example in

Section 1.5. The level of SPT is in the upper half of the distribution only for Scotland

and London. This is in line with the observations by Hobolt (2016) when analysing

the outcome of the Brexit vote. Larger multi-cultural cities are more in favour

of Remain, while countryside regions were in favour of Leave. One interesting

discrepancy is the relatively low level of SPT in Northern Ireland. This highlights

the fact that SPT in this study is not a direct measure of trust in the European Union

as such, but entails a broader understanding of supranational political trust.

The ’capital effect’, as seen in London, is also present in other countries, most

notably in Germany, France and Italy. On the other hand, the effect is ’reversed’
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in Spain, Austria and Poland, just to name a few. It is outside the scope of this

thesis to provide theoretically founded reasons for this ’effect’ in each country, but

we believe that it may be relevant to investigate further for researchers who are

experts in the country-specific dynamics of political trust.

4.5.3 NUTS-level correlation between NPT and SPT

Figure 4.10 shows the latent correlation between NPT and SPT across all NUTS

regions. First, it is noteworthy that not a single NUTS region has an estimated

correlation parameter below 0. Hence, we are not evaluating if a positive correla-

tion exists, but rather we are evaluating the magnitude of the positive relationship

between NPT and SPT. Naturally, a low correlation can be due to either high level

of NPT with a low level of SPT or vice-versa. The same goes for a high correlation;

for example, ITC2 (Valle d’Aosta) has the lowest level of both NPT and SPT in the

sample (see Table 4.2), but a correlation between NPT and SPT of 0.82.

The only countries where correlation parameters are comparable between NUTS is

Poland, Estonia, Lithuania and to some extent Hungary. We are not able to provide

any reason for why this pattern emerges. However, what we can say is, that the

NPT-SPT ’dynamic’ is not homogenous within the majority of countries.

4.6 Comparison with the frequentist model estimates

In Chapter 2, we found notable differences between countries on the mean level of

NPT, SPT and the correlation between the two. However, it was necessary to free

up a number of intercepts, mainly for trust in the EP and UN, to obtain reasonable

fit. Hence, it was not possible to achieve full scalar invariance, but only partial
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scalar invariance.

In this chapter, we fitted the BMGCFA equivalent model on the same data, mainly

with the purpose of highlighting NUTS-level differences. It is worthwhile to

consider how the country-level models compare to the estimates obtained in

Chapter 2. From the results in Chapter 3, we found that it was necessary to move

to a Bayesian modelling framework to solve estimation issues, since it was not

possible to estimate a full NUTS level frequentist MGCFA model at all. Only when

removing NUTS regions with less than 40 respondents and manually handling

Heywood cases was it possible to make frequentist maximum likelihood estimation

work. The drawback obviously being that not all NUTS regions were estimated.

The Bayesian BMGCFA model in this chapter not only solved the estimation issues,

but also highlighted how deviations from normality is an issue that needs to be

accounted for in certain NUTS regions. We recall that the introduction of a suitable

prior distribution on the residual variances ensures that they are strictly positive,

hence making Heywood cases impossible.

The information criteria in Table 4.1 indicate that the country level configural

invariance model is preferred over both the metric and the scalar invariance model.

Only through the application of Bayesian MGCFA did this become possible - again

due to the fact that estimating a full frequentist NUTS level MGCFA model was

not possible. However, what we can do, is to compare the parameter estimates

for the frequentist country level MGCFA model and the country level BMGCFA

model. We have listed the country level partial scalar BMGCFA model estimates

of the latent means and correlations in Table 4.3 next to the frequentist estimates

from Chapter 2.

The parameter estimates for the frequentist and Bayesian country level partial

scalar invariance models are almost identical, which is to be expected given the

126



Country MGCFA partial scalar BMGCFA scalar

ρ12 NPT SPT ρ12 NPT SPT

Netherlands 0.93 5.24 5.14 0.93 5.20 5.10

Belgium 0.91 4.30 4.95 0.91 4.30 4.96

Austria 0.89 4.26 4.17 0.89 4.25 4.18

France 0.87 3.26 4.17 0.87 3.27 4.18

Germany 0.87 4.48 4.65 0.87 4.46 4.65

Finland 0.86 5.12 5.79 0.87 5.09 5.62

United Kingdom 0.85 4.06 4.41 0.87 4.05 4.32

Sweden 0.84 5.18 5.46 0.86 5.14 5.33

Spain 0.84 2.97 4.56 0.84 2.99 4.57

Czech Republic 0.83 3.84 4.52 0.83 3.84 4.53

Portugal 0.80 2.99 4.58 0.80 3.01 4.59

Italy 0.78 2.62 4.21 0.78 2.66 4.34

Slovenia 0.77 2.77 4.14 0.77 2.80 4.24

Estonia 0.76 3.94 4.88 0.75 3.94 4.89

Ireland 0.74 4.01 5.31 0.73 4.01 5.31

Lithuania 0.61 3.49 5.51 0.62 3.45 5.71

Hungary 0.54 3.97 4.76 0.53 3.96 4.77

Poland 0.41 2.84 4.35 0.40 2.86 4.36

Table 4.3: Comparison of frequentist MGCFA partial scalar invariance and Bayesian
MGCFA scalar invariance models at the country level.
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large sample size per country and weak priors. Although we did apply a somewhat

more restrictive prior on the residual variances (HC(20, 2) prior), it did not impact

other parameter estimates to an extent where it would have any impact on model

interpretation. In conclusion, we believe that it is not necessary to formulate a full

BMGCFA model when not encountering any issues related to estimation, specific

parameters or Heywood cases. In this particular case, the BMGCFA model took

around 10 times longer to run, which is not desirable for simple models with no

prior information about the distribution of the parameters.

4.7 An application on existing research: an altenative

definition of political trust

We have demonstrated the extension of the model in Chapter 2 to a NUTS level

analysis and the necessary considerations that needed to be made in relation to the

Bayesian modelling framework. In the following, we will provide an equivalent

extension to a model published in a closely related field Märien (2011). Märien

(2011) measures political trust differently, namely using five questions from the

European Social Survey questionnaire; trust in the county’s parliament, politicians,

political parties, legal system and the police. The answers are given on a 0-10

scale. The model is illustrated in Figure 4.11 . It is different to the model presented

in Chapter 2 and 3, due to the one-dimensional notion of political trust and the

selection of different trust measures. Hence, we have chosen the sample to not be

restricted to consist of EU countries alone but will incorporate all countries in the

ESS, round 8 which has a NUTS classification available.
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Figure 4.11: Marien (2011) measurement model of political trust.

4.7.1 Data and model definition

We will use a sub-sample of the European Social Survey, round 8 (2016) consisting

of 21 European countries divided into a total of 265 regions, where only complete

cases are studied (37,918 observations in total). As can be seen from Table 4.4,

the sample size within each region ranges from 7 (Ceuta) to 808 (Põhja-Eesti). In

most countries, capital regions have the largest sample sizes (for example Wien,

Budapest, Île de France, Stockholms län and Osrednjeslovenska) while the smallest

sample sizes are mostly found in the least populated regions. Apart from a few,

every country contains at least one region with a sample size of less than 70.

In line with the model in Section 4.3.2 we set up the the simple measurement

model yg = αg + Λgηg + εg for individual i = 1, . . . , N in group g = 1, . . . , G with

effects-coding. The proposed model by Märien (2011) measures political trust on

one latent variable using five observed items (that is p = 5 and m = 1). Also,

the model assumes correlated residuals between trust in politicians and trust in
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political parties (item 2 and 3), and trust in the legal system and trust in the police

(item 4 and 5). As a result, the observed residual covariance matrix is:

Θ =



θ11 0 0 0 0

0 θ22 θ23 0 0

0 θ32 θ33 0 0

0 0 0 θ44 θ45

0 0 0 θ54 θ55


Using the same separation strategy as in Section 4.3.2, we specify the non-zero

entries in ΛD so D ∼ Nv (0, ΨD) and ε∗ ∼ Np (0, Θ∗) where both ΨD and Θ∗ are

diagonal. In this case, with a one-factor model, we get the following working

model:



y1

y2

y3

y4

y5


=



α1

α2

α3

α4

α5


+



λ1

λ2

λ3

λ4

λ5


η1 +



0 0

λD21 0

λD31 0

0 λD42

0 λD52



 D1

D2

+



ε∗1

ε∗2

ε∗3

ε∗4

ε∗5


Aside from the fact that the model by Märien (2011) is a different measure of

political trust, the two correlated errors leads to the introduction of two phantom-

latent variables instead of one, with only one latent variable. We shall apply the

same prior for the intercepts, loadings, latent means and item correlations:
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αp ∼ N(µα,
1
τα
)

λp ∼ N(µλ,
1
τλ

)

νp ∼ N(µν,
1
τν
)

ρD ∼ − 1 + 2 · Beta(a, b)

4.7.2 Model fit and diagnostics

Running the configural and metric invariance models on the country-level (21

countries) and NUTS-level (265 regions) gives the DIC, WAIC and LOOIC as listed

in Table 4.5.

Model DIC WAIC LOOIC

NUTS configural 735845 731349 731537

NUTS metric 735297 731204 731366

NUTS scalar 2401609 744433 744771

Country configural 742236 734521 734522

Country metric 743231 735026 735027

Country scalar 2774776 755820 754838

Table 4.5: DIC, WAIC and LOOIC for country-level and NUTS-level models in 21
countries and 265 regions.

All models were run with 16000 iterations with burnin = 500 and thinning = 5

across two chains, resulting in 4000 saved iterations per model. We ran the model

with fewer iterations than previous due to 1) the smaller number of paramters to
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be estimated and 2) to save computing time. The full JAGS code for the configural

invariance model is available in Appendix 8. According to the information criterion,

the NUTS-level models provide noticeably better fit compared to the country level

model, even taking into consideration the substantially larger number of estimated

parameters. We trace 273 parameters in the country-level metric invariance model

and 3445 parameters in the NUTS-level metric invariance model, which entails all

non-deterministic nodes in the model specification. Moving from the configural

to the metric invariance model provides a better fit at the NUTS level, while

the country-level metric invariance model is inferior to the configural invariance

model. In other words, when we run the model on a larger number of groups, the

decrease in the number of parameters outweighs the flexibility of having factor

loadings vary between groups. However, the scalar invariance model at both the

country and the NUTS level significantly decreases model fit, indicating that it is

not possible to obtain scalar invariance.

For illustrative purposes, we are basing the following graphical illustrations on

the metric invariance model. However, since we find no evidence of the scalar

invariance model to hold, it is necessary to be cautious in the interpretation of the

posterior mean values of the latent means.

The comparison of the country and NUTS-level scalar invariance models through

the empirical distribution function (ECDF) of the posterior deviance is shown in

Figure 4.12 (Aitkin 2010). As seen in Figure 4.12, the NUTS-level and the country-

level ECDF look close to identical with the majority of the deviances being in

the range of 15-25. However, the NUTS-level distribution is slightly left-skewed,

indicating a better fitting model.

We detect potential model issues by comparing trace plots in two low-N groups.

As an example, we have present the trace plots and posterior densities for the α1−4
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Figure 4.12: ECDF of the posterior deviances for the country-level metric invariance
model (blue) and the NUTS-level metric invariance model (red).

and θ1−4 parameters in two groups in the NUTS scalar invariance model:

• Group A (163): ITH2 (Trento) with N = 13.

• Group B (68): ES23 (La Rioja) with N = 9.

For group A, the two chains in Figure 4.13 mix quite well. Due to the application

of effects-codingα5 is defined as a function of α1, α2 ,α3and α4. The trace plots for

group B shows equally good mixing, with very few posterior draws from the tails

of the distribution.

Trace plots and posterior densities for the error variances θ are shown in Figure

4.14. Group A shows good MCMC mixing with the posterior density resembling a

normal distribution around the posterior mean variance, with a reasonably short
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tail. However, the trace plot for group B has frequent draws from the tail of the

distribution and in particular θ1 does not appear to converge in a satisfying way.

This can also be identified by the relatively low effective sample size (under 500 for

θ1). One way of resolving this issue, already mentioned in Section 4.4, is to impe

stronger priors on the precision/variance parameters and the precision/covariance

matrices.

In Table 4.6, we summarise the mean value of the parameters of interest, their

standard deviations and the highest and lowest observed values of the NUTS

metric invariance model. The highest mean level of political trust is found in

Trøndelag (county in the central part of Norway), while the lowest is in Valle

d’Aosta (autonomous region in north-western Italy). Interestingly, Valle d’Aosta

was also the region with the lowest level of both NPT and SPT in the model form

section 4.2

Parameter Mean Std. dev. Minimum Min. NUTS Maximum Max. NUTS

ν1 4.69 0.202 2.36 ITC2 6.76 NO06

λ1 1.25 0.005 - - - -

λ2 1.09 0.004 - - - -

λ3 1.02 0.004 - - - -

λ4 0.98 0.005 - - - -

λ5 0.66 0.005 - - - -

α1 -1.37 0.142 -3.07 LT024 -0.18 ES63

α2 -1.52 0.122 -2.30 ES63 -0.36 ITH1

α3 -1.23 0.126 -2.34 ES63 -0.37 ITH1

α4 0.70 0.155 -0.35 ES43 1.91 ITC3

α5 3.41 0.177 1.77 HU313 4.90 ES43

Table 4.6: Summary of posterior estimates.
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Furthermore, the posterior means for α varies significantly. For example, the

posterior mean for α4 is −0.35 in Extremadura (autonomous community in central

Spain) and 1.91 in Liguria (a region in north-western Italy). The high variability in

the posterior distributions for the loadings adds to the claim that a scalar invariance

model is not preferrable for this particular model.

4.7.3 Regional differences

An overview of the estimated latent means is shown in Figure 4.15, which is based

on octiles of the distribution of latent means across all NUTS regions. In line with

Märien (2011), we find that the posterior latent mean is high in the Nordic countries,

while it is low in Southern Europe. In addition, all regions in the Netherlands,

Belgium and Switzerland belong to the upper half of the distribution of NUTS

regions. However, with the addition of NUTS-level detail, we observe additional

within-country differences.

First, in most countries, except Norway, we observe substantial within-country

variability (differences larger than 0.5 on the scale) in the level of political trust. This

is most pronounced in Hungary, Lithuania and Germany. Second, some countries

are clearly divided into clusters of regions with high/low levels of political trust:

Italy (north/south) and Germany (east/west), while some countries contain more

randomly scattered regions. Third, it appears that some countries have notably

higher levels of political trust in the capital regions, compared to the surrounding

regions. This is most obvious in France, Germany, Sweden, Iceland and Ireland.

However, the opposite is the case for Austria, the United Kingdom and the Czech

Republic, where the mean level of political trust in the capital regions are notably
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Figure 4.15: Posterior latent mean level of political trust in the NUTS BMGCFA
metric invariance model.
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lower than the surrounding regions.

The original study by Märien (2011) states that:

“From the analyses we can conclude that the ‘institutional trust’ scale

is configural equivalent: a similar pattern of factor loadings emerged.

Therefore, institutional trust can be meaningfully discussed in the dif-

ferent countries. The factor loadings are not entirely the same in all

countries. [...] Therefore, some of the equality constraints had to be

removed. After these modifications, the constrained model provides a

good fit of the data.” (Märien 2011)

She follows a standard approach to establishing measurement invariance, where

partial invariance is obtained by relaxing equality constraints as previously dis-

cussed in Chapter 2. However, it was not possible to obtain full metric invariance

in the original study at the country level. With the BMGCFA approach, however,

we not only find that the NUTS level model provides a better fit compared to the

country level model, but also that the metric invariance model is preferred over

the configural invariance model when analysing the measurement model at the

NUTS level. This is not the case on the country level, where the configural invari-

ance model is indeed the best fitting model, which is in line with the findings by

Märien (2011). Furthermore, we are able to challenge some of the more substantive

statements made in the original study:

“Therefore, to date the only conclusion that can be drawn is that insti-

tutional trust is stable (especially in the more established democracies).
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These findings underline the importance of a good operationalisation

of political trust and of the study of political trust beyond the United

States. [...] Not only is political trust lower in newer democracies, it is

also more volatile. Nevertheless, the analyses revealed that institutional

trust in new democracies could also be measured in a valid manner. A

one-dimensional attitude, institutional trust, exists in all countries un-

der study providing strong support for the claim that institutional trust

reflects an assessment of the prevailing political culture in a country.”

(Märien 2011)

While Märien (2011) does indeed analyse different data and mostly focus on

changes to the concept of trust over time, it is important to consider these state-

ments in light of the results shown above. While the majority of the countries may

have a stable aggregated level of political trust over time, it does not account for

the notable within-country variability, which becomes apparent when analysing

the data at the NUTS level. And as pointed out in Chapter 3, it is not uncommon

to see NUTS level changes in the level of political trust over time, even though the

country mean level may remain relatively stable.

4.7.4 Concluding remarks

The differences in the level of political trust between NUTS regions is potentially

highly relevant for the literature on political trust. Not only does it add to the claim

that a more detailed analysis is needed to fully understand how political trust as a

measure varies across the European landscape, but it also provides the researcher
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with a better fitting model, which is desirable. However, it requires that one is

careful in the modelling, especially when setting the priors for the more sensitive

parameters.

But why use MGCFA when alternative methods, such as multilevel models are

available and able to better handle a large number of groups? The key argument

here is measurement invariance. Although it may be possible to set up a multilevel

model which aims to measure political trust across NUTS regions in Europe, it is

not possible to determine whether the concept is measurement invariant across

said regions, potentially leading to severe misinterpretations.

In this chapter, we have presented two different models: one based on the initial

country level model in Chapter 2, and one based on a published model by Märien

(2011). We discovered in Chapter 3 that the conventional maximum likelihood

estimator in the frequentist framework is not able to estimate a NUTS level model

with many small regions, and as a result, we presented a Bayesian modelling

framework to overcome this issue. The conclusions drawn from the two models

fitted in this chapter are very much similar. We have discovered that a NUTS

level model provides a starting point for a more detailed theoretical discussion

about regional level differences in political trust. In addition, we have identified a

pathway for dealing with problematic parameters, such as the residual variance,

which is a direct effect of small-N groups.
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Chapter 5

Conclusion and future work

In this thesis, we have been investigating how to measure and analyse political trust

across countries and regions in Europe. In the following, we will present chapter-

by-chapter conclusions. Next, we will return to the thesis research questions,

present key learning and present how this thesis fits into existing research on

political trust, measurement invariance, and Bayesian methods. Finally, we will

outline potential avenues for future research, focusing on a Bayesian approach to

modelling spatial correlation across NUTS regions using CAR priors.

5.1 Chapter conclusions

5.1.1 Chapter 2

In Chapter 2, after having established a theoretical framework, we set up a mea-

surement model for political trust to establish measurement invariance across EU

countries in ESS 8. Although it was not possible to obtain full scalar invariance,

the partial invariance model had a good fit. Trust in the European Parliament was

non-invariant in some countries, indicating that the level of trust in the European
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Parliament and the UN is different for invariant and non-invariant countries given

the same latent mean level of supranational political trust. However, the non-

invariant countries did not seem to share common characteristics. If it was possible

to obtain scalar invariance, we would conclude that mean values on both latent

variables would correspond to a unique value on each item, which would be the

same across all countries. That being said, we did carry out a sensitivity test and

found no differences between the metric and the partial invariance models that

would change our substantive conclusions. The main findings were 1) national and

supranational political trust can be regarded as two different empirical concepts,

2) national and supranational political trust is highly correlated in most countries.

This is relevant for future studies on the concept of political trust, be it on the

national or supranational level, especially in the light of recent debates and events

in EU politics.

5.1.2 Chapter 3

Chapter 3 pursued the idea that countries are not homogenous across regions

when it comes to measuring a concept like political trust. However, translating the

simple measurement model from the country level to the NUTS level is no simple

task. We investigated how the technical challenges of coding NUTS regions may

be overcome. Regarding the estimation procedure, we find that it is 1) not possible

to estimate the measurement model using the frequentist maximum likelihood

estimator with many groups and that 2) we encounter several Heywood cases,

even when only using a subset of the original data. Heywood cases are identified

when, for example, the residual variance of a given item is estimated to be negative.

However, finding cases within larger N groups could point in the direction of,
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for example, mis-specification. Finally, we test the idea of the items used in the

measurement model being non-normal (floor effect), and hence influencing the

parameter estimates and substantive conclusions. This would allow us to study

phenomena such as those discussed in Section 1.5. Using simple imputation on the

0 values, we find some improvement in model fit, although they may not be large

enough to justify further investigation.

5.1.3 Chapter 4

In Chapter 4, we suggest a solution to the estimation issues highlighted in Chapter

3 by setting up a Bayesian MGCFA model with phantom-latent variables on the

model from Chapter 2. We discuss and provide a Bayesian model framework,

where the focus is on 1) the choice of prior distributions, especially for the residual

variance parameters, 2) model comparison and diagnostics and 3) changes to the

substantive interpretation of the estimated model. Through successfully fitting a

NUTS level model, we rule out that the initial estimation issues were due to model

misspecification.

From a substantive point of view, we find that the variability within countries

on the two trust measures is notable in most countries, in particular for SPT.

This gets to show how level of trust is not only different between countries, but

also between regions within countries. Looking at the estimated latent means

across NUTS regions, the findings are very much in line with the theoretical

arguments put forward by both Mishler and Rose (2001) and Anderson et al. (2005).

Although variability exists within the Nordic countries, the level of NPT and

SPT is, in general, at the top of the distribution of NUTS regions - something
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that Delhey and Newton (2005) argue is due to the historical development of the

democratic institutions. At the same time, the level of NPT is low in the Southern

and Eastern European countries. Overall, NPT appears to be more homogenous

within countries than SPT.

One of the key contributions in Chapter 4, is the choice of the half-t distribution as a

prior for the residual standard deviations, which we argue is the best choice for the

model. This is based on the work by Gelman (2006), who points out how assigning

a common InverseGamma (ε, ε) prior can lead to issues when the variance is small

- something that we confirm in our analysis. In the resulting analysis, we are able

to obtain satisfying convergence, even for small-N NUTS regions.

For the NUTS level models, we find that the scalar invariance model is equiva-

lent to the configural invariance model. These conclusions are made based on

several model fit indices, as well as through comparing models using the empirical

distribution function of the posterior deviances. The latter is inspired by Aitkin

(2010) and it is, to our knowledge, the first time it has been applied to the Bayesian

measurement model framework.

For the country level models in Chapter 4, we compare the resulting scalar invari-

ance model with the partial scalar invariance model in Chapter 2. For all countries,

the latent means and latent variable correlations are equivalent, showing no sign of

changes to the substantive conclusions made in Chapter 2. This is to be expected,

given that the sample size within each country is sufficiently large and the assigned

priors having close to no impact on the posterior distributions. In essence, while

we recommend the use of a NUTS level model if possible, fitting a country level

model using conventional frequentist methods is less computationally demanding

and easier to fit.

At the end of Chapter 4, we fit an equivalent NUTS level model to an already
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published study by Märien (2011). When comparing the country and NUTS level

models, we find that the NUTS level model not only fits better than the country

level model but that the metric invariance model fits data better than the configural

invariance model. For both the country and the NUTS level model, it is not

possible to obtain scalar invariance, however. Furthermore, we find that only

a few countries are internally homogenous in terms of political trust (Norway,

Netherlands, Finland, Belgium and Switzerland) while most countries appear

more heterogeneous. The adds to the claim that political trust is best investigated

at the regional level.

5.2 Returning to the research objectives

Throughout the chapters in this thesis, we have touched upon multiple topics to

provide the foundation for answering the initial research questions;

1. How can we measure political trust in a large cross-national survey, while

ensuring that it is measurement invariant?

2. What are the current issues with the measurement invariance method when

extended to many groups or groups with low sample size?

3. How can we develop a framework for testing measurement invariance when

conventional methods do not work?

Throughout the chapters outlined above, we have been working towards answer-

ing these questions. To summarise, Chapter 2 deals with the definition of the

core theoretical and methodological concepts of the thesis, namely political trust
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and measurement modelling and invariance. The resulting country-level model

yields some interesting results, which aligns with existing literature. Based on the

illustrative example from Chapter 1, we argue that moving to a NUTS-level model

is important for our understanding of political trust. Chapter 3 then identifies core

issues when estimating a NUTS-level model, namely that the model cannot be

estimated using conventional frequentist methods. Chapter 4 solves this particular

issue by introducing a fully Bayesian multiple groups confirmatory factor analysis

framework.

In the following, concluding remarks for each of the research questions are pro-

vided, alongside considerations on how it fits into existing research that we have

been referring to throughout the thesis. It is important to note that theoretical

research on political trust, empirical research using measurement modelling and

invariance along with the application of Bayesian methods in the social sciences

are rapidly developing areas of research. The findings and recommendations in

this thesis are aimed to fill the gap that lies in the intersection of these concepts in

order to strengthen future research.

5.2.1 Measuring political trust in large cross-national surveys

The first step to answer how political trust should be measured is to settle on a

clear definition of political trust. In both the theoretical literature and empirical

studies, political trust has been defined and operationalised differently. We started

by choosing a definition that aligns with Sztompka (2003), with political trust

bring ‘the citizens’ belief in institutionalised practices and procedures’. This is not

a theoretical definition that necessarily collides with alternative definitions (e.g.

evaluation of government performance or attitudes towards political institutions
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and leaders).

The second step is to operationalise political trust to some measurable outcome

using some survey data of choice. We chose the rather popular ESS dataset through-

out the thesis, defining two different dimensions of political trust; National Political

Trust (trust in politicians, trust in parties and trust in the national parliament) and

Supranational Political Trust (trust in the European Parliament and trust in the

United Nations). This was very much aligned with André (2013) who arrived at

the same two dimensions (alongside a third dimension for order/neutral political

trust). Just as in a range of existing research referred to in this thesis (Byrne, Shavel-

son, and Muthén 1989; Davidov et al. 2014; Schneider 2016; Zercher et al. 2015),

also André (2013) is not able to obtain full scalar invariance between countries.

As has been pointed out previously, it may have many explanations (Brown et al.

2015; Byrne, Shavelson, and Muthén 1989; Chen 2007). In our case, several of the

intercepts for trust in the EP/UN are non-invariant. However, the partial scalar

invariance provides a good fit. Most importantly, we find that the actual parameter

estimates vary only slightly between the full scalar and partial scalar invariance

models, reiterating that measurement invariance methods should be interpreted in

context. In other words, it is not sufficient to evaluate models based on model fit

indices alone. The final model very much agrees with previous research; we find

a positive correlation between national and supranational political trust (Arnold,

Sapir, and Zapryanova 2012; Muñoz, Torcal, and Bonet 2011), high levels of politi-

cal trust in the Nordic and Benelux countries (Delhey and Newton 2005) and low

levels of NPT in the Southern European countries (Anderson et al. 2005).

While political trust is a main theoretical component of the thesis, the process of

measuring a theoretical concept presented in this thesis using large-scale survey

data, such as the ESS, extends to other research areas as well. The standard
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measurement invariance methods is a useful framework when applied to large

sample size surveys in a cross-country setting, but does enter complications when

the sample size is small or the number of groups is large.

5.2.2 Measurement invariance: issues and solutions

In cases when we have a large number of groups and/or the sample sizes per group

is small, we may encounter issues with the conventional measurement modelling

framework. This is the theme of Chapter 3, where we move from a country-level

model to a NUTS-level model using the same ESS data as in Chapter 2 (including

previous waves to highlight coding issues for specific NUTS regions over time as

well).

The main illustrative finding is, that it is not possible to fit a frequentist model

using the highest level of granularity of NUTS regions due to the sample size of

certain regions being too small. This can be attributed to the so-called Heywood

cases (Gagne and Hancock 2006), which are thoroughly discussed in both Chapter

3 and 4. In addition, the analysis on the sensitivity to extreme cases in Section 3.4.1

reveals that the items used from ESS dataset has a feature which complicates the use

of fit statistics, namely departure from normality. When moving from a country to

a NUTS level model, we only expect this issue to get worse; extreme cases only get

more problematic when the group-level sample size is small. Taking into account

the effect that the imputation in Section 3.4.1 has on model fit indices, we suggest

to further investigate the relationship between deviations from normality and the

occurrence of Heywood cases when modelling small-N groups in a frequentist

maximum likelihood setting.

Although it is not possible to fit a full frequentist model using all NUTS regions,
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the ESS subset does indicate potentially interesting differences in both NPT and

SPT within countries. This strengthens our initial claim that political is carries

useful information for the researcher to investigate the political trust concept at

the regional level - even with many countries, the regional differences should not

be ignored. However, an expansion of the modelling framework is necessary. The

next step, which is introduced in Chapter 4, is to build an MGCFA model to handle

the regional-level model equivalent of the country-level frequentist MGCFA model

presented in Chapter 2. We do not find many studies that go entirely Bayesian in

the measurement modelling/invariance literature within the social sciences. The

closest we get is the work of Muthén and Asparouhov (2012), McNeish (2016) and

Merkle and Rosseel (2018). The former is part of the development team of the

Mplus software, while the latter has developed the ‘blavaan’ package under R. Both

of these software packages provide tools to fit a purely Bayesian structural equation

model (which includes measurement models). Hence, the tools are available for

the researcher, just rarely used.

In the transition from the frequentist model to the Bayesian model, we dive into the

selection of priors, in particular on the residual variance parameters of the model.

Many of the software packages use the gamma prior, which we find insufficient for

this particular study, resulting in the application of the half-t distribution instead,

inspired by Gelman (2006). The additional modelling complexity encountered

throughout Chapter 4 is to be expected when moving to a model which is much

more detailed than a country-level model. It may also be one reason why these

extended models are not encountered too often in the literature, although we do

not know the reasoning for the choice of the researcher. The results of the regional-

level model add to the claim that political trust is variable across regions, just as we

found with the limited model in Chapter 3. Even when estimating an additional
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model based on the book chapter by Märien (2011), we provide evidence that a

regional-level model provides additional insights that were not detected in the first

place. This includes large within-country variability in more than three countries,

clustering of high/low trust regions within countries and a potential capital effect

to be further investigated.

As a result, the outcome of Chapter 4, and the thesis as a whole, not only provides

a solution to common methodological issues for measurement invariance methods

in special cases like a regional-level model with a small sample size but also

adds to our understanding of political trust; both country-level and regional-

level variability in national as well as supranational political trust exists. While

the findings on the country-level differences are largely equivalent to existing

literature, the regional-level variability does contribute to our understanding of

why we observe differences as presented in 1.5. We will leave the question of why

to be explored in future research.

5.3 Spatial correlation across NUTS regions

Since one of the key outcomes of this thesis is to set up a working model and

establish measurement invariance using a Bayesian framework on many groups, it

is only natural to consider potential routes for future research within the field. One

of the obvious extensions is to incorporate some of the NUTS-level covariates that

have already been suggested to have an impact on the individuals’ level of political

trust. However, this would no longer be a measurement model but open up the

possibility of making use of the whole range of structural equation modelling

tools. This includes including population density, immigration, and rural/urban

areas and socio-economic status as indicators (Schoene 2016; Rustenbach 2010;
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Iacono 2019). In addition, we can further extend the model at the NUTS level.

Since we have found strong support for NUTS level variation in many countries,

we are convinced that this more detailed level of analysis should be the main

approach when analysing complex theoretical concepts in a cross-cultural setting.

This includes applying a BMGCFA model on the two-factor model proposed in

Chapter 2, which would further inform the substantive conclusions.

However, if we acknowledge the importance of spatial factors, we should also

account for standard spatial effects. In particular, the measurement model fitted

in the present thesis is agnostic to whether two NUTS-regions are bordering each

other or on opposite sides of the country. This is problematic for two interrelated

issues. Empirically we saw that some regions tend to cluster together in ways that

can only partly be explained by region characteristics. Secondly, while NUTS is a

more fine-grained spatial resolution than country, the regional borders are to some

extent arbitrary. This relates to the modifiable area unit problem (MAUP) (Fother-

ingham and Wong 1991), namely that through drawing different boundaries we

may come up with different conclusions seeing as the aggregations of observations

will differ. There may also be substantive reasons to explain why individuals that

live close to each other tend to be more similar than people that live far from each

other.

Chapter 4 demonstrates that there is variance across NUTS regions. However, in

this setting, NUTS regions are treated as independent units. One way to investigate

whether there is a spatial correlation between NUTS regions on the measure of

interest is to calculate Moran’s I (Moran 1950). Let us call the predicted residual of

individual i in NUTS region j for εij. We can then define the NUTS-level residual

as
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ε̂j =
1
N ∑

i
ε̂ij

We define an element W [t]
j` of the contiguity matrix W[t] as

W [t]
j` =


1

0

if NUTS j is at distance t from NUTS `

otherwise

For each NUTS j we can calculate Moran’s I (Moran 1950) at lag 1 (t = 1) as

I =
N

∑j,` W [t]
j`

∑ W [t]
j`

(
ε̂j − ε̂

) (
ε̂` − ε̂

)
∑ W [t]

j`

(
ε̂j − ε̂

)2

For lag t, the distance t contiguity is used instead. We can think of the NUTS

regions as a graph, represented in Figure 5.1. The graph drawn with the NUTS

regions used in the Märien (2011) model. The graph is based on a queen contiguity

matrix, where region i is considered to neighbour region j if the polygon of the two

regions share a border or have one common point. This is in contrast to the more

strict ’rook contiguity’, where region i and region j are only considered neighbours

if their respective polygons share a border (Anselin and Rey 2014).

Using the posterior means from Chapter 4, we can calculate the posthoc Anselin

Local Moran’s I for the Märien (2011) model and plot it as shown in Figure 5.2

(Anselin 2010). For a given region i, we can calculate a zIi-score and a pseudo

p-value to determine whether region i is bordering regions with significantly high

or low value on political trust, compared to the overall mean. For more details

on the calculations behind these values, see Anselin (2010). High-High regions

are characterised by belonging to a cluster of regions with high values of political

trust, where Low-Low regions are clustered with regions primarily surrounded by
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Figure 5.1: Connectivity graph of NUTS regions in ESS 8.

155



Figure 5.2: Anselin Local Moran’s I for posterior means of political trust across
NUTS regions.
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regions with low levels of political trust.

High-Low regions are outliers with high values of political trust surrounded by

regions with low levels of political trust. In this example, those regions are FR1

(Île-de-France, France), ITH2 (Trento, Italy), HU223 (Zala, Hungary) and LT004

(Marijampolė, Lithuania). Equivalently, Low-High regions (here only AT34, Vorarl-

berg, Austria) are outliers with low values of political trust and surrounded mostly

by regions with high levels of political trust. In line with the conclusions from

Chapter 4, NUTS regions in the Nordic countries, Benelux countries, Switzerland

and western Germany form a cluster characterised by high levels of political trust

and high spatial correlation with neighbouring regions at lag 1. Also, Spain, south-

ern France, most of Italy, Slovenia and most of Poland form a cluster of regions

characterised by low levels of political trust and high spatial correlation at lag 1.

The capital region of France being a High-Low region is an interesting case, since it

supports our notion in Section 4.5 that capital regions tend to exhibit higher levels

of political trust compared to its neighbouring regions.

This post-hoc analysis indicates that there is residual variance or correlation to

explain stemming from the spatial embedding of the observed units. To account

for these spatial effects and to parse out NUTS-specific effects, such as capital

regions, from spatial correlation and spill-over, a fully Bayesian, spatial multiple

groups confirmatory factor analysis is needed. We outline the main challenges of

this modelling framework next.

5.4 A Bayesian approach to spatial modelling using

CAR priors

Accounting for spatial effects in the MGCFA could be done in a number of ways
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and on different levels. It is convenient to allow for spatial correlation for the

NUTS-level intercepts. When setting up the Bayesian MGCFA model, we can take

into account the spatial autocorrelation by assuming, in addition to spatial prior

for the intercepts
(

αp ∼ N
(

µα, 1
τα

))
, a spatial error that is conditional for each

NUTS j

Sj | Si 6=j ∼ N

(
S̄j,

σ2

nj

)

where S̄j is the avarage of Si for the nj neighbours of j. The un-conditional model

for S1, . . . , SN is achieved by assuming the so-called CAR prior (Besag, York, and

Mollie 1991):

Sj ∼ CAR
(

W[t], σ2
)

Using this prior, in general, the conditional intercept for a NUTS becomes αj +

Sj. Fitting the spatial model requires that you carefully balance the NUTS-level

random effects variance and the unconditional variance of the spatial component

(Banerjee, Gelfand, and Carlin 2003; Carlin and Pérez 2000). As we saw from

Chapter 4, the small-N issues with the ESS requires that we chose non-standard

priors for the variance component. By modelling the spatial autocorrelation, we

would allow contiguous NUTS to borrow strength from each other, somewhat

alleviating some of the small-N issues. A full Bayesian estimation of a MGCFA

model with an additional CAR prior would entail a thorough investigation of the

joint effects of the prior specification of the two variance components to achieve

this balance. An added challenge is that the CAR prior is defined conditionally

since there is no closed form expression for the marginal, unconditional prior.

This thesis started out trying to establish measurement invariance in political
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trust across countries in the standard maximum likelihood framework. For this

approach, the definition and testing of different forms of invariance is well known.

For a measurement model across NUTS-level regions where you, in addition,

afford correlations across regions, defining and establishing invariance is not as

straightforward and future research requires that you apply similar considerations

to those of Shi et al. (2017).

5.5 Other approaches

In Chapter 3, we presented a brief analysis of a subset of the ESS data. Through

eyeballing the trends on the maps in Figure 3.2 to 3.5, we found that neither

NPT nor SPT seems to be stable over time. However, the modelling procedure

was not rigid in the sense that we used maximum likelihood estimation on a

subset of data (since it would otherwise not converge) and each ESS round was

modelled independently. If the model were to be extended in future research

through the Bayesian approach presented in Chapter 4, the modelling procedure

would become increasingly more complicated. First, the number of groups in the

BMGCFA model would be a multiplicative of the number of ESS rounds used, since

every group would now refer to a NUTS-region-year rather than a NUTS region. In

our analysis with 249 NUTS regions, this would extend to 996 NUTS-region-years

across four ESS rounds, which becomes a huge computational task. Second, it

would be highly relevant to incorporate a longitudinal element directly into the

measurement model, something which has not been explored to the same extent

as the unit-years approach (Zercher et al. 2015).

Next, we propose to make a comparison between the ’approximate measurement

invariance’ method (mentioned in Section 4.2) to the full BMGCFA method in

Chapter 4. More specifically, we would be interested in investigating whether
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one or the other method is preferred given specific types of models and data.

While the approximate measurement invariance method only applies a zero-mean

small-variance prior on the difference between group intercepts/loadings/error

terms, this difference is not incorporated in the BMGCFA model, since the inter-

cepts/loadings/error terms themselves are already modelled with a prior and

posterior distribution. It remains to be seen how the introduction of a prior for the

between-group differences would affect the performance of other prior specifica-

tions (Zercher et al. 2015; Shi et al. 2017).

5.6 The future of political trust?

In this thesis, we found that national and supranational political trust can indeed be

considered two empirically distinct concepts. However, they are highly correlated

across most countries in the EU. With the historical process of EU integration, we

might begin questioning the importance of the nation-state in regards to political

trust and ask if regional differences are becoming more important. Is the regional

variation in the degree of political trust related to the country-level variation in

political trust within the EU? Our final model in Chapter 4, which is an extension

to an already established measurement model by Märien (2011), shows noticeable

differences between regions; differences which surpass those between countries.

But what impact does these regional differences have on our understanding of

political trust in times of populism? As described in the motivating example in

Section 1.5, the Brexit referendum is an exellent example of how political trust,

manifested through a referendum, is an aggregate of multiple within-country

differences across regions. Within those regions we might experience what Kriesi

(2014) describes as ’protest populism’. In regions with high levels of political trust,

populist parties may considered a reliable political alternative, whereas they in
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regions with low levels of political trust would align more with a demand for

changes to the political system (Kriesi 2014). In this regard, researchers within the

fields of political trust and populism must take the regional context seriously.

To this extent, we propose that even large-scale surveys, like the ESS, should be

conducted with representativity at the regional level in mind by, for example,

including region-specific questions to explore the everchaging nature of political

trust across both space and time. In other words, we believe that an analysis at the

regional level is needed to fully understand the dynamics of political trust - not

only to ensure the validity of the measure but also to encourage the use of detailed

levels of analysis in theoretical research.
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Appendix 1 - Random intercepts for NUTS regions in

UK MLM

Region Total

East Midlands -0.1017739
East of England -0.0561702
London 0.2628417
North East -0.0018723
North West -0.1200933
Northern Ireland -0.067964
Scotland 0.6557528
South East -0.1419616
South West -0.1860316
Wales 0.0662259
West Midlands -0.2574747
Yorkshire and The Humber -0.0514788
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Appendix 2 - Sample changes to NUTS classification

Country Year NUTS level Previous NUTS code New NUTS code
Finland 2010 2 FI131 FI1D1
Finland 2010 2 FI132 FI1D2
Finland 2010 2 FI133 FI1D3
Finland 2010 2 FI134 FI1D4
Finland 2010 2 FI181 FI1B1
Finland 2010 2 FI182 FI1B1
Finland 2010 2 FI183 FI1C1
Finland 2010 2 FI184 FI1C2
Finland 2010 2 FI185 FI1C3
Finland 2010 2 FI186 FI1C4
Finland 2010 2 FI187 FI1C5
Finland 2010 2 FI1A1 FI1D5
Finland 2010 2 FI1A2 FI1D6
Finland 2010 2 FI1A3 FI1D7
Slovenia 2013 2 SI011 SI031
Slovenia 2013 2 SI012 SI032
Slovenia 2013 2 SI013 SI033
Slovenia 2013 2 SI014 SI034
Slovenia 2013 2 SI015 SI035
Slovenia 2013 2 SI016 SI036
Slovenia 2013 2 SI017 SI037
Slovenia 2013 2 SI018 SI038
Slovenia 2013 2 SI021 SI041
Slovenia 2013 2 SI022 SI042
Slovenia 2013 2 SI023 SI043
Slovenia 2013 2 SI024 SI044
Ireland 2016 2 IE011 IE041
Ireland 2016 2 IE012 IE063
Ireland 2016 2 IE013 IE042
Ireland 2016 2 IE021 IE061
Ireland 2016 2 IE022 IE062
Ireland 2016 2 IE023 IE051
Ireland 2016 2 IE024 IE052
Ireland 2016 2 IE025 IE053
France 2016 2 FR21 FRF2
France 2016 2 FR22 FRE2
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Country Year NUTS level Previous NUTS code New NUTS code
France 2016 2 FR23 FRD2
France 2016 2 FR24 FRB0
France 2016 2 FR25 FRD1
France 2016 2 FR26 FRC1
France 2016 2 FR30 FRE1
France 2016 2 FR41 FRF3
France 2016 2 FR42 FRF1
France 2016 2 FR43 FRC2
France 2016 2 FR51 FRG0
France 2016 2 FR52 FRH0
France 2016 2 FR53 FRI3
France 2016 2 FR61 FRI1
France 2016 2 FR62 FRJ2
France 2016 2 FR63 FRI2
France 2016 2 FR71 FRK2
France 2016 2 FR72 FRK1
France 2016 2 FR81 FRJ1
France 2016 2 FR82 FRL0
Lithuania 2016 2 LT00A LT011
Lithuania 2016 2 LT001 LT021
Lithuania 2016 2 LT002 LT022
Lithuania 2016 2 LT003 LT023
Lithuania 2016 2 LT004 LT024
Lithuania 2016 2 LT005 LT025
Lithuania 2016 2 LT006 LT026
Lithuania 2016 2 LT007 LT027
Lithuania 2016 2 LT008 LT028
Lithuania 2016 2 LT009 LT029
Hungary 2016 2 HU101 HU110
Hungary 2016 2 HU102 HU120
Poland 2016 2 PL11 PL71
Poland 2016 2 PL12 PL91
Poland 2016 2 PL31 PL81
Poland 2016 2 PL32 PL82
Poland 2016 2 PL34 PL84
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Appendix 3 - NUTS regions and sample sizes in Chap-

ter 3

Region ESS round Total5 6 7 8
BE10 106 164 139 186 595
BE21 302 299 249 275 1,125
BE22 165 160 148 148 621
BE23 214 219 203 249 885
BE24 166 180 156 159 661
BE25 199 217 218 206 840
BE31 54 60 60 61 235
BE32 170 184 231 160 745
BE33 143 208 181 133 665
BE34 47 51 52 47 197
BE35 73 72 76 86 307
CZ010 257 236 244 267 1,004
CZ020 217 186 228 247 878
CZ031 137 114 103 121 475
CZ032 99 102 117 126 444
CZ041 61 59 71 57 248
CZ042 169 142 176 193 680
CZ051 98 62 94 87 341
CZ052 109 97 119 116 441
CZ053 107 90 111 102 410
CZ063 109 96 89 100 394
CZ064 234 205 186 236 861
CZ071 153 114 95 134 496
CZ072 140 111 87 100 438
CZ080 283 217 276 234 1,010
DE1 236 280 302 289 1,107
DE2 385 358 398 364 1,505
DE3 91 98 150 114 453
DE4 197 159 166 154 676
DE7 179 151 185 177 692
DE8 110 121 115 112 458
DE9 155 246 216 193 810
DEA 499 440 467 470 1,876
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Region ESS round Total5 6 7 8
DEB 117 125 122 109 473
DED 219 286 250 261 1,016
DEE 161 142 146 135 584
DEF 71 84 79 87 321
DEG 177 122 148 140 587
EE001 468 738 823 776 2,805
EE004 188 217 177 208 790
EE006 169 196 155 171 691
EE007 137 263 320 169 889
EE008 471 542 344 462 1,819
ES11 85 98 114 115 412
ES21 74 68 68 71 281
ES24 54 48 45 45 192
ES30 284 284 225 221 1,014
ES41 99 78 83 94 354
ES42 79 80 79 61 299
ES51 192 239 232 250 913
ES52 162 164 159 172 657
ES61 373 316 289 311 1,289
ES62 43 52 42 42 179
ES70 61 65 61 71 258
FI193 97 116 87 98 398
FI194 57 67 85 72 281
FI195 68 65 66 69 268
FI196 88 100 100 95 383
FI197 156 196 188 152 692
FI1B1 432 562 536 521 2,051
FI1C1 169 188 166 149 672
FI1C2 69 70 65 52 256
FI1C3 63 72 66 70 271
FI1C4 56 70 81 66 273
FI1C5 49 54 44 46 193
FI1D1 58 60 52 53 223
FI1D2 94 106 91 97 388
FI1D3 53 60 54 56 223
FI1D6 124 154 141 128 547
FI1D7 64 80 71 69 284
FR10 250 285 272 242 1,049
FRB0 56 87 80 77 300
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Region ESS round Total5 6 7 8
FRD1 45 44 45 60 194
FRD2 49 60 50 56 215
FRE1 117 114 85 125 441
FRF1 45 69 63 67 244
FRF3 89 108 41 87 325
FRG0 107 98 110 122 437
FRH0 91 93 126 113 423
FRI1 95 93 116 109 413
FRJ1 54 54 80 93 281
FRJ2 68 101 129 107 405
FRK2 172 228 138 233 771
FRL0 101 127 169 147 544
HU110 168 279 283 275 1,005
HU120 151 217 208 135 711
HU211 48 64 55 64 231
HU221 55 68 52 57 232
HU231 56 61 55 70 242
HU232 53 77 44 42 216
HU311 111 107 80 114 412
HU321 50 94 79 46 269
HU322 80 85 63 80 308
HU323 76 89 61 67 293
HU331 81 124 70 112 387
IE041 279 312 247 303 1,141
IE042 303 236 211 245 995
IE051 186 163 167 166 682
IE052 267 189 266 232 954
IE053 278 310 290 343 1,221
IE061 401 514 468 596 1,979
IE062 208 311 196 227 942
IE063 111 138 130 162 541
LT011 268 430 463 466 1,627
LT021 71 72 83 82 308
LT022 255 382 430 429 1,496
LT023 101 173 190 193 657
LT024 81 81 92 101 355
LT025 159 157 185 165 666
LT026 120 141 181 162 604
LT027 43 76 91 79 289
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Region ESS round Total5 6 7 8
LT028 65 70 90 92 317
LT029 55 83 81 93 312
NL11 54 59 43 43 199
NL12 78 66 76 81 301
NL13 47 57 69 51 224
NL21 134 121 123 105 483
NL22 193 210 226 214 843
NL31 133 152 126 105 516
NL32 287 296 254 224 1,061
NL33 324 290 363 278 1,255
NL41 262 265 255 242 1,024
NL42 117 109 148 116 490
PL21 111 155 147 140 553
PL22 165 187 147 172 671
PL41 129 118 121 112 480
PL42 57 76 51 56 240
PL51 93 109 78 113 393
PL61 88 83 84 63 318
PL62 54 50 44 57 205
PL63 94 81 78 97 350
PL71 94 112 105 90 401
PL81 98 84 81 92 355
PL82 88 90 97 100 375
PL84 42 43 51 51 187
PL91 191 216 182 183 772
PT11 726 638 414 419 2,197
PT16 294 357 269 255 1,175
PT17 594 746 284 324 1,948
PT18 70 76 105 108 359
SE110 218 394 371 263 1,246
SE123 62 61 51 71 245
SE224 161 229 181 218 789
SE232 212 272 248 44 776
SE312 41 41 44 50 176
SI031 74 71 81 86 312
SI032 242 203 144 185 774
SI034 161 125 135 170 591
SI037 100 78 74 100 352
SI041 230 245 242 250 967
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Region ESS round Total5 6 7 8
SI042 110 99 98 106 413
SI043 76 54 68 58 256
UKC 83 87 94 68 332
UKD 196 184 224 235 839
UKE 183 148 147 142 620
UKF 143 140 159 148 590
UKG 161 161 164 157 643
UKH 183 164 187 166 700
UKI 173 185 181 157 696
UKJ 273 235 290 227 1,025
UKK 156 161 189 152 658
UKL 106 99 120 112 437
UKM 199 174 186 148 707
UKN 43 65 53 61 222
Total 24,767 26,910 25,729 25,568 102,974
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Appendix 4 - R code for multiple imputation

# R e q u i r e d p a c k a g e s

l i b r a r y ( r e a d s t a t a 1 3 )

l i b r a r y ( lavaan )

l i b r a r y ( tmvtnorm )

l i b r a r y ( haven )

l i b r a r y ( ggplot2 )

l i b r a r y ( mitools )

l i b r a r y ( survey )

l i b r a r y ( lavaan . survey )

l i b r a r y ( mice )

l i b r a r y ( plyr )

l i b r a r y ( m a t r i x S t a t s )

l i b r a r y ( semTools )

# D i s a b l e s c i e n t i f i c n o t a t i o n

options ( sc ipen = 999)

# Reading in ESS7 d a t a

ess8 <− read . dta13 ( " ESS8 . dta " , nonint . f a c t o r s = TRUE)

head ( ess8 )

warnings ( )

# D e s c r i p t i v e s

aggregate ( ess8 [ , 2 : 6 ] , l i s t ( ess8 $ country ) , mean )

mean ( ess8 $ t r s t p r l )

mean ( ess8 $ t r s t p l t )

mean ( ess8 $ t r s t p r t )

mean ( ess8 $ t r s t e p )
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mean ( ess8 $ t r s t u n )

# Metr i c i n v a r i a n c e model d e f i n i t i o n

t r u s t .mg. metr ic1 <− ’NPT =~ c ( l1 , l1 , l1 , l1 , l1 , l1 , l1 , l1 , l1 , l1 ,

l1 , l1 , l1 , l1 , l1 , l1 , l1 , l 1 ) * t r s t p r l +

c ( l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 , l2 ,

l 2 ) * t r s t p l t +

c ( l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 , l3 ,

l 3 ) * t r s t p r t

SPT =~ c ( l4 , l4 , l4 , l4 , l4 , l4 , l4 , l4 , l4 , l4 , l4 , l4 , l4 , l4 , l4 ,

l4 , l4 , l 4 ) * t r s t u n +

c ( l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 , l5 ,

l 5 ) * t r s t e p

3 == l 1 + l 2 + l 3

2 == l 4 + l 5

t r s t p r l ~ c ( i11 , i12 , i13 , i14 , i15 , i16 , i17 , i18 , i19 , i110 , i111 ,

i112 , i113 , i114 , i115 , i116 , i117 , i118 ) * 1

t r s t p l t ~ c ( i21 , i22 , i23 , i24 , i25 , i26 , i27 , i28 , i29 , i210 , i211 ,

i212 , i213 , i214 , i215 , i216 , i217 , i218 ) * 1

t r s t p r t ~ c ( i31 , i32 , i33 , i34 , i35 , i36 , i37 , i38 , i39 , i310 , i311 ,

i312 , i313 , i314 , i315 , i316 , i317 , i318 ) * 1

t r s t e p ~ c ( i41 , i42 , i43 , i44 , i45 , i46 , i47 , i48 , i49 , i410 , i411 ,

i412 , i413 , i414 , i415 , i416 , i417 , i418 ) * 1

t r s t u n ~ c ( i51 , i52 , i53 , i54 , i55 , i56 , i57 , i58 , i59 , i510 , i511 ,

i512 , i513 , i514 , i515 , i516 , i517 , i518 ) * 1

0 == i 1 1+i 2 1+i 3 1

0 == i 1 2+i 2 2+i 3 2

186



0 == i 1 3+i 2 3+i 3 3

0 == i 1 4+i 2 4+i 3 4

0 == i 1 5+i 2 5+i 3 5

0 == i 1 6+i 2 6+i 3 6

0 == i 1 7+i 2 7+i 3 7

0 == i 1 8+i 2 8+i 3 8

0 == i 1 9+i 2 9+i 3 9

0 == i110+i210+i310

0 == i111+i211+i311

0 == i112+i212+i312

0 == i113+i213+i313

0 == i114+i214+i314

0 == i115+i215+i315

0 == i116+i216+i316

0 == i117+i217+i317

0 == i118+i218+i318

0 == i 4 1+i 5 1

0 == i 4 2+i 5 2

0 == i 4 3+i 5 3

0 == i 4 4+i 5 4

0 == i 4 5+i 5 5

0 == i 4 6+i 5 6

0 == i 4 7+i 5 7

0 == i 4 8+i 5 8

0 == i 4 9+i 5 9

0 == i410+i510

0 == i411+i511

0 == i412+i512

0 == i413+i513

0 == i414+i514
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0 == i415+i515

0 == i416+i516

0 == i417+i517

0 == i418+i518 ’

model . metr ic1 .mg <− lavaan ( t r u s t .mg. metric1 ,

data = ess8 ,

group = " country " ,

group . equal = c ( " loadings " ) ,

es t imator = "MLM" ,

i n t . ov . f r e e = TRUE,

i n t . lv . f r e e = TRUE,

auto . f i x . f i r s t = FALSE ,

auto . var = TRUE,

auto . cov . lv . x = TRUE)

#summary ( model . m e t r i c 1 . mg , s t a n d a r d i z e d = TRUE, f i t . measures = TRUE)

f i tMeasures ( model . metr ic1 .mg, c ( " chisq . sca led " , " df . sca led " , " c f i .

s ca led " , " rmsea . sca led " , " srmr " , " a i c " , " b i c " ) )

#### I m p u t a t i o n

# D e f i n e i m p u t a t i o n d a t a and c r e a t e ou tpu t d a t a

imputation _ data <− ess8 [ c ( 2 , 3 , 4 , 5 , 6 , 1 ) ]

imputation _ data $ country = as . f a c t o r ( imputation _ data $ country )

imputation _ output <− matrix ( 0 , dim ( imputation _ data ) [ 1 ] , dim ( imputation _

data ) [ 2 ] )

impreps <− 30

impnames <− s p r i n t f ( " imp_%d" , seq ( 1 : impreps ) )

impoutnames <− s p r i n t f ( " impout_%d" , seq ( 1 : impreps ) )
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# C r e a t e imprep d u p l i c a t e s o f i m p u t a t i o n d a t a

for ( j in 1 : impreps ) {

ass ign ( paste ( " imp" , j , sep=" _ " ) , imputation _ data )

}

imp . l i s t <− mget ( paste0 ( " imp_ " , 1 : impreps ) )

for ( j in 1 : length ( impnames ) ) {

imp . l i s t [ [ j ] ] <− get ( impnames [ j ] )

}

# C r e a t e impreps d u p l i c a t e s o f ou tpu t ma t r i x

for ( h in 1 : impreps ) {

ass ign ( paste ( " impout " ,h , sep=" _ " ) , imputation _ output )

}

impout . l i s t <− mget ( paste0 ( " impout_ " , 1 : impreps ) )

for ( h in 1 : length ( impoutnames ) ) {

impout . l i s t [ [ h ] ] <− get ( impoutnames [ h ] )

}

# D e f i n e t h e bounds o f t h e d i s t r i b u t i o n

lower <− c ( 0 )

upper <− c ( I n f )

#De− t r u n c a t i n g a c r o s s a l l i t e m s and c o u n t r i e s

for ( j in 1 : length ( impnames ) )

{

for ( i in l e v e l s ( imp . l i s t [ [ j ] ] $ country ) )

{

data = subset ( imp . l i s t [ [ j ] ] , imp . l i s t [ [ j ] ] $ country == i )
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for ( k in c ( 1 : 5 ) )

{

gmm. f i t <− gmm. tmvnorm ( matrix ( imp . l i s t [ [ j ] ] [ , k ] , length ( imp . l i s t [ [

j ] ] [ , k ] ) , 1 ) , lower=lower , upper=upper )

useMu <− matrix (gmm. f i t $ c o e f f i c i e n t s [ 1 ] , 1 , 1 )

useSigma <− matrix (gmm. f i t $ c o e f f i c i e n t s [ 2 ] , 1 , 1 )

replaceThese <− imp . l i s t [ [ j ] ] [ , k]<=0

impout . l i s t [ [ j ] ] [ , k ] <− imp . l i s t [ [ j ] ] [ , k ]

impout . l i s t [ [ j ] ] [ replaceThese , k ] <− rtmvnorm ( n=sum( replaceThese )

, c (useMu) , c ( useSigma ) , c ( − I n f ) , c ( 0 ) )

impout . l i s t [ [ j ] ] <− subset ( impout . l i s t [ [ j ] ] , s e l e c t = c

( 1 , 2 , 3 , 4 , 5 ) )

impout . l i s t [ [ j ] ] <− cbind ( impout . l i s t [ [ j ] ] , imputation _ data $

country )

colnames ( impout . l i s t [ [ j ] ] ) <− c ( " t r s t p r l " , " t r s t p l t " , " t r s t p r t " , "

t r s t e p " , " t r s t u n " , " country " )

}

}

}

# D i s t r i b u t i o n s b e f o r e / a f t e r f o r one i m p u t a t i o n

ess8 _ impute <− as . matrix ( impout . l i s t $ impout_ 15)

par ( mfrow=c ( 2 , 5 ) )

for ( k in c ( 1 : 5 ) )

{

h i s t ( imputation _ data [ , k ] ,

main= ’ ’ ,
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xlab = ’ Response value ’ [ k ] ,

xlim=c ( − 1 1 . 5 , 1 0 . 5 ) ,

col=" grey " ,

breaks = c ( seq ( − 1 1 . 5 , 1 0 . 5 , 1 ) )

)

h i s t ( ess8 _ impute [ , k ] ,

main= ’ ’ ,

x lab = ’ Imputed value ’ ,

xlim=c ( − 1 1 . 5 , 1 0 . 5 ) ,

col=" blue " ,

breaks = c ( seq ( − 1 1 . 5 , 1 0 . 5 , 1 ) )

)

}

## D e f i n e t h e number o f r e p s used and c r e a t e a r e s u l t s v e c t o r

impute_ e s t <− vector ( ’ l i s t ’ , impreps )

##Run t h e model f o r a l l impreps and s a v e r e s u l t s in impute _ e s t [ j ]

for ( j in c ( 1 : impreps ) ) {

impute_ t e s t <− as . data . frame ( impout . l i s t [ [ j ] ] )

model_ metric1 . impute <− lavaan ( t r u s t .mg. metric1 ,

data = impute_ t e s t ,

group = " country " ,

group . equal = c ( " loadings " ) ,

es t imator = "MLM" ,

i n t . ov . f r e e = TRUE,

i n t . lv . f r e e = TRUE,

auto . f i x . f i r s t = FALSE ,

auto . var = TRUE,
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auto . cov . lv . x = TRUE)

impute_ e s t [ [ j ] ] <− model_ metric1 . impute # h e r e i s where you s t o r e t h e

r e s u l t s

}

# C r e a t e mat r i x f o r s t o r i n g e s t i m a t e s ( f i t , NPT~~SPT e s t , s e and

s t a n d a r d i s e d )

f i t _ impute <− matrix ( 0 , impreps , 7 )

corr _imp_ e s t <− matrix ( 0 , impreps , 1 8 )

corr _imp_ se <− matrix ( 0 , impreps , 1 8 )

corr _imp_ std <− matrix ( 0 , impreps , 1 8 )

# D e f i n e t h e c e l l s t o e x t r a c t

dummy <− parameterEst imates ( impute_ e s t [ [ j ] ] , s tandardized = TRUE)

userows <− (dummy$ l h s == ’NPT ’ ) * (dummy$op == ’~~ ’ ) * (dummy$ rhs == ’SPT

’ )

# E x t r a c t a l l t h e r e l e v a n t e s t i m a t e s and s t o r e in s e p e r a t e l i s t s

for ( i in c ( 1 : impreps ) )

{

f i t _ impute [ i , ] <− f i tMeasures ( impute_ e s t [ [ i ] ] , c ( " chisq . sca led " , " df .

sca led " , " c f i . s ca led " , " rmsea . sca led " , " srmr " , " a i c " , " b i c " ) )

corr _imp_ e s t [ i , ] <− parameterEst imates ( impute_ e s t [ [ i ] ] , s tandardized =

TRUE) [ userows ==1 ,] $ e s t

corr _imp_ se [ i , ] <− parameterEst imates ( impute_ e s t [ [ i ] ] , s tandardized =

TRUE) [ userows ==1 ,] $ se

corr _imp_ std [ i , ] <− parameterEst imates ( impute_ e s t [ [ i ] ] , s tandardized =

TRUE) [ userows ==1 ,] $ std . a l l

}

#### Observed model f i t r e s u l t s model _ s c a l a r 2 . mg vs imputed d a t a model _
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s c a l a r 2 . impute

obs_ e s t <− parameterEst imates ( model . metr ic1 .mg, standardized = TRUE) [

userows ==1 ,] $ std . a l l

f i t _ e s t <− as . matrix ( f i tMeasures ( model . metr ic1 .mg, c ( " chisq . sca led " , "

df . sca led " , " c f i . s ca led " , " rmsea . sca led " , " srmr " , " a i c " , " b i c " ) ) )

#CFI

par ( mfrow=c ( 1 , 1 ) )

plot ( f i t _ impute [ , 3 ] , ylim=c ( f i t _ e s t [ 3 , 1 ] − 0 . 0 0 5 , f i t _ e s t [ 3 , 1 ] + 0 . 0 0 5 ) ,

x lab = " Imputation data " ,

main = " CFI " ,

ylab = " CFI " ,

cex . main = 2 . 0 , cex . lab = 1 . 5 , cex . axis = 1 . 5 )

l i n e s ( c ( 1 , impreps ) , c ( f i t _ e s t [ 3 , 1 ] , f i t _ e s t [ 3 , 1 ] ) , col= ’ red ’ )

#RMSEA

plot ( f i t _ impute [ , 4 ] , ylim=c ( f i t _ e s t [ 4 , 1 ] − 0 . 0 5 , f i t _ e s t [ 4 , 1 ] + 0 . 0 5 ) ,

x lab = " Imputation data " ,

main = "RMSEA" ,

ylab = "RMSEA" ,

cex . main = 2 . 0 , cex . lab = 1 . 5 , cex . axis = 1 . 5 )

l i n e s ( c ( 1 , impreps ) , c ( f i t _ e s t [ 4 , 1 ] , f i t _ e s t [ 4 , 1 ] ) , col= ’ red ’ )

#SRMR

plot ( f i t _ impute [ , 5 ] , ylim=c ( f i t _ e s t [ 5 , 1 ] − 0 . 0 0 5 , f i t _ e s t [ 5 , 1 ] + 0 . 0 0 5 ) ,

x lab = " Imputation data " ,

main = "SRMR" ,

ylab = "SRMR" ,

cex . main = 2 . 0 , cex . lab = 1 . 5 , cex . axis = 1 . 5 )
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l i n e s ( c ( 1 , impreps ) , c ( f i t _ e s t [ 5 , 1 ] , f i t _ e s t [ 5 , 1 ] ) , col= ’ red ’ )

# D i f f e r e n c e a c r o s s c o u n t r i e s in c o r r (NPT, SPT )

colnames ( cor r _imp_ std ) <− c ( " Austr ia " , " Belgium " , " Czech Republic " , "

Germany" , " Estonia " , " Spain " , " Finland " , " France " ,

" United Kingdom" , " Hungary " , " I r e l an d " , " I t a l y

" , " Li thuania " , " Netherlands " , " Poland " ,

" Portugal " , " Sweden " , " S lovenia " )

par ( mfrow=c ( 3 , 6 ) )

for ( country in c ( 1 : 1 8 ) )

{

plot ( cor r _imp_ std [ , country ] , ylim=range ( c ( cor r _imp_ std [ , country ] , obs_

e s t ) ) ,

main=colnames ( cor r _imp_ std ) [ country ] ,

ylab=" corr (NPT, SPT ) " ,

x lab=" " )

l i n e s ( c ( 1 , impreps ) , c ( obs_ e s t [ country ] , obs_ e s t [ country ] ) , col= ’ red ’ )

}
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Appendix 5 - Correlation between NPT and SPT for 30

imputed datasets
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Appendix 6 - JAGS model code for BMGCFA configu-

ral invariance model

model {

###DATA AND MODEL

for ( i in 1 :N) {

t r s t p r l [ i ] ~ dnorm (mu[ i , 1 ] , 1 / t h e t a s t a r [ 1 , g [ i ] ] )

t r s t p l t [ i ] ~ dnorm (mu[ i , 2 ] , 1 / t h e t a s t a r [ 2 , g [ i ] ] )

t r s t p r t [ i ] ~ dnorm (mu[ i , 3 ] , 1 / t h e t a s t a r [ 3 , g [ i ] ] )

t r s t e p [ i ] ~ dnorm (mu[ i , 4 ] , 1 / t h e t a s t a r [ 4 , g [ i ] ] )

t r s t u n [ i ] ~ dnorm (mu[ i , 5 ] , 1 / t h e t a s t a r [ 5 , g [ i ] ] )

#LATENT VARIABLES

e ta [ i , 1 : 2 ] ~ dmnorm(mu_ e ta [ i , 1 : 2 ] , i b p s i [ 1 : 2 , 1 : 2 , g [ i ] ] )

e ta [ i , 3 ] ~ dnorm (mu_ e ta [ i , 3 ] , ibdps i [ 1 , g [ i ] ] )

#LATENT MEANS

mu_ e ta [ i , 1 ] <− nu [ 1 , g [ i ] ]

mu_ e ta [ i , 2 ] <− nu [ 2 , g [ i ] ]

mu_ e ta [ i , 3 ] <− dnu [ 3 , g [ i ] ]

#MU

mu[ i , 1 ] <− alpha [ 1 , g [ i ] ] + lambda [ 1 , g [ i ] ] * e ta [ i , 1 ]

mu[ i , 2 ] <− alpha [ 2 , g [ i ] ] + lambda [ 2 , g [ i ] ] * e ta [ i , 1 ] + dlam [ 2 , g [ i

] ] * e ta [ i , 3 ]

mu[ i , 3 ] <− alpha [ 3 , g [ i ] ] + lambda [ 3 , g [ i ] ] * e ta [ i , 1 ] + dlam [ 3 , g [ i

] ] * e ta [ i , 3 ]

mu[ i , 4 ] <− alpha [ 4 , g [ i ] ] + lambda [ 4 , g [ i ] ] * e ta [ i , 2 ]

mu[ i , 5 ] <− alpha [ 5 , g [ i ] ] + lambda [ 5 , g [ i ] ] * e ta [ i , 2 ]
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}

###PRIORS

#ITEM INTERCEPTS

for ( k in 1 :K) {

alpha [ 1 , k ] ~ dnorm ( 0 , 0 . 0 1 )

alpha [ 2 , k ] ~ dnorm ( 0 , 0 . 0 1 )

alpha [ 3 , k ] <− dsum( − alpha [ 1 , k ] , − alpha [ 2 , k ] )

alpha [ 4 , k ] ~ dnorm ( 0 , 0 . 0 1 )

alpha [ 5 , k ] <− dsum( − alpha [ 4 , k ] )

}

#ITEM LOADINGS

for ( k in 1 :K) {

lambda [ 1 , k ] ~ dnorm ( 1 , 0 . 0 1 )

lambda [ 2 , k ] ~ dnorm ( 1 , 0 . 0 1 )

lambda [ 3 , k ] ~ dsum(3 , − lambda [ 1 , k ] , − lambda [ 2 , k ] )

lambda [ 4 , k ] ~ dnorm ( 1 , 0 . 0 1 )

lambda [ 5 , k ] ~ dsum(2 , − lambda [ 4 , k ] )

}

#LATENT MEANS

for ( k in 1 :K) {

nu [ 1 , k ] ~ dnorm ( 5 , 0 . 0 1 )

nu [ 2 , k ] ~ dnorm ( 5 , 0 . 0 1 )

dnu [ 3 , k ] <− 0

}

#LATENT COVARIANCE AND CORRELATION

I [ 1 , 1 ] <− 1

I [ 1 , 2 ] <− 0

I [ 2 , 1 ] <− 0

I [ 2 , 2 ] <− 1
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for ( k in 1 :K) {

i b p s i [ 1 : 2 , 1 : 2 , k ] ~ dwish ( I , 3 )

ps i [ 1 : 2 , 1 : 2 , k ] <− inverse ( i b p s i [ 1 : 2 , 1 : 2 , k ] )

l a t c o r [ 1 , k ] <− ps i [ 1 , 2 , k ] / sqr t ( ps i [ 1 , 1 , k ] * ps i [ 2 , 2 , k ] )

ibdps i [ 1 , k ] <− 1

}

#ERROR VARIANCES

for ( k in 1 :K) {

t h e t a [ 1 , k ] <− ersd [ 1 , k]^2

t h e t a [ 2 , k ] <− ersd [ 2 , k]^2

t h e t a [ 3 , k ] <− ersd [ 3 , k]^2

t h e t a [ 4 , k ] <− ersd [ 4 , k]^2

t h e t a [ 5 , k ] <− ersd [ 5 , k]^2

ersd [ 1 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

ersd [ 2 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

ersd [ 3 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

ersd [ 4 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

ersd [ 5 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

}

#ERROR VARIANCES STAR

for ( k in 1 :K) {

t h e t a s t a r [ 1 , k ] <− t h e t a [ 1 , k ]

t h e t a s t a r [ 2 , k ] <− t h e t a [ 2 , k ] − ( sqr t ( abs ( rho [ 2 , 3 , k ] ) * t h e t a [ 2 , k

] ) ) ^2

t h e t a s t a r [ 3 , k ] <− t h e t a [ 3 , k ] − (( −1 + 2 * step ( rho [ 2 , 3 , k ] ) ) * sqr t (

abs ( rho [ 2 , 3 , k ] ) * t h e t a [ 3 , k ] ) ) ^2

t h e t a s t a r [ 4 , k ] <− t h e t a [ 4 , k ]

t h e t a s t a r [ 5 , k ] <− t h e t a [ 5 , k ]

}
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#CORRELATIONS

for ( k in 1 :K) {

rho [ 2 , 3 , k ] <− −1 + 2 * r h o d i s t [ 1 , k ]

r h o d i s t [ 1 , k ] ~ dbeta ( 1 , 1 )

}

#PHANTOM LOADINGS

for ( k in 1 :K) {

dlam [ 2 , k ] <− sqr t ( abs ( rho [ 2 , 3 , k ] ) * t h e t a [ 2 , k ] )

dlam [ 3 , k ] <− ( −1 + 2 * step ( rho [ 2 , 3 , k ] ) ) * sqr t ( abs ( rho [ 2 , 3 , k ] ) *

t h e t a [ 3 , k ] )

}

#INFERENTIAL COVARIANCES

for ( k in 1 :K) {

thetacov [ 2 , 3 , k ] <− dlam [ 2 , k ] *dlam [ 3 , k ] * ibdps i [ 1 , k ]

}

#LOG DENSITY

for ( k in 1 :K) {

cov . mat [ 1 , 1 , k ] <− lambda [ 1 , k]^2 * ps i [ 1 , 1 , k ] + t h e t a [ 1 , k ]

cov . mat [ 1 , 2 , k ] <− lambda [ 1 , k ] * lambda [ 2 , k ] * ps i [ 1 , 1 , k ]

cov . mat [ 1 , 3 , k ] <− lambda [ 1 , k ] * lambda [ 3 , k ] * ps i [ 1 , 1 , k ]

cov . mat [ 1 , 4 , k ] <− 0

cov . mat [ 1 , 5 , k ] <− 0

cov . mat [ 2 , 1 , k ] <− lambda [ 2 , k ] * lambda [ 1 , k ] * ps i [ 1 , 1 , k ]

cov . mat [ 2 , 2 , k ] <− lambda [ 2 , k]^2 * ps i [ 1 , 1 , k ] + t h e t a [ 2 , k ] +

dlam [ 2 , k]^2

cov . mat [ 2 , 3 , k ] <− lambda [ 2 , k ] * lambda [ 3 , k ] * ps i [ 1 , 1 , k ] +

thetacov [ 2 , 3 , k ] + dlam [ 2 , k ] *dlam [ 3 , k ]
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cov . mat [ 2 , 4 , k ] <− 0

cov . mat [ 2 , 5 , k ] <− 0

cov . mat [ 3 , 1 , k ] <− lambda [ 3 , k ] * lambda [ 1 , k ] * ps i [ 1 , 1 , k ]

cov . mat [ 3 , 2 , k ] <− lambda [ 3 , k ] * lambda [ 2 , k ] * ps i [ 1 , 1 , k ] +

thetacov [ 2 , 3 , k ] + dlam [ 2 , k ] *dlam [ 3 , k ]

cov . mat [ 3 , 3 , k ] <− lambda [ 3 , k]^2 * ps i [ 1 , 1 , k ] + t h e t a [ 3 , k ] +

dlam [ 3 , k]^2

cov . mat [ 3 , 4 , k ] <− 0

cov . mat [ 3 , 5 , k ] <− 0

cov . mat [ 4 , 1 , k ] <− 0

cov . mat [ 4 , 2 , k ] <− 0

cov . mat [ 4 , 3 , k ] <− 0

cov . mat [ 4 , 4 , k ] <− lambda [ 4 , k]^2 * ps i [ 2 , 2 , k ] + t h e t a [ 4 , k ]

cov . mat [ 4 , 5 , k ] <− lambda [ 4 , k ] * lambda [ 5 , k ] * ps i [ 2 , 2 , k ]

cov . mat [ 5 , 1 , k ] <− 0

cov . mat [ 5 , 2 , k ] <− 0

cov . mat [ 5 , 3 , k ] <− 0

cov . mat [ 5 , 4 , k ] <− lambda [ 5 , k ] * lambda [ 4 , k ] * ps i [ 2 , 2 , k ]

cov . mat [ 5 , 5 , k ] <− lambda [ 5 , k]^2 * ps i [ 2 , 2 , k ] + t h e t a [ 5 , k ]

sigma [ 1 : 5 , 1 : 5 , k ] <− inverse ( cov . mat [ 1 : 5 , 1 : 5 , k ] )

}

for ( i in 1 :N) {

data .mv[ i , 1 : 5 ] <− c ( t r s t p r l [ i ] , t r s t p l t [ i ] , t r s t p r t [ i ] , t r s t e p [ i ] ,

t r s t u n [ i ] )

mean . t r s t p r l [ i ] <− alpha [ 1 , g [ i ] ] + nu [ 1 , g [ i ] ] * lambda [ 1 , g [ i ] ]

mean . t r s t p l t [ i ] <− alpha [ 2 , g [ i ] ] + nu [ 1 , g [ i ] ] * lambda [ 2 , g [ i ] ]

mean . t r s t p r t [ i ] <− alpha [ 3 , g [ i ] ] + nu [ 1 , g [ i ] ] * lambda [ 3 , g [ i ] ]

mean . t r s t e p [ i ] <− alpha [ 4 , g [ i ] ] + nu [ 2 , g [ i ] ] * lambda [ 4 , g [ i ] ]

mean . t r s t u n [ i ] <− alpha [ 5 , g [ i ] ] + nu [ 2 , g [ i ] ] * lambda [ 5 , g [ i ] ]

mean .mv[ i , 1 : 5 ] <− c (mean . t r s t p r l [ i ] , mean . t r s t p l t [ i ] , mean .

t r s t p r t [ i ] , mean . t r s t e p [ i ] , mean . t r s t u n [ i ] )
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log _ l i k [ i ] <− logdens i ty . mnorm( data .mv[ i , ] , mean .mv[ i , ] , sigma

[ , , g [ i ] ] )

}

}
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Appendix 7 - R code for BMGCFA model

# R e q u i r e d p a c k a g e s

l i b r a r y ( saveJAGS )

l i b r a r y ( loo )

l i b r a r y ( wiqid )

# S e t number o f c o r e s f o r l o o p a c k a g e

options (mc . cores = 10)

# D i s a b l e s c i e n t i f i c n o t a t i o n and max p r i n t

options ( sc ipen = 999)

options (max . print =999999)

# Read model d a t a

nuts . data <− read . bugsdata ( ’ nuts _ f u l l . t x t ’ )

####NUTS CONFIGURAL MODEL

# D e f i n e m o n i t o r e d p a r a m e t e r s

j a g s . params <− c ( " alpha " , " lambda " , " t h e t a " , "nu" , " rho " , " log _ l i k " )

n . nuts <− nuts . data $K

# D e f i n e i n i t i a l v a l u e s f o r non− d e t e r m i n i s t i c nodes

nuts . i n i t s <− function ( chain ) l i s t ( alpha = matrix ( rep ( c ( 1 , 1 , 1 , 1 ,NA) ,n .

nuts ) , nrow=5 , ncol=n . nuts ) , lambda = matrix ( rep ( c ( 1 , 1 , 1 , 1 ,NA) ,n .

nuts ) , nrow=5 , ncol=n . nuts ) )

#Run model

ptm <− proc . time ( )

nuts . conf ig . model <− saveJAGS ( data = nuts . data ,

params = j a g s . params ,
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modelFile = " model_ nuts _ conf ig . t x t " ,

i n i t s = nuts . i n i t s ,

chains = 2 ,

sample2save = 400 ,

nSaves = 5 ,

burnin = 500 ,

th in = 5 ,

f i l e S t u b = " nuts _ conf ig _ f i l e s / nutsconf ig " )

proc . time ( ) −ptm

# Quick summary

s t r ( nuts . conf ig . model )

summary ( nuts . conf ig . model )

# E x t r a c t p a r a m e t e r o f i n t e r e s t

mcmc. nuts . conf ig . nu <− combineSaves ( nuts . conf ig . model , params=c ( "nu" ) )

s t r (mcmc . nuts . conf ig . nu )

format ( o b j e c t . s i z e (mcmc . nuts . conf ig . nu ) , u n i t s = "Mb" )

# Quick d i a g n o s t i c s

nuts . conf ig .bw. nu <− as . Bwiqid (mcmc. nuts . conf ig . nu )

nuts . conf ig .bw. nu

diagPlot ( nuts . conf ig .bw. nu )

t r a c e P l o t ( nuts . conf ig .bw. nu )

d e n s i t y P l o t ( nuts . conf ig .bw. nu )

a c f P l o t ( nuts . conf ig .bw. nu )

# E x t r a c t l o g _ l i k e l i h o o d

mcmc. nuts . conf ig . l o g l i k <− combineSaves ( nuts . conf ig . model , params=c ( "

log _ l i k " ) )
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s t r (mcmc . nuts . conf ig . l o g l i k )

format ( o b j e c t . s i z e (mcmc . nuts . conf ig . l o g l i k ) , u n i t s = "Mb" )

# C a l c u l a t e DIC manual ly ( i n e f f e c t i v e a t t h e pD s t a g e )

ln . paraml is t . nuts . conf ig <− s ims Lis t (mcmc . nuts . conf ig . l o g l i k )

ln . l o g l i k . nuts . conf ig <− ln . paraml is t . nuts . conf ig $ log _ l i k

e s t . ln . dev . nuts . conf ig <− −2 * rowSums ( ln . l o g l i k . nuts . conf ig )

deviance . nuts . conf ig <− mean ( e s t . ln . dev . nuts . conf ig )

pd . nuts . conf ig <− sum( var ( ln . l o g l i k . nuts . conf ig ) )

dic . nuts . conf ig <− deviance . nuts . conf ig + pd . nuts . conf ig

# C a l c u l a t e WAIC

ln . waic . nuts . conf ig <− waic ( ln . l o g l i k . nuts . conf ig )

ln . waic . nuts . conf ig

# C a l c u l a t e LOOIC

ln . loo . nuts . conf ig <− loo ( ln . l o g l i k . nuts . conf ig )

ln . loo . nuts . conf ig

plot ( ln . loo . nuts . conf ig )
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Appendix 8 - JAGS model code for Marien (2011) model

model {

###DATA AND MODEL

for ( i in 1 :N) {

t r s t p r l [ i ] ~ dnorm (mu[ i , 1 ] , 1 / t h e t a s t a r [ 1 , g [ i ] ] )

t r s t p l t [ i ] ~ dnorm (mu[ i , 2 ] , 1 / t h e t a s t a r [ 2 , g [ i ] ] )

t r s t p r t [ i ] ~ dnorm (mu[ i , 3 ] , 1 / t h e t a s t a r [ 3 , g [ i ] ] )

t r s t l g l [ i ] ~ dnorm (mu[ i , 4 ] , 1 / t h e t a s t a r [ 4 , g [ i ] ] )

t r s t p l c [ i ] ~ dnorm (mu[ i , 5 ] , 1 / t h e t a s t a r [ 5 , g [ i ] ] )

#LATENT VARIABLES

e ta [ i , 1 ] ~ dnorm (mu_ e ta [ i , 1 ] , 1 / ps i [ 1 , g [ i ] ] )

e ta [ i , 2 ] ~ dnorm (mu_ e ta [ i , 2 ] , 1 / ps i [ 2 , g [ i ] ] )

e ta [ i , 3 ] ~ dnorm (mu_ e ta [ i , 3 ] , 1 / ps i [ 3 , g [ i ] ] )

#LATENT MEANS

mu_ e ta [ i , 1 ] <− nu [ 1 , g [ i ] ]

mu_ e ta [ i , 2 ] <− dnu [ 2 , g [ i ] ]

mu_ e ta [ i , 3 ] <− dnu [ 3 , g [ i ] ]

#MU

mu[ i , 1 ] <− alpha [ 1 , g [ i ] ] + lambda [ 1 , g [ i ] ] * e ta [ i , 1 ]

mu[ i , 2 ] <− alpha [ 2 , g [ i ] ] + lambda [ 2 , g [ i ] ] * e ta [ i , 1 ] +

dlam [ 2 , g [ i ] ] * e ta [ i , 2 ]

mu[ i , 3 ] <− alpha [ 3 , g [ i ] ] + lambda [ 3 , g [ i ] ] * e ta [ i , 1 ] +

dlam [ 3 , g [ i ] ] * e ta [ i , 2 ]

mu[ i , 4 ] <− alpha [ 4 , g [ i ] ] + lambda [ 4 , g [ i ] ] * e ta [ i , 1 ] +

dlam [ 4 , g [ i ] ] * e ta [ i , 3 ]

mu[ i , 5 ] <− alpha [ 5 , g [ i ] ] + lambda [ 5 , g [ i ] ] * e ta [ i , 1 ] +

dlam [ 5 , g [ i ] ] * e ta [ i , 3 ]

}

###PRIORS

#ITEM INTERCEPTS
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for ( k in 1 :K) {

alpha [ 1 , k ] ~ dnorm ( 0 , 0 . 0 1 )

alpha [ 2 , k ] ~ dnorm ( 0 , 0 . 0 1 )

alpha [ 3 , k ] ~ dnorm ( 0 , 0 . 0 1 )

alpha [ 4 , k ] ~ dnorm ( 0 , 0 . 0 1 )

alpha [ 5 , k ] ~ dsum( − alpha [ 1 , k ] , − alpha [ 2 , k ] , − alpha [ 3 , k ] , −

alpha [ 4 , k ] )

}

#ITEM LOADINGS

for ( k in 1 :K) {

lambda [ 1 , k ] ~ dnorm ( 1 , 0 . 0 1 )

lambda [ 2 , k ] ~ dnorm ( 1 , 0 . 0 1 )

lambda [ 3 , k ] ~ dnorm ( 1 , 0 . 0 1 )

lambda [ 4 , k ] ~ dnorm ( 1 , 0 . 0 1 )

lambda [ 5 , k ] ~ dsum(5 , − lambda [ 1 , k ] , − lambda [ 2 , k ] , − lambda

[ 3 , k ] , − lambda [ 4 , k ] )

}

#LATENT MEANS

for ( k in 1 :K) {

nu [ 1 , k ] ~ dnorm ( 5 , 0 . 0 1 )

dnu [ 2 , k ] <− 0

dnu [ 3 , k ] <− 0

}

#LATENT VARIANCES

for ( k in 1 :K) {

ps i [ 1 , k ] <− psisd [ 1 , k]^2

psisd [ 1 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

ps i [ 2 , k ] <− 1 ps i [ 3 , k ] <− 1

}

#ERROR VARIANCES

for ( k in 1 :K) {
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t h e t a [ 1 , k ] <− ersd [ 1 , k]^2

t h e t a [ 2 , k ] <− ersd [ 2 , k]^2

t h e t a [ 3 , k ] <− ersd [ 3 , k]^2

t h e t a [ 4 , k ] <− ersd [ 4 , k]^2

t h e t a [ 5 , k ] <− ersd [ 5 , k]^2

ersd [ 1 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

ersd [ 2 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

ersd [ 3 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

ersd [ 4 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

ersd [ 5 , k ] ~ dt ( 0 , 0 . 5 , 2 0 ) T ( 0 , )

}

#ERROR VARIANCES STAR

for ( k in 1 :K) {

t h e t a s t a r [ 1 , k ] <− t h e t a [ 1 , k ]

t h e t a s t a r [ 2 , k ] <− t h e t a [ 2 , k ] − ( sqr t ( abs ( rho [ 2 , 3 , k ] ) *

t h e t a [ 2 , k ] ) ) ^2

t h e t a s t a r [ 3 , k ] <− t h e t a [ 3 , k ] − (( −1 + 2 * step ( rho [ 2 , 3 , k

] ) ) * sqr t ( abs ( rho [ 2 , 3 , k ] ) * t h e t a [ 3 , k ] ) ) ^2

t h e t a s t a r [ 4 , k ] <− t h e t a [ 4 , k ] − ( sqr t ( abs ( rho [ 4 , 5 , k ] ) *

t h e t a [ 4 , k ] ) ) ^2

t h e t a s t a r [ 5 , k ] <− t h e t a [ 5 , k ] − (( −1 + 2 * step ( rho [ 4 , 5 , k

] ) ) * sqr t ( abs ( rho [ 4 , 5 , k ] ) * t h e t a [ 5 , k ] ) ) ^2

}

#CORRELATIONS

for ( k in 1 :K) {

rho [ 2 , 3 , k ] <− −1 + 2 * r h o d i s t [ 1 , k ]

rho [ 4 , 5 , k ] <− −1 + 2 * r h o d i s t [ 2 , k ]

r h o d i s t [ 1 , k ] ~ dbeta ( 1 , 1 )

r h o d i s t [ 2 , k ] ~ dbeta ( 1 , 1 )

}

#PHANTOM LOADINGS

207



for ( k in 1 :K) {

dlam [ 2 , k ] <− sqr t ( abs ( rho [ 2 , 3 , k ] ) * t h e t a [ 2 , k ] )

dlam [ 3 , k ] <− ( −1 + 2 * step ( rho [ 2 , 3 , k ] ) ) * sqr t ( abs ( rho

[ 2 , 3 , k ] ) * t h e t a [ 3 , k ] )

dlam [ 4 , k ] <− sqr t ( abs ( rho [ 4 , 5 , k ] ) * t h e t a [ 4 , k ] )

dlam [ 5 , k ] <− ( −1 + 2 * step ( rho [ 4 , 5 , k ] ) ) * sqr t ( abs ( rho

[ 4 , 5 , k ] ) * t h e t a [ 5 , k ] )

}

#INFERENTIAL COVARIANCES

for ( k in 1 :K) {

thetacov [ 2 , 3 , k ] <− dlam [ 2 , k ] *dlam [ 3 , k ] * ps i [ 2 , k ]

thetacov [ 4 , 5 , k ] <− dlam [ 4 , k ] *dlam [ 5 , k ] * ps i [ 3 , k ]

}

#LOG DENSITY

for ( k in 1 :K) {

cov . mat [ 1 , 1 , k ] <− lambda [ 1 , k]^2 * ps i [ 1 , k ] + t h e t a [ 1 , k ]

cov . mat [ 1 , 2 , k ] <− lambda [ 1 , k ] * lambda [ 2 , k ] * ps i [ 1 , k ]

cov . mat [ 1 , 3 , k ] <− lambda [ 1 , k ] * lambda [ 3 , k ] * ps i [ 1 , k ]

cov . mat [ 1 , 4 , k ] <− lambda [ 1 , k ] * lambda [ 4 , k ] * ps i [ 1 , k ]

cov . mat [ 1 , 5 , k ] <− lambda [ 1 , k ] * lambda [ 5 , k ] * ps i [ 1 , k ]

cov . mat [ 2 , 1 , k ] <− lambda [ 2 , k ] * lambda [ 1 , k ] * ps i [ 1 , k ]

cov . mat [ 2 , 2 , k ] <− lambda [ 2 , k]^2 * ps i [ 1 , k ] + t h e t a [ 2 , k ] + dlam

[ 2 , k]^2

cov . mat [ 2 , 3 , k ] <− lambda [ 2 , k ] * lambda [ 3 , k ] * ps i [ 1 , k ] +

thetacov [ 2 , 3 , k ] + dlam [ 2 , k ] *dlam [ 3 , k ]

cov . mat [ 2 , 4 , k ] <− lambda [ 2 , k ] * lambda [ 4 , k ] * ps i [ 1 , k ]

cov . mat [ 2 , 5 , k ] <− lambda [ 2 , k ] * lambda [ 5 , k ] * ps i [ 1 , k ]

cov . mat [ 3 , 1 , k ] <− lambda [ 3 , k ] * lambda [ 1 , k ] * ps i [ 1 , k ]

cov . mat [ 3 , 2 , k ] <− lambda [ 3 , k ] * lambda [ 2 , k ] * ps i [ 1 , k ] +
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thetacov [ 2 , 3 , k ] + dlam [ 2 , k ] *dlam [ 3 , k ]

cov . mat [ 3 , 3 , k ] <− lambda [ 3 , k]^2 * ps i [ 1 , k ] + t h e t a [ 3 , k ] + dlam

[ 3 , k]^2

cov . mat [ 3 , 4 , k ] <− lambda [ 3 , k ] * lambda [ 4 , k ] * ps i [ 1 , k ]

cov . mat [ 3 , 5 , k ] <− lambda [ 3 , k ] * lambda [ 5 , k ] * ps i [ 1 , k ]

cov . mat [ 4 , 1 , k ] <− lambda [ 4 , k ] * lambda [ 1 , k ] * ps i [ 1 , k ]

cov . mat [ 4 , 2 , k ] <− lambda [ 4 , k ] * lambda [ 2 , k ] * ps i [ 1 , k ]

cov . mat [ 4 , 3 , k ] <− lambda [ 4 , k ] * lambda [ 3 , k ] * ps i [ 1 , k ]

cov . mat [ 4 , 4 , k ] <− lambda [ 4 , k]^2 * ps i [ 1 , k ] + t h e t a [ 4 , k ] + dlam

[ 4 , k]^2

cov . mat [ 4 , 5 , k ] <− lambda [ 4 , k ] * lambda [ 5 , k ] * ps i [ 1 , k ] +

thetacov [ 4 , 5 , k ] + dlam [ 4 , k ] *dlam [ 5 , k ]

cov . mat [ 5 , 1 , k ] <− lambda [ 5 , k ] * lambda [ 1 , k ] * ps i [ 1 , k ]

cov . mat [ 5 , 2 , k ] <− lambda [ 5 , k ] * lambda [ 2 , k ] * ps i [ 1 , k ]

cov . mat [ 5 , 3 , k ] <− lambda [ 5 , k ] * lambda [ 3 , k ] * ps i [ 1 , k ]

cov . mat [ 5 , 4 , k ] <− lambda [ 5 , k ] * lambda [ 4 , k ] * ps i [ 1 , k ] +

thetacov [ 4 , 5 , k ] + dlam [ 4 , k ] *dlam [ 5 , k ]

cov . mat [ 5 , 5 , k ] <− lambda [ 5 , k]^2 * ps i [ 1 , k ] + t h e t a [ 5 , k ] + dlam

[ 5 , k]^2

sigma [ 1 : 5 , 1 : 5 , k ] <− inverse ( cov . mat [ 1 : 5 , 1 : 5 , k ] )

}

for ( i in 1 :N) {

data .mv[ i , 1 : 5 ] <− c ( t r s t p r l [ i ] , t r s t p l t [ i ] , t r s t p r t [ i ] , t r s t l g l [ i

] , t r s t p l c [ i ] )

mean . t r s t p r l [ i ] <− alpha [ 1 , g [ i ] ] + nu [ 1 , g [ i ] ] * lambda [ 1 , g [ i ] ]

mean . t r s t p l t [ i ] <− alpha [ 2 , g [ i ] ] + nu [ 1 , g [ i ] ] * lambda [ 2 , g [ i ] ]

mean . t r s t p r t [ i ] <− alpha [ 3 , g [ i ] ] + nu [ 1 , g [ i ] ] * lambda [ 3 , g [ i ] ]

mean . t r s t l g l [ i ] <− alpha [ 4 , g [ i ] ] + nu [ 1 , g [ i ] ] * lambda [ 4 , g [ i ] ]
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mean . t r s t p l c [ i ] <− alpha [ 5 , g [ i ] ] + nu [ 1 , g [ i ] ] * lambda [ 5 , g [ i ] ]

mean .mv[ i , 1 : 5 ] <− c (mean . t r s t p r l [ i ] , mean . t r s t p l t [ i ] , mean .

t r s t p r t [ i ] , mean . t r s t l g l [ i ] , mean . t r s t p l c [ i ] )

log _ l i k [ i ] <− logdens i ty . mnorm( data .mv[ i , ] , mean .mv[ i , ] , sigma

[ , , g [ i ] ] )

}

}
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