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Abstract

Statistical and computational methods are being increasingly integrated into Decision Support Systems to aid management and
help with strategic decisions. Researchers need to fully understand the use of such techniques in order to make predictions when
using financial data. This paper therefore presents a method based literature review focused on the predictive analytics domain. The
study comprehensively covers classification, regression, clustering, association and time series models. It expands existing
explanatory statistical modelling into the realm of computational modelling. The methods explored enable the prediction of the future
through the analysis of financial time series and cross-sectional data that is collected, stored and processed in Information Systems.
The output of such models allow financial managers and risk oversight professionals to achieve better outcomes. This review brings
the various predictive analytic methods in finance together under one domain.
© 2022 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This is an open access article
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

This paper reviews and explores the way that predictive analytic methods are used by scholars in finance, and in
computational fields of study, to make forecasts. A systemic identification of methods and use cases is presented,
specifically drawn from data sourced either internally or externally from financial Information Systems (IS). As a
review, this paper does not explain the modelling process itself. This is adequately covered in many textbooks, such as
that by.1 It is instead a compendium of explanatory statistical and computational methods for the financial services
industry, complied using bibliometric and keyword searches. It is relevant to the IS domain as predictive techniques are
being increasingly incorporated into Decision Support Systems (DSS). The outputs are used in industry to achieve
better commercial or product outcomes.

Finance is a broad term associated with activities in capital markets that encompasses intertemporal and portfolio
decisions.2 These activities frequently generate time series. These can be used to predict future values and or returns.3

The foundation of statistical inference from these time series is the weak stationarity they exhibit in their means,
variances, and covariances. It also lies in cross sectional series that are generated by financial transactions and markets.
These provide a bedrock for statistical analysis and can in turn be imported into a DSS to predict customer, company or
industry insights. An example is the prediction of a company's beta using cross sectional analysis. This is derived from
the capital asset pricing model and represents the firms systematic risk relative to the market. The beta is the slope
coefficient and is calculated simply by using a least squared regression.a

The term predictive analytics is more commonly applied when moving beyond explanatory statistical models to
computational prediction. The latter are standard in DSS, and the former are increasingly being embedded into them.
Table 1 highlights the key differences between these two approaches. The algorithmic techniques of the latter use test
data sets to determine their validity and accuracy.b In contrast, statistical models use confidence intervals and signif-
icance tests. That said, as computational and statistical methods are used together in data analytics, both are covered in
this review.

Within the field of finance, predictive analytics are used to examine historic IS data sets. The term covers both
explanatory statistics and predictive computational methods. In column 2 of Table 1, explanatory statistics are listed as
descriptive and backward looking. In column 3 of Table 1, predic-tive computational methods make forecasts and are
listed as forward looking.5 Unlike much applied forecasting in finance, the conclusions of a computational approach are
drawn from the data rather than human interpretation. Indeed,6 warn that researchers using computational predictive
techniques must be comfortable with the idea that such research starts with data rather than with theory.7; however,
warn that these same researchers should be wary of over-fitting, where the temptation might be to build a theory around
the data and then modify the data to strengthen the theory.

In order for DSS to undertake predictive analytics itis necessary to have clean descriptive data from a corporate IS or
a data warehouse. With the increasingly large, varied and complex nature of data, this becomes more of a challenge
a It can be calculated with greater degrees of sophistication to address time varying influences by using generalized autoregressive conditional
heteroskedasticity (GARCH) and Kalman filter models.4
b The use of accuracy here refers to accuracy in the general sense. However, and for the avoidance of doubt, in machine learning applications,

accuracy in the strict statistical sense is often less important than precision/recall.

146



Table 1
Differences between explanatory and predictive methods.

Explanatory statistics Predictive computational

Research problem Testing hypothesis Predicting possible outcomes

Systems output Insight generated Learning generated

Variables Dependent and independent System features/observables

Risks Type I and type II errors Overfitting

Optimization Minimize model bias Variance-bias trade-off

Evaluation Statistical significance and Accuracy of out of sample

Confidence intervals performance
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when faced with the heterogeneous, autonomous, complex and evolving “Big Data” commonly found in finance.8,c

This raises a key point for IS. A distinction has to be made between internally and externally generated information
and data. As such, section 2 of this paper reviews those datasets that have to be imported to an IS, and section 3 those
that are generated by it. Addressing approaches to internally gathered raw data requires an interactive software-based
system. Addressing approaches to external data requires suitable imported data-sets or a system for gathering
distributed data.

Within predictive computational methods, the learning process is either unsupervised or supervised.9 Unsupervised
learning is a form of descriptive modelling that does not have an identified target variable or label. In finance, an
example would be the reduction of the variables influencing a share price into number of factors. The maximum
common variance of the variables is then assigned a score which gives the factor exposure of individual securities. In
supervised learning, the label by contrast, both the variables and the nature of the desired predicted outcome are known.
Using the example of a share price, this would be used where the past performance and attributes of a security are
known but the analyst wishes to predict the future price.

Predictive analytics can be used in combination with IS data-sets to classify event outcomes, such as loan defaults,
credit defaults and customer churn. It can be used to forecast numeric values, such as the price of a security or customer
retention. It can further be used to identify anomalies, such as if a credit card transaction is fraudulent or if an insurance
claim is falsified. It can also group data clusters found in IS, such as customer segmentation for sales targeting or
identification of dissatisfied customers. Finally, as mentioned, it can be used for forecasting time series.

All predictive analytic models begin with a construction process. As mentioned, the data in the IS can be either
internally or externally sourced. The Cross Industry Standard Process Model for Data Mining (CISPM - DM) outlines
the steps for the internal data.d This includes gaining an understanding of the context and the data, as well as the
preparation of that data. It details the modelling, evaluation and deployment stages. In the first step of the CISPM, IS
domain experts are required. This is especially the case in finance, as there are extensive theories that explain asset
pricing, the nature of banking and the behaviour of customers. These all require separate modelling. In the data
preparation stage, variables need to be categorised and tabulated by finance domain experts into attributes, descriptors,
variables, fields and features. Where external data and computational methods are applied, the IS need to be adapted
accordingly.

The identification of outliers in the data is essential for good predictive analytics. Outliers can, for example, have a
marked impact on the cross-sectional distributional properties of financial ratios.10 These can be adjusted using win-
sorizing or trimming techniques. As a method for prediction, outlier models are also used. These are particularly useful
for identifying fraudulent financial transactions. For example,11 present a multivariate identification strategy that de-
tects outliers in financial data. Outliers should be investigated thoroughly as they provide important information about
the topic being investigated.

Once the data has been prepared, the predictive model can be built into the DSS. Such models can be divided into
either parametric or nonparametric.12 The former are where the distributions are known. Security prices, for example,
are assumed to have a normal distribution by many capital asset pricing models. Machine learning models do not make
such assumptions. They are therefore more flexible and iterative. They are also able to model non-linear data. For
c This type of data is increasing rapidly due to distributed computing.
d The CRISP-DM process model, methodology, reference model, and user guide can be found at: https://www.the-modeling-agency.com/crisp-

dm.pdf.
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example, they can be used to make share price trading models which include many time varying variables. In this way,
nonparametric models distinguish predictive analytics from data mining and/or computational statistics, although there
is a large overlap. As such, they are increasingly being applied in finance research and built into IS, as shall be shown.

In reviewing the methods used, this paper provides a contribution by extending the IS domain literature. It does this
by including those scholars who have used data based predictive analytics to investigate questions of academic interest
in finance. In gathering them together and reviewing them, it facilitates the adoption of the various techniques into DSS
and research environments.

2. Methodology

To identify the methods, a broad literature review was conducted using multiple search engines in order to identify
the most important uses of predictive analytics in finance. These are broken down by section later in the paper. This
search followed the Scientific Procedures and Rationales for Systematic Literature Reviews (SPAR-4-SLR) protocol
proposed by.13

The use of the SPAR-4-SLR method is designed to consolidate knowledge in a domain. It ensures the review does
not include replicative research and focuses on claims of novelty. This means the 53,500 results for the search term
“Predictive Analytics in Finance” can be usefully processed. The numerous use cases and methods were assembled,
arranged and assessed. The domain search identified over 187 major contributions, suggesting sufficient maturity to
justify the subject for review. This is considered a good base, as14 suggest that systematic reviews can be used at the
domain level when more than 40 papers have been identified as suitable. The main techniques used are identified in
Table 2. For the sake of brevity, not all of these papers are referenced in the synthesis of this review. The criteria for
inclusion being usefulness to DSS and the significance of results produced by the method.

The identified key methods are addressed in each of the section headings. Care is taken to exclude papers that do not
advance knowledge or add significant contribution to understanding of predictive analytic techniques. A more focused
search was then undertaken on each of the theme headings, extracting those papers with the greatest citations and from
the most learned journals. This excluded single country studies, as these typically build on the method of previous
scholars.

Two broad categories were identified. Firstly, statistical methods that draw inferences, and secondly computational
methods that find broad predictive patterns. Both can be used in DSS to undertake predictive analytics on a wide variety
of finance variables. To ground the development of the predictive analytic domain, two research questions (RQ) were
posed.

• RQ1 asked which top contributing authors in finance have utilised predictive analytics in their research.
• RQ2 asked what predictive analytic methodological choices were made and what the research context was.
Table 2
Main technique identified in literature search. This table shows the main method used in highly cited papers that claim unique insights. The count
includes papers where the method may have been described with a different term. For example, the use of the GARCH approach is merged with time
series.

Technique Count Merged Technique Count

Time series 42 Segmentation analysis 7

(Incl. described as GARCH) (7)

(Incl. described as ARIMA) (4)

Linear regression 32 Association rules 6

Neural networks 21 Optimization techniques 6

(Incl. described as ANN) (8) Quantile analysis 4

Logistic regression 13 Multivariate analysis 5

(Incl. described as LOGIT) (4)

Non linear regression 12 Classifiers 6

Clustering techniques 8 Random forests 5

SVM 8 Similarity approaches 4

Machine Learning 8
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The extant literature relevant to the search criteria is reviewed in section 3 and 4. These papers used the main
statistical, classification, regression, clustering, association and time series models. These search terms were added to
the key research areas in order to ensure all methods were captured. Search terms that also covered computational
methods, such as machine learning and artificial intelligence, were also added in combination with the finance problem
keywords. The insights drawn from this systematic approach are covered next.

2.1. Classification methods

Classification methods include Logistic Regression, Näıve Bayes, Stochastic Gradient Descent, K-Nearest
Neighbours, Decision Tree, Random Forest, and Support Vector Machine (SVM). These are all common in Machine
Learning.

Classification is a technique that helps predict discrete (generally binary) outcomes. Logistic regression is used to
predict an outcome that either happens or does not. The most common classification method is the decision tree. This
consists of nodes that form a rooted tree, meaning it is a directed tree that details how the classification is related, also
with binary decisions. Random Forest is merely an extension of the decision tree approach to multiple trees. Naive
Bayes is also popular, as it calculates the possibility of whether a data point belongs within a certain category.

Predictions using classification matrices impact many areas of finance, including portfolio construction, risk
management, option pricing and strategic hedging. As such, there is a large body of literature devoted to such methods.
Classification methods are used in financial DSS to make forecasting reports. For example,15 predict stock market
direction, which is either up or down, using a Support Vector Machine (SVM) and the classification method. In
computational models such as these, classification is the process of partitioning a data-set into two classes. For example,
a set of bank customers who never go overdrawn and a set of bank customers that includes those that do. Techniques
that can be combined with classification in this way include predictive tables, co-variance matrices, similarity functions,
Artificial Neural Networks (ANN) and the aforementioned SVM classifiers. Examples of how each are used in finance
are presented next.

Predictive tables are used in analysing high frequency and ultra high frequency trading data where volatility
clustering, heavy tails and time of day/week/month anomalies can be identified. For example,16 analyse transaction
batch frequency on 1.28 million buy transactions and 1.30 million sell transactions. With this form of analysis,17 warn
that the speed of transactions increases the errors. Further, that data has to be synthesised using linear interpolation for
periods where there is no trading. That said, it is a new and growing part of the literature and shows what insights can be
extracted from both internal and external IS.

Many finance problems are quadratic. These include univariate, where an unknown variable has to be predicted, and
optimization problems. In the former, graphs can be used to predict points on a quadratic function. In the latter,
covariance matrices can be used in the analysis of conditional variances, co-variances and correlations of financial
returns.

Similarity functions play an import part in the financial prediction process. In particular when using certain
parametric and nonparametric regressions neural nets, linear and nonlinear classifiers. The use of similarity functions
in finance is normally where case based decisions are required. For example,18 use it to predict bankruptcy by
identifying similar past cases of financial distress. The main feature of this approach is the matching and retrieval of
the prior cases. This takes the features of a prior bankruptcy and weights them. The matching process then retrieves
these prior bankruptcies based on a weighted sum of their features compared to the company or companies being
investigated.

The usefulness of computational methods in DSS is enhanced when addressing non-linear problems. Artificial
Neural Networks and Support Vector classifiers are computational units that are particularly good at handling such
non linear financial prediction problems. A review of their use in finance is produced by.19 ANN's use a set of inputs
in combination with additional inputs from other computational units to decide the value of an output. This allows
them to compute bias adjustments and assign weights. By changing these weights, the ANN learns what the optimal
outcome is. For example, ANN's have been used in fund management to make stock selection predictions. Several of
these papers in science journals make use of technical indicators which are frowned upon by finance academics.20 For
example,105 provide a Support Vector classifier approach based on weighted trading volume. They conclude that the
classifier has limited accuracy and did not perform well with their proposed trading strategy. They suggest that future
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research in this area could apply Random Forest methods to determine which features are likely to produce better
results.

2.2. Regression methods

Regression techniques, used in explanatory modelling, are also used extensively in predictive finance. Indeed, they
are the most common form of forecast models in DSS.

The most widely used model in finance is the capital asset pricing model (CAPM). This is essentially a single factor
linear regression model: E(Ri)= Rf+ B (E(Rm) Rf). It is based on the expected return dependent variable E(Ri) having a
linear relationship to the market return E(Rm) explanatory variable. As such, when individual security returns are
regressed against the market, the resulting slope delivers the volatility of a security's return relative to the volatility of
the returns of the market (Beta). This can then be used to describe the relationship between systematic risk, that element
of returns that can't be diversified away, and expected return for assets. There are many papers that use the CAPM to
make predictions. The reader is directed to 21 for an overview.

There are of course many types of regression, both linear and non linear, single or multiple. Many time series exhibit
correlations but in finance it is difficult to identify whether the correlation between two or more variables is causal.
Further, regressions suffer from a number of issues including omitted variables, reverse causality, mismeasurement and
a limited focus. That said, this has not limited their use by finance academics who use there significance results to justify
the acceptance or rejection of hypothesis.

When performing regression analysis to make predictions, the numerical output needs to be supplemented by a
measure of how confident the researcher can be with the output prediction. These can be stated in confidence prediction
or tolerance intervals.22 warn of p-hacking, the manipulation of data to obtain desired p-values. They find this prevalent
in financial papers that use of panel regressions to test for cross sectional equity risk factors.

Another way to incorporate a degree of confidence is to use quantile regression.23 This method calculates the
conditional median of the least squares rather than the mean (or any percentage of a particular value). It has the
advantage of being able to order and sort samples. For example, there is dispersion and skew between the top paid
employees in a company and the bottom paid ones.24 therefore use this approach to identify if conditionally (predicted)
high wage employees have a link between pay and performance than conditionally low-wage employees. Within
finance, this is useful where the conditions of normal or linear relationships are not present, for example where the data
exhibits homoscedasticity or independence.

The reason finance scholars use regressions is to reduce complex relation-ships found between many variables. As
mentioned, the CAPM does this well. The normal distribution assumption, however, is just that, an assumption.
Computational methods do not start with that as a basis and as such are well suited to DSS.

2.3. Clustering and association rule methods

Clustering and association rules are descriptive unsupervised classification approaches for data in IS when the
various groupings, classifications and sub classifications are unknown. Within finance,25 suggest they are important
techniques for the understanding of time series. It also facilitates the visualization of the data relationships. For ex-
ample, they can be used to classify securities into groups that share common characteristics and whose returns tend
to vary and co-vary together without resort to a regression model such as the CAPM.

Association rules (AR) use Machine Learning (ML) models to check for patterns or related events in a database. For
example, they are suggested by26 as a way of detecting fraud in banks. Transactions or events that are usually associated
with fraud, such as claiming frequent refunds, can be data mined and then flagged.

Both clustering techniques and association rules can be used in combination with other methods and in computa-
tional finance. For example,27 used clustering in combination with a neural network based model to predict financial
bankruptcy.

2.4. Time series models

Time series models, generated either internally or imported to an IS, are based on the assumption that a data series
has a structure that exhibits itself over time. For example, the business cycle gives rise to trend and seasonal variation.
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The internal structure of a time series may also exhibit auto correlation, such as when new information on a stock is
gradually, rather than instantly reflected in its price. Because of this, regressions are less effective on such data series.
As a result, predictive analytics can be applied using autoregressive (AR), moving average (MA), autoregressive
moving average (ARMA) and autoregressive integrated moving average (ARIMA) models.28 Also, more sophisticated
conditional modelling can be applied that utlitizes autoregressive conditional hetroskedasity (ARCH) and GARCH
models.

ARMA, ARIMA, ARCH and GARCH are used according to ones as-sumption of the nature of the financial time
series. These can be stationary (single period), integrated (seasonal), conditional (time varying) or lagged conditional
(time varying with a delay). ARMA (stationary) and ARIMA (integrated) are both flexible predictive methods, however
they are not appropriate to address nonlinearity and volatility, both common features of financial time series. ARCH
(conditional) and GARCH (lagged) conditional models are better in this respect, and therefore more widely used in
financial time series forecasting. This is also relevant because financial returns typically have an outlier-prone distri-
bution. ARCH or GARCH models can be used to capture this effect in volatility.

GARCH and ARCH models are used in many conditional asset pricing applications.29 find that conditional co-
variances of securities are variable over time and are an important determinant of time-varying risk premia. Within
economics, time series models are often combined with Bayesian models in order to make forecasts of trends and
cycles.30 They can also, as with the other statistical techniques, be combined with computational methods.

3. Predictive analytics using external information and data

Organizational IS that source data from customers, vendors, regulators, and competitors are better able to make
informed predictions than those that just rely on internally generated data. External data refers to syndicate data, which
is data sourced from data suppliers, such as Bloomberg, Reuters, Datastream, and NielsenIQ. There are a number of
external data sets that are particularly well suited to machine learning, including, Quandl, IMF, Simfin, Global Financial
Development and Eurostat.

There is limited literature on acquisition of external data and its integration into a banks IS or data warehouses.
Indeed, not all banks have an integrated data warehouse due to cost and complexity issues.31 provide an interesting
study on the subject. They conclude that the motive for banks to develop a data warehouse is to analyze and track
customer behaviour and to increase operating efficiency.

3.1. Economic prediction

From the top down, predicting the future direction of the economy is important to almost all aspects of finance. As
mentioned, time series models are popular autoregressive amongst scholars and these are almost exclusively from
external databases. That said, they can be integrated with corporate IS and indeed are at the research departments of
large investment banks.

There is a substantial amount of peer reviewed papers that use predictive methods in economics. Mostly, these are
regression based. Such Prediction models include linear or logistic regressions. Nonlinear methods include many of
those introduced such as classification models, random forests and penalized regression such as Least Absolute
Shrinkage and Selection Operator (LASSO) and least-angle (LARS) regressions.

The most common predictive approach is to use a stochastic vector dif-ference equation with an event that requires
policy action. The analyst then specifies a model based on assumptions related to the exogenous variables. Examples
include the Wharton model (MARK III) and various ARIMA mod-els which forecast quarterly macroeconomic
variables.102

Following the financial crisis of 2008, there was an increase in papers us-ing predictive analytics to forecast and
model such events. For example,32 present a Coupled Market State Analysis (CMSA), where a set of dynamic states
represents a crisis induced by the dynamic market interactions. The predicted outcome outperformed a number of other
approaches including ANN and logistic regressions. A survey of the ANN methods in finance is provided by.33 They
distinguish between uni-variate and multivariate forecasting.

The economy is, however, fundamentally uncertain. As such, there is a lack of observed accuracy in the predictions
in economics such as inflation and GDP growth.34 Despite the power of computational models, there isn't a great deal of
successful research utilizing predictive analytics in the field of economics. This is because the primary drivers of model
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performance are its complexity. The later is defined by the number of model parameters and their corresponding re-
lationships.35 propose a model confidence set (MCS) to help econometricians choose between models given a pre-
determined level of confidence.

3.2. Earnings prediction

Corporate earnings are easier to forecast than the economy, although they too have a high degree of idiosyncratic
complexity. As with economic variables, the data has to be sourced from an external vendor. Unlike in economics,
however, regressions are not good predictive techniques. Nonlinear models such as tree induction algorithms, neural
networks, naive Bayesian learning, and genetic algorithms have had better success in forecasting earnings Neural
networks, for example, can be used to forecast earnings based on goodness-of-fit and additional training factors in the
error function including net profit, direction, and time horizon.36

Using computational methods to predict corporate earnings addresses the twin issues of objectivity and indepen-
dence in human analysts and as such are well suited to DSS. The issue of accuracy is, however, very pertinent to
valuation, a common objective of predictive models in finance. SVM therefore may have an edge when used in a
systems context.37 checked the results of their own support vector regression prediction on quarterly earnings and found
it to be better than an ARIMA model.38 also identify SVM models as appropriate for earnings prediction. In a similar
vein,39 compared the various techniques and found that genetic algorithms have a few advantages over the others in
making predictions.

3.3. Stock price, returns and volatility prediction

The stock-market, because it is considered as important to the process of financial intermediation, is an area which
has proved extremely challenging to predict. Despite this, there is an extensive literature on stock price prediction The
strong form of the Efficient Market Hypothesis suggesting that prices listed in it reflect all available information.40 The
stock-market is therefore considered by41 and other finance scholars to be efficient if prices would be unaffected by
reveal-ing any available information to everyone.

There are a number of estimation models based on matrices in the litera-ture, the two most popular academic ones
being the scalar Dynamic Conditional Correlation (DCC) model of42 and the Dynamic Equicor-relation (DECO) model
of.43 The predictions made by such models are conditional on the Generalized Auto Regressive Con-ditional Heter-
oskedasticity (GARCH) estimates of previous stages. In an expansive review of covariance estimation methods44

conclude that none of the methods work in all scenarios. The sample period, rebalancing criteria and portfolio con-
straints influence each of the models in different ways. Also, GARCH models have proved impractical for large
datasets. Univariate GARCH models are therefore becoming popular in the literature. There is also quite a large and
growing literature on estimation error in portfolio optimization.45

Many investors and financial service companies make fundamental forecasts and base investment strategies on
them.46 A smaller number make technical forecasts based on historic price movements. Although the latter is
considered ineffective, many of the predictive models are based on this approach.47–49

There is a great deal of literature on forecasting returns, the methods used being relevant to DSS designed for this
purpose.50 suggest a predictive approach can based on a set of forecasting models, a search technology, a real time price
feed, a risk premium model and an estimate of transaction costs. This leads to two types of approach, namely, statistical
and computing. The most common statistical method is the estimation of the conditional mean using classical least-
squares and maximum likelihood estimation. Other statistical techniques include decision trees, various multiple
linear regressions, exponential smoothing, autoregressive integrated moving averages (ARIMA), and generalized
autoregressive conditional heteroskedasticity (GARCH) volatility modelling.

The problem is that traditional statistical models such as these are not always good in capturing the complexity of
stock price behaviour. The results that they deliver are based on restrictive assumptions. For example, although leverage
affects all stock returns differently, such models would conclude that it will affect them all in the same way. Therefore,
predictive analytic techniques that incorporate non linear techniques such as SVM, Support Vector Regression (SVR),
and Neural Networks (NN) can prove more informative. For example,15 used a support vector machine method to
predict market direction.
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There is also substantial literature on the predictability of stock returns based on the time horizon.51; for instance,
found that stock return predictability is a function of the return horizon. They found that they could predict variation in
aggregate returns over time. These were about three percent in their short term sample and 25 percent in their longer
time horizon. They used a simple model for stock prices that combined stationary price and random walk elements.

3.4. Optimal portfolio prediction

Predictive models are also used to forecast optimal outcomes when faced with quadratic problems. Modern Portfolio
Theory postulates that it possible to construct a meanvariance “efficient frontier” that consists of an optimal portfolio of
securities which deliver the maximum possible expected return for the risk taken.52 divide the role of predictive an-
alytics into market analysis, financial analysis, and earnings estimates. They also argue the textual analysis of market
research reports can provide predictive information.

There is a growing body of literature that makes use of ML techniques in such an approach.53 Most scholars classify
the optimization challenge as a supervised learning problem.54,103 For example,55 propose a Performance Based
Regularization (PBR) ML method. This constrains the sample variances leading to a lower estimation error.

Machine leaning can also be used in combination with regression techniques to achieve optimal portfolios.56 take a
quantile regression approach arguing it captures the characteristics and stochastic relationship of the variables used to
forecast the expected returns and hence how to incorporate stocks into an optimized portfolio.57 derive a quantitative
trading model based on linear regression and support vector regression models that predict stock movement.

Prediction and estimation are data mining tasks. Typically, they are done using a valid sample of the data. Although
by using big data techniques, entire financial data-sets can be analysed. Financial markets, by their nature, are con-
cerned about the accuracy of the estimate. As such, if the entire data-set is not utilized the sample error is important.58

argue that to use the dynamic CAPM to make predictions one should use the Variance Risk Premium (VRP) due to its
high predictive power.

3.5. Audit and compliance prediction

The audit and compliance functions have been slow to adopt computational techniques but59 predict these will
become more important in a third wave of systems that they predict professionals will embrace.60 caution, however, that
predictive analytics in this area involve increased model complexity and may lack explanatory insights. Despite this,
there is a nascent research agenda focused on regulatory technology (regtech) and predictive data mining.

Predictive analytics can also be used for enforcement. For example,104 documented the statistical methods for
predicting money laundering. Typically, a profile of legitimate behavior is compared with a money laundering example.
The two sets are then blended into a single nu-merical value representing suspected laundering. This is done using a
Bayes ratio related metric.

The majority of audit and compliance checks are risk based. Predictive analytics based on tobit and logit regression
models can, however, be applied to the outcomes of past audits to identify likely non-compliance. For example,61

investigated the tax system. They used the tobit model to target to identify predicted tax evasion and the logit
model for noncompliance with the tax code.

3.6. Credit score prediction

A credit history allows a lender to evaluate the risk of extending a loan.62 provide an overview of the literature on
statistical techniques and evaluation criteria used in credit score prediction. They con-clude that there is no one
technique which is superior. They also claim that credit score models have proved successful in their application.63

found similar results testing nonlinear classifiers, including neural net-works, support vector machines, generalised
boosting, and random forests. They even found that simple linear logit and probit classifiers were also able to predict
with reasonable accuracy.

Early credit scoring used a number of characteristics captured by a banks internal IS, such as occupation, length of
employment, marital status, in-come, and rent/mortgage payments. Multivariate regression and/or discriminant analysis
are then applied.64 These methods, however, do not take into account the complex interaction between these factors.
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With the advent of Open Banking, there is now the possibility to get more granularity and more immediate information
using third party permissioned data.

There are a number of techniques that are used in retail banking score pre-diction including logistic regression (LR),
discriminant analysis, Classification and Regression Tree (CART), artificial neural network (ANN) and Cascade
Correlation Neural Network (CCNN). These are used to build scoring models based on information in IS. These can be
divided between function-based methods and if-then induction methods.

Improvement in accuracy is important for credit scoring as it avoids bad loans being made. It is possible to measure
the success of these using ROC curves and Gini coefficients. The robustness of these can be tested using Kolmogorov
Smirnov curves. It can also be observed that ANN performs poorly in small samples when incorporating poorly defined
attributes or small data sets.65
4. Predictive analytics using internal information and data

As explained, the bulk of predictive analytics within a financial institution are based on internally generated in-
formation and data, In order for these to be well decomposed,66 suggest that IS be built with a representational model, a
state-tracking model, and a good decomposition model, The deep structure of IS will therefore become more relevant.
Similarly, as computational methods are embedded within DSS, they too will become more relevant.

General Systems Theory (GST) is used to support the goals and strategy of an organization. In this respect, within
finance, the key goal of a DSS is to deliver optimal financial solutions. This means either driving profits or avoiding
losses. The subsequent subsections cover the prediction of these drivers. In a review of the role of big data in predictive
analytics67 note that IS uses of predictive models can be divided into three phases. The first, early database systems with
structured data in relational database management systems (RDBMS). The second, information gathered externally
from the Internet. The third, a more recent wave based on the internet of things. The key methods that make use of such
internal data are covered next.

4.1. Customer acquisition and attrition prediction

The most common DSS predictive analytics relate to customer behavior. Customer acquisition prediction methods
used in the literature include Monte Carlo Simulation, Logistic Regression or Neural Network. Avoiding losing cus-
tomers has also been investigated. A number of methods have been used to predict customer retention including
Customer Life Time Value: Hybrid Data Mining, Markov Chain, Optimization, Analytical Hierarchy Process, SVM,
and Quantile Regression.68 investigated three other methods, logistic regression, decision tree and discriminant analysis
for accuracy. They conclude the discriminant approach is the least accurate.69 provide a good overview of the various
methods.70 suggest SVM is the best approach, They used a bank database to predict optimal levels of customer churn.

71 produce a method for linking customer acquisition with customer retention. This combines a Tobit model with a
binary Probit one. They argue this avoids misleading inferences. They conclude by critiquing firms that do not collect
information on their customers in a data warehouse, supporting the view that this is an important aspect of DSS.

72 proposed a way of improving customer attrition prediction by integrating emotions in emails and evaluating
multiple interaction classifiers. They suggest this can be done in combination with logistic regression, SVM and
random forests. They favour the latter.

Link analysis can be used to identify connections and records in a financial company's database. For example, a
private client asset manager can identify family links amongst high net worth individuals. An approach to doing this on
scale, the Knowledge Discovery in Databases (KDD) method is explained by.73 They define it as a “nontrivial process
of identifying valid, novel, potentially useful, and ultimately understandable patterns in data”. This can then be used in
financial services to target new customers.

4.2. Customer segmentation and sales prediction

Also central to DSS for management is the forecasting of sales. Scholarly work on methods of sales prediction falls
into two camps, evaluation-focused and prediction-focused. Either way, prediction models rely on classification and
segmentation, a process done at the IS rather than DSS level. Attributes are typically classified into either “benefit” or
154



D. Broby The Journal of Finance and Data Science 8 (2022) 145–161
“cost” attributes. An example of a benefit attribute in finance is response-time to a customer enquiry. A cost attribute
would be the fee level relative to competitors, These then need to be ordered, a method for which is explained by.74

Customer segmentation is best done with visualization techniques. Statistical techniques include link analysis,
deviation detection, dependency modeling summarizing. Regression forests, random forests, and logistic regression.
Customer segmentation allows for a more targeted marketing effort and even aids with sales prediction.75 suggest that
there are three methods of clustering that may be suitable to help with the segmentation of the diverse nature of a bank's
customer base. They suggest it is important to have a knowledge of density based approaches. These help with data
analysis and identify outliers and any closely related clusters from the extracted data.

Closely allied to the concept of sales prediction is customer satisfaction. This is because existing customers make up
the bulk of a mature firm's revenue. In finance, satisfaction is linked to outcomes, experiences and value for money. All
of these can be measured in terms of expectations, performance, disconfirmation and satisfaction. There are two groups
of models which can be applied to predict satisfaction in financial services. The first grouping combines structural
equation models (SEMs) and regression models. These have not proved very accurate as they are based on linear
assumptions, and dissatisfaction tends to spread in a nonlinear way. For example, a banking data privacy leak might
result in a spike in dissatisfaction. A second group of artificial neural network (ANN) models are used in practice. The
literature on the use of these techniques in academic papers is, however, sparse due to sensitivity about the commercial
nature of the data.

Data from the internet can be used to extend insights gained from internal IS data.76 investigated customer satisfac-tion
based on their disconfirmation between two products using an analysis of variancemethod on observed response. A binary
approachwas taken by.77They looked at socialmedia posts and classified themas either satisfied or dissatisfied, identifying
emotional language. They then used a SVM classifier with a linear kernel to use personality traits to predict outcomes.

There is also some literature focus on customer life time value and cross selling prediction. Methods used include
sequence analysis, hybrid data mining, Markov chain, optimization, analytical Hierarchy Process, SVM, quantile
regression techniques and segmentation. For example,78 undertook a singular value decomposition which used
keyword similarity to quantify customers online reviews and79 use a kernel-based learning method to predict a variety
of customer behaviours.

4.3. Credit default prediction

Unlike credit score prediction which is largely done using external data sets, credit default prediction is done using
data from internal IS. The business cycle, varying interest rates and business conditions can all give rise to default on
extended credit. Predictive methods include decision Tree Regression, Altman Z, ANN, RS, and SVM.80 provide an
overview of the various techniques and propose an ANN approach.

There are many other factors which can contribute to a default, thereby complicating its prediction. There is a
substantive literature on these as well as creditsensitive instruments. The primary focus of the literature is on corporate
bonds and their default. A large part of this consists of papers on empirical structural models based on81 work on the
pricing of corporate liabilities and predictions using option pricing, or reduced-form models that exogenously predict
default probabilities.82 Structural models are non-parametric. They make the assumption that the researcher has the
same information as a company's insiders, which is often not the case. Reduced-form models are parametric. They only
require that the researcher has the same information as the market. The definition of bankruptcy presents a data
identification issue for predictive models. In the United States, there are six levels of bankruptcy under the Bankruptcy
Code. Scholars have preferred to use the term failure as a result of this. Some view failure as a bankruptcy, rehabilitation
or liquidations filing, whilst others others focus on financial stress or credit default.83 used a datamining approach to
develop bankruptcy prediction models for various economic conditions. Their accuracy rates were all better than
random guesses. That said,84 also tested various bankruptcy models and found that a human expert outperformed the
predictions of the IS forecasting techniques.

The literature on bankruptcy prediction goes all the way back to the 1930's.85 The early models are based on
univariate single variables or financial ratios. Most studies are now multivariate, reflecting the many contributing
factors to financial distress. The Z-Score model is one of the most well know financial distress model, giving a score that
predicts bankruptcy86 This multivariate model has been improved over time with87 proposing a probit and88 a logit
approach. The former identified sample selection and over-fitting methodological issues.
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4.4. Financial and credit fraud prediction

Financial markets attract fraudsters and DSS are used to identify these early.89 classify the literature on financial
fraud into three streams, namely false financial disclosures, fraudulent financial schemes, and financial misselling. The
techniques used in the literature include a combination of statistical, data visualization, data mining, and filtering tools.

90 point out that prediction is made difficult due to the rarity of fraud, the large numbers of explanatory variables and
the large number of different types of fraud.91 provide a classification and literature review on the latter. It is clear from
their work, and the work of other scholars, that successful frauds are complex and hard to detect. For example,
fraudulent activity at Madoff Investment Securities LLC was documented for ten years prior to being exposed by a fund
manager who mathematically showed that the performance track record was mathematically impossible to achieve.

Credit card fraud is typically only identified with a time lag. The perpetrators therefore have time in which to commit
multiple offences with the same account. Big data analysis can help in a preventative way.101 Predictive analytics can be
used on a large volume of data in combination with machine learning algorithms, data mining approaches such as
support vector and random forest, together with more traditional logistic regressions. All these approaches are based on
a benchmark data-set of normal spending patterns. In this way, it is possible to detect unusual spending patterns or
frauds in real time.

Supervised and unsupervised predictive analytic approaches are used to detect credit card fraud. In supervised
approaches, models are based on comparing two samples, one with clean legitimate transactions and one with known
fraud. It is then possible to teach the machine to classify new transactions as either legitimate or fraudulent. In un-
supervised approaches, models are also based on comparing two samples, one with clean legitimate transactions and
one with suspected fraud. In this approach, the suspect trans-actions show up as outliers. The statistical output gives the
probability of a fraudulent transaction.

There is also significant credit card application fraud.92 propose using peer group analysis. This involves smaller
classifications of groupings where the researcher calculates the standardized distance from the peer group behaviour. In
this way, the slope of credit card spending over time can be compared on newly issued cards. Sudden and excessive
usage versus the peer group would merit investigation.
4.5. Cyber crime prediction

As with other predictive methods, both statistical and computational methods are used in DSS to predict cyber crime.
The most common include various forms of regression and time-series. The computational approaches include Arti-
ficial General Intelligence (AGI), ANN, ML, genetic algorithms, fuzzy logic, NLP and robotics. Often, the techniques
are layered on top of each other. For example,93 use data mining to get the data, apply association rules, then k-means
clustering, followed by classifiers.

94 provide an overview of computational techniques. They point out that there are a number of challenges faced by
IS. These include inadequate information about the threat, the large amount of real time network data, and the changing
nature of the treat, The literature on cyber crime is focused on narrow and specific issues. Theses include denial of
service, corporate blackmail, cyberbullying, stalking, scams, robbery, identity theft, defamation and harassment.95

produce a survey of computational methods used.
Much of the literature on prediction focuses on determining the magnitude of an event once it has started.96; for

example, predict the severity of denial of service attacks. The challenge with these approaches is getting the data from
the internet rather than an IS.

An interesting approach was taken by97 who investigated spontaneous deception by analysing language used in
interactive online games. They used logistic regressions on this data and found that deceptive players had certain
language traits that could be predicted. These include cognitive load, latency, and wordiness.

98 proposed a genre tree kernel method that uses fraud cues to predict phishing and thereby enhance anti-phishing
capabilities. One technique to not just predict but to prevent is to maintain a Reputation Black-List (RBL). Combined
with the aforementioned techniques, they can be combined to make predictions for future security incidents.
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5. Discussion

The predictive analytics presented are increasingly being embedded in DSS. These systems source data from internal
IS and external databases. Fig. 1 depicts how this process works in order to provide useful information to management
in financial services. Obviously, each DSS is unique and the methods will have to be selected for individual tasks. As
such, no one method or collection of methods can be prescriptive. Importantly, it is the learning element that represents
an advance in DSS capabilities.

The literature has shown that explanatory methods that rely on causal relationships have proved less successful, in
non-linear problems, than some computational methods. It is suggested that this supports the case that financial DSS
should incorporate both techniques in order to provide management of financial services with a more diverse set of
explanatory tools. This enables non computing financial staff to interact with data stored in an IS and retrieve it in an
automated fashion to make predictions. These forecasts differentiate such DSS fromManagement Information Systems
(MIS). The former are designed for analysts and senior management, the latter for performing set functions and aimed at
middle management.

It has to be emphasised that there is a major limitation to the methods reviewed in the literature. This is because there
is less coverage in the literature of the many failed attempts to utilize such methods. Within finance numerous in-
vestment strategies fall into this camp. There are also strategies that produce false positives. This occurs within finance
because so called “successful” strategies are sometimes justified by over-fitting back-tests. The success is down to data-
Fig. 1. The diagram illustrates a banking Information System (IS) which incorporates a Decision Support System (DSS) that has predictive an-
alytics embedded in it. The DSS is able to perform explanatory statistic as well as computational methods. The IS enables management to make
more informed decisions based on both internal and external databases.
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snooping rather than skill. A similar issue is seen in those “successful” strategies that are “based on sound academic
research”, but which deliver poor results on a risk adjusted basis.

Another area which the literature does not cover well is that of unstructured data. There has been less coverage of
methods that use such data despite the growth of social media predictive tools. This is expected to be a growing area of
academic interest in the future. A whole new genre of methods is being developed around the use of language text and
context. These are covered by.99 They review the literature on predictive analytics in finance using text sources such as
news reports, blog posts, internet posts, and corporate filings. For example,100 use text regression from SEC annual
report filings to predict risk. The evolving role of social media will mean that Natural Language Processing (NLP),
Information Retrieval (IR), structured and unstructured Data Mining (DM) methods will increasingly be used.

Overall, the literature illustrates the rich and varied use of predictive methods for DSS. It is clear, however, that an
understanding of their performance is important to the evaluation of their suitability for use. Various scholars suggest
that descriptive, diagnostic, and predictive methods may well extend in the future to incorporate prescriptive analytics.
This would prove an interesting future direction for DSS research and development.
6. Conclusion

This paper presented a rich variety of methods in its review of predictive analytics in finance. A keyword index
search was made which covered the explanatory statistical techniques and computational models. This was done
through a review of the top contributing authors from the disciplines of Information Systems, Finance, Computing and
Management Science. The identified scholars all utilised predictive analytics in their research. Their analytic and
methodological choices were identified in the context of their research. It was shown that scholars used such methods to
deliver statistical results, descriptive outputs, decision forecasts and optimized outcomes. It is suggested that these can
all be embedded in DSS to aid management decision making. This allows management to combine IS data with
computational power, thereby enhancing the ability to make better financial, investment and lending decisions.

It was shown that statistical and computational techniques sourced from IS, either externally or internally, have been
used by academics to solve a number of financial questions. These include the use of external data to forecast the
economy and corporate earnings. In this respect, predictive models were shown to have been used in combination with
external data to analyze historic time series and help with the forecasting of returns. Similarly, descriptive models were
shown to have been used in finance to quantify relationships, and help in the prediction of risk. These include the use of
internally generated data to predict and understand the customer, as well as modelling credit and risk.

The paper addresses important IS domain gaps, especially in the practical implementation of predictive analytics and
modeldriven decision support. It was found that within the finance field, the term predictive analytics is synonymous
with identification of anomalies and forecasting using computa-tional models that use data collected, stored and
processed. Such techniques are increasingly being embedded in IS, thereby enhancing managements ability to forecast.
It was also found that there are multiple methods can be used to address particular problems. From a systems design
perspective, choices therefore need to be made. This is supportive of the need for IS professionals to have an overview
of the literature. The identification of academic methods in this paper should therefore prove useful to IS and DSS
systems designers. It is concluded that as DSS will evolve and incorporate and embed more computational methods.
These will help with analysis of nonlinearity and complex financial questions. Within academia, it is expected that
greater use of internally IS generated data will be used to provide scholarly insights. It is also expected that the methods
used in academia will be increasingly used in industry.
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