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Abstract

Pre-trained word embedding models are eas-
ily distributed and applied, as they alleviate
users from the effort to train models themselves.
With widely distributed models, it is impor-
tant to ensure that they do not exhibit unde-
sired behaviour, such as biases against popu-
lation groups. For this purpose, we carry out
an empirical study on evaluating the bias of
15 publicly available, pre-trained word embed-
dings model based on three training algorithms
(GloVe, word2vec, and fastText) with
regard to four bias metrics (WEAT, SEMBIAS,
DIRECT BIAS, and ECT). The choice of word
embedding models and bias metrics is moti-
vated by a literature survey over 37 publications
which quantified bias on pre-trained word em-
beddings. Our results indicate that fastText
is the least biased model (in 8 out of 12 cases)
and small vector lengths lead to a higher bias.

1 Introduction

Word embeddings are a powerful tool and are ap-
plied in variety of Natural Language Processing
tasks, such as text classification (Aydoğan and
Karci, 2020; Alwehaibi and Roy, 2018; Jo and
Cinarel, 2019; Bailey and Chopra, 2018; Rescigno
et al., 2020) and sentiment analysis (Araque et al.,
2017; Rezaeinia et al., 2019; Fu et al., 2017; Ren
et al., 2016; Tang et al., 2014). However, analo-
gies such as “Man is to computer programmer as
woman is to homemaker” (Bolukbasi et al., 2016a)
contain worrisome biases that are present in soci-
ety and hence embedded in language. In recent
years, numerous studies have attempted to exam-
ine the fairness of word embeddings by proposing
different bias metrics (Caliskan et al., 2016; Garg
et al., 2018; Sweeney and Najafian, 2019; Manzini
et al., 2019; Dev et al., 2019), and comparing them
(Badilla et al., 2020).

The quality of word embedding models differs
depending on the task and training corpus used.

Due to the relatively expensive costs, construct-
ing large-scale labelled datasets is a huge barrier
for NLP applications, notably for syntax and se-
mantically related tasks (Qiu et al., 2020). Recent
research has shown that by using pre-trained word
embedding models, trained on a large corpus, con-
siderable performance gains on various NLP tasks
can be achieved (Qiu et al., 2020; Erhan et al.,
2010). A number of studies (Mikolov et al., 2013;
Pennington et al., 2014; Bojanowski et al., 2017)
have published these embeddings learned from
large text corpora which are versatile enough to be
used in a variety of NLP tasks (Li and Yang, 2018).
Despite their widespread use, many researchers
use word embeddings without performing an in-
depth study on their characteristics; instead, they
utilised default settings that come with ready-made
word embedding toolkits (Patel and Bhattacharyya,
2017). On top of that, these pre-trained models are
susceptible to inheriting stereotyped social biases
(e.g., ethnicity, gender and religion) from the text
corpus they are trained on (Caliskan, 2017; Garg
et al., 2018; Vidgen et al., 2021) and the researchers
building these models (Field et al., 2021).

Moreover, word embedding models are sensi-
tive to a number of parameters, including corpus
size, seeds for random number generation, vector
dimensions, etc. (Borah et al., 2021). According
to Levy et al. (2015) changes in parameters, are re-
sponsible for the majority of empirical differences
between embedding models. As a result, there
has been an increasing interest among researchers
to investigate the impact of parameters on word
embedding model properties (e.g., consistency, sta-
bility, variety, and reliability) (Borah et al., 2021;
Chugh et al., 2018; Dridi et al., 2018; Hellrich and
Hahn, 2016; Pierrejean and Tanguy, 2018; Wend-
landt et al., 2018; Antoniak and Mimno, 2018).
However, much uncertainty still exists about the
relation between word embedding parameters and
its fairness. With the in-depth investigation of fair-



ness, we hope that this research will lead to a more
directed and fairness-aware usage of pre-trained
word embeddings. Therefore, this study investi-
gates the performance of pre-trained word embed-
ding models with respect to multiple bias metrics.
Furthermore, the impact of each pre-trained word
embedding model’s vector length on the model’s
fairness is explored. We investigate 15 different
scenarios in total as a combination of model, train-
ing corpus, and parameter settings. We make the
scripts used to determine the fairness of pre-trained
word embedding models publicly available.1

Bias statement. Word embeddings are used
to group words with similar meanings (i.e., gen-
eralise notions from language) (Goldberg and
Hirst, 2017). However, word embedding mod-
els are prone to inherit social biases from the
corpus they are trained upon. The fundamen-
tal concern is that training a system on unbal-
anced data may lead to people using these sys-
tems to develop inaccurate, intrinsic word associ-
ations, thus propagating biases (Costa-jussà and
de Jorge, 2020). For example, stereotypes such
as man : woman :: computer programmer :
homemaker in word2vec trained on news text
can be found (Bolukbasi et al., 2016a). If such
an embedding is used in an algorithm as part
of its search for prospective programmers, docu-
ments with women’s names may be wrongly down-
weighted (Jurafsky and Martin, 2020).

Our research helps practitioners to make an in-
formed choice of fair word embedding models, in
particular pre-trained models, for their application
with regards to intrinsic biases (i.e., gender, race,
age).

2 Background

It has been discovered that word embeddings do
not only reflect but also have the tendency to am-
plify the biases present in the data they are trained
on (Wang and Russakovsky, 2021) which can lead
to the spread of unfavourable stereotypes (Zhao
et al., 2017). The implicit associations which are a
feature of human reasoning are also encoded by em-
beddings (Greenwald et al., 1998; Caliskan et al.,
2016). Using the Implicit Association Test (IAT),
Greenwald et al. (1998) reported that people in the
United States demonstrated to link African Amer-
ican names with bad connotations more than Eu-

1https://figshare.com/s/
23f5b7164e521cf65fb5

ropean American names, female names with art
related words and male names with math related
words. In 2016, Caliskan et al. (2016) used GloVe
vectors and cosine similarity to recreate IAT and
discovered that African American names like Ja-
mal and Tamika showed higher cosine similarity
with unpleasant words like abuse and terrible. On
the contrary, European American names such as
Matthew and Ann had a greater cosine similarity
with pleasant terms such as love and peace. These
are an example of representational harm where a
system causes harm that is demeaning some social
groups (Blodgett et al., 2020; Crawford, 2017).

In the context of word embeddings, it is not only
of importance to show that bias exists, but also to
determine the degree of bias. For this purpose, bias
metrics can be used. Bias metrics can be applied
either to a single word, a pair of words, or an entire
list of words. Percent Male Neighbours (PMN)
(Gonen and Goldberg, 2019) is a bias metric that
operates on a single word, where one could see
the percentage of how many male-gendered words
surrounded a target word. For instance, Badilla
et al. (2020) discovered that using PMN, 16% of
the words around nurse are male-gendered words.
However, when engineer is the target term, 78% of
words surrounding it are male-gendered.

Moreover, Bolukbasi et al. (2016a) sought to
measure bias by comparing the embeddings of a
pair of gender-specific terms to a word embedding.
The authors introduced DIRECT BIAS, in which
a connection is calculated between a gender neu-
tral word (e.g., nurse) and an obvious gender pair
(e.g., brother− sister). They also took into account
gender-neutral word connections that are clearly
derived from gender (i.e., INDIRECT BIAS). For
instance, female associations with both receptionist
and softball may explain why the word receptionist
is significantly closer to softball than football.

Similarly, SEMBIAS (Zhao et al., 2018) also uses
word pairs to evaluate the degree of gender bias in
a word embedding. SEMBIAS identifies the correct
analogy of he−she in a word embedding according
to four pairs of words: a gender definition word pair
(e.g., waiter − waitress), a gender-stereotype word
pair (e.g., doctor − nurse) and two other pairs of
words that have similar meanings (e.g., dog − cat,
cup − lid).

In addition, Word Embedding Association Test
(WEAT) (Caliskan et al., 2016; Sweeney and Na-
jafian, 2019) determines the degree of association

https://figshare.com/s/23f5b7164e521cf65fb5
https://figshare.com/s/23f5b7164e521cf65fb5


between lists of words (target and attribute words),
to automatically assess biases emerging from word
embeddings. A target word set is a collection of
words that represent a specific social group and
are used to assess fairness (e.g., Muslims, African
American, men). While an attribute word set is a
set of words denoting traits, characteristics, and
other things that can be used to show a bias toward
one of the targets (e.g., career vs family).

Another significant aspect of these metrics is
that there is lack of a clear relationship between
them (Badilla et al., 2020). They function with
diverse inputs, resulting in incompatibility between
the outputs. As a result, a number of studies began
to examine the use of word embedding fairness
frameworks, such as Embeddings Fairness Evalua-
tion Framework (WEFE) (Badilla et al., 2020) and
Fair Embedding Engine (FEE) (Kumar and Bhotia,
2020).

3 Paper Selection

The aim of paper selection is to gather published
work that refers to word embedding models and
metrics used to evaluate the fairness of word em-
beddings. Following that, we choose the most com-
monly used pre-trained word embedding models
and bias metrics to support our experiments. Due
to the scope and recent emergence of this topic,
we conduct a comprehensive literature review ac-
cording to guidelines by Kitchenham (2004). The
selection starts with searching for the relevant pub-
lications and then extracts pertinent information.
Below, we discuss our search methodology in de-
tail, starting with preliminary search, defining key-
words, repository search, followed by selecting
relevant papers based on the inclusion criteria and
snowballing.

3.1 Search Methodology

3.1.1 Preliminary Search
A preliminary search was carried out prior to sys-
tematically searching online repositories. This
search is particularly useful in understanding the
field and the extent to which fairness of word em-
beddings is covered in previous studies. The results
were used to determine keywords (Table 1) which
then guided the repository search.

3.1.2 Repository Search
Following the preliminary search, a search on the
online libraries of six widely known repositories,

Category Keywords

Word embedding model word embedding, word embedding model,
pre trained word embedding model,
pre-trained word embedding

Bias or Fairness fairness, fairness metrics, bias, bias metric

Table 1: Keywords defined from the preliminary search.

namely, ACM Digital Library, arXiv, IEEE Xplore,
Google Scholar, ScienceDirect, and Scopus, was
conducted. Notable, Google Scholar contains pub-
lications from the ACL Anthology. 2 The search
took place on 8 June, 2021. Unlike Hort et al.
(2021), this search was not restricted by year. How-
ever, prior to commencing the search, an agreement
was reached on the specific data field used in the
search of each repository, thereby limiting it to the
specific parts of a document record. Appendix A
shows the data fields used during this search. In
particular, the repository search investigates the
combination of each keyword pair among the two
categories (as shown in Table 1).

3.1.3 Selection
We evaluate the following inclusion criteria to en-
sure that the publications found during the search
are relevant to the topic of fairness of pre-trained
word embeddings:

• The publication investigates the fairness of
pre-trained word embeddings;

• The publication describes the specific metric
or measurement of assessing the fairness of
word embeddings;

• The studied metrics are intrinsic, i.e., measur-
ing bias directly in word embedding spaces
(Goldfarb-Tarrant et al., 2021a);

• The studied word embeddings are in English.

To determine if the publications met the inclu-
sion criteria, we manually analysed each publica-
tion following the process of Martin et al. (Martin
et al., 2017):

1. Title: To begin, all publications with titles
that clearly do not meet our inclusion criteria
are omitted;

2. Abstract: Second, every title-selected publi-
cation’s abstract is examined. At this stage,
publications whose abstracts do not fit the in-
clusion requirements are eliminated;

2https://aclanthology.org/



ACM arXiv GS IEEE SD Scopus

Hits 21 94 19 64 30 58
Title 18 88 19 24 8 47
Abstract 12 84 19 12 2 34
Body 2 28 3 0 0 4

Total 37

Table 2: Repository search results.

3. Body: Publications that have passed the first
two steps are then reviewed in full. In case the
material does not meet the inclusion criterion
or contribute to the survey, they are excluded.

The number of publications gathered from on-
line repositories was reduced by removing the du-
plicates and applying both the aforesaid process
and inclusion criteria. The first and second au-
thor participated in this process, and differences
were discussed until an agreement was made. In
the section 3.3, we investigate the set of relevant
publications as the result of this paper selection.

3.1.4 Snowballing
After selecting a set of relevant papers from the
repository search, one level of backwards snow-
balling (Wohlin, 2014) was done to examine their
references. It entails reviewing the bibliographies
of selected publications, determining whether they
are relevant, and adding them to the list.

3.2 Selected Publications
The results of the repository search are shown in
Table 2. The first column contains the six online
repositories mentioned in Section 3.1.2, in which
Google Scholar is abbreviated with GS and Science
Direct is abbreviated with SD. The overall number
of publications found using the keywords (Table 1)
and filters (Appendix A) provided is shown in the
first row, while the number of relevant publications
filtered based on the paper title, abstract, and body
is shown in the last three rows. In addition to the 37
publications retrieved from the repository search,
we considered 7 publications from a preliminary
search and 1 additional from snowballing.

3.3 Results
Through a comprehensive search, this study looked
at the current literature on the fairness of pre-
trained word embeddings. In total, we compiled
a list of 23 distinct bias metrics that were used to
evaluate the fairness of pre-trained word embed-
dings. It is worth noting that a publication might
use multiple pre-trained models and bias metrics

(Schlender and Spanakis, 2020; Spliethöver and
Wachsmuth, 2020; Friedrich et al., 2021; Wang
et al., 2020; Vargas and Cotterell, 2020; May et al.,
2019; Dev et al., 2020). The more detailed expla-
nation of the result is discussed in the following
sections.

3.3.1 The most frequently used pre-trained
static word embedding model

One of the goals of the paper selection was to ex-
tract the most relevant pre-trained word embed-
ding models from the many that have been stud-
ied. While recent research on contextual embed-
dings has proven immensely beneficial, static em-
beddings remain crucial in many situations (Gupta
and Jaggi, 2021). Many NLP applications funda-
mentally depend on static word embeddings for
metrics that are designed non-contextual (Shoe-
mark et al., 2019), such as examining word vector
spaces (Vulic et al., 2020) and bias study (Gonen
and Goldberg, 2019; Kaneko and Bollegala, 2019;
Manzini et al., 2019). Furthermore, according to
Strubell et al. (2019), the computational cost of
employing static word embeddings is often tens
of millions of times lower than the cost of using
contextual embedding models (Clark et al., 2020),
which is significant in terms of NLP models finan-
cial and environmental costs (Strubell et al., 2019).
Therefore, we focus our proceeding investigation
to static models. The number of papers that have
looked into fairness on a pre-trained static word
embedding model is shown in Figure 1a.

It is apparent from this chart that pre-trained
model GloVe is the most popular in this research
field. The second and third most frequently used
models are word2vec and fastText, respec-
tively. Appendix C Table 7 lists all seven distinct
pre-trained word embedding models we found dur-
ing our search.

3.3.2 The most frequently used bias metrics
The paper selection’s next aim was to select the
most commonly used bias metrics from among
the numerous that have been used to examine the
fairness of a pre-trained word embedding model.
23 metrics were gathered and sorted based on the
number of papers that used them.

To minimise space, bias metrics that have only
been utilised in one study have been labelled as
Others. As can be seen from Figure 1b, WEAT is
by far the most prevalent bias metric, with 21 out
of 32 of the publications using it to quantify bias



(a) Collected pre-trained static word embed-
ding models.

(b) Collected bias metrics.

Figure 1: Publications investigating fairness on pre-
trained static word embedding model

in pre-trained word embeddings. The second most
used metric is SEMBIAS which was used by 4 out
of 32 publications. In addition, we found 5 bias
metrics which were used by 2 out of 32 publica-
tions: NEIGHBOURHOOD METRIC, DIRECT BIAS,
DOUBLE BIND, ABW STEREOTYPE and ECT.
Appendix C Table 8 lists the detailed information
for these metrics including sixteen other metrics
that were only utilised in one research.

4 Empirical Study Design

4.1 Research Questions

The answer to the following research questions
is sought to raise awareness on biased behaviour
in commonly used pre-trained word embedding
models:

RQ1 How do pre-trained word embeddings per-
form with respect to multiple fairness mea-
sures?

A series of experiments were carried out to
better understand how pre-trained word em-
beddings perform when subjected to differ-
ent fairness measures. The most commonly
used bias metrics (WEAT, SEMBIAS, DI-
RECT BIAS, and ECT) were used to assess
the fairness of the three most popular pre-
trained embeddings: GloVe, word2vec,

and fastText (see Sections 3.3.1 and 3.3.2).
Fairness here refers to the absence of bias in
a word embedding model; if the bias is high,
the degree of fairness is low, and vice versa.
Hence, we examined the most fair embedding
after the bias values were acquired.

RQ2 How does the vector affect word embedding
fairness?

To investigate the effect of vector length on
the fairness of pre-trained word embedding
models, we compare embeddings trained on
the same corpus. Therefore, we investigate
GloVe Twitter and GloVe Wiki Gigaword
to determine the effect.

4.2 Design Choice

4.2.1 Pre-Trained Embeddings
We performed experiments using publicly available
pre-trained word embeddings. Please refer to Ta-
ble 3 for the details about the embeddings. These
embeddings are provided by the three most used
embedding models described in Section 3.3.1.

GloVe was trained under three different corpora,
resulting in 10 pre-trained word embeddings: four
embeddings from 2 billion tweets of Twitter cor-
pus, four embeddings from 6 billion tokens of
Wikipedia and Gigaword corpus, two embeddings
each from 42 billion and 840 billion tokens of Com-
mon Crawl corpus. Pre-trained embeddings trained
on Twitter and Wikipedia + Gigaword corpus have
varying dimensionalities (i.e., vector length). We
also investigated a pre-trained word2vec embed-
ding model, which was trained on 3 billion tokens
on a Google News corpus with a vector length of
300. Finally, we evaluated four pre-trained em-
beddings from fastText, each with and without
subword information, on 16 billion tokens from
Wikipedia + UMBCWeb Base + statmt.org News
and 600 billion tokens from Common Crawl.

4.2.2 Bias Metrics
We evaluated the fairness of pre-trained word em-
beddings stated in Section 4.2.1 by focusing on 4
most frequently used and publicly available bias
metrics: WEAT, SEMBIAS, DIRECT BIAS, and
ECT. To ensure that we measure bias correctly,
we focus our evaluation on the metrics that have
been used at least twice and are implemented by
existing fairness frameworks (e.g., WEFE, FEE).
We explain each of these measures below.



Model Corpus Token Vocabulary Format Vector Length File Size

GloVe

Twitter (2B tweets) 27B 1.2M uncased 25, 50, 100, 200 1.42 GB

Wikipedia 2014 + Gigaword 5 6B 400K uncased 50, 100, 200, 300 822 MB

Common Crawl
42B 1.9M uncased 300 5.03 GB
840B 2.2M cased 300 5.65 GB

word2vec Google News 3B ∼100B uncased 300 1.66 GB

fastText

Wikipedia 2017,
16B

1M cased 300 2.26 GB
UMBC Web Base and statmt.org News 1M + subword cased 300 2.26 GB

Common Crawl 600B
2M cased 300 4.51 GB
2M + subword cased 300 4.52 GB

Table 3: Pre-trained word embeddings learned on different sources provided by GloVe, word2vec, and
fastText.

In order to unveil bias, WEAT detects whether
there is a difference in the strength of association
between the two target sets (X , Y ) towards at-
tribute sets (A, B):

s(X,Y,A,B) =
∑
xϵX

sw(x,A,B)−
∑
yϵY

sw(x,A,B)

sw(w,A,B) = meanaϵAcos(
−→w ,−→a )−meanbϵBcos(

−→w ,
−→
b )

A and B are attribute sets of identical size.
s(X,Y,A,B) computes the test statistic and
sw(w,A,B) calculates the difference in similarity
of attribute sets to a word w. We focused only on
the degree of bias (i.e., we do not consider the direc-
tion of bias) and thus only used absolute bias scores
for metrics such as WEAT. We utilised WEFE for
WEAT experiments and we applied 7 out of 10
WEAT tests provided by Caliskan et al. (2016). We
only selected tests that are concerned with protec-
tive attributes concerning human biases (i.e., race,
gender, and age). We categorised 7 WEAT tests
as: racial bias (T3, T4, and T5); gender bias (T6,
T7, and T8); and age bias (T10). Please refer to
Appendix B for more information about target and
attribute sets.

We also evaluated the degree of bias in pre-
trained word embeddings by using the SEMBIAS

metric provided in FEE. Zhao et al. (2018) de-
veloped this analogous dataset with 20 gender-
stereotype word pairs and 22 gender-definitional
word pairs, resulting in 440 instances using their
Cartesian product. Each instance consists of four-
word pairs: a gender definition word pair or Defini-
tion (e.g., waiter − waitress), a gender-stereotype
word pair or Stereotype (e.g., doctor − nurse), and
two none-type word pairs or None (e.g., dog − cat,
cup − lid). The bias according to SEMBIAS is then

measured by iterating over each instance and de-
termining the distance vector of each of the four
word pairs. The percentage of times that each word
pair type achieves the highest similarity to he− she
based on their distance vector is measured, with a
“Definition” percentage close to 1 is desirable.

We applied DIRECT BIAS (Bolukbasi et al.,
2016a) to measure bias with regards to a list gender
neutral words N and the gender directions g:

DirectBias =
1

|N |
∑
wϵN

|cos(−→w , g)|c

The parameter c determines how strict the bias mea-
surement is. We conducted the experiment by us-
ing DIRECT BIAS that has been implemented in
FEE with a 320 profession word list3 provided by
Bolukbasi et al. (2016a) and c = 1. Lower DIRECT

BIAS scores indicate that a word embeddings is
less biased.

The EMBEDDING COHERENCE TEST

(ECT) (Dev and Phillips, 2019) computes
gender bias based on the rank of the nearest
neighbors of gendered word pairs ε (e.g., “she” -
“he”). These gendered word pairs, consisting of
female and male terms, are averaged, such that two
mean embedding vectors m and s remain (one for
female terms and one for male terms). Given a
list of words affected with indirect bias P , in this
case a list of professions proposed by Bolukbasi
et al. (Bolukbasi et al., 2016a), the similarity of
each word to m and s is determined. The cosine
similarities are then replaced by rank order, and
given m and s, we receive two rank orders for
the words in P . Next, the Spearman Coefficient
is calculated once the ranks are compared. For
each word pair, ECT is optimised with a Spearman

3https://github.com/tolga-b/debiaswe

https://github.com/tolga-b/debiaswe


Coefficient towards 1. Here, we experimented
with ECT that has been implemented in WEFE
using male and female names as target sets, and
professions as attribute set. All word list are
available in the ECT online repository.4

The measures used in this paper only examine
for particular bias types, not all of them. As a result,
these measures can only be used to indicate the
presence of these specific types of bias and cannot
be used to establish the absence of all biases.

5 Empirical Study Results

5.1 RQ1: Fair Pre-trained Word Embeddings

Table 4 reports the bias score obtained from the
experiment described in Section 4.1 together with
pre-trained embeddings and bias metrics chosen
in Section 4.2. Bold bias score indicates the best
score of the corresponding measure while arrows
next to the measure represent the interpretation of
the score: downward arrow means the lower the
value, the less biased an embedding is; upward
arrow means the higher the score, the less biased
an embedding is.

5.1.1 WEAT

The purpose of this experiment is to measure the
degree of association between target and attribute
words defined by Caliskan (2017) to assess bi-
ases emerging from the pre-trained word embed-
dings. From Table 4, it can be seen that pre-
trained fastText models resulted in the lowest
bias for tests concerned with racial bias, age bias,
and gender bias with gendered names involved.
fastText Wiki News scored the lowest on Test
3 and Test 4, whereas fastText Wiki News with
subword information scored the lowest on Test 5.
fastText Wiki News is also the least biased em-
bedding in terms of age bias (Test 10). Interestingly,
among all tests with respect to gender bias: Test 6,
Test 7, and Test 8, fastText only outperforms
other models on Test 6, particularly fastText
that has been trained under Common Crawl corpus
with subword information.

Turning now to WEAT tests with respect to gen-
der bias which use male and female terms as the at-
tribute words: Test 7 and Test 8. Closer inspection
of the Table 4 reveals that pre-trained embeddings
trained with GloVe model using Twitter corpus
with vector lengths of 200 and 100, outperform

4https://github.com/sunipa/
Attenuating-Bias-in-Word-Vec

other embeddings across the two tests, respectively.
Taken together, these results acquired from WEAT
tests suggest that fastText is the least biased
model for 5 out of the 7 WEAT tests.

5.1.2 SEMBIAS

This experiment is aimed at identifying the correct
analogy of he − she in various pre-trained word
embeddings according to four pairs of words de-
fined by Zhao et al. (2018). The results obtained
from the SEMBIAS experiment can be compared in
Table 4. It is expected to have a high accuracy for
Definitions and low accuracy for Stereotypes and
Nones.

This table is quite revealing in several ways.
First, all embeddings trained using fastText
outperform the other pre-trained embeddings.
fastText embeddings achieve high semantic,
definition scores above 86.8% while keeping stereo-
typical and none loss to a minimum, below 1%
and 3% respectively. Second, among the four em-
beddings trained with fastText, the one trained
with Common Crawl is shown to be the least bi-
ased. The percentage of Definition, Stereotype, and
None predictions achieved by this embeddings are
92.5%, 5% and 2.5%, respectively. Despite the fact
that fastText Wiki News with subword infor-
mation embeddings achieved the lowest percent-
age of None, the Stereotype prediction must not
be forgotten. Compared to the Stereotype predic-
tion of fastText Common Crawl, fastText
Wiki News with subword information embeddings
correctly classified 0.4% more words as a gender-
stereotype word pair, which makes it slightly more
biased.

Together, these results provide important in-
sights into how most word pairs in fastText
pre-trained embeddings are correctly classified as a
gender-definition word pair but only few word pairs
are correctly categorised as a gender-stereotype
word pair and gender unrelated word pairs. Also ac-
cording to these data, we can infer that fastText
model trained on the Common Crawl corpus gener-
ates the least biased pre-trained word embeddings.

5.1.3 DIRECT BIAS

DIRECT BIAS calculates the connection between
gender neutral words and gender direction learned
from word embeddings. One unanticipated find-
ing is that the word embeddings generated from
the GloVe model trained on Wiki Gigaword cor-
pus with vector length 300, is found to be the

https://github.com/sunipa/Attenuating-Bias-in-Word-Vec
https://github.com/sunipa/Attenuating-Bias-in-Word-Vec


Pre-trained Embeddings
WEAT SemBias

DB↓ ECT↓
T3↓ T4↓ T5↓ T6↓ T7↓ T8↓ T10↓ D↑ S↓ N↓

GloVe
twitter-25 3.753 1.838 1.540 0.818 0.043 0.091 0.329 0.178 0.431 0.391 0.482 0.965
twitter-50 2.564 1.432 1.184 0.736 0.212 0.180 0.354 0.322 0.397 0.281 0.354 0.945
twitter-100 2.189 1.215 1.381 0.654 0.060 0.004 0.360 0.508 0.300 0.192 0.140 0.900
twitter-200 1.674 0.918 1.161 0.537 0.035 0.063 0.224 0.589 0.278 0.133 0.037 0.916
wiki-gigaword-50 1.893 0.872 1.331 2.317 0.468 0.403 0.320 0.698 0.216 0.133 0.127 0.763
wiki-gigaword-100 1.553 0.971 1.434 1.732 0.366 0.253 0.335 0.750 0.182 0.086 0.135 0.809
wiki-gigaword-200 1.443 0.828 1.114 1.494 0.275 0.335 0.200 0.779 0.168 0.052 0.028 0.769
wiki-gigaword-300 1.279 0.848 1.069 1.319 0.243 0.319 0.212 0.786 0.150 0.064 0.004 0.743
common-crawl-42B 1.828 0.894 0.949 0.738 0.260 0.235 0.213 0.805 0.125 0.070 0.627 0.889
common-crawl-840B 1.863 0.971 1.112 1.267 0.199 0.314 0.354 0.830 0.120 0.050 0.450 0.861

word2vec
google-news-300 0.454 0.453 0.338 1.252 0.225 0.293 0.049 0.827 0.134 0.038 0.082 0.733

fastText
crawl-300d-2M 0.639 0.328 0.545 0.505 0.221 0.301 0.326 0.925 0.050 0.025 0.108 0.692
crawl-300d-2M-sub 0.902 0.387 0.552 0.432 0.268 0.169 0.214 0.868 0.102 0.030 0.083 0.749
wiki-news-300d-1M 0.556 0.266 0.224 0.468 0.203 0.163 0.056 0.920 0.055 0.025 0.057 0.752
wiki-news-300d-1M-sub 0.428 0.142 0.304 0.438 0.198 0.110 0.026 0.925 0.054 0.020 0.035 0.744

Table 4: Bias scores obtained after applying four metrics to several pre-trained word embeddings.

least biased pre-trained embeddings with a score
of 0.004. This score confirms that the embeddings
have the least gender direction when the gender
neutral words being applied to it. Across all bias
metrics, DIRECT BIAS is the first one that generates
the best score for GloVe pre-trained embeddings.

5.1.4 ECT
Similar to WEAT, ECT measures the degree of
association between one attribute set and two target
sets described in Section 4.2.2. In accordance with
WEAT results, a pre-trained fastText model
was found to be the least biased. Particularly, the
fastText model that has been trained on the
Common Crawl corpus without subword informa-
tion, has the lowest bias score of 0.692. This score
reflects the lack of correlation of the mean vectors
distances between the male and female name sets
and the occupation words, which result in the small-
est presence of bias among all of the embeddings.
This result supports evidence from previous experi-
ment with SEMBIAS. The consistency may be due
to how both metrics aim to identify a gender bias
by utilising occupations as gender neutral words.

5.1.5 Overall
We can infer from these data that fastText pre-
trained word embeddings perform the best with
respect to three of the four most used bias met-
rics. According to SEMBIAS and ECT scores,
FastText Common Crawl is the least biased.
Using the same corpus but with addition of sub-
word information, the embeddings has the least
biased according to WEAT Test 6. Furthermore,

FastText Wiki News is least biased on WEAT
Test 5. In addition, the embeddings has the least
bias on WEAT Test 3, Test 4, and Test 10 while
including subword information.

5.2 RQ2: Effect of Vector Length on Fairness

The second RQ investigates the impact of parame-
ters on the fairness of pre-trained word embedding
models. We conduct experiments to bias in regards
to vector length.

Figure 2a and Figure 2d present the results ob-
tained from the analysis of WEAT scores with
respect to the vector length. On four of the seven
WEAT tests: Test 3, Test 4, Test 6, and Test 7 (after
50 dimension) there is a clear trend of decreasing
bias in GloVe Twitter with the rise value of vector
length (Figure 2a). On the other hand, Figure 2d
indicates that the bias in GloVe Wiki drops as the
vector length increases in four WEAT tests: Test 3,
Test 5 (after 100 dimension), Test 6, and Test 7. In
summary, 8 from 14 WEAT’s findings imply that
the greater the GloVe Twitter and GloVe Wiki
dimension, the less biased they are.

Turning now to the analysis on SEMBIAS scores,
it is apparent from Figure 2b and Figure 2e that the
fairness improves with the increase in the number
of dimensions. Note that in SEMBIAS, a high accu-
racy for Definitions and low accuracy for Stereo-
types and Nones are expected. That is why as
the dimension rises, the Definition’s accuracy in-
creases, but the Stereotype and None’s accuracy
decreases. Overall, this finding indicates that ac-
cording to SEMBIAS, words in GloVe Twitter and



(a) WEAT scores for GloVe Twitter (b) SEMBIAS scores for GloVe Twitter (c) DIRECT BIAS and ECT scores for
GloVe Twitter

(d) WEAT scores for GloVe Wiki Giga-
word

(e) SEMBIAS scores for GloVe Wiki Gi-
gaword

(f) DIRECT BIAS and ECT scores for
GloVe Wiki Gigaword

Figure 2: Bias scores with respect to the vector length.

GloVe Wiki embeddings are more likely to be cor-
rectly identified as gender-definition word pair but
less likely to be correctly classified as a gender-
stereotype word pair and gender unrelated word
pairs if they were trained with large vector lengths.

The next analysis of this experimental result
is concerned with how the DIRECT BIAS scores
would be affected by the vector length. Figure 2c
shows that following the increase of vector length
in GloVe Twitter, we observe a decrease in the
bias score. In Figure 2f, bias score of GloVe Wiki
Gigaword increases from lower dimensions 50 to
100 but decreases beyond dimension 100. These
results show that from four vector lengths used in
each of the two corpora, most of them support the
hypothesis that the larger dimension used resulted
in smaller presence of gender bias. The rise of bias
score of GloVe trained in Wiki Gigaword corpus
from 50 to 100 dimension is the only instance that
counters our hypothesis.

Lastly, Figure 2c shows a decrease in ECT score
as vector length increases in GloVe Twitter only
within dimensions of 25, 50, and 100. However,
between 100 and 200, the bias score increases by
0.016. In addition, Figure 2f illustrates that the dis-
covery of GloVe Wiki Gigaword in ECT is simi-
lar to that in DIRECT BIAS, that the bias increases
from lower dimensions 50 to 100 but rapidly de-
clines beyond dimension 100. Six of the eight

pre-trained embeddings examined in this investiga-
tion support the finding that fairness improves as
the number of dimensions increases.

Finally, most observations from the WEAT,
SEMBIAS, DIRECT BIAS, and ECT scores indicate
evidence for improved fairness in pre-trained word
embeddings when the number of dimensions is in-
creased. This result implies that lower dimension-
ality word embeddings are not expressive enough
to capture all word associations and analogies, and
that when the bias metric is applied to them, they
become more biased than embeddings with larger
dimensions.

6 Related Work

There has been a growing interest among re-
searchers to tackle bias in word embeddings, herein
we focus on previous work comparing different
models and their characteristics.

Lauscher and Glavaš (2019) evaluated embed-
ding space biases caused by four different models
and found that GloVe embeddings are biased ac-
cording to all 10 WEAT tests, while fastText
exhibits significant biases only for a subset of tests.
This finding broadly supports our finding where
all smallest WEAT scores belong to GloVe pre-
trained embeddings. However, their focus is dif-
ferent from our as their approach aims at under-
standing the consistency of the bias effects across



languages, corpora, and embedding models.

Borah et al. (2021) compared the stability
of the fairness results to those of the word
embedding models used: fastText, GloVe,
and word2vec, all of which were trained on
Wikipedia. Among the three models, they dis-
covered that fastText is the best stable word
embedding model which results in the highest sta-
bility for its WEAT results. Badilla et al. (2020)
implemented their proposed fairness framework,
WEFE, by conducting case study where six pub-
licly available pre-trained word embedding models
are compared with respect to four bias metrics (e.g.,
WEAT, WEAT-ES, RND, RNSB). Consistent
with our finding, they discovered that fastText
rank first in WEAT.

Lauscher et al. (2019) proposed a general debi-
asing framework Debiasing Embeddings Implic-
itly and Explicitly (DEBIE). They used two bias
metrics: WEAT Test 8 and ECT to compare the
bias of CBOW, GloVe, and fastText trained in
Wikipedia. They observed that fastText is more
biased than GloVe in both metrics. While this con-
tradicts our observations, their study did not utilise
pre-trained models but manually trained them on
the same corpus.

Popović et al. (2020) demonstrated the viability
of their modified WEAT metric on three classes
of biases (religion, gender and race) in three dif-
ferent publicly available word embeddings with
vector length of 300: fastText, GloVe and
word2vec. Their findings yielded that before de-
biasing, fastText has the least religion and race
bias, while word2vec has the least gender bias.
However, one of the study’s discoveries opposes
our findings where word2vec does not have the
least gender bias. This difference may occur given
the fact that the authors collected word sets from a
number of different literature.

Furthermore, previous work considers the im-
pact of word embedding vector length on the per-
formance and the relation to fairness. Borah et al.
(2021) looked at how the length of the vectors used
in training fastText, GloVe, and word2vec
affected their stability. The models’ stability im-
proves as the vector dimensions grow larger. On
the other hand, Goldberg and Hirst (2017) found
that word embeddings with smaller vectors are bet-
ter at grouping similar words. This generalisation
means that word embeddings with shorter vector
lengths have a higher tendency to be biased. The

results of our empirical study, obtained using more
data and metrics, corroborate the above findings.

Much of the previous research has focused on
proposing and evaluating debiasing techniques,
modified metrics and fairness frameworks. There-
fore, our study makes a major contribution to the
research on fairness of word embeddings by em-
pirically comparing the degree of bias of the most
popular and easily accessible pre-trained word em-
beddings according to a variety of popular bias
metrics, as well as the impact of vector length in-
volved in the training process to its fairness.

7 Conclusion

The purpose of this study was to empirically as-
sess the degree of fairness exhibited by different
publicly available pre-trained word embeddings
based on different bias metrics. To this end, we
first analysed what are the most used pre-trained
word embeddings and bias metrics by conduct-
ing a comprehensive literature survey. The results
pointed out that the majority of the papers used
three word embedding models (namely GloVe,
word2vec, and fastText) and four bias met-
rics (namely WEAT, SEMBIAS, DIRECT BIAS,
and ECT). Our results revealed that the most fair
of the three pre-trained word embedding models
evaluated is fastText. We also found that while
using pre-trained embeddings, the influence of vec-
tor length on fairness must be carefully considered.

The scope of this study was limited in terms of
selecting word list used to apply bias metrics to the
word embeddings. We closely examined the earlier
studies that may have influenced bias scores. In the
future, we need a deeper analysis and explanation
of the numerous fairness tendencies discovered in
this study, such as the correlation with explicit gen-
der gaps and survey data (Friedman et al., 2019a,b),
and the extent to which the embeddings reproduce
bias (Blodgett et al., 2021). Moreover, the study
could be replicated by not only using pre-trained
word embeddings models, but manually training
models with different parameters on an identical
text corpus. Further study could also be conducted
to explore the fairness of contextual word embed-
dings (e.g., ELMo, Bert), the application bias in
word embeddings (Goldfarb-Tarrant et al., 2021b),
and bias in word embedding in languages with
grammatical gender (Zhou et al., 2019).
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Table 5: Data Fields Used during Repository Search

B WEAT Target and Attribute Sets
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(Karve et al., 2019)
(Kaneko and Bollegala, 2019)
(Clare Arrington, 2019)
(Spliethöver and Wachsmuth, 2020)
(Guo and Caliskan, 2021)
(Wang et al., 2020)
(Vargas and Cotterell, 2020)
(Popović et al., 2020)
(Shin et al., 2020)
(Kumar and Bhotia, 2020)
(Dev et al., 2020)
(Lee, 2020)
(Mishra, 2020)
(Du and Joseph, 2020)
(Bihani and Rayz, 2020)
(Du et al., 2020)
(Sweeney and Najafian, 2020)
(Schlender and Spanakis, 2020)
(Borah et al., 2021)
(Friedrich et al., 2021)
(Jonauskaite et al., 2021)

2016
2018
2018
2019
2019
2019
2019
2019
2019
2020
2020
2020
2020
2020
2020
2020
2020
2020
2020
2020
2020
2020
2020
2020
2021
2021
2021

NIPS
PNAS
IDA
AAAI
AAAI
SemEval
ACL
ACL
UMW
ArgMining
AAAI
ACL
EMNLP
ISMIS
EMNLP
ACL
arXiv
Stanford
CRCS
SBP-BRiMS
WI-IAT
EMNLP-IJCNLP
FAT
BNAIC
arXiv
AAAI
PLoS ONE

word2vec

(Bolukbasi et al., 2016b)
(Garg et al., 2018)
(Karve et al., 2019)
(Clare Arrington, 2019)
(Schlender and Spanakis, 2020)
(Sweeney and Najafian, 2020)
(Wang et al., 2020)
(Vargas and Cotterell, 2020)
(Popović et al., 2020)
(Zhang et al., 2020)
(Lee, 2020)
(Du et al., 2020)
(Bihani and Rayz, 2020)
(Gyamfi et al., 2020)
(Borah et al., 2021)
(Ghai et al., 2021)

2016
2018
2019
2019
2020
2020
2020
2020
2020
2020
2020
2020
2020
2020
2021
2021

ICML
PNAS
ACL
UMW
BNAIC
FAT
ACL
EMNLP
ISMIS
AACL-IJCNLP
Stanford
EMNLP-IJCNLP
WI-IAT
ICGIP
arXiv
CHI EA

fastText

(Lauscher et al., 2019)
(Lauscher and Glavaš, 2019)
(Karve et al., 2019)
(Clare Arrington, 2019)
(Popović et al., 2020)
(Bihani and Rayz, 2020)
(Borah et al., 2021)
(Friedrich et al., 2021)

2019
2019
2019
2019
2020
2020
2021
2021

AAAI
SemEval
ACL
UMW
ISMIS
WI-IAT
arXiv
AAAI

CBOW
(Lauscher et al., 2019)
(Lauscher et al., 2020)
(Friedrich et al., 2021)

2019
2020
2021

AAAI
AAAI
AAAI

dict2vec (Lauscher et al., 2019)
(Lee, 2020)

2019
2020

AAAI
Stanford

Numberbatch (Schlender and Spanakis, 2020) 2020 BNAIC

SGNS (Ethayarajh et al., 2019) 2019 ACL

Table 7: Studies on Standard Static Word Embedding
Models.

Bias Metric References Year Venue

Word Embedding
Association Test (WEAT)

(Sutton et al., 2018)
(Lauscher et al., 2019)
(Lauscher and Glavaš, 2019)
(Tan and Celis, 2019)
(Karve et al., 2019)
(Gonen and Goldberg, 2019)
(Kurita et al., 2019)
(May et al., 2019)
(Ethayarajh et al., 2019)
(Schlender and Spanakis, 2020)
(Guo and Caliskan, 2021)
(Wang et al., 2020)
(Vargas and Cotterell, 2020)
(Lee, 2020)
(Popović et al., 2020)
(Du and Joseph, 2020)
(Shin et al., 2020)
(Dev et al., 2020)
(Zhang et al., 2020)
(Borah et al., 2021)
(Friedrich et al., 2021)

2018
2019
2019
2019
2019
2019
2019
2019
2019
2020
2020
2020
2020
2020
2020
2020
2020
2020
2020
2021
2021

IDA
AAI
SemEval
NeurIPS
ACL
NAACL HLT
ACL
NAACL HLT
ACL
BNAIC
AAAI
ACL
EMNLP
Stanford
ISMIS
SBP-BRiMS
EMNLP
arXiv
AACL-IJCNLP
arXiv
AAAI

SemBias

(Kaneko and Bollegala, 2019)
(Shin et al., 2020)
(Kumar et al., 2020)
(Mishra, 2020)

2019
2020
2020
2020

ACL
EMNLP
TACL
CRCS

Neighbourhood Metric (Wang et al., 2020)
(Zhang et al., 2020)

2020
2020

ACL
AACL-IJCNLP

Direct Bias (Babaeianjelodar et al., 2020)
(Zhang et al., 2020)

2020
2020

WWW
AACL-IJCNLP

Double Bind (Tan and Celis, 2019)
(May et al., 2019)

2019
2019

NeurIPS
NAACL HLT

Angry Black Woman
(ABW) Stereotype

(Tan and Celis, 2019)
(May et al., 2019)

2019
2019

NeurIPS
NAACL HLT

ECT (Dev et al., 2020)
(Friedrich et al., 2021)

2020
2021 AAAI

Indirect Bias (Vargas and Cotterell, 2020) 2020 EMNLP

Equity Evaluation
Corpus (EEC) (Sweeney and Najafian, 2020) 2020 FAT

MAC (Schlender and Spanakis, 2020) 2020 BNAIC

RNSB (Schlender and Spanakis, 2020) 2020 BNAIC

Bias-by-projection (Yang and Feng, 2019) 2019 AAAI

Contextual Embedding
Association Test (CEAT) (Guo and Caliskan, 2021) 2020 AAAI

Sentence Embedding
Association Test (SEAT) (Kaneko and Bollegala, 2021) 2021 ACL

BAT (Friedrich et al., 2021) 2021 AAAI

IBT (Friedrich et al., 2021) 2021 AAAIAAAI

SQ (Friedrich et al., 2021) 2021 AAAI

RIPA (Zhang et al., 2020) 2020 AACL-IJCNLP

RND (Ghai et al., 2021) 2021 CHI EA

IAT (Du et al., 2020) 2020 EMNLP-IJCNLP

K-means Accuracy (Du and Joseph, 2020) 2020 SBP-BRiMS

SVM Accuracy (Du and Joseph, 2020) 2020 SBP-BRiMS

Correlation Profession (Du and Joseph, 2020) 2020 SBP-BRiMS

Table 8: Studies on Bias Metrics for Word Embeddings.


